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CHAPTER 1
Introduction
Since the dawn of time, the Universe has had deviations from being perfectly homogeneous.
The exact spectrum of the earliest observable inhomogeneities is imprinted in a pervasive ﬁeld
of prehistoric photons that we see now as the Cosmic Microwave Background (CMB). The
local observable Universe is nothing like what is seen in this CMB: the distribution of baryons
and dark matter has changed from a nearly smooth primordial soup, to a geometrically
complex conﬁguration of ﬁlamentary structures in which one may witness the birth of a star,
that of a planet, and maybe even that of life.
How does this change come about? Herakleitos’ aphorism conveys it most concisely:
Παντα ρι και oυδν μνι. The Universe’s content is far from static; its elementary
constituents are in constant motion. Whenever there is a gradient, in either pressure or
potential, baryonic and dark matter particles move from one location to the next. Photons
and other massless particles are constantly on the move, required to travel at the speed of
light. If it were not for this natural process, the Universe would still be in the same state
as it was as we observe it in the CMB. The transport of particles is therefore the essential
ingredient in understanding how our Universe changes from one state into the next.
1.1
Transport Theory
The movement of a particle can be tracked by solving its equation of motion, the result of
which is a geodetic trajectory along which it will travel unhampered until some interaction (an-
nihilation, scattering, dissociation, etc.) takes place. Most particles travel in groups, though.
A drop of water consists of very many individual molecules (of the order of Avogadro’s num-
ber, i.e. ∼ 1023), and a laser beam is usually made up out of at least as many photons.
This drastically complicates matters, because not only do we need to solve the equations
of motion for each and every particle, the particles will also interact amongst themselves,
entangling the dynamical history of each individual particle into a complex tapestry of inter-
twined trajectories. It is therefore near to impossible to describe the behavior of a collection
of particles by solving for the trajectory of each individual particle, even though that would
be the most accurate way of obtaining their dynamics.
Physicists, confronted with this immense problem, have found a partial way out: instead
of trying to describe the behavior of each particle, one can aim for describing the collective
behavior of the group of particles as a whole, coarse graining from the microscopic level to
a mesoscopic or macroscopic one. The equations of motion for the individual particles will
henceforth be replaced by dynamic equations for system averages, quantities that describe
the physical properties of the collection of particles. These equations can come in a wide
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variety of forms, depending on the problem at hand. The collective behavior of gas particles
in a ﬂuid, for example, are described by the Euler or Navier-Stokes equations (Landau &
Lifschitz 1987), while the collective behavior of photons traveling through a cloud can be
described by the radiative transfer equations (Chandrasekhar 1950).
The general mathematical framework that is used as a context within one can follow the
dynamical behavior of a collection of particles is known as nonequilibrium statistical mechanics
(Liboﬀ 1969; Balescu 1975; Reichl 1998). More speciﬁcally, the collective movement of
particles, possibly through a host medium, is described by the extremely versatile transport
theory (Duderstadt & Martin 1979). Both of these subjects are cornerstones of modern
physics, having proven their use in the description of gases, liquids, plasmas, and radiation
ﬁelds, just to name a few. Their principles are much more universal, though. Every system
that can be dissected into a collection of individual constituents that interact via a set of
(often simple) rules can be understood on a macroscopic scale by using the same machinery.
Whether is the ﬂow of traﬃc on highways (Chowdhury et al. 1997), the exchange of money
on the ﬁnancial market (Dragulescu & Yakovenko 2000), the ﬂow of data on the World Wide
Web (Callaway et al. 2000), that of words in a verbally communicating society (Schulze &
Stauﬀer 2005), or even the movement of schools of ﬁsh (Czirok & Vicsek 2000), the same
principles of transport theory can be used to understand, or at least model, the speciﬁc
process.
1.2
Radiative Transfer
Historically, one of the ﬁrst transport problems that was studied was that of photons through
a medium, with which interaction may take place. This subject of radiative transfer is still
one of the most demanding and intricate problems in modern day physics. The transported
entities are photons, particles that move with the highest speed possible, thereby reaching
many diﬀerent parts of space, interacting with it, and being reemitted by it, before arriving at
a certain location. The problem is therefore highly non-local, so that its solution is far from
trivial. The photons have a certain location, travel into a certain direction, and have a certain
frequency, all of which can be time-dependent. Thus, the problem is seven-dimensional: a
daunting task.
Its applications are widespread, ranging from laser physics, to understanding nuclear det-
onations, to even creating convincing 3D animations. In astrophysics, radiative transfer is
one of the essential ingredients in understanding cosmological processes. The formation of
cosmic structures, such as galaxies and stars, is inﬂuenced, indeed sometimes even domi-
nated, by radiative eﬀects. It is therefore mandatory to incorporate this speciﬁc transport
theoretic process into any analysis of physical cosmology.
1.3
Numerical Methods
The equations that govern transport theoretic problems are often very diﬃcult to solve
analytically, closed solutions only existing in very speciﬁc, physically and geometrically simple
problems. In almost all cases, numerical methods are necessary to obtain an indication
of the actual solution, if there exists one at all. Most existing numerical methods start
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with the macroscopic equations describing the transport problem, and try to solve these by
discretizing both the diﬀerential operators and the properties of the particles and medium
themselves. In radiative transfer methods, for example, not only the macroscopic radiative
transfer equations, but also the properties of the medium through which the photons will
propagate are discretized. By using a ﬁnite diﬀerencing method, solutions are obtained.
Almost all of these methods use a ﬁxed rectangular computational mesh as a basis for
the discretization procedure. Choosing this type of mesh has nothing to do with the physical
problem at hand. Indeed, using these meshes has been known to introduce symmetry breaking
eﬀects, because both rotation and translation invariance are broken. Moreover, the medium
distribution itself is often highly inhomogeneous, so that ﬁxed grids are either too coarse in
detail-rich regions, or too reﬁned in nearly homogeneous area. The resultant methods can be
designed to be very accurate, but most often they become very involved and computationally
very laborious.
1.4
A New Method
In this thesis, we present a new method that is able to solve radiative transfer problems,
and other processes in which a collection of particles is transported through a background
medium. It is radically diﬀerent from existing numerical methods in two ways.
First, it does not solve the macroscopic, coarse-grained, diﬀerential equations that de-
scribe the dynamical behavior of a collection of particles as a whole. Instead, it goes back to
the original mesoscopic perspective of individual particles moving through the medium along
a trajectory taking it from one interaction to the next.
Second, it uses a computational mesh that is drastically diﬀerent from the usual ones.
A point process is used to construct a distribution of points that directly represents the
background medium distribution, and, from this, a mesh is constructed by performing a
tessellation procedure. The resultant mesh is a graph along which the particles can move,
emulating the actual physical Markov process of particles moving from one interaction to the
other. Indeed, one can show that, by construction, the line lengths of the adaptive mesh
correlate with the local mean free paths of the background medium. Moreover, the choice of
the tessellation procedure ensures that both rotation and translation symmetry are preserved,
by which no unwanted spurious invariants are introduced into the numerical solution.
Thus, we have deﬁned the method to operate on a mesh that is very physical indeed, and
is homogeneous from the perspective of the particles themselves: every mesh line, whether it
is short or long, is identical for the transported particle, namely a ﬁxed number of mean free
paths. The result is a method that not only has a wide range in resolution, because of its
adaptive properties, thereby being able to solve substructure that was previously unresolved,
but it can also be shown to be much more eﬃcient than other existing methods. Those scale
with the number of sources of particles in the problem; ours does not.
The method combines techniques from diﬀerent branches of the sciences, and because
of its general framework, it has many diverse applications. We shall therefore spend quite
some time in this thesis on going into these matters in considerable detail. Of all possible
applications, we have singled out one particular one for which we will use our transfer method,
and that is the era of cosmological reionization.
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1.5
Triangulating the First Light
Largely due to the transport of particles, the Universe changes state. Starting nearly ho-
mogeneous at recombination, collections of baryonic and dark matter particles coalesce into
a sponge-like large scale structure, under the inﬂuence of the gravitational potential of the
initial seeds of overdensity. In the high density walls of these structures, the circumstances
can be such that the present gas can contract and cool suﬃciently to host the formation of
the ﬁrst stars.
These sources provide the ﬁrst new supply of photons, and their impact on the matter in
the Universe is drastic. Being very massive, the ﬁrst stars form photons that are energetic
enough to ionize the hydrogen and helium that had recombined earlier. Around each source
HII regions are blown, which grow with increasing time. This process culminates in the HII
bubbles overlapping, so that the Universe is ﬁlled and again becomes transparent to ionizing
radiation. This process occurs at the end of the so-called Dark Ages, and is known as the
Epoch of Reionization. Currently, it is one of the most studied topics in cosmology.
When wanting to study this epoch numerically, it is immediately evident that transport
methods are essential. The collective movement of individual gas and dark matter particles
can be simulated by the use of cosmological hydrodynamics methods, and the transport of
ionizing photons needs a numerical radiative transfer method. Of these, the hydrodynam-
ics methods are the most eﬃcient. The cosmological radiative transfer methods form the
bottleneck in current reionization simulations: they scale with the number of sources. Reion-
ization is induced by very many sources that are distributed very inhomogeneously, which is
why standard radiative transfer computation is very expensive.
Our new method does not scale with the number of sources, and uses a mesh that adapts
to the medium distribution. With an implementation of this method, we are therefore in the
fortunate position to be able to more systematically study several aspects of this intricate
cosmological era, that were previously beyond computational feasibility. We shall describe
the results hereof in this thesis.
1.6
Thesis outline
This thesis is divided into three distinct parts: deﬁnition, implementation, and application.
1.6.1 Part I
The ﬁrst part gives a general introduction of our new transfer method, putting emphasis on
its inner workings, but also on its versatility and generality.
We commence by giving a general introduction into the topic of transport theory in
Chapter 2, emphasizing certain aspects that will serve as a general framework within which
we can more aptly explain our method. Hereafter, in Chapter 3, we will discuss the properties
and construction techniques of the adaptive mesh used by our method, and, that being done,
we are in a position to describe in detail how the method works in Chapter 4. In Chapter 5,
we emphasize the method’s versatility and generality by going into its link to other branches
of science, pointing out several of its possible uses, and we ﬁnish this part of the thesis by
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quantitatively deriving sampling criteria for the method’s adaptive random lattice in Chapter
6.
1.6.2 Part II
The second part of this thesis describes a speciﬁc implementation of the more general method,
aimed at doing cosmological radiative transfer.
We ﬁrst give a general introduction of the current status of cosmological radiative transfer
in Chapter 7, pointing out the ingredients essential for any numerical method. Hereafter,
we describe in Chapter 8 how our new method was implemented into a C++ package, called
SimpleX, speciﬁcally designed to be used within the context of reionization simulations.
Using several test cases, SimpleX was compared with other cosmological radiative transfer
code in an international comparison project, the results of which are presented in Chapter 9.
1.6.3 Part III
The third and ﬁnal part of this thesis describes the results of using the cosmological radiative
transfer implementation, SimpleX, to perform cosmological reionization simulations.
Because the radiative transfer used to be the bottleneck in reionization simulations,
several physical aspects of the process of reionization are usually ignored, in order to make
the simulations computationally feasible. In Chapter 10, we give a brief introduction of
reionization simulations, describing their numerical and physical requirements, and we discuss
several of the aspects that were usually underemphasized. One of these aspects is the
inﬂuence of the diﬀuse radiation ﬁeld. In Chapter 11, we show quantitatively that diﬀuse
photons may even dominate the radiation ﬁeld within HII regions, so that their inﬂuence
cannot be ignored. We ﬁnish this thesis by presenting the results of using SimpleX to perform
many diﬀerent reionization simulations in Chapter 12, showing that several numerical and
physical aspects have a profound inﬂuence on the overall reionization history.
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Simplicity is the ﬁnal achievement.
After one has played a vast quantity of
notes and more notes, it is simplicity that
emerges as the crowning reward of art.
FREDERIC CHOPIN
Part I
Simplicial Transport
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CHAPTER 2
Transport Theory
In this chapter, we will lay a foundation for our new numerical method, by delving
into the particulars of the physics of transport processes. We will give two diﬀerent
perspectives, one based on a deterministic approach, the other on a stochastic one. It is
the latter class that has led to a class of very versatile numerical methods for solving the
transport equations, now known as Monte Carlo methods. It is this stochastic approach
that we will use as a basis for our new transport method, as discussed in Chapter 4.
2.1
Introduction
Transport theory is most commonly deﬁned as the mathematical description of the transport
of particles through a host medium (Duderstadt & Martin 1979). The theory has proven its
use in modeling a wide variety of physical, or physics related, phenomena, in which one wants
to study the behavior of a large number of particles interacting with a medium. Examples
hereof are abundant, from the transport of neutrons through the uranium fuel elements of
a nuclear reactor, to the transport of photons through the intergalactic medium, from the
analysis of traﬃc ﬂowing along a predeﬁned system of highways, to the motion of a gas within
a wind tunnel (a more extensive range of possible uses will be given in Chapter 5). There is
a subtle distinction between the ﬁrst two examples, in which the medium can be assumed to
be distinct from the transported particles, and the latter two, in which the medium consists
of the particles themselves. This distinction will give rise to very diﬀerent properties of the
governing equations, cf. Sect. 2.4.
In almost all cases, the particles that are transported are very numerous, i.e. on the order
of Avogadro’s number (∼ 1023). This makes it impossible to track all particles individually.
As such, transport equations are derived making use of the same machinery developed within
the discipline of nonequilibrium statistical mechanics. Strictly speaking, transport theory is a
restricted subset of kinetic theory, in which one wants to derive equations for macroscopic
observables based on what we know of the microscopic details of the process. It is therefore
appropriate to start this chapter with a brief introduction of kinetic theory in Sect. 2.2.
Hereafter, we derive the general form of the transport equation in Sect. 2.3. The set of
transport equations is not closed until we give a, preferably detailed, description of the
interactions between particles and medium (or amongst the particles themselves). It is this
collision term that gives rise to the wide diversity of forms of the transport equation, but we
shall categorize them into two distinct classes in Sect. 2.4.
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Although the transport equations were, chronologically speaking, originally derived by
coarse graining a many body problem into more tractable equations for particle distribution
functions, our understanding of these transport phenomena has deepened tremendously by
taking a diﬀerent approach. Because kinetic theory has an inherently stochastic character,
it is obvious that we can take an alternative approach to mathematically describing trans-
port problems by the use of stochastic diﬀerential equations, used in the ﬁeld of stochastic
processes. We shall describe some aspects of this approach in Sect. 2.5.
This stochastic approach is very useful, not only from a theoretical perspective, but also
because from it stems one of the most versatile ways of numerically tackling the transport
equations. This branch of transport solvers has been given the apt name of Monte Carlo
methods, and because these lie at the basis of our new method described in Chapter 4, we
will describe the main idea and some of the details in Sect. 2.6.
2.2
Kinetic Theory
Kinetic theory can be deﬁned as the analysis of nonequilibrium physical phenomena that
emerge from the collective behavior of a large number of particles. Many excellent intro-
ductions have been written on the subject, some of the deﬁnite ones being Balescu (1975)
and Reichl (1998). Here, we brieﬂy review this subject from the more general perspective of
nonequilibrium statistical mechanics, mainly along the lines followed in Duderstadt & Martin
(1979).
Any transport process can in principle be solved by keeping track of all the individual par-
ticles involved, and solving for them individually when possible, or for the collective transport
when the particles can interact amongst themselves. However, in practice, it is impossible to
do this, given the computational task involved, not to mention the neigh to impossible task
of determining the initial conditions of each individual particle. The primary goal of kinetic
theory is to derive the macroscopic behavior of such many particle systems starting from the
microscopic dynamics of the particles involved, by performing one or more steps of coarse
graining.
In analyzing the ﬂow of gas, for example, we might study the actual equations of motion
for each and every gas particle, or we could ‘zoom out’ (i.e. coarse grain) and give a more
approximate description using the well-known Boltzmann equation. In a similar manner, we
could zoom out even further and describe the gas on a hydrodynamical level (e.g. by using
the Navier-Stokes equations). Which level of coarse graining is acceptable depends on the
problem at hand, and we will give a more quantitative measure for the applicability of each
level in Sect. 2.4.2.
The mechanisms for passing from the level of the microscopic equations of motion to
the level of the kinetic transport equations and eventually to the hydrodynamical limit make
up the discipline of nonequilibrium statistical mechanics. In each step of coarse graining,
averages are taken over the possible microscopic motions of the particles in the system.
These averages then emerge as macroscopic properties of the system, such as the pressure
or the temperature.
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2.2.1 The Microscopic Level
We start by focusing on the lowest level. On a microscopic level, the dynamical evolution of
particles is governed by the well-known laws of mechanics:
dxi
dt
= vi(t) (2.1)
dvi
dt
=
1
m
F(xi(t), t),
for every particle i = 1, ..., N. Given the initial particle and momentum value of all N
particles, ΓN(0) ≡ (x1, v1, ...xN , vN), deﬁned as a point in 6N-dimensional phase space, the
linear system Eq.(2.1) fully determines the trajectories ΓN(t) = (x1(t), v1(t), ...xN(t), vN(t))
of all N particles through phase space.
Any measurement on the system will most probably be a time average over a part of one
of the trajectories. If A is a function of the state of the system, i.e. A = A(ΓN), a physical
measurement is associated with the time average of A, deﬁned as
〈A〉T = lim
T→∞
1
T
∫ T
0
dtA(ΓN(t)). (2.2)
It is impossible to solve the equations of motions for a system of N interacting particles
directly, if N even remotely approaches, say, the number of atoms in a kilogram of gas.
Moreover, physical observations assuredly do not match that level of detail. Therefore, we
could take a diﬀerent approach, due to Gibbs, in which we do not consider just one single
dynamical system, but an ensemble of systems. Each member of this ensemble is identical
with respect to the gross macroscopic variables that can be speciﬁed (such as the total energy
of the system), but have an otherwise unspeciﬁed phase space distribution. The ensemble
can be fully speciﬁed by the ensemble distribution function ρ(ΓN , t). Given this distribution
function, we can deﬁne another average of the dynamical variable A, namely the ensemble
average, i.e.
〈A〉 ≡
∫
dΓNρ(ΓN , t)A(ΓN). (2.3)
The ensemble average and the time average of a dynamic variable A can be related to each
other, when one assumes that the ensemble averages are representative for the measured
macroscopic properties of the system. The modern theory of statistical mechanics hinges on
this so-called ergodic theorem, which can be represented as
∫
dΓNρ(ΓN , t)A(ΓN) = lim
T→∞
1
T
∫ T
0
dtA(ΓN(t)). (2.4)
One can circumvent all the issues involving the rigorous justiﬁcation of the ergodic theorem
by noting that all measured properties of the system can always be expressed in terms of the
ensemble averages.
Thus, all information of the many body system is encoded into the distribution function
ρ(ΓN , t). As such, the N equations of motion in the system Eq.(2.1) can be replaced by
one ﬁrst order partial diﬀerential equation for the ensemble distribution function. Using
Hamilton’s equations, we obtain the Liouville equation
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∂ρ
∂t
= {H, ρ} (2.5)
= −
N∑
i=1
(
vi · ∂
∂xi
+
1
m
Fi · ∂
∂vi
)
ρ(ΓN , t)
≡ −iLρ,
in which { } are the Poisson brackets, and in which we have deﬁned the Liouville operator
L. It is important to stress that the solution of the Liouville equation in Eq.(2.5) is formally
equivalent to that of the exact equations of motion.
In quantum mechanics similar considerations apply. If ρ is interpreted as a density oper-
ator, one obtains the Neumann equation
∂ρ
∂t
= [H, ρ] = −iLρ, (2.6)
with an ensemble average for an observable A deﬁned as 〈A(t)〉 = Tr {Aρ(t)}
2.2.2 Coarse Graining
Boltzmann derived his kinetic equation (cf. Sect. 2.4.2) on a somewhat phenomenological
basis. During the last 60 years, however, many elaborate, albeit sometimes very abstract,
schemes have been developed to systematically move from the complicated microscopic equa-
tions of motion (e.g. the Liouville equation) to a more simple, tractable macroscopic picture
of the many body problem. Each and every one of these approaches involve approximations
to some extent, depending on the properties of the physical problem at hand. Most no-
tably, the BBGKY hierarchy procedure (Balescu 1975; Reichl 1998) has proven its virtue in
rigorously deriving Boltzmann-like equations from the microscopic dynamics.
Many subtle diﬃculties arise when taking these coarse graining steps. The equations of
motion of the microscopic many body system in the form of the Liouville or Von Neumann
equation are fully time-reversible. That is, the transformation t → −t leaves the form of the
equations, and solutions, the same (this is simply because in mechanics all time derivatives
are second order). Indeed, it is this time symmetry that enforces the conservation of energy
within the system, via Noether’s theorem (Noether 1918). When coarse graining these
equations of motion to the evolution of the distribution function for just one particle (as in the
Boltzmann equation), time symmetry is broken. Using his famous H-theorem, Boltzmann’s
equation can be used to show that the system will evolve towards an equilibrium state of
maximum entropy, and not vice versa. Note, that the system can ﬂuctuate towards a state
of lower entropy, but that the overall trend will always be towards the maximum entropy
state. These ﬂuctuations may resolve the apparent dichotomy between the second law of
thermodynamics and Poincaré’s recurrence theorem1 (Barreira 2005). When moving one step
further, coarse graining from the kinetic level to the hydrodynamic limit, new irreversible
processes are introduced. There are many interpretations as to how this time symmetry
breaking can be understood, and even be linked to the arrow of time (Coveney 1988), but
that is beyond the scope of this thesis. In the following, we will just brieﬂy sketch the
procedure of coarse graining from one level to the next.
1Loosely deﬁned, it states that all conservative dynamical systems with ﬁnite energy are quasi-periodic.
That is, states tend to recur.
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2.2.3 Contraction
Most dynamical variables of interest depend only on the phase space coordinates of one
particle. As such, we can contract the phase space distribution function ρ(ΓN) for all the N
particles onto a single-particle distribution function via
f (x1, v1) ≡
∫
dΓN−1ρ(ΓN , t). (2.7)
The ensemble average for the dynamic variable A in Eq.(2.3) is replaced by
〈A(t)〉 =
∫
d3x1
∫
d3v1f (x1, v1, t)A(x1, v1). (2.8)
Equations that describe the time evolution of the single-particle distribution function f (x1, v1, t)
are called kinetic equations, of which the Boltzmann equation is the most famous.
We can take one step further by obtaining equations for the ensemble averages 〈A(t)〉
themselves. Such system of equations can take the form of a diﬀusion equation, or of the
equations of hydrodynamics, which will be derived more explicitly in Sect. 2.4.2. For now,
we shall proceed by deriving the general form of the transport equations.
2.3
Transport Equations
Transport equations are usually derived on the kinetic level, giving rise to kinetic equations,
such as the Boltzmann equation. There are several procedures to derive a general form
of these transport equations. The simplest one, in our opinion, equates the substantial
derivative, that describes the local time rate of change of the particle phase space density
along a trajectory, to the change in density due to collisions and sources:
Df
Dt
=
(
∂f
∂t
)
coll
+ s. (2.9)
Explicitly expanding DN/Dt as
Df
Dt
=
∂f
∂t
+
∂r
∂t
· ∂f
∂r
+
∂v
∂t
· ∂f
∂v
(2.10)
=
∂f
∂t
+ v · ∂f
∂r
+
F
m
· ∂f
∂v
,
we obtain the general form of the transport equation for particles moving in phase space:
∂f
∂t
+ v · ∂f
∂r
+
F
m
· ∂f
∂v
=
(
∂f
∂t
)
coll
+ s(r, v, t). (2.11)
The source term s(r, v, t) is mostly assumed to be given, but may depend on the phase space
density f (r, v, t) itself, as is mostly the case in radiation transport.
To proceed, we must specify the exact form of the collision term in order to adequately
describe the interaction processes of the particles with the medium or amongst the particles
themselves. A detailed description of the possible forms of the collision operator will be given
in the next section. For now, we introduce several useful parameters that can be used to
characterize the interaction terms.
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When assuming that the interactions are localized, i.e. long range forces can be neglected,
we can introduce the concept of a mean free path, which is the average path length of a
particle between two interaction, or collision, events. Assuming, for now, that particles move
through a static background medium, the mean free path λ can be related to the medium
density through
λ−1(r, v) = n(r)σ(v) ≡ Σ(r, v), (2.12)
in which n(r) is the background medium density, and σ(v) is the total microscopic cross
section for all the relevant interactions, and in which we have deﬁned Σ(r, v) as the macro-
scopic cross section. From this macroscopic cross section, we can infer several other param-
eters of the process, such as the collision frequency vΣ(r, v) and the reaction rate density
vΣ(r, v)f (r, v, t).
As an example, we examine a scattering process, in which particles move from one
scattering event in the medium to another. We can introduce the scattering probability
function f (v′ → v), which deﬁnes the probability that a particle with velocity v′ will be
scattered and end up with a velocity v. Thus, we obtain the collision kernel
Σ(r, v′ → v) = Σ(r, v′)f (r, v′ → v), (2.13)
which satisﬁes Σ(r, v) =
∫
d3v ′Σ(r, v′ → v) by deﬁnition. The collision term can now easily
be obtained, by incorporating the reaction rate density for particles scattering from velocity
v′ into v (gain term) and vice versa (loss term). Thus,(
∂f
∂t
)
coll
=
∫
d3v ′
[
v ′Σ(r, v′ → v)f (r, v′, t)− vΣ(r, v→ v′)f (r, v, t)] . (2.14)
This equation has the well-known form of a Master Equation for Markov stochastic processes
(Van Kampen 1981). This correspondence will form the basis for the stochastic interpretation
of the transport equations in Sect. 2.5.
2.4
Collision Phenomena
Transport equations in the form of Eq.(2.11) are exact, in the sense that they can be easily
obtained by manipulation of the microscopic equations of motion, such as the Hamilton
equation or the Liouville equation. It is the collision term in Eq.(2.11) that incorporates all
the detailed physics of the microscopic interactions. To make the problem more tractable, one
is usually forced to introduce certain approximations, depending on the relevant physics. In
general, there are two distinct classes of problems, and thus two classes of collision operators.
First, there is the case in which test particles (neutrons, photons, etc.) move through
a background medium. This process can, in general, be described by linear collision terms,
and the resulting transport equations can be readily tackled with the techniques of linear
mathematical analysis. This linearity breaks down, when the test particles can interact
amongst themselves. This can happen, either when the density of particles becomes high
enough to allow for this self-interaction, or when source terms are introduced that depend
on the particle distribution, such as can be the case in radiation transport.
This self interaction is not an exception, but the rule, when it comes to the transport of
gases, or a plasma (or other collections of particles, which behave like a gas, such as traﬃc).
In this case, the background medium is the gas itself, and the resulting collision terms will
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be nonlinear. Clearly, the rate of interaction will depend on the probability that at least two
particles will ﬁnd themselves near the same location in (phase) space.
There is a subtle distinction between these two cases. Because in the ﬁrst case, the
feedback of the particles on the medium, such as recoil eﬀect or heating, is mostly neglected,
the governing equations will only conserve particle numbers, but not momentum and energy.
In the second case, however, these feedback eﬀects are fully accounted for, and the resultant
transport equations therefore do conserve momentum and energy. This distinction becomes
apparent when moving to the continuum limit: the equations of hydrodynamics are nothing
more than macroscopic equations describing the conservation of mass (particle number),
momentum and energy.
2.4.1 Linear Collision Operators
When the mean free path can be considered to be independent of the phase space density,
the transport equation will transform into a linear partial diﬀerential equation, which can
be solved relatively easily, given the proper initial conditions and the exact geometry of any
background medium. Linear transport equations are used in a wide variety of problems, from
the transport of neutrons in a reactor, to the transport of high energy electrons through an
atmosphere, to name a few. Here, we single out one example, mainly because the latter two
parts of this thesis revolve around this subject.
Radiative transfer can be deﬁned to encompass all phenomena related to the propagation
of electromagnetic radiation through and its interaction with matter, as long as it can be
described by a transport equation. The transport of photons through a medium is often
considered to be one of the most diﬃcult linear transport problems. This is mainly because
the complexity is enlarged by the fact that the photon mean free paths usually depend on the
frequency of the radiation. Moreover, if radiative feedback is included, the optical properties
(i.e. the cross sections) of the medium may change due to the radiation ﬁeld. Thus, the
problem has in fact become a highly nonlinear problem.
We can use the transport equations of kinetic theory by considering the electromagnetic
radiation to be composed of a ‘photon gas’ (Chandrasekhar 1950). Instead of using the
phase space distribution function f (x, v, t), it is customary in the ﬁeld of radiative transfer
to use the radiation speciﬁc intensity
Iν = hνcf , (2.15)
in which c is the speed of light. The frequency ν has replaced energy E = hν as an
independent variable. More speciﬁcally, the speciﬁc Iν(r,Ω, t) intensity deﬁnes the amount
of radiation of frequency ν, at a certain location r, moving into a certain angular direction
Ω, at time t.
We can deﬁne several moments of the speciﬁc intensity, for example the average density,
the ﬂux vector, and the radiation pressure tensor :
Jν(r, t) ≡ 1
4π
∫
dΩIν(r,Ω, t) (2.16)
qν(r, t) ≡
∫
dΩΩIν(r,Ω, t)
Pν(r, t) ≡ 1
c
∫
dΩΩΩIν(r,Ω, t).
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Finally, the equation of photon transport can be written as
1
c
∂Iν
∂t
+Ω · ∇Iν = jν(r,Ω, t)− αν(r, t)Iν(r,Ω, t), (2.17)
where ανIν denotes the absorption terms, for an absorption coeﬃcient αν , and jν denotes
the amount of radiant energy emitted (per unit phase space volume). Note that the equation
becomes nonlinear, when the process includes re-emission and scattering, because then the jν
depends on Iν . The equation of radiation transport Eq.(2.17) can be made to incorporate as
many detailed physics as one likes, from photoionization, to Rayleigh, Compton or Thomson
scattering. It is not very diﬃcult to write down an equation like that, given the relevant
macroscopic cross section for each interaction, but solving it is a very diﬀerent matter.
Finding analytic solutions to a linear transport equation as in Eq.(2.17) can already be
a formidable task. In almost all realistic cases, one has to resort to numerical methods (cf.
Sect. 2.6), sometimes partly based on known analytic solutions. The matter gets even more
complex, when the collision operator under consideration is nonlinear by deﬁnition, as we will
discuss in the next section.
2.4.2 The Boltzmann Collision Operator
We already mentioned in the previous section, that some linear collision operators, commonly
associated with the transport of particles through a medium, quite easily become nonlinear,
when more physics is included. If the collective transport of a system of particles is considered,
the collision operator becomes nonlinear by construction.
One of the most well known nonlinear transport equations is the Boltzmann equation.
Originally derived in the 19th century to describe the dynamical evolution of rareﬁed gases, it
has proven its use in a wide variety of ﬁelds, from the ﬂow of traﬃc (Bellomo et al. 2002), to
the distribution of wealth (Dragulescu & Yakovenko 2000), to even the behavioral patterns
of people conﬁned in a room (Helbing et al. 2000). Boltzmann’s original derivation was
based on somewhat heuristic physical arguments. Finding a more rigorous derivation from
the microscopic equations of motion has been the subject of a great deal of research, even
today. A very successful attempt at obtaining a deeper understanding involves the use of
stochastic processes, something which will be discussed to some extent in the next section.
For now, we shall content with giving a derivation much along the lines of Boltzmann’s
phenomenological one.
Derivation of the Boltzmann Equation
Assuming that the gas is dilute, the mean free path between particle collisions is much bigger
than the size of the particles a, i.e. λ a. This condition ensures it is highly unlikely to have
any encounters other than binary collisions. The collision operator will have two diﬀerent
terms, a gain term of particles with a certain initial speed ending up with velocity v, and
a loss term of particles with initial velocity v ending up with a diﬀerent velocity due to a
collision. Suppose two beams of particles with number density n and n1, respectively, have
initial velocity v and v1, and have velocities v′ and v′1 after collision. A particle in the second
beam experiences a ﬂux I = n1 |v − v1| of particles from the ﬁrst beam. The number of
collisions δnc per unit time per unit volume which deﬂect particles from the second beam
through a solid angle Ω is
δnc = σ(v, v1|v′, v′1)n |v − v1| n1dΩ, (2.18)
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in which we deﬁned the diﬀerential cross section for the encounter σ(v, v1|v′, v′1). Given the
time-reversibility of molecular processes, we can assume
σ(v′, v′1|v, v1) = σ(v, v1|v′, v′1). (2.19)
The total number of collisions (per unit phase space volume) in the loss term can be computed
by integrating δnc over all locations x , all solid angles Ω, and all particle collision velocities
v1. Using n = f (x, v, t)d3v and n = f (x, v1, t)d3v1,
Closs = d
3xd3v
∫
d3v1
∫
d3Ωσ(v, v1|v′, v′1) |v − v1| f (x, v, t)f (x, v1, t). (2.20)
Using similar arguments and the reversibility criterion Eq.(2.19), we arrive at a similar ex-
pression for the gain term:
Cgain = d
3xd3v
∫
d3v1
∫
d3Ωσ(v, v1|v′, v′1) |v − v1| f (x, v′, t)f (x, v′1, t). (2.21)
Thus, we obtain the Boltzmann equation:
∂f
∂t
+ v · ∂f
∂r
+
F
m
· ∂f
∂v
=
∫
d3v1
∫
d3Ωσ(v, v1|v′, v′1) |v − v1| (2.22)
× [f (x, v′, t)f (x, v′1, t)− f (x, v, t)f (x, v1, t)] ,
For convenience’s sake, this is mostly abbreviated as
Df
Dt
=
∫
d3v1
∫
d3Ωσ(Ω) |v − v1| (f ′f ′1 − f f1) ≡ J(f ), (2.23)
in which we deﬁned the Boltzmann collision operator J(f ).
Properties of the Boltzmann Equation
It can be shown that the integral operator
∫
d3vJ(f ) has 1, v and v2 as eigenfunctions, with
eigenvalues 0. Thus, ∫
d3vJ(f )
⎡
⎣ 1v
v2
⎤
⎦ = 0. (2.24)
This expresses nothing more than that we have assumed that the binary collisions are elastic,
and therefore conserve mass (particle number), momentum and energy.
Note that the Boltzmann is clearly nonlinear, considering the fact that products of two
distribution functions appear in the collision term. However, this is still an approximation,
because multi-body collisions, which are not an exception but the rule in denser ﬂuids, are
excluded. Because of its nonlinearity, the Boltzmann equation is very diﬃcult to solve, even
in the most trivial situations. There is, however, one nontrivial result that is easily obtained
from it. Consider an equilibrium solution, in which the phase space distribution function is
homogeneous in space and time. That is f (x, v, t) = f (v). Then, in the absence of external
forces F, Eq.(2.22) implies J(f ) = 0, which is satisﬁed by the condition on f (v) of
f (v′)f (v′1)− f (v)f (v1) = 0. (2.25)
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It can be demonstrated (Huang 1963) that the most general solution of this equation, given
the conservation of momentum of energy, is of the form
f0(v) = A exp
[−B(v − C)2] , (2.26)
in which A, B, and C are arbitrary constants. Of course, this is nothing more than the
usual Maxwell-Boltzmann distribution for velocities in an ideal gas. One can use Boltz-
mann’s H-theorem to show that any nonequilibrium state will evolve towards this equilibrium
distribution.
We ﬁnish this section by noting that the low density approximation λ  a led to the
Boltzmann equation. Using similar steps (Montgomery 1967), one can use a weak-coupling
expansion V/kT 	 1 to obtain the Fokker-Planck equation, or an expansion in the plasma
parameter to obtain the Vlasov or Balescu-Lenard equation.
The Continuum Limit
It is often desirable to coarse grain the Boltzmann equation Eq.(2.22) even further into
macroscopic equations for hydrodynamic variables describing the continuum limit. There
are several procedures for obtaining these equations form the Boltzmann equation, such as
Grad’s 13-moment method (Grad 1949) and generalized polynomial expansions (Gross et al.
1957).
The most popular scheme for generating hydrodynamics equations is still the Chapman-
Enskog method (Chapman & Cowling 1991). In this method, one Taylor expands the phase
space distribution function with respect to a parameter ζ:
f =
∞∑
n=0
ζnf (n), (2.27)
in which the f (n) are functions of ζ themselves. The parameter ζ is the Knudsen number,
deﬁned as
ζ = Kn =
λ
L
, (2.28)
which is the ratio between the mean free path λ and the relevant physical length scale
L. The Knudsen number is an unbiased parameter to decide whether to use kinetic-level
or continuum-level equations to describe the behavior of a many particle system. If the
Knudsen number is greater than or near one, kinetic-level equations must be used, and when
the Knudsen number becomes very small, the continuum limit can be used.
It turns out that the zeroth order term in the expansion Eq.(2.27) is equivalent to the
equilibrium Maxwell-Boltzmann distribution function. The ﬁrst order expansion term gives
the familiar Euler equations, and incorporating the second order term results in obtaining
the Navier-Stokes equations. Here, we just give the general form of these hydrodynamics
equations, which can easily be obtained by multiplying the Boltzmann equation successively
by the conserved variables 1, v and v2, and integrating over v. The resulting equations are
three conservation equations for mass, momentum and energy, and have the general form
∂ρ
∂t
+∇ · ρu = 0 (2.29)
∂ρu
∂t
+ u · ∇ρu = Fext −∇ · P
∂ρ
∂t
+ u · ∇ρ = −∇ · q− P : Λ,
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in which ρ is the ﬂuid density, u(r, t) the ﬂuid velocity, and in which we have deﬁned the
pressure tensor P, the heat ﬂux vector q and the viscous stress tensor Λ. The energy  can
be related to the local kinetic temperature via (r, t) = cV kT (r, t), in which cV is the heat
capacity at constant volume, equal to 2/3 for an ideal monatomic gas, and k is Boltzmann’s
constant.
It depends on the problem to be solved whether to use the equation of motions for a many
body system on the microscopic, kinetic or continuum level. Each level has its own validity,
and its own methods of solution, either analytical, or numerical. However, it so happens
that there is an alternative way of approaching many body systems, that has already been
hinted at in the previous sections. The theory of stochastic processes, described in the next
section, has proven to be a versatile alternative to the deterministic approach of Boltzmann
and others.
2.5
A Stochastic Interpretation
Science in general revolves around trying to ﬁnd systematics in the world around us. From
these observations, one hopes to derive a model, preferably in the form of a theory, from
which one can extract predictions that conform to these observations. Some theories cry
out, from the very beginning, for a probability model. Without feeling the need to justify
that approach, one simply makes the assumption that the process has a stochastic character,
and can be treated as a random process. Examples abound, such as the noise in an electric
circuit, the ﬂuctuation of stock value in the exchange market, to the Brownian motion of
minute particles immersed in a ﬂuid. The mathematical theory of stochastic processes has
been well established and widely used in most of these areas.
On the other hand, we have the older body of physical theory, that of kinetic theory
and statistical mechanics, in which a probabilistic treatment is explicitly justiﬁed instead of
assumed. Indeed, most physicists feel that one should be reluctant with the use of proba-
bilistic methods, and should only resort to such methods when deterministic methods fail.
However, in our desire to make the Liouville equation more tractable, we already introduced
a (phase-space) probability density, or distribution function, f (x, v, t). This function can be
used to calculate ensemble averages Eq.(2.8), and, as such, the exact, deterministic micro-
scopic state of the system has been replaced by a stochastic variable. Thus, each physical
quantity has become a stochastic process, whose average and higher order moments are now
related to observables.
We should of course not forget that quantum theory has an extra unpredictability inherent
in its theory. This is not because of the complicated nature of a many body system, as is
the case in statistical mechanics, but because, as far as we know, it is just Nature’s way of
behaving on those small scales.
2.5.1 The Master Equation
We can take a diﬀerent point of view from the previous sections, and use this stochastic
interpretation of many body systems, not as an intermediate step to make the dynamics
of a many body system less complicated, but as a way of characterizing the system as a
whole. To proceed with explaining how this point of view can be beneﬁcial to understanding
and solving transport processes, we need to introduce some preliminary basics of stochastic
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processes, more elaborately worked out in the deﬁnitive book on the subject, Van Kampen
(1981).
In this probabilistic perspective, one generally deﬁnes a general stochastic variable X(t),
which deﬁnes the state of the system. An example of this variable we have already en-
countered as the phase-space density distribution. The detailed mechanism of microscopic
dynamics is then only used to guess, or derive, the formula for the transition probability of
the current state to the next. If we assume that the time steps from one state of the system
to the next are discrete, we can write
X(t + 1) = RX(t), (2.30)
in which R is an operator describing the transition probabilities. The matrix R is called a
stochastic matrix, and has elements that are all non-negative. Moreover, the sum of the
elements in each row is one.
Eq.(2.30) is known as the (discrete) Master Equation, a term originally invented by
Uhlenbeck many years ago. The “Master" in his terminology refers to the fact that Eq.(2.30)
gives us precisely, at each time, the probability of any given situation. In the derivation of
the Master equation, one usually assumes the stochastic process has a Markov character.
That is to say, the current state only depends on the previous state,
P (X(t + 1)|X(t);X(t − 1); ...;X(0)) = P (X(t + 1)|X(t)) . (2.31)
The Markov property is justiﬁed for most interaction scenarios. When describing the behavior
of gases, for example, the Markov property is satisﬁed, when only binary collisions occur. This
is not always satisfactory, however. The resulting Boltzmann equation, which only describes
binary collisions, predicts that viscosity and pressure are independent, but we know empirically
that viscosity is highly dependent on pressure. It is obvious that this behavior will be described
by equations that do incorporate higher order collisions. The governing equations will then
not be of a simple Markov form.
We can make Eq.(2.30) more speciﬁc. Suppose we want to know the Master Equation
for the transition to a state η, given that the system is in some state at the previous time
step. Then we should sum over the transitions from every possible prior state δ to the state
η:
X(η, t + 1) =
∑
δ
R(η|δ)X(δ, t). (2.32)
In the mathematical literature, this equation is known as the Chapman-Kolmogorov equation.
For continuous time processes, the Master equation Eq.(2.30) can be written in its
diﬀerential form
∂X(t)
∂t
= ΩX(t), (2.33)
in which Ω is the continuous transition operator. Given a time-independent operator Ω, the
formal solution of Eq.(2.33) is
X(t) = etΩX(0). (2.34)
The transition operator Ω thus fully deﬁnes the time evolution of the system, given an initial
state. As such, spectral analysis can be used to reveal what the operator’s eigenvectors
are. Most important is the eigenvector with eigenvalue zero, because this corresponds to the
asymptotically reached equilibrium state.
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Now that we have deﬁned the basic terminology and equations concerning stochastic
processes, we proceed by pointing out how these probabilistic models can be used to describe
transport processes, in which we again make the distinction between linear and nonlinear
transport.
2.5.2 Stochastic Transport
We have already pointed out that the linear transport of particles through a background
medium is described and solved much more easily than that of the nonlinear collective trans-
port of gas-like systems. It is therefore not very surprising to ﬁnd that ﬁnding a stochastic
process to accurately model the ﬁrst is much easier than ﬁnding one for the latter. Indeed,
as it turns out, a stochastic game that accurately describes the macroscopic behavior of
gases has not yet been found. As before, we treat the linear and nonlinear transport cases
separately, and we will try to give some insight into some of the stochastic models developed
for both classes.
Linear Transport Models
Fig. 2.1: The results of a random walk pro-
cess in the plane. A thousand steps of equal
length are taken in uniformly distributed ran-
dom directions.
Most linear transport problems are accurately mod-
eled by using the analogy of a stochastic random walk
of particles through the medium. An example of a
simple isotropic random walk is depicted in Fig. 2.1.
Because the collision terms are linear, the particles’
trajectories can be treated independently, and we can
deﬁne the random walk to consist of particles moving
from one interaction event to the next, until they are
destroyed. The walk is fully characterized by the path
length of each step. Thus, all we have to do is derive
a probability distribution function for the path length,
based on the properties of the background medium.
For the sake of simplicity, we assume that the
medium is locally homogeneous with density n and
that the particles can only interact via one type of in-
teraction with cross section σ. If we then consider an
inﬁnitesimal path ds, the probability dp of interaction
is linearly proportional to this distance ds,
dp = −1
λ
pds, (2.35)
in which we introduced a certain proportionality constant λ. We can ﬁnd the probability p(s)
for the ﬁrst collision occurring at s, by solving Eq.(2.35) given the condition p(0) = 1 (the
minimum path length is at least 0!). After normalizing, we obtain
p(s) =
e−s/λ
λ
. (2.36)
This is the probability distribution function for the free path length. It has as k-th order
moments 〈
sk
〉
=
∫ ∞
0
skp(s)ds = k!λk . (2.37)
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Thus, a typical path has average length equal to λ. This average length is the mean free
path, already deﬁned in Eq.(2.12), and is inversely proportional to the medium density n and
the interaction cross section σ.
From this description of the path lengths, we can write down a Master Equation for
the local number of particles, that describes the number of particles that are destroyed and
possibly created, due to these interactions. In most cases, such as scattering or absorption
processes, one can show (Chandrasekhar 1943; Duderstadt & Martin 1979; Van Kampen
1981) that these Master Equations transform into the relevant macroscopic transport equa-
tions (e.g. the diﬀusion equation) in the limit. For absorption processes, this derivation is
trivial, because the expected analytic behavior of the number of particles along a trajectory,
or ray, has exactly the form of Eq.(2.36).
Each interaction has its own cross section, and thus its own mean free path. Henceforth,
the probability distribution for the path length can be made to incorporate as many particle-
medium interactions as we like. The overall stochastic model remains the same: a particle
moves from one interaction to the next, along a trajectory that has a length described by
the distribution function Eq.(2.36). This perspective of linear transport will serve as a basis
for the statistical numerical transport methods discussed in the next section.
Nonlinear Transport Models
As will be more elaborately explained in the next section, our understanding of the probabilistic
nature of linear transport processes has beneﬁted tremendously not only our understanding
of the process itself, but also the development of versatile and powerful numerical techniques
for these types of processes. In a similar eﬀort, physicists have tried to ﬁnd a stochastic
process that conforms to the requirements imposed by Boltzmann or Boltzmann-like transport
problems. This endeavor has been only partly successful; the stochastic processes used give
insight into the physical processes behind the Boltzmann equation, but are too much a
simpliﬁcation of realistic transport problems to be used as a starting point for new stochastic
numerical methods, except in the most simple problems, for which the solutions are trivial to
start with. Thus, statistical methods used in the ﬁeld of rareﬁed gas dynamics rely on the
methods developed in linear transport theory, and try to incorporate nonlinear behavior using
tricks, but more on that in the next section. For now, we shall brieﬂy describe the current
status in our understanding of the stochastic process behind the Boltzmann equation.
The stochastic approach to the Boltzmann equation can be traced back to the famous
work of Kac (Kac 1956), who, under certain simplifying assumption of spatial homogeneity,
formulated a linear Master Equation for an ensemble of interacting gas particles. In the limit
of a large ensemble of particles, he showed that initially independent particles remain indepen-
dent for all times. He called this the “propagation of chaos”, because it is this stoßzahlansatz
or molecular chaos assumption that Boltzmann used in his derivation of his famous equation.
It was a remarkable feat, that he showed that, given this propagation of chaos, the nonlinear
Boltzmann emerged from his linear Master equation. This, for the ﬁrst time, gave insight
into the fact that the Boltzmann equation is not nonlinear by necessity, but only because
we chose it to be such, via the chaos assumption. It is important, however, to note that
Kac’s Master Equation was by no means more easy to solve than the nonlinear Boltzmann
equation.
Deeper insight and a rigorous justiﬁcation of the propagation of chaos was subsequently
given in McKean (1966) and Grünbaum (1971). However, because of its simpliﬁcations
(spatial homogeneity, for example), Kac’s model was frowned upon and even mocked. Uh-
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lenbeck even termed it a ‘caricature of gas’. Recently, the Kac approach has regained a
lot of interest, and many new interesting results have been obtained that relieve the need
for the aforementioned simpliﬁcations. The results for inhomogeneous systems have been
summarized in Graham & Méléard (2001), and one even obtained a rate of convergence
to equilibrium for these inhomogeneous cases (Desvillettes & Villani 2005). Without doubt,
more results will be obtained in the future, which will hopefully result in a stochastic model for
the ﬂow of gas that fully incorporates all of the complexities involved. For now, we will have
to do with the stochastic methods that have been developed for linear transport problems,
and these will be the subject of the next section.
2.6
Monte Carlo Methods
We started this chapter by introducing a deterministic dynamical model for the microscopic
behavior of many body systems. With the use of several wisely chosen approximations, this
microscopic behavior can be contracted into more tractable (kinetic) transport equations. In
almost all realistic cases, the solution of these equations cannot be found analytically, and
one has to resort to numerical methods. Starting from these equations, the most natural
choice would be to discretize them onto a uniform grid, and develop a ﬁnite diﬀerencing
method that solves the equations exactly in the limit of inﬁnite resolution. It turns out that
there are some inherent diﬃculties associated with these methods, most notably with the
grids used, but this will be discussed in more depth in the next chapter. The stochastic
perspective discussed in the previous section, however, provides us with a new way of trying
to numerically solve transport problems. Using this approach, we can solve the transport
process on a computer without ever referring to the transport equations themselves.
Stochastic methods used as a numerical tool in physics and mathematics are most com-
monly referred to as Monte Carlo methods (Hammersley & Handscomb 1964), a name that
was ﬁrst used by one of the pioneers in the ﬁeld, Stanislaw Ulam, in honor of his uncle
who was a gambler, at the suggestion of Nicholas Metropolis. Originally motivated by the
desire to solve the complicated diﬀusion problems encountered in the early work on atomic
energy, Metropolis & Ulam (1949) were the ﬁrst to develop a computer-oriented Monte
Carlo method for transport problems. Since the transport of particles through a medium can
be described stochastically as a random walk from one interaction event to the next, the
full process can be parametrized by statistical variables only, such as the mean free path or
cross sections (cf. Sect. 2.5.2). Therefore, it was a natural step to utilize statistical methods
for simulating transport processes. Generally speaking, Monte Carlo methods determine the
characteristics of the many body system as statistical averages over a large number of par-
ticle histories, which are computed with the use of random sampling techniques. We should
note, that there is also a separate, dual, class of Monte Carlo solvers, in which one uses the
same random sampling techniques not as a stochastic method to solve stochastic processes,
but as a stochastic method to solve deterministic equations, such as the kinetic equations.
This branch of Monte Carlo methods has shown various uses in solving complicated integro-
diﬀerential equations, and the like.
As can be concluded from some of the previous sections, transport problems can, in
general, be formulated as
Df = Cf , (2.38)
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in which D is a drift operator, and C is a collision operator. Depending on one’s point of
view, Eq.(2.38) can be interpreted as a deterministic equation, or as a (stochastic) Master
equation. Using a Monte Carlo method, one tries to solve this equation by trying to sim-
ulate a large number of diﬀerent particle trajectories, or histories. To proceed, one usually
decouples the drift and collision operators: one tries to model the relevant physics of each
particle-medium interaction as closely as possible (the collision part), whereafter the particle
is allowed to freely stream towards the next interaction event (the drift part). Eﬀectively,
this approach states that the change of particle number can be separated to be due to col-
lision and streaming, and the result is the sum of the two. It is a strange thing that most
people generally accept this approach without any objections: why a sum, and not a prod-
uct? Surely, the motion of particles is inﬂuenced by the short range forces that dictate the
collisional behavior? Indeed, Uhlenbeck, using the BBGKY hierarchy technique, derived a
Boltzmann equation that does have coupling terms between streaming and collision, and he
showed that it was satisfactory to use a sum, when the gradients determining the ﬂow are
small. One should always be aware of these caveats, when assuming a seemingly trivial thing
like this.
Assuming that this separation is justiﬁed, we give an example of the use of Monte Carlo
methods in transport problems, by considering the transport of photons through a homo-
geneous medium. Starting with the collision part, we deﬁne the interactions to consist of
an absorption, with cross section σa, and a scattering event, with cross section σs. Now
suppose that, starting from a certain point r, an interaction has occurred. To determine the
type of interaction, we compute the probabilities for absorption pa, and scattering ps:
pa =
σa
σa + σs
, ps =
σs
σa + σs
(2.39)
Since, pa+ps = 1, we can use a (pseudo-)random number ξi chosen on the interval ξi ∈ [0, 1]
to decide which event has taken place. If 0 ≤ ξi < pa, then an absorption event has taken
place, and if pa ≤ ξi ≤ 1, a scattering event occurred. When the absorption event occurred,
we terminate the history of the photon; when scattering occurred, the photon is redistributed
into a new random direction, assuming the scattering is isotropic.
Proceeding with the drift, or streaming, part, we must compute the distance the photon
will travel until the next interaction event. This distance is the free path length, as given in
Eq.(2.36), and is distributed in this case as
p(s) =
e−s/λ
λ
, (2.40)
in which λ−1 = n(r)(σa + σs). In order to randomly sample this distribution function, we
may use a commonly used trick known as the direct inversion method (Press et al. 1992),
which makes use of the fact that the cumulative distribution function of Eq.(2.40),
P (s) ≡
∫ s
0
ds ′p(s ′) = 1− e−s/λ, (2.41)
is a monotonically increasing function of s, that ranges from 0 to 1, when s ranges from 0
to ∞. As such, it can be inverted, such that
s = −λ ln(1− P (s)), (2.42)
and one can use the same random number generator that produces the ξi ∈ [0, 1] as input
to Eq.(2.42). When ξi is uniformly distributed in its interval, we can substitute it for P (s),
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to obtain a path length s that is distributed according to Eq.(2.40). Note that 1 − P (s) is
also distributed uniformly on the interval [0, 1], so we can determine the path length until
the next interaction using
si = −λ ln ξi . (2.43)
Thus, we have accounted for the drift part of the transport process, and that is all that there
is to it.
There are a few things to note, however. First, as one can see from what we have
discussed, Monte Carlo methods heavily rely on random sampling techniques. Therefore, we
have to take care to use a pseudo-random number generator that is satisfactory, in that it for
example has a large enough cycle (we refer the reader to Press et al. (1992) and Knuth (1997)
for a more elaborate treatment). Second, there are certain problems, for which Monte Carlo
methods such as we described just now are not suitable. This occurs, for example, when the
probabilities for interaction become very small, and thus the mean free paths become very
large. The simulation of such events would require a prohibitively large number of histories,
but one circumvents this by employing certain variance-reduction techniques (Hammersley &
Handscomb 1964), in which the original problem is modiﬁed so that the interaction event will
occur more frequently. Finally, Monte Carlo methods are statistical by nature. This means
that the results obtained will be correct on average, but that there will be an inherent noise
on top of that. One can use the central limit theorem to analyze this statistical noise and
show that, when the number of trials, or histories, N increases as N →∞, the average over
the trials will asymptotically approach the ﬁrst order expectation value, but that the standard
deviation, or noise, will only decrease with N−1/2. This is the famous inverse square root
law for statistical methods, that dictate the use of very many trials to ensure a numerical
prediction that is accurate enough. Fortunately, with the every increasing computer power
of today, performing many diﬀerent trials is, in most cases, no longer a bottleneck.
We conclude this section by a brief discussion of how these Monte Carlo methods can be
used to solve nonlinear, collective transport problems. The simplest such applications in gas
dynamics are the free streaming problems, in which the interactions can be ignored to a ﬁrst
approximation. For smaller Knudsen number (λ/L), however, one does have to take into
account the particle interactions. In the most popular approach to this, the gas is divided into
cells, after which the probability of collisions within each cell is sampled based on the particle
distribution within each cell. Such methods have been dubbed Direct Simulation Monte Carlo
(DSMC) methods (Bird 1994), and have become quite popular in simulating complicated ﬂow
problems, such as shock wave propagation, and high speed ﬂow past complex geometrical
shapes. Although Belotserkovskiy & Yanitskiy (1975), Deshpande (1978) and Nanbu (1980)
provided alternative methods with a more solid theoretical basis, the ﬁrst two based on Kac’s
Master equation, the Bird scheme is still the main one being used, because it has no rival in
computing times.
2.7
Conclusions
The new method that is the topic of this thesis can solve the equations governing the
transport of many particle systems, including those through a background medium. This
whole matter is strongly rooted in the theory of nonequilibrium statistical mechanics that
tries to systematically derive the kinetic transport equations from the microscopic dynamics.
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As such, we have provided in this chapter the basics of transport theory, together with
the relatively new stochastic perspective in which the dominant class of numerical transport
methods, and also our new method is rooted. Building on this foundation, we proceed in the
next chapter by delving into the particulars of carefully choosing an appropriate numerical
grid on which one can solve the transport equations.
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CHAPTER 3
Random Lattices
In this chapter, we will lay the ﬁnal founding stone for our new transport method. We
will argue that Nature has shown us that so-called regular lattices are far from optimal
for use in numerical methods, because they break symmetry and introduce spurious
invariants. The least restrictive alternative that does conserve motion-invariance is the
random lattice based upon a (generalized) Poisson point process. The Voronoi diagram,
and its geometrical dual, the Delaunay triangulation, have been used widely in many
diﬀerent sciences. Their geometrical properties, and eﬃcient construction techniques
are given. We conclude by giving a brief overview of their applications, in Nature and in
the sciences.
3.1
Introduction
The numerical description of physical systems that obey a diﬀerential expression requires the
use of a diﬀerencing technique on some sort of grid, mesh or lattice (except in rare cases
where computational symbolic algebra can be applied). Accordingly, the question is not if
errors are made, but rather what kind, and of what severity. In the past, computational
lattices were almost always regular and rectangular, the Cartesian grid being the archetypal
example. Analytic estimates of the corresponding errors are routinely made for ordinary
diﬀerential equations on such grids (e.g. Press et al. 1992); in the case of partial diﬀerential
equations, especially those of hydrodynamics, the error analysis may even be quite elegant
(see e.g. Richtmyer & Morton 1967; Van Leer 1970; Icke 1988).
In almost all of these cases, the numerical method may be chosen in such a way that the
errors become small with increasing grid resolution. In practice this is often less than helpful,
due to the steep increase of computational eﬀort with decreasing mesh size. Moreover, there
is one type of error that does not automatically vanish, namely those eﬀects that are due to
the geometry of the grid. Any intrinsic regularity (such as is introduced by using a Cartesian
grid) will, by Noether’s Theorem (Noether 1918), produce spurious conservation laws. These
are sometimes innocuous, but may be rather vicious under some circumstances. One of the
simplest examples is that of the Short Characteristics method (Kunasz & Auer 1988) in
radiation transport, in which the numerical diﬀusion along the axes is negligible compared to
that along the diagonals, resulting in spiky features along the axes when modeling isotropic
outﬂow (Steinacker et al. 2002).
It is this deﬁciency in particular that we wish to address in Sect. 3.2. The solution seems
to be obvious: pick an irregular grid that is locally isotropic in the mean. The question then
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immediately arises, how to construct such a grid, and especially how to design its properties
(and the corresponding algorithm that describes the physical process). This will be the
subject of Sect. 3.3, in which we introduce the Voronoi diagram and its dual, the Delaunay
triangulation, which will serve as a basis for our new transport method. As it turns out,
these random lattices have shown their versatility in a wide variety of subjects, in almost all
branches of science, including computer visualization disciplines. As such, many powerful,
sometimes open-source, packages have been developed that construct these tessellations1
very eﬃciently. These construction algorithms will be discussed in Sect. 3.4. We will conclude
this chapter by giving a small glimpse of the widespread use of random lattices in the sciences
and in Nature, in Sect. 3.5.
3.2
Regular Meshes
Space-time is continuous as far as we know (see e.g. Ambjørn et al. 2006, for recent new
insights). Thus, the laws of Nature can be written in the form of equations in which one uses
continuous diﬀerential operators. A computer’s CPU consists of a discrete number of logic
gates, that have to be fed one instruction after the other. Thus, in order to utilize the wealth
of computer available nowadays in our quest for understanding Nature, we need to discretize
the diﬀerential operators, but also the state variables, that describe the world around us. The
discretization can be done in a variety of ways, as long as one can prove that, in the limit
of an inﬁnitely ﬁne grid, the error associated with this discretization of continuous operators
and variables approaches zero, and that at the same time the numerical solution approaches
the ‘exact’ one. Note that, in most cases, this exact solution is not known, and that
one is therefore usually content with only the ﬁrst condition (also known as the consistency
condition) being satisﬁed. As long as one is careful with deﬁning the corresponding discretized
operators, there are, in principle, an inﬁnite number of ways to subdivide space and time into
discrete chunks.
Perhaps it is our misguided sense of order that has led us to the belief that Cartesian
grids are the optimal solution. One glimpse of the road map of Manhattan might actually
strengthen that assumption. However, one can prove that the distance to travel from one
random point on a Manhattan road map to another is longer than for, for example, a tri-
angular gridded road map. So, what is ‘optimal’? Obviously, the criteria that led to the
widespread use of Cartesian grids is that the cell size, morphology and distribution are the
same, globally. Moreover, the number of directions (or axes) is minimal. All this makes
the regular square, or cubical, grids optimal from an implementation point of view. Nature,
however, is hardly ever cubical.
A regular mesh might seem the most obvious choice, but it is known to cause several
problems, inherent to its structure. If we want, for example, to sample the background
medium in a linear transport problem, and we know that its distribution is highly inhomoge-
neous, the global resolution of a stiﬀ rectangular mesh will have to be high enough to be able
to sample the highest Fourier component of the density spectrum (cf. Chapter 6). This, of
course, results in a high redundancy of grid cells in fairly homogeneous regions. This problem
has been partly solved by the introduction of Adaptive Mesh Reﬁnement (AMR) (Berger &
Oliger 1984; Berger & Colella 1989), in which the grid reﬁnement follows some criterion,
1A tessellation is a space-ﬁlling arrangement of polygons (R2), polyhedra (R3), or polytopes (Rd).
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such as the gradient in the density. Even reﬁned grids, though, suﬀer from another problem
all regular grids have: they are known to break physical symmetries (Nature is not cubical!).
Because the cells are congruent, albeit not of the same size, the rotation group of the lattice
in d-dimensional space is not isomorphic to SO(d), but to some discrete subgroup thereof.
Also, the ﬁxed widths of the cells impose a non-physical constraint, and are known to break
translational symmetry. Several diﬀerent communities have described these shortcomings in
diﬀerent forms. DSMC methods (cf. Sect. 2.6, and Bird 1994) require the mesh size to be
much smaller than the local mean free path, in order to accurately capture the ﬂow features.
When the density of the gas locally becomes very high, the computational cost will increase
tremendously, imposing a diﬃculty for extending DSMC methods to the continuum limit,
where the Knudsen number λ/L → 0. The Lattice Boltzmann (LB) community has shown
(Frisch et al. 1986) that the discrete rotation group of a rectangular lattice does not have
enough symmetry to obtain Navier Stokes-like equations in the limit, and they had to resort
to hexagonal lattices in 2D and multi-speed models in 3D, in the absence of Platonic solids
that at the same time have a large enough symmetry group and tessellate space (cf. Chapter
5 and Gladrow 2000). Moreover, the regular lattices are known to break Galilean symmetry
(Succi 2001). Moreover, the ﬁxed cell-widths impose constraints on the Reynolds number
the method can resolve. In the lattice gauge community, it has been known for quite some
time that regular (Wilson) lattices break Poincaré symmetry (Christ et al. 1982). Supersym-
metry closes on the Poincaré group by necessity, and therefore has diﬃculty being deﬁned on
regular lattices (Kaku 1983). Moreover, because the lattices are invariant under translations
of one or more cell-widths, or rotations of π/2 (or π/3 when one uses triangular grids) with
respect to one of the axes, spurious invariants are introduced.
Accordingly, the choice of a regular grid which has nothing to do with the underlying phys-
ical problem results in the introduction of unphysical conserved quantities, and the breaking
of several very physical symmetries.
3.3
Random Lattices
Various diﬀerent communities have independently found an answer to this mesh-related prob-
lem: dispense with the regular grids altogether, and introduce random lattices, which will be
described in more detail later on in this section. In those ﬁelds of physics, where symmetries
are most important, the lattices were used ﬁrst. General relativity was discretised onto a
simplicial lattice (Regge 1961), even resulting in quantum gravity theories, and lattice gauge
theories were deﬁned on similar random lattices (Christ et al. 1982). Their use was hinted
at in cellular automaton ﬂuids (Wolfram 1986), but was overlooked as a possibility to solve
the dichotomy between symmetric and space-ﬁlling lattices in LB solvers (cf. Chapter 5). A
review of the use of unstructured grids in LB methods is given in Ubertini & Succi (2005).
Voronoi lattices were also recognized to be of use in the ﬁeld of Dissipative Particle Dynamics
(Español 1997; Flekkøy et al. 2000). The use of unstructured grids was also recognized in
the ﬁeld of geophysics, where this type of lattice is used to interpolate irregularly spaced
geophysical data (Sambridge et al. 1995). Similar techniques were used to solve PDE’s on
these type of meshes (Braun & Sambridge 1995).
These random lattices still have a problem, though. In most cases, a Poisson point
process lies at their basis, a result of which is that the average point-to-point distance is
homogeneously of the order of n−1/dp , in which np is the density of points, and d is the
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dimension. For an inhomogeneous medium distribution this length scale does not have an
immediate correspondence to the length scales of the physical problem, and, as said, impose
constraints on the physical parameters (i.e. the Reynolds number for LB methods and the
Knudsen for DSMC methods) to be resolved.
In what follows, we shall give a brief mathematical introduction into the topic of random
lattices, and, being pragmatic, we shall only point out those facts that shall prove useful for
the rest of this thesis. A much more thorough account of random lattices and related topics
of stochastic geometry can be found in Van de Weygaert (1991), Stoyan et al. (1995), and
Okabe et al. (1999), and references therein (this list is far from exhaustive). All of what is
discussed in this chapter is applicable in general d-dimensional space, although the examples
we give may only be for two or three-dimensional space, for visualization purposes only. We
shall delve deeper into the history and wide-spread applications of random lattices in Sect.
3.5.
3.3.1 Point Processes
Regular lattices are always assumed to be given. Adaptive grids are more ﬂexible, in that
they can adapt to the medium properties. The random lattices that we will be using for our
new transport methods, however, are not given ab initio, but are constructed on the basis of
a distribution of points. That distribution of points can have a wide variety of forms; indeed,
we will see in the next chapter, that our new method uses a point distribution that adapts to
the background medium properties, by which the unphysical length scales mentioned above
are avoided.
In general, the lattices we will use in this thesis will always be constructed on the basis of
a spatial stochastic point process, which is a process in which points are generated in a space
according to a probability function deﬁned over that same space. The term process might
call to mind a process over time, but this dependence is only implicit. Many diﬀerent types of
point processes have been described in the mathematical literature (e.g. Stoyan et al. 1995),
but there is one that is without doubt the most fundamental, mainly because of its simple
deﬁnition on the one hand, and its widespread use on the other. The Poisson point process
can be deﬁned as follows: given a volume S ⊂ Rd , and N(A) as the number of points in any
non-empty subset A of S, the probability that A contains x points is
Pr(N(A) = x) =
np |A| e−np|A|x
x !
, x = 0, 1, 2, ... (3.1)
The Poisson point process has only one parameter, the point intensity np, which is deﬁned
to be a global constant. An example of a Poisson point process in the plane is given in Fig.
3.1, left.
It is often useful to examine stochastic point processes in terms of invariance properties.
The Poisson point process has many symmetries, that will prove useful for various applications
of this point process. First, of all, we have Pr(N(A1) = x) = Pr(N(A2) = x), for |A1| = |A2|,
by deﬁnition. Second, we can deﬁne a translation transformation φc of A in S by
φc(A) = {x+ c|x ∈ A} , A ⊂ S, φc(A) ⊂ S, (3.2)
in which c ∈ Rd is a constant vector. In observing Eq.(3.1), one readily notices that
Pr(N(A) = x) = Pr(N(φc(A)) = x) holds, because |A| = |φc(A)|, by which the Pois-
son point process is translation invariant, or homogeneous. Next, we consider the rotation
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Fig. 3.1: Left: Poisson point process in the plane with constant point intensity np; right: Generalized Poisson
point process with variable np(x).
transformation deﬁned as
φθ(A) =
{
Bx|x ∈ A, |B| = 1, BTB = 1} , A ⊂ S, φθ(A) ⊂ S, (3.3)
where B is an m ×m matrix, and |B| is its determinant. For this rotation operator B, it is
true that |A| = |φθ(A)|, and, thus, Pr(N(A) = x) = Pr(N(φθ(A)) = x). Henceforth, the
Poisson point process is rotation invariant, or isotropic. If a point process is homogeneous
and isotropic, we call the point process motion-invariant.
Another very important property of the Poisson point process is its ergodicity. In order
to explain this property, we must redeﬁne the Poisson point process, and treat it not as
a counting process as before, but as a random set of points Θ that is determined by a
probability function P . Then, we can state that a stationary point process is ergodic, if P is
not a mixture of two distinct stationary distributions, i.e. there do not exist two distributions
P ′ and P ′′ such that P = pP ′+(1− p)P ′′ for any 0 < p < 1. Thus, P is not decomposable.
This ergodicity property enables us to ﬁnd spatial averages using only individual realizations
of the stochastic process, and, as such, it will be very important in our discussions of the
average characteristics of random lattices, and the transport quantities computed on them.
We can extend the Poisson point process by relaxing the homogeneity property, and
deﬁning the process as
Pr(N(A) = x) =
np(A) |A| e−np(A)|A|x
x !
, x = 0, 1, 2, ... (3.4)
where
np(A) =
∫
A
np(x)dx. (3.5)
We call this point process the generalized Poisson point process with the intensity function
np(x). An example hereof can be seen in Fig. 3.1, right. The deﬁnition of this process in
Eq.(3.4) ensures that locally the point process behaves as a normal Poisson point process with
a local constant point intensity np(x). This entails that this generalized Poisson point process
is an ideal way of representing an inhomogeneous medium distribution, thereby avoiding
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unphysical length scales, without throwing away the rotational invariance of the Poisson
point process. We will use this generalized Poisson point process in the next chapter as a
basis for our new transport method.
In order to be able to perform the transport, we need to create a lattice based on this
point distribution, in such a way that we retain the rotational invariance associated with the
point process. To our knowledge, the least restrictive, and most general way of doing this is
to construct the so-called Voronoi diagram, and its dual graph, the Delaunay triangulation.
We note that other type of graphs are also possible, as long as they are simple graphs, which
preserve the causal structure of particle transport.
3.3.2 Voronoi Diagram
Given that a certain point process has generated a point distribution P = {p1, ..., pn} ⊂ Rd ,
where 2 ≤ n < ∞, and xi = xj for i = j, i , j ∈ In, we can tessellate Rd , by deﬁning the
region
V (pi) =
{
x| ‖x− xi‖ ≤
∥∥x− xj∥∥∀j = i , j ∈ In} . (3.6)
The region V (pi) is called the Voronoi polytope, or cell, associated with pi , and can be
described as the region that consists of all point closer to the point pi than to all other
points. In this thesis, we will always use for the norm ‖·‖ a ‘Pythagorean’ one, which is a
measure for the Euclidean distance between points. This norm is also a freedom we may use,
when the space in which the transport takes place has a metric which is not Euclidean.
Given the concept of dominance regions to deﬁne which part of space is closer to one
point pi than another point pj
H(pi , pj) =
{
x| ‖x− xi‖ ≤
∥∥x− xj∥∥∀j = i} , (3.7)
we can use this for an alternative deﬁnition of a Voronoi polytope:
V (pi) =
⋂
j∈In\{i}
H(pi , pj), (3.8)
which clearly indicates that a Voronoi cell of a point pi is the intersection of all its dominance
regions. The boundaries of a Voronoi cell consist of facets. In R3, for example, the Voronoi
polyhedron, based on the Pythagorean norm x2+y2+z2, has facets in the form of polygons;
the boundaries of that Voronoi facet consists of line segments, half lines, or inﬁnite lines,
which are called Voronoi edges; the boundaries of a Voronoi edge consists of point, which
are called Voronoi vertices. The set of all Voronoi cells V(P ) = {V (p1), ..., V (pn)} is known
as the d-dimensional Voronoi diagram generated by P . An example of a Voronoi diagram
based on a point process is depicted in Fig. 3.2, middle. For all purists in the ﬁeld, we
note that the Voronoi diagram is not a tessellation in the strict sense of the word, that is
commonly reserved for regular tilings. The polytopes that make up the tiling have a number
of facets that may change from one Voronoi cell to the next. Every cell in the Voronoi
diagram’s dual, the Delaunay triangulation that is discussed in the next subsection, is a so-
called simplex, which does have a constant number of facets, namely d + 1. As such, the
Delaunay triangulation is a proper tessellation.
3.3.3 Delaunay Triangulation
It is known from graph theory that every planar graph has its dual graph. In the same way,
we can construct from the Voronoi diagram its dual graph, the Delaunay tessellation. We
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Fig. 3.2: Left: Poisson point process in the plane; middle: the same point process, but now with the associated
Voronoi diagram added; right: same, but now with the Voronoi diagram’s dual, the Delaunay triangulation.
We have made use of open boundary conditions.
do this by joining all points, or generators, of the Voronoi diagram whose Voronoi polytopes
share a common (d − 1)-facet. The result is a triangulation of space, which consists of
simplices2. An example of a Delaunay triangulation in the plane is depicted in Fig. 3.2, right.
It is always possible that some, often artiﬁcial, point distribution results in a tessellation in
which one or more of the Delaunay cells have more than d facets. In general, this occurs,
when four or more points lie on the same circle. The resultant Delaunay cell is generally
termed degenerate, and the Delaunay tessellation can be converted into a triangulation by
using the degenerate cell’s diagonals to convert them into simplices.
Fig. 3.3: A Delaunay triangulation, and the circum-
circle for each Delaunay triangulation. For a Delau-
nay triangulation, it is true that every circumcircle
is empty.
There are several interesting properties of
a Delaunay triangulation. First, by deﬁnition,
an edge of a Delaunay simplex joins two points,
say pi and pj , whose Voronoi cells are neighbors.
This Delaunay edge crosses the Voronoi facet
which is deﬁned as the half-space H(pi , pj) =
H(pj , pi). Thus, we can conclude that every
Voronoi facet intersects its associated Delau-
nay edge perpendicularly, and exactly halfway
between points. Note that about 1/7 of all
Delaunay simplices has a circumcenter that lies
outside of the simplex. In that case, the Delau-
nay edge only intersects the half-space, and not
the Voronoi facet itself. Second, one can prove
that the circumcircles3 of all Delaunay triangles
are empty, cf. Fig. 3.3. Moreover, the circum-
center is a Voronoi vertex. This is all trivially extendible to Rd . This property can also be
used the other way around, as an alternative deﬁnition for the Delaunay triangulation: the
triangles of some given some triangulation of a point set P only satisfy the empty circumcircle
criterion, if the triangulation is the Delaunay triangulation. Also, it can be shown that the
2A simplex is the generalization of a triangle in Rd , i.e. a triangle in R2 and a tetrahedron in R3.
3A circumcircle is a triangle’s circumscribed circle, i.e. the unique circle that passes through each of the
three triangle’s vertices.
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Delaunay triangulation in 2D satisﬁes the local max-min angle theorem, which states that
the Delaunay triangulation is such that the minimum (acute) angle of each Delaunay triangle
is as large as possible. Alternatively, the Delaunay triangulation tries to minimize deviations
from equilateral simplices. Moreover, the Delaunay triangulation in the plane is known to
minimize the largest circumcircle, and to minimize the largest minimum containment circle,
which is the smallest circle containing the triangle. In 3D, the Delaunay triangulation is only
known to minimize the largest containment sphere (Rajan 1991; Bern & Eppstein 1992).
These properties all relate to the Delaunay triangulation as a geometrical entity. Alter-
natively, we can take the point of view that the Delaunay tessellation is a graph of vertices
and links between them. The Delaunay graph also has several remarkable properties, which
can be studied within the context of graph theory. Most notably, it can be shown that the
(Euclidean) minimal spanning tree4 of a set of points in the plane is a subset of the edges in
every Delaunay triangulation of the points.
3.3.4 Poisson Delaunay
In what was said above, we have deﬁned the Voronoi diagram and its dual the Delaunay
triangulation, which are both constructed on the basis of a point process. What kind of
process is used to construct the point distribution has been left unspeciﬁed, except for some
secondary mathematical restrictions, such as that several points can not lie on one line, or
on a circle. If we want to obtain more properties of the tessellations, we need to specify
which point process we use.
We started this section by noting that for our new transport method we will use the
versatile (generalized) Poisson point process as the generator for our point distribution. The
resultant Poisson Voronoi diagram, and its dual, the Poisson Delaunay triangulation, are the
most commonly encountered random tessellations, and it is this Poisson Delaunay graph
that we will use as the grid in our new method. Henceforth, when we use random lattice
in the rest of this thesis, we always mean to denote the Delaunay lattices constructed from
a generalized Poisson point process, using the Pythagorean norm, unless explicitly stated
otherwise. In the literature, random lattices may also refer to Poisson Voronoi diagrams, or
other grids based on stochastic point processes.
The Poisson Voronoi and Poisson Delaunay lattice are ideal from a symmetry point of
view. Because the construction recipe Eq.(3.6) only contains distances, the rotational and
translational invariance of the Poisson point process is retained. As was already mentioned,
there is still a spurious invariant, namely the width of a typical Voronoi cell, or the length
of typical Delaunay edge, which both scale with n−1/dp . This can be resolved, by using a
generalized Poisson point process with a variable np(x) (cf. Chapter 4).
Fortunately, it turns out that it is feasible for these Poisson Voronoi diagrams and Poisson
Delaunay triangulations to exactly derive moments and other distributional properties of the
geometrical properties of these graphs. We can derive moment measures by using the ergodic
theorem (Miles 1970, 1974), or using the associated Palm distribution (Møller 1989, 1994).
The ergodicity of the Poisson point process (cf. Sect. 3.3.1) implies that averages along
an individual realization of, for example, a Poisson Delaunay tessellation converge to the
theoretical mean, which is, in principle, the average of an inﬁnite number of realizations.
Thus, it is meaningful to take averages over only N Voronoi cells in one realization. To
4An Euclidean minimal spanning tree connects a set of dots using lines such that the total length of all
the lines is minimized, and any point can be reached from any other by following the lines.
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accomplish this, one needs to make precise the notion of a ‘typical’ point, for which the
characteristics can be evaluated using the Palm distribution theory. In intuitive terms, the
Palm distribution probabilities are the conditional probabilities of point process events, given
that a point (the typical point) is observed at a speciﬁc location. In what follows, we shall
only point out those characteristics of the typical Delaunay cell that shall prove useful as
background material for our new transport method.
Volume
Given the Poisson point intensity np, one can show that the volume of a typical Poisson
Voronoi cell in Rd is
E(Vvor) = n
−1
p , (3.9)
which might seem somewhat trivial, but the similar expectation value for the volume of the
average Delaunay cell is
E(Vdel) = ζV (d)n
−1
p , (3.10)
in which ζV (d) is now a geometrical constant, that can be diﬀerent for every dimension
d . For R2 and R3, this constant is known (Okabe et al. 1999), and is ζV (2) = 1/2 and
ζV (3) = 35/24π
2, respectively. This is surely not very trivial.
Number of (d − 1)-facets
Of much importance for our method is the expected number of (d − 1)-facets of a Poisson
Voronoi cell. Given the Voronoi-Delaunay duality, every (d − 1)-facet corresponds to one
Delaunay edge, and, thus, this expectation value corresponds to the expectation value for
the number of edges at a typical Delaunay vertex (which is, of course, just a point out of the
Poisson point distribution). This expectation value diﬀers for each dimension, and is known
for R2 and R3 (Okabe et al. 1999),
E(E)2D = 6 (3.11)
E(E)3D =
48π2
35
+ 2. (3.12)
This entails that the typical 2D Voronoi cell is a regular hexagon, which is why the 2D Voronoi
diagram resembles a honeycomb-like structure. In 3D, however, the typical Voronoi cell has
15.535 faces. The fact that the value Eq.(3.11) is a perfect integer in 2D, but a real number
in 3D, is a consequence of the fact that there do exist regular polygons that tessellate
the plane that are isotropic enough, to retain enough rotational symmetry, compared to
there being no Platonic solid that satisﬁes that criterion. We will return to this subject in
Chapter 5, when we discuss this in the setting of Lattice Gas and Lattice Boltzmann solvers.
Even more interesting is the fact that E(E)2D = 6, even when the point distribution is not
Poissonian. In 3D, however, the E(E)3D varies for diﬀerent point distribution. So, not only
is the expectation value of the number of edges not an integer in 2D, it is also no longer a
constant!
As an alternative point of view, we can use Eq.(3.11) as an estimate for the (solid) angle
subtended by each Delaunay line emanating from a typical vertex:
E(Ω)2D =
π
3
(3.13)
E(Ω)3D =
140π
48π2 + 70
≈ π
3.88
. (3.14)
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This will be important in estimating how accurate the angular sampling of our transport
method is.
Edge Lengths
One of the most important features of our transport method is, that we will use the lines of
our random lattices, that is the edges of the Delaunay triangulations, as the channels along
which transport (e.g. of photons) occurs. As such, it of the utmost importance to derive not
only the expectation value of the Delaunay edge length, but also the distributional properties
thereof.
The major results of the distributional properties of typical Poisson Delaunay cells have
been derived using Miles’ formula (Miles 1970, 1974). Let c and r be the circumcenter and
circumradius, respectively, of a (d+1)-dimensional Delaunay simplex in Rd . Then the (d+1)
vertices of the cell can be deﬁned as {c+ rui}, in which {ui} are unit vectors for i = 0, ..., d .
The ergodic probability distribution for a typical Delaunay cell is completely speciﬁed by the
joint probability density function (Miles’ formula)
f (r,u0, ...,ud) = a(np, d)Δd r
d2−1e−npωdr
d
, (3.15)
in which Δd is the volume of the (d + 1)-simplex, ωd = πd/2/Γ (d/2 + 1) is the volume of
the unit ball, and
a(np, d) =
π(d
2+1)/2Γ (d2/2) {2npΓ [(d + 1)/2]}d
dd−2Γ (d/2)2d+1Γ [(d2 + 1)/2]
. (3.16)
From Eq.(3.15), one can derive the probability distributions fL(l) for the edge lengths.
Knowledge of the exact form of this function is limited to d = 2 and d = 3. For R2, Muche
(1996) derived
fL(l) =
npπl
3
(
n
1/2
p le
−npπl2/4 +
2√
π
∫ ∞
(npπ)1/2 l/2
e−x
2
dx
)
, l ≥ 0. (3.17)
This distribution function is shown for np = 1 in Fig. 3.4, left. Visual inspection readily
shows that the variance is of the order of the mean. The distribution in Eq.(3.17) has k-th
order moments
E2D(L
k) =
2k+1(k + 1)(k + 3)Γ
(
k+1
2
)
3(k + 2)πk+1/2n
k/2
p
. (3.18)
Thus, the expectation value for the edge length of a typical Delaunay cell is
E2D(L) =
32
9π
n
−1/2
p ≈ 1.132n−1/2p . (3.19)
An important fact is that Mecke & Muche (1995) showed that the length of an edge ema-
nating from a typical Delaunay vertex has the same distribution as L. This is a subtle and
important theorem, because for our transport method we need analysis of the Delaunay lines
as sole entities, that as a group make up our lattice, and not as part of one single typical
Delaunay simplex.
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Fig. 3.4: Probability distribution function of the length L of a typical edge of a two-dimensional ( left) and
three-dimensional ( right) Poisson Delaunay tessellation (np = 1). Source: Muche (1996).
For R3, Muche (1998) derived
fL(l) =
35npπl
2
28
[(
πnpl
3
4
+
5
2
)
e−πnpl
3/6 (3.20)
− πnpl
2
3
∫ ∞
1/2
(
1 +
πnpl
2x
6
)
e−4πnpx
3/3dx
]
, l ≥ 0.
This distribution function is plotted for np = 1 in Fig. 3.4, right. Eq.(3.20) has k-th order
moments
E3D(L
k) =
35
32
(k + 8)(k + 6)
(k + 7)(k + 5)(k + 3)
Γ
(
3 +
k
3
)(
6
πnp
)k/3
. (3.21)
The expectation value for a typical Delaunay edge in R3 is therefore
E3D(L) =
1715
2304
(
3
4π
)1/3
Γ (1/3)n
−1/3
p
≈ 1.237n−1/3p . (3.22)
For R4, which is of interest when solving transport problems in space-time, the probability
distribution function for the typical edge length is not known, but Christ et al. (1982) give
an expression for its expectation value:
E4D(L) =
(
2
π6
)1/4(27
77
)(
16!!
15!!
)
Γ (1/4)n
−1/4
p
≈ 1.3825n−1/4p , (3.23)
in which we have used the double factorial, commonly deﬁned as
n!! ≡
⎧⎨
⎩
n · (n − 2)...5 · 3 · 1 n > 0 odd
n · (n − 2)...6 · 4 · 2 n > 0 even
1 n = −1, 0.
(3.24)
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Although the probability distribution function for the length of a typical edge can in
principle be derived in Rd from Miles’ formula Eq.(3.15), they are only known for R2 and
R
3. What is known, is that in Rd , the k-th order moments of this probability distribution
function will be of the form
ERd (L
k) = ζL(k, d)n
−k/d
p , (3.25)
in which ζL(k, d) is a certain geometrical constant for a given k and d that can be derived
exactly, once the probability distribution function is given.
We conclude by noting that, although the edge length distribution is well-behaved for a
Poisson point distribution, this distribution may be much more erratic for very inhomogeneous
point distributions. This matter has been studied thoroughly in Schaap (2006).
Shortest Path
Somewhat related to the distribution of edge lengths is the length of the shortest path over
the Poisson Delaunay graph, from one vertex s to another t. Ideally, this length should equal
the Euclidean distance ‖s − t‖, but the associated straight line connecting these two points
does not coincide with the lines of the graph. One can derive expressions for the deviation
of this path from the Euclidean distance in Rd , but here we shall only give the results for
planar graphs.
Since each realization of the Poisson point process is locally ﬁnite, we know that there
exists a shortest path p(s, t) between any two points s and t. Keil & Gutwin (1992) showed
that, for an arbitrary vertex set, the ratio of the Delaunay distance |p(s, t)|, and the Euclidean
distance does not exceed 2π/(3 cos(π/6)) ≈ 2.42. Earlier on, Chew (1986) had already
shown that this ratio can be arbitrarily close to π/2 ≈ 1.57, and it is still a standing conjecture
that π/2 is the worst case. For more ‘regular’ Delaunay graphs, this Delaunay distance can
be much less. Indeed, for the Poisson Delaunay graph, Baccelli et al. (1998) showed that
Fig. 3.5: A typical Delaunay vertex,
and the deﬁnition of the deﬂection
angle α.
this ratio is asymptotically less than 4/π ≈ 1.27. Using
simulations, however, Baccelli et al. (1998) showed that
this ratio gets a value of approximately 1.05, which is very
close to unity.
We refrained here from specifying exactly the recipe for
choosing the shortest path along a graph. We will describe
one in the next chapter, when we implement the ballis-
tic transport of particles. What does matter here, is that
one can evaluate for a random lattice what the Delaunay-
Euclidean distance ratio is, and that one can even incor-
porate this ratio to rescale the lengths along the graph in
order to match the Delaunay distance to the Euclidean one.
This will ensure that the expected transport velocities are
recovered.
Deﬂection Angle
One very important characteristic of the Poisson Delaunay lattice that we need for our
transport method is the deﬂection angle when moving from one edge to the next. Let us be
a bit more speciﬁc: take a typical vertex of our Delaunay graph (cf. Fig. 3.5, for an example
in the plane), at which a certain number of Delaunay lines meet (on average six, in the plane).
Then we can consider for each of these lines, what its most ‘straightforward’ continuation
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Fig. 3.6: Normalized histograms of the deﬂection angle alpha in radians for a Delaunay triangulation of a
Poisson point distribution of a million points in R2 ( left), and R3 ( right).
is. That is, we determine which of the outgoing lines minimizes the deﬂection angle α,
calculated using a · b = ab cosα, in which a and b are the vectors of the two lines (note
that this recipe is valid in general d-dimensional space, for d ≥ 2). This deﬂection angle is
important, because in transport methods we want to minimize any artiﬁcial scattering, and
it is therefore of the utmost importance to know the distributional properties of this angle,
in order to evaluate its moments.
Unfortunately, the probability distribution function for α is not known. This is probably
because in ﬁnding this distribution, one cannot just consider one Delaunay simplex (for the
incoming line), but also another (for the outgoing) must be involved (Chiu 2004). Therefore,
Miles’ formula Eq.(3.15), and the machinery of subsequent probabilistic analysis, cannot be
used. On the other hand, we can make some educated guesses as to the expectation values
and forms of these distribution functions. Moreover, we can do Monte Carlo experiments to
obtain an indication as to the shape of these functions. To accomplish this, we constructed
the Delaunay triangulation of a Poisson point process of a million points in R2 and R3.
Subsequently, we calculated the deﬂection angle α for each pair of incoming and most
straightforward lines. From this, we constructed normalized histograms, which are plotted in
Fig. 3.6. Note that the x-axes have the same scale, by which the widths of the function can
be directly compared.
As was to be expected, both histograms are symmetric around α = 0, which is a direct
consequence of the fact that a typical Voronoi cell is, on average, (axi-)symmetric around
each incoming Delaunay line. Except for this similarity, the histograms diﬀer from each
other in the sense that the distribution function for the deﬂection angle in R2 is much more
strongly peaked than its equivalent in R3. This is probably due to the fact that the average
Poisson Voronoi cell in the plane is a perfect hexagon, whilst the typical Voronoi cell in 3D
is a 15.535-hedron (cf. Sect. 3.3.4). Thus, the typical Poisson Voronoi cell in R2 ensures a
most straightforward path that lies exactly along the incoming one, while in R3 the typical
Voronoi cell is a strange many-sided polyhedron that does not have a most straightforward
path that is exactly along the incoming one. Therefore, the distribution function appears to
be wider.
Thus, we can conclude this section by noting that, although the exact form of the
distribution function for the deﬂection angle is not known, we do know that it is symmetric
around α = 0, which will turn out to be important for our transport method, in which we want
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to conserve momentum. Apart from the characteristics of the random lattices mentioned
in this section, there are many others that will not be used in the analysis of our transport
method. We will refrain from listing them here, and refer the interested reader to the very
complete review Okabe et al. (1999).
3.4
Construction Algorithms
Because of the optimal properties of random lattices, from both a physical and mathematical
point of view (not to mention the diversity in other uses, brieﬂy covered in the next section),
there has been considerable interest from the ﬁeld of computational geometry in designing
algorithms that optimize the operation count associated with the construction of the De-
launay triangulation from a given point set. This section brieﬂy reviews the random lattice
construction algorithm Quickhull we use as a plugin for our transport code.
Because of the dimensionality of observable space, most algorithms developed within
the computational geometry community focus on two- and three-dimensional space. Fortu-
nately, most of the algorithms are trivially (mathematically, not necessarily computationally)
extended to Rd . Given an initial distribution of N points, it can be shown that optimal
algorithms triangulate Rd in O(N logN) time for d ≤ 3 (Yao 1981), and O (Nd/2/d/2!)
otherwise. This expected operation count depends strongly on the use of the clever imple-
mentation of sorting algorithms, and the use of special data structures. Still, this is the
worst case scenario; randomized point sets can lower the operation count to, for example,
linear time in 2D. A detailed comparison between the most well-known Delaunay triangulation
algorithms can be found in Bern & Eppstein (1992), Fortune (1992), and Su & Drysdale
(1995).
3.4.1 Quickhull
There are several reasons why we chose, from that whole arsenal of triangulation algorithms,
the Quickhull algorithm (Barber et al. 1995). First, it has been shown to perform in optimal
time, even in R3 and above. Second, many computational geometry algorithms traditionally
assume that the point set is well behaved; when an algorithm is implemented, however,
ﬂoating-point arithmetic is prone to roundoﬀ errors, that can lead to erratic behavior of
the resultant triangulation. This is very important for our transport method, because, for
realistic cosmological simulations, billions of particles are needed (cf. Chapter 10). Inside
potential wells, these particles can get so close that their coordinates, expressed in ﬂoating
point numbers, can start to overlap. Quickhull was one of the ﬁrst algorithms that solve this
problem, and ensures a stable triangulation, even in these extreme cases. Finally, because
we did not want to invent the wheel ourselves, we compared several open-source packages,
available online, that we could us as a modular plugin routine. Quickhull has a very solid,
fast and ﬂexible C implementation, QHull5, developed by Brad Barber himself, that can
compute the Delaunay triangulation in any space up to R8, while in the meantime also
computing volumes and surface areas. It also handles roundoﬀ errors from ﬂoating point
operations. Moreover, except for the usual options for outputting the Delaunay and Voronoi
5http://www.qhull.org
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graph connectivity schemes, it also has the option to output VTK6 and GeomView7 ﬁles that
can be used directly to give a 3D visualization of the tessellation.
The Algorithm
In order to explain how the algorithm works, we commence by introducing the concept of a
convex polytope. This can be deﬁned in two ways: algebraically, a convex polytope in Rd
can be deﬁned as the set of solutions to a system of inequalities
mx ≤ b, (3.26)
in which m is a real s × d matrix, and b is a real s-vector. A stricter deﬁnition is often
given, in which the polytope is required to be bounded. Geometrically, a convex polytope
can be deﬁned as a polytope for which a line connecting any two (noncoplanar) points on
the surface always lies in the interior of the polyhedron. As an example in R3, there are
92 convex polyhedra having only regular polygons as faces; these are called Johnson solids,
and they include the Platonic solids, but also the Archimedean solids8. Moreover, convex
polyhedra have the nice property that, given the number of vertices V , edges E, and faces
F ,
V + F − E = 2. (3.27)
A more general concept is that of a convex hull. Loosely speaking, the convex hull
of a set of points is the smallest convex set that contains the points. Given a set of
points S, with N points p1, ..., pN in Rd , the convex hull C is mathematically deﬁned as
Fig. 3.7: Points are lifted to a
paraboloid of revolution. The down-
ward projected convex hull of those
points is the sought after Delaunay
triangulation.
C ≡
⎧⎨
⎩
N∑
j=1
λjpj : λj ≥ 0 ∀ j ∧
N∑
j=1
λj = 1
⎫⎬
⎭ . (3.28)
A convex polytope is obtained, when computing the convex
hull of a set of points. A Voronoi cell is a convex polyhe-
dron, by its deﬁnition (compare Eq.(3.26) with Eq.(3.8)).
One can show that the construction of halfspace intersec-
tions, Voronoi diagrams, and Delaunay triangulations can
be reduced to the convex hull problem. The remarkable
connection between the convex hull and the Delaunay tri-
angulation was discovered by Brown (1979). He proved that
we can construct the Delaunay triangulation from a set of
points P in Rd by lifting them to a paraboloid in Rd+1,
computing the convex hull, and projecting that down. See,
for example, Fig. 3.7. Considering R2, we lift the point
p = (x, y) in the plane to the point l(p) = (X, Y, Z), in
which X = x , Y = y , and Z = x2 + y2. Brown (1979)
proved that the projection of the part of the convex hull of
6http://public.kitware.com/VTK/
7http://www.geomview.org/
8The 13 Archimedean solids are the convex polyhedra that have a similar arrangement of nonintersecting
regular convex polygons of two or more diﬀerent types arranged in the same way about each vertex with all
sides the same length (Cromwell 1997).
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the lifted set l(P ), consisting of the downward-facing faces, is the Delaunay triangulation
of P . The Voronoi diagram can be obtained in a similar fashion, but now considering the
planes tangent to the paraboloid. The Quickhull algorithm performs its calculations in the
space of points and convex hulls, constructing the Voronoi diagram and/or the Delaunay
triangulation from that. Points are added incrementally in a random order as a variant to
the original randomized incremental algorithm proposed by Clarkson & Shor (1989).
We end this section by noting that there are other open-source tessellation packages
(e.g. the one described in van de Weygaert 1994, or the CGAL package9), some of which are
implementations of algorithms that not only add their points incrementally, but also store a
hierarchical tree of these operations. This ensures, that if one point is deleted one can go one
step back in the tree, without the need to compute the whole tessellation again. This could
prove handy when wanting to incorporate dynamic meshes, in which the movement of the
point can be implemented as a deletion and creation operation. Another use for this property,
which we leave for future consideration, is the construction of Delaunay triangulations for
radiative transfer through non-grey atmospheres.
3.5
Applications
Now that we have given an introduction to the topic of random lattices, and some of their
construction algorithms, we conclude this chapter by giving just a small glimpse of their rich
history and wide variety of applications.
Fig. 3.8: Descartes claims that
the Solar system consist of vor-
tices of matter revolving around
ﬁxed stars, while comets follow
an erratic path in between.
Many natural structures on Earth and beyond resemble the
structure of Voronoi diagrams. Indeed, it so seems that, as
soon as something is not continuous, the Voronoi cell is the
always recurring basic structure. Several examples are depicted
in Fig. 3.9, ranging from the smallest to the largest scales.
We see soap bubbles forming a Voronoi-like structure which,
as can be shown, minimizes the foam’s free energy that is
associated with its surface tension (Cox & Graner 2004). We
see geological plates in the Icelandic landscape, next to the all
too familiar honeycomb, and in all we recognize the Voronoi
diagram. Last, but not least, we see a simulation output of
the large scale structure, the distribution of galaxies in our
Universe, on scales of tens of megaparsec, which can be shown
to kinematically evolve towards the Voronoi diagram in the limit
(van de Weygaert 2002; Sheth & van de Weygaert 2004). This
is just a small sample of what one would ﬁnd, when searching
for Voronoi-like structures in Nature.
As such, it would not seem all too surprising, should we
make an archeological ﬁnd that shows some ancient culture
being aware of this omnipresent pattern. The earliest published
work depicting Voronoi-like diagrams is by Descartes (1644), who used this structure in an
explanation of the disposition of matter in the Solar system (cf. Fig. 3.8). As Okabe et al.
(1999) aptly remark, the fact that the construction of this diagram is explained nowhere
9http://www.cgal.org
Applications  43
Fig. 3.9: Several examples of Voronoi-like structure in Nature. Top: Geological plates in the Icelandic
landscape, and the familiar honeycomb; bottom: soap bubbles in equilibrium having a variant of the Voronoi
foam structure (Johnson-Mehl), next to a simulation of the large scale structure of the Universe.
in the book might indicate that their use was quite common, even in that age. Peter
Gustav Lejeune Dirichlet (1805-1859) and Georgy Fedoseevich Voronoy (1868-1908) were
to ﬁrst to systematically describe Voronoi diagrams in their studies on positive quadratic
terms (Dirichlet 1850; Voronoi 1908). It was the Russian number theorist Boris Nikolaevitch
Delone (1890-1980) who associated the names of Dirichlet (“Dirichlet domain") and Voronoy
(“Voronoi cell") to such structures. The dual concept of the Delaunay tessellation, that we
use as a random lattice, was already described by Voronoy (Voronoi 1908), but it was Delone,
using the French version of his name, Delaunay, who ﬁrst described the structure in terms
of the empty sphere method (Delaunay 1934).
It would make a very interesting research project in both sociology and communication
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theory, to study the history of the reinvention of the Voronoi diagram and its dual. Through-
out the previous century, both graphs have been reinvented many times within many diﬀerent
branches of science, and even art. The lack of communication between disciplines led to the
multiple reinvention of the Voronoi diagram. In physics and geography, for example, the
Voronoi cells are known as Thiessen-polygons, and Wigner-Seitz cells, respectively, after the
‘inventors’ in both ﬁelds. This miscommunication has led to much redundant work, in which
diﬀerent authors reinvent the wheel with respect to, for example, the average properties of
the Delaunay graph. Fact is, that scientists from every ﬁeld that needs to describe some-
thing that is discretized in space and/or time eventually stumble upon the optimal way to
divide space, one way or another. One would believe that nowadays, with the advent of
mass communication channels, such as the Internet, and the very good sales numbers of
standard works such as Okabe et al. (1999), this lack of communication would diminish.
Unfortunately, this still seems not to be the case. Therefore, we end this chapter by giving a
small, albeit incomplete, overview of the modern-day applications of random lattices in the
sciences.
• Anthropology and archaeology : Identify the parts of a region under the inﬂuence of
diﬀerent neolithic clans, chiefdoms, ceremonial centers, or hill forts.
• Biology, ecology, forestry : Model and analyze plant competition.
• Cartography : Piece together satellite photographs into large “mosaic" maps.
• Crystallography and chemistry : Study chemical properties of metallic sodium (“Wigner-
Seitz regions"); modeling alloy structures as sphere packings (“Domain of an atom").
• Finite element analysis: Generating ﬁnite element meshes which avoid small angles.
• Geography : Analyzing patterns of urban settlements.
• Geology : Estimation of ore reserves in a deposit using information obtained from bore
holes; modeling crack patterns in basalt due to contraction on cooling.
• Geometric modeling: Finding well-behaved triangulations of 3D surfaces.
• Marketing: Model market of US metropolitan areas; market area extending down to
individual retail stores.
• Mathematics: Study of positive deﬁnite quadratic forms (“Dirichlet tessellation" and
“Voronoi diagram").
• Metallurgy : Modeling grain growth in metal ﬁlms.
• Meteorology : Estimate regional rainfall averages, given data at discrete rain gauges
(“Thiessen polygons").
• Pattern recognition: Find simple descriptors for shapes that extract 1D characterizations
from 2D shapes (“Medial axis" or “skeleton" of a contour).
• Physiology : Analysis of capillary distribution in cross-sections of muscle tissue to compute
oxygen transport (“capillary domains").
• Physics: Regge calculus; simplicial SUSY; sphere packings.
• Robotics: Path planning in the presence of obstacles.
• Statistics and data analysis: Analyze statistical clustering (“Natural neighbors" interpo-
lation).
• Telecommunications: Determine which antenna is closest to a mobile phone.
• Zoology : Model and analyze the territories of animals.
In astrophysics, the advantageous properties of adaptive random lattices have been used
extensively to study and sample continuous ﬁelds. Application range from astrophysical
hydrodynamics and N-body simulation (e.g. Gnedin 1995; Whitehurst 1995; Pen 1998; Pelu-
pessy et al. 2003) to ﬁeld reconstruction techniques (Schaap & van de Weygaert 2000;
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Schaap 2006).
3.6
Conclusions
Examples abound: Nature has known all along that the Voronoi diagram is the optimal
way to partition space; what can we do but follow? In this chapter, we have introduced the
concept of a random lattice, which is a graph based on a (generalized) Poisson point process.
This Delaunay graph retains the motion-invariant and ergodic properties of the Poisson point
process, and many of its mathematical and geometrical properties are known analytically. Its
uses are abundant, covering a wide range of sciences. It is this lattice that we will use as a
basis for our transport method, as we shall explain in the next chapter.
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CHAPTER 4
Transport on Adaptive Random Lattices
In this chapter, we will discuss the speciﬁcs of a new method that is, in principle, able to
solve all transport equations that can be described by a general Master Equation. We will
focus, however, on linear transport problems of particles moving through a background
medium. It resembles Monte Carlo methods in the sense that it samples the free path
space of the particles. This sampling, however, is done in a drastically diﬀerent way: it
uses a random lattice, shown to be locally motion-invariant, that adapts to the medium
properties in such a way that the lattice itself is a sampling of the path space. The
resultant transport process can be implemented as a simple random walk along this
adaptive random lattice. Our implementation is shown to be extremely eﬃcient.
Transport on Adaptive Random Lattices
J. Ritzerveld and V. Icke
Physical Review E (2006), 74, 026704
4.1
Introduction
In the previous two chapters, we have explained the essentials that are necessary for laying
out the speciﬁcs of a new transport method. This method is an amalgamation of the Monte
Carlo stochastic transport solvers, covered in Sect. 2.6, and the use of the versatile random
lattices of the previous chapter. In eﬀect, it combines the best of both worlds, adapting
the versatility of the Monte Carlo methods to the symmetry preserving properties of the
Poisson Delaunay graphs. We do not use a standard Monte Carlo transport method that
works on some arbitrary (possibly adaptive) mesh, but take it one step further, and give
physical meaning to the mesh itself. We will choose the properties of the random lattice,
and the point process that lies at its basis, in such a way that the lengths of the Delaunay
edges correspond to the physical length scales of the transport process. We accomplish this
by letting the point process adapt to the background medium properties. Like we described
in Sect. 2.5.2, the transport process then reduces to the random walk of particles along a
graph from one interaction event to the next. In this case, the lattice vertices represent the
interaction centers, and the lines channel the movement from one center to the next.
The transport process that we wish to solve with our new method can be written down
in the general form of the Master Equation, cf. Eq.(2.38),
Df = Cf , (4.1)
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where D is a drift and C is a collision operator, deﬁned on some abstract space, that can take
the form of the familiar phase space, but also that of a data space, a money space, or even a
gene space. Several of these more unusual applications will be discussed in the next chapter.
The method we will describe is general enough to solve almost all Master Equations of type
Eq.(4.1), and can be used as such, but in this chapter we will speciﬁcally focus on the linear
transport processes of particles being transported through a (possibly dynamically evolving)
background medium, with which they interact. Nonlinear particle-particle interactions are
ignored, except through feedback from the background medium itself. Thus, the transport
method described in this chapter can be used to model transport processes such as electron,
neutron or photon transport. We refer the reader to Chapter 5 for more diverse applications
of this transport method.
We will commence by discussing how to construct the random lattices that have line
lengths corresponding to the relevant physical transport length scale in Sect. 4.2, after which
we delve deeper into the mathematical and physical properties of the resultant lattice in Sect.
4.3. Thereafter, we are ready to explain in Sect. 4.4 how the transport can be deﬁned, and
implemented, on such lattices, giving some examples along the way. We shall explicitly point
out in Sect. 4.5 how our transport can be trivially extended into Rd , and we will end this
chapter by making some remarks about the eﬃciency of the new method in Sect. 4.6.
4.2
Adaptive Random Lattices
The goal of this section is to demonstrate how to construct a random lattice that adapts
to the background medium properties, according to a speciﬁc criterion. When introducing
random lattices in the previous chapter, we already brieﬂy pointed out that, although spurious
invariance and symmetry breaking associated with rotational and translational invariance are
prevented by the use of random lattices, one drawback still remains: the introduction of an
unphysical length scale, determined by the average point to point distance, or the expectation
value of the Delaunay line length 〈L〉. For Delaunay lattices based on a Poisson point process
Eq.(3.1), we speciﬁcally derived the k-th order expectation value for the line length L as, cf.
Eq.(3.25),
〈
Lk
〉
= ζ(k, d)n
−k/d
p , (4.2)
in which ζ(k, d) is some geometrical constant for each pair of the value of k and the dimension
d . The average Delaunay line length in 3D, for example, is
〈L〉 = ζ(1, 3)n−1/3p ≈ 1.237 n−1/3p . (4.3)
Although this line length does not have a delta function as a probability function, as in the
case of a regular mesh in which the delta function peaks at a length of one cell width, but a
certain spread σ2 =
〈
L2
〉 − 〈L〉2 ∝ n−2/3p , it does still have a global ﬁrst order expectation
value that scales with n−1/dp , which is a constant once the globally ﬁxed Poisson point density
np has been chosen.
As already discussed in Sect. 3.2, these ﬁxed values cause problems when the medium
distribution itself is not homogeneous, as they might underresolve high density regions, and
impose constraints on parameters like the Knudsen and Reynolds numbers. More generally
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speaking, it causes problems in regions where the mean free path is shorter than this ex-
pectation value. Regular meshes have resolved this problem somewhat by introducing AMR,
in which the mesh reﬁnes itself according to some predeﬁned criterion, often based on the
gradient of the pressure or density. Because here we are considering a statistical method, it
is justiﬁably better to choose as an adaptation parameter (a function of) the mass density of
the medium. Similar eﬀorts have been made with respect to structured grids, which have one
basic congruent cell shape as a basis, in the DSMC community (Garcia et al. 1999; Wu et al.
2002), in which the authors wanted to make sure that the local cell sizes at least resolve the
local mean free path, which is the most relevant physical length scale of transport processes.
In this case, we do not have a regular mesh as a basis and proceed by trying to deﬁne a point
process which does reﬁne based on the local mass density.
To accomplish this, we discard the regular Poisson point process Eq.(3.1), which is the
usual basis for random lattices. Instead, we deﬁne a point distribution, which is a convolution
of a homogeneous Poisson point process Φ and a function of the possibly inhomogeneous
density distribution n(x), symbolically written as:
np(x) = Φ ∗ f (n(x)) . (4.4)
The only constraint is the maximum number of points, or resolution, N available for the
simulation. Eq.(4.4) is an alternative, more physics oriented, recipe for constructing the
generalized Poisson point process Eq.(3.4). It amounts to randomly sampling the function
f (n(x)) using a Direct Inversion of Rejection method. If the distribution n(x) is inhomo-
geneous, one expects the point distribution np(x) to be inhomogeneous too, mimicking the
medium. But, as long as our number of points N is high enough, we can always zoom in
so far that locally the medium distribution is homogeneous, and the point distribution Pois-
sonian. Thus, locally, the point distribution deﬁned by Eq.(4.4) retains the rotational and
translational symmetries associated with Poisson point processes.
Until now, we have not speciﬁed the exact form of the correlation function f (x) in
Eq.(4.4). We will discuss its details in the next subsection. For now, we will give an example
of a very inhomogeneous point distribution in Fig. 4.1, left. It was constructed using a
fractal point process, which has been shown to mimic the distributional behavior of galaxies
and galaxy clusters (cf. Appendix 4.A). The resultant random lattice is shown next to it. It
is apparent that the Delaunay line lengths are not of the same order, but cover a wide range
of scales.
4.2.1 The correlation function
What do we choose for the correlation function f (x)? Because we introduced this function
to ensure adaptation of the point distribution to the medium distribution, the obvious con-
clusion is that we need f (x) to be a monotonically increasing function of x , by which the
average point-to-point distances will actually be shorter in denser regions. In light of what we
discussed about Monte Carlo methods transporting particles along trajectories which have
as an average length one mean free path, we may choose one particular form of f (x) which
makes the resultant Delaunay line lengths have a very physical meaning.
From basic transfer theory, we know that the local mean free path relates to the local
particle density in the following way (valid for every dimension d ≥ 1), cf. Eq.(2.12):
λ−1(x) = n(x)σ, (4.5)
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Fig. 4.1: Left: Inhomogeneous point distribution for 105 points. It is the result of a fractal point process with
fractal dimension D = 0.5, as described in Appendix 4.A. Right: The resultant Delaunay graph, with line
lengths covering a wide range of scales, in this case 1 : 100, which is in fact far too large to be expressed in
print.
in which σ =
∑
j σj is the total cross section, possibly consisting of many diﬀerent interaction
cross sections σj , each having its own mean free path λj = 1/n(x)σj . Because the mean
free path is a statistical length, it scales in a diﬀerent way with the medium density than
the average Delaunay line length, which has an extra dimension dependence [cf. Eq.(4.2)].
From that, we conclude that, if we choose our point distribution to sample the d-th power
of the density, i.e. f (x) ∝ xd , or, more speciﬁcally,
np(x) = Φ ∗ nd(x), (4.6)
the length of a Delaunay line 〈L〉 (x) between two points, will scale linearly with the local
mean free path of the medium λ(x) via a constant c . That is
〈L〉 (x) = cλ(x). (4.7)
Thus, because we choose the point distribution to conform to the density proﬁle of the
medium according to Eq.(4.6), the average Delaunay line length and the mean free path
have the same n−1 dependence, by which Eq.(4.7) is a global relation with a global constant
c . In other words, a lattice composed according to Eq.(4.6) may look very inhomogeneous
to us, but from the point of view of the transported entity (e.g. a photon) the grid is
homogeneous!
There are two things to note. First, the medium, and thus the medium density distribu-
tion, might evolve. In that case the lattice, which is Lagrangian by deﬁnition of Eq.(4.6),
will evolve with it. In most relevant cases, the transport of particles through a medium is
studied with respect to static media, but for several cases, such as radiation hydrodynamics,
it is worthwhile to keep in mind that the medium density n(x), and thus the point density
np(x), can change with time. This is also how we see a possible extension to the nonlinear
regime of, for example, hydrodynamics. As in the DSMC method, we could deﬁne a linear
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Monte Carlo-like transport process through a background medium, now consisting of the
particles themselves; in this case, however, the background medium, i.e. the particles, can
not be considered static. As such, the lattice needs to be updated very frequently, which is
a costly, and intricate task.
Second, one can choose the correlation function to be any monotonically increasing
function diﬀerent from the one in Eq.(4.6), but in that case the global constant c would
change into a locally varying function c(x). For example, if we choose f (x) ∝ xe , where e ≥
0, that varying function would be c(x) ∝ n(d−e)/d . This stratagem bears some resemblance
to the “variance reduction" techniques known from Monte Carlo algorithms.
4.3
Lattice Properties
In the previous section, we described how we construct the adaptive random lattices based
on the medium density distribution. Before we set out to deﬁne the way one can transport
particles on this lattice, we need to discuss the exact statistical properties of the lattice, and
especially the errors associated with its stochastic nature.
4.3.1 Distributional Equivalence
The linear correlation of Eq.(4.7) can be taken one step further, by relating the full k-th order
moment of the free path length Eq.(2.37) to Eq.(4.2), and recognizing that, by choosing a
correlation function f (x) ∝ xd , not only the ﬁrst order moment, but all k-th moments of
the exponential distribution in Eq.(2.36) will scale linearly with the k-th order expectation of
the Delaunay line length, i.e. 〈
Lk
〉
(x) = c(k)λk(x), (4.8)
in which c(k) is still a global constant, but one that now depends on the order k . This sim-
ilarity in statistical properties is, of course, not very surprising, because the interval between
two events, or the distance between two points, in the Poisson point process in Eq.(3.1) has
an exponential distribution p(x) = np |A| enp|A|x equivalent to that of the path length between
two events in Eq.(2.36). It is to be expected that the distribution function for the average
distance, or Delaunay line lengths between two of those points follows a similar distribution,
with some modiﬁcations because of the dimension of space. The mean free path statistical
length is one-dimensional always, not depending on dimension, so by choosing the correlation
Eq.(4.6) we remove the dimensional dependence of the expectation values Eq.(4.2), by which
the path lengths of particles and the average lattice line lengths are distributed similarly.
4.3.2 Length Sampling
We described how to construct a lattice, which is homogeneous and isotropic locally, and
which adapts to the medium properties. Moreover, we showed that, by choosing a smart
correlation function, the lattice becomes a direct representation of the ‘free path space’
of the particles. That is, locally, the Delaunay line lengths have the same distributional
properties, i.e. the same k-th order moments, as the path lengths. Thus, the Delaunay line
originating from one point in the medium has distributional properties (k-th order moments)
which all scale linearly with the distributional properties of the path lengths originating from
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that point. Stated diﬀerently, the variance of the Poisson process is now not associated with
noise, but is exactly the variance of the free path of the particle.
Given a number of points, or resolution N, we construct one instance of the ensemble
of the point distribution, and the free paths are accurately sampled at each one of those
points. This could cause inaccuracies, once the medium between two points is not locally
homogeneous, so that it does not have enough sampling points. Thus, we need to impose
as a sampling condition, that in the vicinity of each point (or, more accurately, within each
Voronoi cell), the medium can be considered homogeneous, a condition needed in almost
every numerical method. Symbolically, we need 1n(x)
∂n(x)
∂x <
1
〈L〉 . This can be dealt with in two
ways. First, one can increase the number of points N, by which the global parameters c(k)
decrease correspondingly, until the condition is satisﬁed. It is obvious that, when N → ∞,
the density ﬁeld is sampled continuously, and the result is exact. Second, when the available
resolution is less than needed, we can construct, by the ergodic property of Poisson point
processes (cf. Sect. 3.3.1), several instances of the same point distribution, and overlay them
afterwards. This is allowed, because the expontential distribution, on which the Poisson point
process is based, is memoryless, so that the individual instances are independent. Note that
the sampling condition is reached faster by choosing a correlation function as in Eq.(4.6).
A more in-depth discussion on sampling theorems for spatial point processes will be given in
Chapter 6.
4.3.3 Angular Sampling
Another variable which has to be sampled accurately, is the number of directions into which a
particle can propagate at each point. As said, the average number of directions at each point
is ﬁxed (6 and 15.54, in 2D and 3D, respectively), and will not increase when the resolution
or the number of instances increases. We have to take this into account when we design a
transport algorithm, in which we want to conserve momentum at each point.
If we construct many instances of the ensemble of point distributions, the directions
of the lines will diﬀer for each instance, and, eventually, the continuous rotation group
SO(d) will be sampled continuously. We can, however, apply the ergodic principle, and state
that it is equivalent to replace the ensemble average by a volume average. The number of
directions within a volume, containing N points, scales as O(N). Thus, within a certain
locally homogeneous medium, the number of points, and henceforth the number of lines has
to be large enough to accurately sample the unit sphere. This amounts to stating that a
random lattice is isotropic. Thus, we can conclude that, when the number of points within a
certain small region increases to inﬁnity, the number of directions will follow that trend, and
the angular sampling will become inﬁnitely precise.
There is an additional eﬀect, however. The angular sampling resolution Eq.(3.13) for the
Poisson Delaunay graph is basically a worst case result. One expects, for inhomogeneous
point distributions, that lines emanating from one point can be closer together, so that the
angular resolution can become higher. In fact, we conjecture that the angle between longer
Delaunay lines (large mean free paths), which lie in tenuous parts of the medium, is much
smaller than the angle between short lines (short mean free paths), which lie in dense parts.
This is very advantageous, because the longer the lines, the higher the angular resolution
needed. One way to assert this claim is to examine the fractal point process depicted in Fig.
4.1, left. We refer the reader to Appendix 4.A for details on the construction of this point
process.
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Fig. 4.2: Left:Normalized distribution functions for the angle spanned by two Delaunay lines in a triangulation
of a fractal point process in R2. Plotted are the results for several length bins. Right: First order moments
of each distribution function.
For the Delaunay graph constructed on the basis of this fractal point process, we can
order clockwise the Delaunay lines connected at each vertex. Evaluating the average length
of two neighboring lines, as well as the angle between them, we make make a statistic of the
length-angle correlation. We sample the lengths using 20 bins, going from length 0 up to the
maximum edge length (within the triangulation), and we sample the angles by using 50 bins
in the range [0, 2π]. Thus, we can plot a normalized distribution function for the angle for
each edge length bin. The result for several length bins is depicted in Fig. 4.2, left. The lines
were made using Bézier curves (see Bartels et al. 1998) so as to approximate the trend of
the data points. Use of these Bézier curves is justiﬁed, because we are only concerned with
the trend, or overall behavior, and not with accurate quantitative results. We remark that
the distribution functions do go to zero, as is required, when we put more angle bins near
zero. It is still interesting that the distribution function has high values just above zero. For
a normal Poisson distribution of points, the distribution function for the angle between two
Delaunay edges can be derived analytically as f (θ) = 4 sin θ3π [(π − θ) cos θ + sin θ] (e.g. Icke &
van de Weygaert 1987), which decreases monotonically when approaching θ = 0. Apparently,
the introduction of an inhomogeneous, in this case fractal, point process introduces a large
number of small angles. One can readily see that, when the average edge length increases,
the average angle between the two lines decreases. This is even more apparent when plotting
the expectation value of the angle versus the edge length, as is depicted in Fig. 4.2, right.
There is a clear downward trend, with more scatter towards larger values of the length
because of the increasing statistical noise.
Thus, we can conclude that the angle between two long Delaunay lines will be smaller than
the angle between two short lines. Thus, the adaptive random lattice automatically ensures
that the angular resolution increases when the lines get longer. This is another property of
the Delaunay graph based on inhomogeneous point distributions, that demonstrates that it is
highly advantageous to use adaptive random lattices. Although we have only demonstrated
this angle-length correlation for the planar graph, a similar trend can also be seen in higher
dimensional space.
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4.4
Transport
The Lagrangian random lattice, described in the previous subsection, is a direct representation
of the ‘free path space’ of the medium. As such, the stochastic element of the transport of
particles on a ﬁxed, deterministic grid in regular Monte Carlo methods is moved to the simple
deterministic transport of particles on a lattice, which now has the stochastic properties.
Moreover, we can dispense with the regular grid or the underlying medium altogether, because
all the information needed for the transport of particles has been given to the lattice, so
that the transport of particles through a medium has been translated to the transport, or
percolation, of particles on the graph consisting of the lattice lines.
In the following, we will describe how we can use this lattice as a basis for transporting
particles, depending on what kind of process we would like to model. As an example, we will
use the two elementary transport processes, ballistic transport (possibly with an additional
absorption term) and transport through a scattering medium, and combinations hereof.
4.4.1 Ballistic Transport
We will begin by describing how we can transport particles along the lattice for a medium in
which the scattering cross section is negligible. Because, in this case, we transport particles
which have a predetermined momentum, it is of utmost importance to deﬁne what we do at
each grid point to ensure momentum conservation, and prevent numerical diﬀusion. Because
our method works in such a way that the line lengths correlate linearly with the mean free
paths, we assume that the homogeneously distributed medium is absorptive, and that the
associated cross section σabs is the only contribution to the total cross section. In this case,
we obtain a lattice which is similar to the Delaunay graph in Fig. 3.1, right.
We deﬁne one point as a source of particles, sending them out along one of the lines.
The particles move along the line, until they come upon the next point. They have moved
along a line, the length of which correlates linearly with the mean free path via a constant
factor cabs. We can exactly evaluate the value of this factor, given Eq.(4.2) and Eq.(4.6),
as
cabs = ξ(d,N,D)σabs, (4.9)
in which ξ(d,N,D) is some constant depending on the choice of dimension d , the number
of points N, and the size of the domain D. Note that each other type of particle-medium
interaction j would have a coeﬃcient cj determined via a relation similar to that in Eq.(4.9).
Ideally, one would want all cj = 1, but, almost always, the resolution N will result in a
coeﬃcient larger than unity, in which case the line length is larger than the local mean free
path, or smaller than unity, in which case it is the other way around. This can be taken
care of by deﬁning how the interaction, in this case absorption, is accounted for at each
point. To accomplish this, we deﬁne the incoming number of particles, or intensity, as Iin,
and determine the outgoing intensity as
Iout = Iine
−cj , (4.10)
which is equivalent to the familiar I(x) = I0e−x/λ, which can be derived from Eq.(2.36).
Note that, with cj being a global constant, e−cj is a global constant too, which can be
Transport  55
determined a priori, via Eq.(4.9). In some cases, when the resolution N is high, and thus the
coeﬃcients cj small, it might be useful to approximate e−cj ≈ (1− cj).
Locally the number of particles absorbed can be exactly evaluated as
Iabs = Iin
(
1− e−cj ) , (4.11)
which ensures that this method conserves particles exactly. The remaining particles Iout
have to be sent out along one of the lines emanating from this point. The directions we
choose depend on whether we want to conserve momentum, or if the interaction was with
a scattering medium, in which case we want to distribute the particles isotropically. We can
even incorporate anisotropic scattering, such as Rayleigh scattering. In the present case, we
need to ensure momentum conservation, and we have to choose an outgoing line which is in
the same direction as the incoming one. As we already discussed in the previous section, the
lines only sample the unit sphere on average, and although the Voronoi cells are cylindrically
symmetric, on average, with respect to every incoming Delaunay line, every one particular
cell will deviate from that (cf. Sect. 3.3.4 for a discussion on this deﬂection angle). This
has as a result, that almost always, there is no outgoing line in the same direction as the
incoming one. Thus, particles are deﬂected from their original direction by the irregularity of
the grid. This can be viewed as the introduction of space-dependent inertia forces, and it is
very important to keep track of these, especially in the nonlinear regime (Benzi et al. 1992;
Karlin et al. 1999), as we shall point out in the next chapter.
We can resolve this by doing the following. We refer to Fig. 4.3, which is an example
in 2D space. In this ﬁgure, the dashed line is the line along which momentum would be
conserved. Instead, if we now choose the ‘most straightforward’ line II as the outgoing line,
in which nearest can be deﬁned in several ways, the most intuitive being that line for which the
inner product with the dashed line is largest, it can be shown that momentum is conserved on
average, which immediately follows from the fact that the mean Voronoi cell is axisymmetric
with respect to every incoming Delaunay line. From a diﬀerent perspective, we can say that
the distribution function for the deﬂection angle in Fig. 3.6 is symmetric around α = 0.
Fig. 4.3: Example of a number of Delaunay
lines meeting at a node. Incoming particles
(along line I) interact with the medium at
the node, and the remaining particles should
continue along the dashed line to conserve
momentum. Choosing lines II and III as out-
going ensures conservation of momentum,
on average.
However, from a numerical implementational point of
view, it is more elegant to split up the two particles
and distribute one of them along line II and the other
along line III, being the next to most straightforward
path. More generally, if the transported quantity is
a continuous entity, we have found that it is most
eﬃcient to split this quantity into d equal parts, in
which d is the dimension of our computational do-
main, and distribute each of these parts along the d
most straightforward paths. Because by deﬁnition,
the Poisson-Voronoi cells are axisymmetric with re-
spect to every associated Delaunay line in every di-
mension d ≥ 2, we know that a similarly modiﬁed set
of rules will ensure conservation of momentum. From
the same alternative perspective as before, we can say
that, if we had not chosen to split up the packages,
our sole outgoing line would only sample one side of the deﬂection angle distribution function
in Fig. 3.6. Choosing more lines ensures that this distribution is sampled more accurately.
We note that it is possible to introduce a functionality f (α) in this splitting procedure, for
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example based on the value of the deﬂection angles (lines with larger deﬂection angles get
less). However, we found experimentally that the overall numerical result is more accurate,
when we omit this. Introducing any function of the angle was shown to enhance local asym-
metries between the d most straightforward lines. The distribution function is symmetric
anyway, which favors our choice for splitting the particles in equal parts.
To demonstrate conservation of momentum, we constructed a 2D random lattice with
a relatively low resolution of N = 5 · 104 points, which is suﬃcient to show the trends
and is still coarse enough to clearly show noise. Next, we deﬁne one point as source of
particles, each emitted with the same momentum vector. If the particles were deﬁned to
be photons, this source might be a laser. The rules at each site are chosen such that the
two most straightforward paths with respect to this momentum vector are chosen, and that
the incident package of particles is split in two and continues along these two lines. We
follow the particles until they hit the absorbing boundary. The result is plotted in Fig. 4.4,
left, in which we plotted the logarithm of the number of particles at each vertex, given that
the source emits a high number of particles. One immediately sees that, on average, the
resultant momentum vector is in the original direction, but that there is some inherent noise
associated with the use of these random lattices. Fortunately, one can prove that this noise
vanishes in the limit of N →∞, by recognizing that in d-dimensional space the propagation
of a particle on a lattice with this set of rules is equivalent to the process of an anisotropic
random walk on a graph. An exact mathematical derivation is given in Appendix 4.B, and
we give a simpliﬁed version here.
Deﬁning a signal S ∝ 〈L〉 n as the (average) distance travelled after n steps, and realizing
that for an anisotropic random walk we have a noise N ∝ 〈L〉√n, we obtain a signal to noise
ratio S/N ∝ n1/2. This is why the beam in Fig. 4.4 does not diverge. Given a particle location
x along the momentum vector at a distance s from the source, we know that the average
number of steps n for a particle to reach s scales as n ∝ s/ 〈L〉 in which 〈L〉 ∝ N−1/d . From
this, we can conclude that the signal to noise ratio at a distance s from the source scales as
S
N ∝ N
1/2d . (4.12)
Thus, in the limit of N → ∞, momentum is conserved exactly, not just on average. In
other words, the width of the beam will shrink to zero. Note that, when N increases, the
interaction coeﬃcients {cj} will decrease.
Thus, we have shown that choosing this transport recipe for ballistic transport will not
only conserve momentum on average, but it does also deal with the coarse angular sampling
at each point of the lattice, ensuring that any numerical diﬀusion will be minimal. Moreover,
we have shown that this artiﬁcial widening of the beam will go to zero for inﬁnite resolution.
4.4.2 Transport through Scattering Media
In the previous section we discussed how to do transport of particles through a medium for
which the interaction conserves momentum, and does not change the original momentum
vectors of the particles. It is also possible that one of the interactions {cj} inﬂuences the
vectorial properties of the particles, for example when the transport is through a scattering
medium.
Without loss of generality, we assume a similar homogeneous medium as before, without
absorptive properties but with an extra interaction coeﬃcient, σscat, which accounts for the
scattering properties of the medium. In this case, the method for transportation is rather
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Fig. 4.4: The result of two simple test on a 2D Poisson-Delaunay random lattice with N = 5 · 104 points.
Both are logarithmic plots of the number of particles at each site. Left: Illustration of the conservation of
momentum by means of the transport of particles with constant momentum vectors. Right: Illustration of a
scattering transport process.
similar to the previous section, in that we propagate the scattered particles Iout = Iine−cscat
along the d most straightforward paths. What diﬀers is that the retained particles Iret =
Iin
(
1− e−cscat) are now redistributed isotropically. To accomplish this, one can choose to
propagate an equal fraction along every Delaunay line. The angular sampling is not perfect,
but similar considerations as made in Sect. 4.3.3 will ensure angular resolution.
An example of one such experiment is depicted in Fig. 4.4, right, in which we deﬁne several
points in a small central region as sources, and for which we let the particles propagate along
the lattice according to the rules described above. We take several points as a source in
this case, because this will ensure that we have many diﬀerent original directions. Note that
the result is very isotropic, as is to be expected of this random lattice. Moreover, the result
exactly depicts the noise associated with the ﬁnite angular sampling, and thus the ﬁnite
amount of points.
4.4.3 General Interactions
The particle-medium interaction may consist of many diﬀerent types, each one having its
own contribution to the right hand side of Eq.(4.1). Each of these interactions has its own
cross section σj , and its own corresponding linear correlation coeﬃcient cj . Note, however,
that the conversion factor ξ(d,N,D) in Eq.(4.9) is the same for all interactions, given one
choice of d , N and D. The total interaction factor C =
∑
j cj determines what factor of the
incoming particles interacts, in one way or another, Iout = Iine−C . Every single interaction
in the set {cj} has its own contribution cjC e−C (cf. Sect. 2.6). When our resolution is high
enough, and thus our factors {cj} correspondingly small, we can approximate the total factor
of the particles that interact as
(
1− e−C) ≈ C, from which one can conclude that every
interaction retains a factor cj of the incoming particles. This last approximation can be
implemented more eﬃciently.
The behavior of particles depends on the type of interaction, and the type of transport
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Fig. 4.5: Plot of the logarithm of the number of particles for the result of a transport process in which the
interactions consist of scattering and absorption. The scattering interaction coeﬃcient cscat = 1.0, on the
grid of Fig. 4.1, is the same in both, whilst the absorption interaction coeﬃcient cabs is on the left is twice
the value used on the right. Note that the scales are the same for both plots.
process in general. Particles may be redistributed isotropically, and continue on through the
medium, or they may inﬂuence the medium by heating, ionization, or something similar.
They might even be re-emitted as diﬀerent particles. All these types of interactions can
be implemented very easily, and the feedback of the particles on the medium is deﬁned
straightforwardly. One might even have multiple species of particles, in which case there
would be a cross section σj for each type of particle, and the set of factors cj would change
into a matrix, which could include the transformation of one particle into the other. An
example of the result of our method for the transport of particles through a medium in
which several interactions (in this case, scattering and absorption) play a role is given in
Fig. 4.5. As a mesh, we have used the fractal random lattice in Fig. 4.1, and we deﬁned a
small central region of points as an isotropically emitting source. Each point was assigned
a constant interaction coeﬃcient cscat = 1.0 for scattering, but also a certain constant
interaction coeﬃcient cabs for absorption. Left is the result for cabs = 0.050, and right is
one for cabs = 0.025. Remember that cabs = 0.050 means that the average Delaunay edge
length is twenty times as small as the mean free path for absorption, cf. Eq.(4.7).
One should aim at having enough resolution to ensure cj ≤ 1. In cases, where scattering
can be neglected, the solution based on Eq.(4.10) would still be exact, as we could not resolve
the space between the points anyway, but when wanting to incorporate scattering, one might
not accurately resolve the diﬀusion coeﬃcient, when cscat  1. We refer to Chapter 6 for a
more elaborate discussion on sampling criteria.
4.4.4 Time Stepping
So far, we have not elaborated on what we deﬁne as a time step. As in linear Monte Carlo
methods, this depends largely on the transport problem at hand. We may distinguish two
cases: A) the interaction dominated limit (Kn = λ/L	 1), and B) the free streaming limit
(Kn = λ/L ≥ 1).
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The ﬁrst case is what is mostly encountered in linear transport problems. Here, the mean
free paths for the particles are so small compared to the size of the domain, that we know
the particle will be absorbed somewhere within the domain. Given that the speed of the
particles is very high, one can, for each time step, let the particles that are emitted in that
interval move along the lattice, moving from one interaction point to the next, until they are
annihilated. The time steps do have to be chosen such that one can accurately sample time
dependent source functions, or such that, when absorption is followed by ionization (as is the
case for cosmological radiative transfer, cf. Part III of this thesis, one can accurately follow
the ionization front. Equilibrium solutions can be found, if they exist, by having a constant
number of particles being emitted at each time step, that will exactly compensate for the
number of particles that are absorbed, or leave the computational domain.
The second case is not very interesting from a particle-medium interaction point of view,
because the densities and cross sections are of such a form that no interactions are expected
to occur. Thus, the particles can stream freely through space. In this case, one may be
interested in following the particles’ trajectories, and the time steps are then dictated by the
size of the domain divided by the speed of the particles.
An interesting, albeit a bit artiﬁcial, intermediate case is the one described in Sect. 4.4.2.
In this case of pure scattering, the particles are not expected to be annihilated. If we would
not stop the particles at one point, they would eventually leave the domain. Thus, if we
want, for example, to accurately follow the spherical wavefront around a point source in a
homogeneous scattering medium, as it expands with time according to the familiar Gaussian
diﬀusion proﬁles, we need to keep a clock for each particle, such that it does not take more
mean free path steps than are allowed by its maximum speed.
It is clear that the relevant time step criteria depend greatly on what one is trying to
solve. In each case, however, one may deﬁne the relevant time stepping unambiguously.
Most linear transport problems we are interested in, including the one discussed in Part III of
this thesis, will be of type A.
4.5
3D and Beyond
Because it may not seem obvious how our method is trivially extensible to Rd , given all the
2D examples we gave, we will explicitly state how this extension is automatically achieved by
the lattice construction procedures we gave.
First, the recipe for constructing our adaptive point process using Eq.(4.6) is applicable
and valid in general dimensional space. Second, the procedure for constructing the Delaunay
triangulation, and the corresponding recipe for the Voronoi tessellation, can be used and
implemented eﬃciently in every Rd (Okabe et al. 1999). Because we chose a correlation
function that includes the dimension of space np ∝ nd , we made sure that the linear rela-
tionship between all line lengths of the resultant lattice and the local mean free paths is valid
in every dimension, cf. Eq.(4.8). Thus, we have obtained an adaptive random lattice that
adapts to the medium in exactly the same way for every Rd .
As we have already pointed out, the resultant transport process is a walk from one
interaction event to the next (as it is in Monte Carlo methods), or, alternatively, a walk
from one vertex to the next along a d-dimensional Delaunay graph that has mean free path-
like line lengths. The recipes for the diﬀerent types of processes (ballistic, scattering, and
combinations) can be extended trivially to Rd . For example, for ballistic transport we do not
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choose the two most straightforward paths, but the d most straightforward. The analysis
concerning the conservation of momentum in the appendix is valid for every dimension,
because it only assumes that the mean Voronoi cell is cylindrically symmetric around every
associated Delaunay edge. This symmetry is a natural consequence of the motion invariance
property of the underlying Poisson point process.
The only things that change from dimension to dimension are the average number of
lines emanating from a typical point, or the number of walls of a typical Voronoi cell (6 in
R
2, 15.54 in R3, etc.), and the geometrical constant ζ(k, d) in the expressions for the k-th
order moments of the Delaunay line lengths Eq.(4.2). These are mere constants that one
has to incorporate when implementing the numerical method.
When using a regular grid, and the often associated ﬁnite-diﬀerencing, or some nontrivial
form of interpolation, it is often very nontrivial to extend these operations to higher dimen-
sional space. Because we chose to use an adaptive random lattice on which a (random) walk
is performed, these diﬃculties are resolved, because both the lattice construction techniques
and the (random) walks are trivially deﬁned in every Rd .
4.6
Eﬃciency
It is straightforward to implement our method using a high-level programming language. We
have already done this, using C++, for the transport of radiation. We will give an in-depth
description of this SimpleX package in Chapter 8.
For now, we will describe the basic steps of the algorithm. First of all, there have to
be several pre-processing steps: 1) create a point process matching Eq.(4.6), in which the
medium density function can be an analytic function or some data array from some other sim-
ulation; 2) construct the Delaunay triangulation; 3) determine the properties of the resultant
lattice, namely the global interaction coeﬃcients {cj}, and the d most straightforward paths
with respect to the other lines. All these values are ﬁxed during the rest of the simulation.
As an illustration, given an eﬃcient tessellation code, such as QHull (cf. Sect. 3.4), these
preprocessing steps can be completed within one minute wall-clock time on a simple desktop
computer, for a resolution of N = 106 points.
Once the lattice and all its properties are known, the transport can commence. If we
deﬁne one iteration of the algorithm as advancing particles from one point to the next, and
subsequently performing the interactions at each point, and that for each point, we can
make an estimate of the operation count of the algorithm. Each point can be dealt with
independently of all the others (cf. the Markov property of Monte Carlo methods). Given
that the particles can be redistributed along other angular directions at each point, each line
has to treated separately, but this is just a geometrical constant, given the dimension d ,
which does not scale with any resolution. Linear multiplications as in Eq.(4.10) have to be
performed for each interaction j , and for each diﬀerent particle species. The redistribution
along the lines is just a pointer operation. Thus, the total operation count is of the form
Nops = NintNspecNp, (4.13)
in which Nint, is the number of diﬀerent interactions, or non-negligible cross sections σj ,
Nspec is the number of species, and Np is the resolution, or number of points. Thus, if we
just focus on the resolution, the operation count of this method scales as O (N).
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It should be noted that this is independent of the number of sources. As it turns out,
most other transport methods scale with the number of sources, by which it is extremely
time-consuming to do realistic calculations for a large number of inhomogeneously distributed
sources. With our method, this is now feasible, even on a simple desktop computer. Apart
from the fact that we now use a lattice that directly corresponds to the physical problem,
this scaling behavior is the most important characteristic of our transport method. It enables
us to do unprecedented simulations of the ﬁrst light in the Universe. More on this in Part III
of this thesis. Another thing we should point out is that our method bears much resemblance
to cellular automata methods (discussed in the next chapter), in the sense that we have a
global set of interaction coeﬃcients, and a global set of rules, applied locally. Each point is
inﬂuenced only by its neighbors (via the Markov criterion). Thus, like most cellular automata
methods, our method can be parallelized trivially. Of course, this would be much less trivial,
if nonlinear terms were included.
We conclude this section by noting that this new method is a stochastic method, just
as the more usual Monte Carlo methods. As discussed in Sect. 2.6, transport methods
of this kind obey the N−1/2-law, which says that the stochastic noise goes down with this
functionality. Indeed, we explicitly derived this form in the derivation of the signal-to-noise
ratio Eq.(4.12).
4.7
Conclusion
In this chapter, we have described how our new method works. We have shown how to
construct a Lagrangian random lattice, which mimics the medium properties in such a way
that locally all line lengths have the same distributional properties as the particles’ path
lengths. As such, the method can handle any geometry of the medium. The grid retains
the translational and rotational symmetries inherent in most physical problems, whilst at the
same time adapting to the medium properties, so that small mean free paths and rapidly
ﬂuctuating regions of the medium will not be undersampled. The resultant lattice is a direct
representation of the free path distribution space of the medium. The stochastic character
of the the particle trajectories, as in regular Monte Carlo, has been tranferred to that of the
grid itself, which can be shown to sample space, and all angular directions exactly when the
resolution goes to inﬁnity. Particles can be easily transported along the lattice lines, with the
interactions taking place at each grid point, via an interaction coeﬃcient cj , which is directly
proportional to the interaction cross section. Moreover, we have shown that the operation
count of an implementation of the method is O (N), which makes the method fast, even
when increasing resolution, and suitable for performing 3D calculations.
It is important to stress that it is meaningful to extract observables from the simulations
performed with this method. By this we mean that there are two complementary ways to
determine certain transport variables from the transport method, and that it can be shown
that the two give equivalent results. First, the mathematically exact approach would be to
construct inﬁnitely many instances of the (generalized or regular) Poisson point process, and
determine via simulations on each of the resultant random lattices what, for example, the
number of particles is at one particular point. The observable would then be an average over
all these instances. Second, one can take one instance, and, after doing one simulation on
that one random lattice, extract the number of particles at one point by taking an average
of points within a suitably small volume around that point. The equivalence of these two
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approaches is apparent by the ergodic properties of the Poisson point process, discussed in
Sect. 3.3.1. This is very essential, because this shows that we get meaningful results by
doing simulations on only one such lattice, provided that the resolution of points is high
enough to be able to extract local averages. When the available resolution is insuﬃcient, the
alternative approach then makes it possible to decrease the stochastic noise of the results by
doing more simulations using diﬀerent instances. More on this in Chapter 6.
We conclude by noting that although in this chapter we focused on the transport of
particles through a static medium, the method can be used much more generally. The space
in which the path lengths are deﬁned does need to be deﬁned as a subset of phase space,
but can be much more abstract, and diverse. Moreover, the interactions do not only have
to be of the type particle-medium, but can also be between the particles themselves, as in
hydrodynamics, or both. In each case, the method will consist of constructing a Lagrangian
random lattice, as a direct representation of what the transported quantity would encounter,
when it is transported through that abstract space.
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4.A
Fractal Point Processes
Fractal (stochastic) point processes have been widely used as a modeling tool (for a review,
see Lowen & Teich 1995). In particular, Mandelbrot (1982) used it to model a non-standard
random walk resulting in a linear Lévy dust, which, as he showed, could even be used to
model clusters of galaxies. The statistical properties of fractal point processes are scale-free
by deﬁnition. Conclusions drawn from the resultant tessellations will be very general with
respect to the length scales involved. We used a modiﬁed version of his recipe, namely a
Lévy ﬂight, which is a sequence of ﬂights separated by stopovers.
It is constructed by choosing the ﬁrst stopover randomly, and starting the ﬂight from that
point. The (straight-line) ﬂights have the following properties: their direction is random and
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isotropic, the diﬀerent angles are statistically independent (thus, the Lévy ﬂight is a Markov
process), and their lengths follow a probability distribution function
f (r) = krd−1−D = kr1−D, (4.14)
in which d is the dimension of the space in which the ﬂights occur (in our case, d = 2), k is
a normalization constant, and D is the fractal dimension as deﬁned in Mandelbrot (1982).
Eq.(4.14) is a modiﬁcation of the distribution in Mandelbrot (1982) to the eﬀect that the
clustering of points near r = 0 is avoided. Thus, if D = 0, we obtain the regular Poisson
point process, and if D > 0, we have an exponentially decaying distribution function, which
is scale-free as required for a fractal distribution. Clustering increases when D is increased.
It is only the stopovers we are interested in, because these will be the points of the resultant
fractal point process. As said, the process is scale-free and Markovian, so that it is permitted
to rescale and translate the resultant point distribution, so as to center and ﬁt it in our
[0.0, 1.0]2 domain, without altering its statistical properties.
We have to choose a lower and upper bound (A and B, respectively) for r . Thus, we
obtain for the ﬂight-lengths the cumulative distribution function
F (r) =
r2−D − A2−D
B2−D − A2−D . (4.15)
Given a cumulative distribution function, we can use the Direct Inversion method (Press et al.
1992) to randomly sample it. To accomplish this, we ﬁx the upper bound B (the maximum
ﬂight length) as half the width of our domain, and choose the lower boundary A to be two
orders of magnitude smaller. Thus,
r ∈ [0.01, 0.5]. (4.16)
An example of this process, satisfying Eqs.(4.15) and (4.16), with D = 0.5 and N = 105, is
shown in Fig. 4.1.
4.B
Conservation of Momentum
Fig. 4.6: One possible path of particles performing
a walk of n steps on the Delaunay graph. The i-th
step is parametrized by an angle θi , with respect to
the original direction x.
The symmetry of the distribution of the deﬂec-
tion angle in Fig. 3.6 enforces that momen-
tum is conserved on average, given the bal-
listic transport recipe in Sect. 4.4.1. What is
more interesting, though, from an implemen-
tation point of view, is the width of the dis-
tribution around the original direction. That is,
how wide would an otherwise inﬁnitely thin laser
beam become as function of the distance from
the source. For an exact mathematical analy-
sis hereof for the Poissonian random lattice, we
proceed as follows.
An example of a path of a particle perform-
ing a walk in two dimensions is given in Fig. 4.6.
The following analysis, however, will be valid in d-dimensional space. Because of cylindrical
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symmetry around the original direction x (the distribution function of the deﬂection angle is
symmetric), we can parametrize the i-th step of the particle’s walk by one angle θi , which is
the angle between the i-th Delaunay edge and the original direction x. Thus, the expectation
value of the total displacement Rn = r1 + ...+ rn is
〈Rn〉 = 〈r1〉+ ...+ 〈rn〉
= n 〈L〉l 〈cos θ〉θ
x
|x|
= n 〈L〉l χ
x
|x| , (4.17)
in which 〈L〉l is the average Delaunay line length, deﬁned in Eq.(4.2), and
χ =
∫ π
−π
h(θ) cos θdθ. (4.18)
Note that in this appendix, we explicitly distinguish averaging over the length distribution
function, denoting this as 〈 〉l , and averaging over the deﬂection angle distribution function,
denoted as 〈 〉θ. These can be explicitly shown to factorize for a Poissonian point distribution
(Okabe et al. 1999). Here, we have used h(θ) as a certain symmetric function, which
characterises the probability distribution of the angle θ and which, in most cases, cannot
be evaluated analytically. Note that this distribution can be diﬀerent from the one for the
deﬂection angle as depicted in Fig. 3.6, because θ characterizes an angle with respect to a
ﬁxed, original direction x, and not with respect to the previous Delaunay edge. As such, this
walk is, strictly speaking, not Markovian.
The second-order expectation value can be evaluated as follows:〈
R2n
〉
=
〈
r21
〉
+ 〈r1 · r2〉+ ...+
〈
r2n
〉
=
〈
L2
〉
l
[
n + n(n − 1) 〈cos(θi + θj)〉θ] , (4.19)
in which we may choose i and j randomly from the set {1, ..., n}, as long as i = j , because
the distribution function h(θ) has the same form for each angle θi . Using the cosine addition
formula, Eq.(4.19) reduces to〈
R2n
〉
=
(
n + n(n − 1)χ2) 〈L2〉
l
. (4.20)
Thus, the variance of the displacement is
σ2Rn = n
〈
L2
〉
l
(1− χ2), (4.21)
in which we made the simplifying assumption that
〈
L2
〉
l
= 〈L〉2l . Of course, these diﬀer by
a constant factor ζ(1, d)/ζ(2, d), cf. Eq.(4.2), but this only introduces a certain constant
into this derivation, the conclusions of which are unaltered. When h(θ) ∝ δ(θ), then χ = 1,
by which 〈Rn〉 = 〈L〉l nx/ |x| and σ2Rn = 0 as should be expected. The exact form of the
distribution function h(θ) is at present unknown, even for this well-studied Poisson case, but
we can use a step function as an approximation. Thus, given that in R2 the average number
of Delaunay lines meeting at a grid point is 6 (cf. Sect. 3.3.4), we use as a step function
h(θ) = 3/π on the domain θ ∈ [−π/6, π/6]. This results in χ = 3/π, wherefore
〈Rn〉 = 3n 〈L〉l
π
x
|x| , (4.22)
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which is very close (diﬀerence of less than 5%) to the distance along a straight line, which
would be n 〈L〉l . We can always, of course, rescale the lengths so as to make sure that the
distance traversed equals the exact physical one. For more on this, we refer the reader to
the discussion on the shortest paths on random lattices in Sect. 3.3.4.
More importantly, the variance of the displacement, in this case, is
σ2Rn =
π2 − 9
π2
〈
L2
〉
l
n. (4.23)
We know that the results of using a step-function as distribution function gives upper bounds
on the values of Eqs.(4.17) and (4.21), because the actual distribution function would peak
around θ = 0 and decreases as |θ| increases, so we expect the actual value of σ2Rn to be
smaller. Thus, we can simulate a straight line trajectory with this method, because Rn ∝ nx,
but with a standard deviation that increases with
√
n.
A crucial aspect is the behavior of the standard deviation, when the number of grid points
N increases. Let us therefore examine a line segment in the simulation domain of length L
(≤ √d , if we have a [0.0 : 1.0]d domain). Because the point distribution is homogeneous,
we can conclude that the number of steps to cover the line is
n = ξN1/d , (4.24)
in which we have, for R2, for example, ξ ≤ π3 ζ(1, 2)
√
2, which can be found by using the
upper bound Eq.(4.22) and the Eq.(4.2) for the length 〈L〉l of a Delaunay line. If we combine
Eq.(4.23) with Eq.(4.24), again using Eq.(4.2), we obtain
σ ∝ 〈L〉l
√
n ∝ N−1/2d . (4.25)
Thus, we conclude that the amount of widening of the beam will go to zero, when we increase
the amount of grid points N.
Even if we do not have a large amount of points to suppress the widening of the beam,
we have another eﬀect that compensates for the widening. Namely, at each intersection the
number of particles are split up into d parts. This means that the particle number at points
farther away from the straight line trajectory is much less than at points close by, simply
because of the fact that more paths cross each other at points close to the line.

CHAPTER 5
Fields of Application
Having described our new transport method, we will in this chapter elaborate on the
relationship of various aspects of our method with other ﬁelds of expertise. We show
how our method can be linked to various other methods of (nonequilibrium) statistical
physics, but also percolation and graph theory, and even the theory of cellular automata
and Lattice Boltzmann methods. Useful analytic tools from those ﬁelds, and possible
applications will be pointed out.
5.1
Introduction
Our original motivation for designing the method described in the previous chapter was to
develop a fast algorithm to solve for the linear transport of photons. Parts II and III of this
thesis will be devoted solely to that. This method’s uses, however, are much more diverse.
So, before we delve into the transport of radiation, we shall in this chapter make a brief
excursion into several diﬀerent ﬁelds of application.
Our new transport method is an amalgamation of diﬀerent techniques from several dis-
tinct parts of science. As such, it touches upon, and brings together, many diﬀerent ﬁelds
of expertise, each having its own speciﬁc jargon, and its own agenda as to what part of the
Universe it is trying to describe. A rough indication:
• We use Monte Carlo techniques from the ﬁeld of nonequilibrium statistical mechanics.
• The transport takes place on the omnipresent random lattices, mainly studied in compu-
tational geometry.
• The resultant transport process is deﬁned as a random walk on a graph, which is the
object of study in graph theory.
• Interactions are incorporated via global collision rules at each vertex; similar considerations
apply in the elegant cellular automata theory.
• The overall process solves for the (collective) behavior of particles interacting with and
moving through a medium. Transport theory is applicable in a vast variety of situations.
It is therefore not surprising that there are many ways to elaborate on our transport method,
depending on which of these ﬁelds one wishes to emphasize. Each brings its own mathemat-
ical machinery, and its own ﬁeld of applications. Thus, we have tried in the previous chapter
to be as general as possible in our exposition, not trying to conﬂict with any of these ﬁelds
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of expertise. In this chapter, we will single out each of these subjects, consecutively, trying
to relate our method to each. We will point out similarities, useful diagnostic tools, and even
applications to which our method can contribute, in that it adds useful elements from one or
more of the other areas. We shall omit the ﬁelds of transport theory and computational ge-
ometry, the connection to our method being so essential, that we have covered them already
in Chapters 2 and 3.
5.2
Nonequilibrium Statistical Physics
The exposition of our method in the previous chapter focused on the linear transport of
particles through a background medium. These transport processes have a much more
widespread use than might seem at ﬁrst glance. The general transport equation Eq.(4.1) is
deﬁned in some abstract space, which can take a wide variety of forms. Although stochastic
methods for transport processes have originally been developed to solve for the transport
of neutrons through a nuclear reactor, they have also proven useful in quantum chemistry,
radiative transfer, radiotherapy, even population growth and genetics. As long as something
is being transported through some space, whether these are photons through the atmosphere,
or quantum phases along a Feynman diagram, stochastic transport methods like ours have a
potential use. Although it is much more involved, nonlinear transport problems, solving for
the collective behavior of particles, can be incorporated, via similar procedures as in DSMC
methods (cf. Sect. 2.6), or using Lattice Boltzmann techniques, as brieﬂy discussed in Sect.
5.4. A modiﬁed version of our transport method could even be used for ﬂuid dynamics.
A more recent, somewhat exotic, ﬁeld of possible applications for our transport method
consists of those subject areas that are not normally considered to be physics at all, but for
which people from that ﬁeld have recognized that it is very worthwhile to apply the principles
of statistical physics to tackle a particular problem from a diﬀerent angle. In some cases,
physicists themselves have entered these arenas by introducing certain models that present
the ‘physicist’s view’. One of the core assumptions here, is that what one is trying to model
is a complex system, in the sense that one is unable to follow the trajectories, or behavior,
of each one of its constituents. Even without understanding the exact microscopic behavior,
one is interested in making predictions, or even understanding the global behavior of the
system as a whole. In recent years, people have come to understand that the principles of
statistical physics can be used in wider contexts, trying to understand a variety of complex
systems.
These non-physics applications take many very diﬀerent forms. In biology, nonequilib-
rium statistical physics was used to study self-propelled particles in biological systems, such
as schools of ﬁsh (Czirok & Vicsek 2000). Seen as the most complex system, it has be-
come somewhat fashionable to apply statistical physics principles to understand sociological
phenomena. Sociophysics, as it has been called, now studies how opinions are changed by
contact between individuals, it predicts the dynamics of voting, and even makes claims as
to understanding the spread of crime (for a nontechnical review, see Ball 2003). It has
even been used to model the rise and fall of languages (Schulze & Stauﬀer 2005). One of
the oldest non-physics applications is that of the analysis of traﬃc ﬂow. Depending on the
parameters and models used, it has been shown to predict free-ﬂowing traﬃc, traﬃc jams,
and combinations of the two (Chowdhury et al. 1997). Similar principles have been used to
predict panic behavior of people in a conﬁned room (Helbing et al. 2000). As it turns out, two
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of the hallmarks of statistical physics, power laws and universal behavior, can also be identi-
ﬁed in the analysis of existing ﬁnancial data. In the preceding two decades many physicists
have left their ﬁeld, pursuing a career in econophysics. Many diﬀerent aspects of economic
systems can be reproduced, from the distribution of wealth in a closed system (Dragulescu
& Yakovenko 2000), to trader-based models for stock market dynamics (Hammel & Paul
2002). Moreover, it has been accepted for quite some time in the trading business, that
standard econometrics is no longer satisfactory, and that one needs the analysis of stochas-
tic processes, such as Brownian motion and Lévy ﬂights, to get a better grip on the market
(for the deﬁnitive review, see Hull 2005). The number of non-physics uses is ever increasing,
and we refer to the recent perspective of the role of statistical physics outside of physics by
Stauﬀer (2004).
As said, in this thesis we focus mainly on applying our new transport method to solve
linear transport problems. We will use it to solve the radiative transfer of photons emitted
by the ﬁrst stars in the Universe. It is worthwhile, however, to keep in mind these alternative
applications of nonequilibrium statistical mechanics, because our transport method may prove
its use in these ﬁelds too.
5.3
Graph Theory
Our method diﬀers from Monte Carlo methods in the sense that the latter solve for random
trajectories of particles on a ﬁxed grid, whilst in our method the particles are forced to
perform a walk on the edges of a random graph that is now a representation of the free path
space, or collision space, of the medium. Thus, the stochastic element of the process that
used to be only in the trajectories of the particles on a ﬁxed grid is now also part of the graph
itself. This is an essential diﬀerence between the usual Monte Carlo transport methods, and
ours.
In this sense, our transport method bears some similarity to the analysis of percola-
tion through random media (Broadbent & Hammersley 1957; Shante & Kirkpatrick 1971;
Isichenko 1992; Sahimi 1993). In chemistry and material sciences, the movement and ﬁl-
tering of ﬂuids though porous materials has been extensively studied. The resulting theory
helped predict the percolation of petroleum though semi-porous rock, but also that of water
through thin tissues. Percolation is diﬀerent from, say, diﬀusion, in the sense that it is not
the ﬂuid itself that contains for the random motions, but it is the medium that enforces
the random behavior, because it provides for only a limited number of transport channels.
In the preceding three decades, the mathematical theory of percolation has brought new
understanding to a broad range of topics in physics. It tackles the problem of percolation by
representing the medium by a random graph that represents the possible transport channels
through the medium. Hence, one tries to answer standard questions like if it is possible for
ﬂuid elements to leak from one point along the graph to any other. Principles from graph
theory are used to answer these questions.
In these methods, as in ours, a suitable random graph is constructed, and the relevant
motions are deﬁned as a random walk on the resultant graph. Others recognized the potential
of this approach too. In radiative transfer, people realized that one can use percolation theory
to analyze the transport of photons through clumpy and fractal media (Varosi & Dwek 1999).
A random graph representation of communication channels is widely used in network theory,
used to model the Internet, airline routes, and electric power grids (see e.g. Callaway et al.
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2000), but also human languages (Masucci & Rodgers 2006). Closer t home is the work by
Schnakenberg (1976) who formulated a network theory for Markovian stochastic processes.
Each Master Equation (cf. Sect. 2.5.1) has an associated graph, and cycles on the graph
represent diﬀerent possible transitions. Except for the last example, the random graphs
constructed have channels that are some sort of representation of the separation between
two points. Via our criterion Eq.(4.6), this distance now has a diﬀerent meaning, Eq.(4.8).
The random walk along the graph, normally only representing a movement from one point
to the next, can now be incorporated to solve for interaction terms. Thus, using this extra
physical aspect of the edges of the graph, the ordinary random walks along networks can
easily be extended to solve for linear transport processes. This extension, incorporated in our
new method, may have its use in the aforementioned cases. For example, when a random
graph is used to model the Internet, the random walk, or percolation, along the graph will
then not only represent the movement of data packets from one server to the next, but it
could also automatically incorporate interaction terms, such as data loss, via recipes similar
to the ones described in Chapter 4.
Percolation theory has advanced greatly by the use of available theorems from graph
theory. Because, in essence, our method is closely similar, we brieﬂy point out here some
interesting results from graph theory that might prove useful for our transport method. Most
essential is the theory of random walks on graphs. These are so basic that there is a wealth
of mathematical machinery available, some of which are nicely bundled in the compact review
by Lovasz (1996). Some practical results are that one can analyze a Markov random walk
using matrices, in which every entry represents the probability of transition from one node
to another. Spectral analysis gives possible equilibrium solutions as eigenvectors. Note the
similarities with using spectral theory to analyze Master Equations (cf. Sect. 2.5.1).
These results are valid for the general concept of random graphs. As explained in previous
chapters, we use a special version hereof, the Delaunay graph. Delaunay graphs have several
extra properties that can be analyzed using tools such as Palm distribution theory (cf. Sect.
3.3.4), and the like. One nontrivial result, already covered in Sect. 3.3.3, is that a subset of
the Delaunay graph coincides with the minimal spanning tree of the set of vertices. Another
interesting result, relevant for our transport method, concerns recurrence of random walks.
For deterministic lattices, such as (inﬁnite) square grids, it was proven quite some time ago
that the probability that a simple random walk in Rd returns to the origin is unity for d = 1
and d = 2, but smaller than unity for1 d ≥ 3. Moreover, Polya (1921) proved that for d = 1
and d = 2, we have recurrence, in that we return to the starting point an inﬁnite number of
times, whilst for d ≥ 3, we have transience, in that we return only a ﬁnite number of times.
Other things studied include the number of steps needed to return to the origin, the number
of steps needed to reach a certain node, and the number of steps needed to have reached all
nodes (for a review, see e.g. Thomassen 1990; Doyle & Snell 2000). Given that we deﬁned
a scattering process as a random walk on our Delaunay graph (cf. Sect. 4.4.2), it would be
very worthwhile to have similar results for nondeterministic graphs. It has turned out not to
be very trivial to extend these results to random graphs, however. A noteworthy result was
obtained by Addario-Berry & Sarkar (2006), who showed that the simple random walk on
a Poisson Delaunay graph is recurrent for R and R2, and transient for higher dimensional
space.
We conclude this section by noting that the relation between our method to percolation
1The famous Polya’s constants, p(d), are deﬁned as the recurrence probability in Rd . As said p(1) =
p(2) = 1, whilst p(3) = 0.341, p(4) = 0.193, etc.
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and graph theory is indeed very intimate, and that it may be worthwhile to further deepen
our understanding of our method by further analysis from those two diﬀerent perspectives.
It would not be surprising that, in that process, one might ﬁnd further use of our method in
either ﬁelds.
5.4
Cellular Automata
When one observes, describes and studies Nature, one of the striking things one will ﬁnd is
that the most complex things in the Universe have simple rules at their basis. A culmination
hereof is found in statistical physics, in which intricately complex turbulent ﬂuid ﬂow can
in principle be described on the microscopic level by the relatively simple laws of Newtonian
dynamics. This is a somewhat pervasive dogma of modern day science: no matter how
complex the emergent behavior, the system can always be reduced to more tractable, and
simpler components, that often seem easier to stomach. As is the case with, for example,
statistical physics, it is however almost always practically impossible to resolve the actual
microscopic dynamics. As explained in Chapter 2, one can circumvent this problem by coarse
graining, and ﬁnding a mesoscopic, or kinetic, description of the problem, which hopefully
becomes much more tractable. One can also be a bit more bold, and take the point of view
that one should not care about the exact microscopic details, and should just assume some
simple mesoscopic model, so long as the emergent macroscopic behavior is satisfactory.
Fig. 5.1: Patterns of the Conus Textile
seashell are generated by natural cellular
automata. Pigment is exchanged between
neighboring cells via local rules. Picture:
Richard Ling
The simplest such approach is the one of cellular
automata. A cellular automaton is a discrete model,
consisting of an inﬁnite, regular grid of cells, each one
of which can have a ﬁnite number of states. Time is
discrete, and the state of a cell at time t is a func-
tion of the states of a ﬁnite number of neighbors of
the cell at time t − 1. In the rule, neighbors do not
change. Most important is that every cell has the
same global rule for updating. All this makes cellu-
lar automata methods ideal for parallelization. These
rules can take a wide variety of forms, depending on
the kind of problem one is trying to solve. First used
by John von Neumann to study self-replicating sys-
tems, and widely popularized by John Conway’s Game
of Life (Gardner 1970), it has had numerous of uses
in computability theory, mathematics, theoretical so-
cial sciences, theoretical biology and, of course, physics (for a review, see Farmer et al. 1984;
Toﬀoli & Margolus 1987; Gutowitz 1990). In hydrodynamics, for example, the governing
equations are expressions for the conservation of mass, momentum and energy (cf. Sect.
2.4.2). Hence, one can choose to describe the ﬂuid at a mesoscopic level using cellular
automata that have interaction rules that reﬂect these conservation laws. No reference to
the actual underlying microscopic process is made. The emergent global behavior of the
automata, however, turns out to be very ﬂuid-like, which is not surprising given the local
input rules. This approach has been the basis for the popular Lattice Boltzmann Methods,
which we will discuss in the next subsection. Except for doing hydro, it has also been used to
simulate, for example, magnetic spin systems (Vichniac 1984; Creutz 1986), crystal growth
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(Mackay 1976; Packard 1986), and even galaxy formation (Gerola & Seiden 1978). Common
to all these modeling applications is the belief that cellular automata can capture essential
features of physical systems in which large scale behavior arises from the collective eﬀect of
large numbers of locally interacting simple components.
The connection between these cellular automata and our transport method is apparent.
Our method consists of a transport process, in which the state of each point, or Voronoi
cell, is updated via a set of global collision rules, with global interaction coeﬃcients {ci}.
Those rules only take into account the state of the neighbors, i.e. the number of particles
coming along each of the Delaunay edges. But the random lattice we use is not a valid
basis for cellular automata in a strict sense. Standard deﬁnitions of the lattices used in these
automata state that the number of neighbors of each cell should be a ﬁxed global number.
Random lattices are therefore excluded. Similar considerations concerning complications
introduced by the use of only regular meshes, as given in Sect. 3.2, apply here. Therefore,
the ﬁxed-neighbor-number rule has been relaxed somewhat lately, linking random graphs to
cellular automata, perturbing the original regular topology (Serra & Villani 2002). It was also
explicitly shown that when one uses, instead of the usual rectangular lattices, the irregular
Voronoi grid as a natural basis for the cellular automata modeling (Hegselmann et al. 2000),
the global tendencies are unaltered, but that new, previously unresolved, features emerge
(Flache & Hegselmann 2001). Our random lattices are now an accepted cellular automaton
mesh.
Considering these striking similarities, it is worthwhile to further delve into the subject,
identifying areas of overlap from which both our method, and the ﬁeld of cellular automata
might beneﬁt. We immediately ﬁnd something beneﬁcial for our method: considering the
global rules of our transport process, our process can be considered similar to a cellular
automaton. It should be trivial to parallelize the method, just as it is for the regular automata.
It might also be the other way around. We found that the Lattice Boltzmann community
had been facing a problem, and could beneﬁt from our transport method.
5.4.1 Lattice Boltzmann Methods
Isotropic Random Tessellations for Lattice Methods of Simulating Complex Flows
J. Ritzerveld and V. Icke
Physical Review Letters (2005), submitted
The preceding two decades have shown rapid advances in the development of mesoscopic
particle methods for nonlinear ﬂuid ﬂow. Essential was the realization that, in order to sim-
ulate complex ﬂows, one does not have to resort to the discretization of macroscopic partial
diﬀerential equations. Instead the behavior of the ﬂuid can be captured by following the tra-
jectories of mesoscopic pseudo-particles. This work has culminated in the development of the
Lattice Boltzmann (LB) methods (Benzi et al. 1992; Gladrow 2000; Succi 2001), which his-
torically originated out of Lattice Gas Cellular Automata (LGCA) methods. These methods
are didactically pleasing, because they simulate the ﬂuid’s microscopic behavior by coarse-
graining it to a mesoscopic level, by which one can use standard procedures from kinetic
theory (e.g. Chapman-Enskog expansions, Sect. 2.4.2) to establish that in the macroscopic
limit Navier-Stokes-like equations emerge.
In these lattice methods, the pseudo-particles are conﬁned to a regular lattice, which
represents a fully discrete phase space, along which they propagate from one point to the
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Fig. 5.3: The two Platonic solids with enough rotational symmetry to obtain Navier-Stokes-like equations in
the limit, the icosahedron (left), and the dodecahedron (right), are each others dual (center).
next. The collisional terms on the right hand side of the Boltzmann equation are incorporated
by imposing local collision rules at each lattice point. The detailed form of these collision
rules depends strongly on the type of interactions represented by the collision operator, but
in general they are chosen to obey conservation of mass, momentum and energy, to ensure
the conservative nature of the emergent macroscopic picture.
Isotropy
Fig. 5.2: FHP lattice gas model. Particles are re-
distributed at each node according to momentum
conserving collision rules.
In the absence of external potentials which su-
perimpose a preferential direction, macroscopic
diﬀerential equations describing the ﬂow of
some continuum are invariant under rotations,
by which angular momentum is conserved. This
condition should also constrain the mesoscopic
pseudo-particle ﬂow. The original lattice meth-
ods used uniform, regular lattices, which pose
a severe restriction on the suitable regular lat-
tices. In order to conserve isotropy, the discrete
rotation group of the lattice should be a sub-
group of the full continuous rotation group and
have a large enough symmetry. More speciﬁcally, hydrodynamic behavior imposes that the
lattice tensor of rank n, deﬁned as (Wolfram 1986; Gladrow 2000)
Lα1α2...αn =
∑
i
ciα1ciα2 ...ciαn , (5.1)
in which ciαν are the cartesian components of the lattice velocities ci , should be isotropic for
n ≤ 4. The simplest tessellating polygon satisfying these conditions in R2 is the hexagon,
used extensively in the FHP lattice method (Frisch et al. 1986), depicted in Fig. 5.2.
Unfortunately, when trying to extend this to R3, one ﬁnds that the only Platonic solids
satisfying the tensor conditions, the icosahedron and the dodecahedron, shown in Fig. 5.3,
do not tessellate three-dimensional space. This problem has been circumvented by using 4D
face-centered hypercube (FCHC) methods (Frisch et al. 1987), or by introducing multi-speed
models (Qian et al. 1992), in which diﬀerent directions may have diﬀerent speeds and/or
diﬀerent weights.
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Recent developments in lattice methods for ﬂuid ﬂow (e.g Peng et al. 1998; Ubertini &
Succi 2005) show a shift from stiﬀ, regular lattices to the use of unstructured grids, which
may adapt to a set of physical variables. Each of these unstructured cells are, in general, not
(point-)symmetric. Thus, in order to conserve momentum locally, interpolation schemes or
an extra set of local constraints (Karlin et al. 1999) are introduced into the initial ‘simple’
set of collision rules, thus departing from the elegance of a globally invariant set of rules.
Random Lattice
As an alternative and partial remedy to what has been mentioned before, we can immediately
point out that this problem can be solved by the use of the random lattice used in our
transport method. This lattice can just as easily be used within the original LGCA methods
as in the more contemporary LB methods. Most importantly, it is isotropic by deﬁnition in
any dimension, removing the necessicity to move to R4 in single-speed models. As mentioned
in Sect. 3.3.4, the average number of edges of a Voronoi cell in R2, and thus the expected
number of Delaunay lines meeting at one vertex, is equal to 6. Thus, on average, the
Poisson-Delaunay lattice is equivalent to the hexagonal lattice used in FHP models. In
R
3, however, the number of Delaunay lines meeting at one vertex can be derived to be
(48π2/35) + 2 ≈ 15.54. The fact that this number is not an even integer is a direct
consequence of the fact that there is no tessellating Platonic solid in R3 which retains
enough rotational symmetry. Of course, every individual Voronoi cell will almost always be
asymmetric, but on average it is symmetric, ensuring a conservation of momentum in the
average. Thus, we have a lattice which tessellates every dimension d ≥ 1, and is rotationally
symmetric (for d ≥ 2), which makes it ideal for use within these ﬂuid lattice methods.
Modiﬁed Collision Rules
Fig. 5.4: Modiﬁed FHP rule. Two incoming
particles (packets) along lines I and II col-
lide, and should continue along dashed line
to conserve momentum. Choosing lines III
and IV as outgoing ensures conservation of
momentum.
As already mentioned, a Voronoi cell in R2 will almost
surely not be an exact hexagon, but will show asym-
metries. Without loss of generality, we take as an
illustration an FHP model, and see how the collision
rules should be modiﬁed. What follows is very similar
to our discussion of ballistic transport in Sect. 4.4.1.
See, for example, Fig. 5.4, which depicts one vertex
at which several Delaunay lines meet. In a simple FHP
model, collision rules would dictate that two particles
moving along lines I and II would continue along the
dashed line. Because of the asymmetry of this partic-
ular Voronoi cell, there is no line along this direction.
Instead, if we now choose the ‘nearest’ line III as the
outgoing line, in which nearest can be deﬁned in sev-
eral ways, the most intuitive being that line for which the inner product with the dashed line
is smallest, it can be shown that momentum is conserved on average (cf. Sect. 4.B), which
immediately follows from the fact that the Voronoi cell is axisymmetric with respect to every
incoming Delaunay line. However, as described in the previous chapter, from a numerical
implementational point of view, it is more elegant to split up the two particles and distribute
one of them along line III and the other along line IV, being the next to most straightforward
path. More generally, if the transported quantity is a continuous entity, we have found it is
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most eﬃcient to split this quantity into d equal parts, in which d is the dimension of our
computational domain, and distribute each of these parts along the d most straightforward
paths. Because by deﬁnition, the Poisson-Voronoi cells are axisymmetric with respect to
every associated Delaunay line in every dimension d ≥ 2, we know that a similarly modiﬁed
set of collision rules will ensure conservation of momentum.
Advantages of Random Lattices
We would like to stress that the only thing we try to demonstrate is the fact that for
lattice methods for ﬂuid ﬂow (LGCA, LB, LBGK, etc.) the commonly used regular lattices
can be replaced by the aforementioned Poisson Delaunay lattice, which has all the desired
properties needed for lattice methods. Having shown that the lattice is isotropic in the mean
by deﬁnition and that it conserves momentum (mass is conserved by deﬁnition of the collision
rules), we proved that there is no need to change the collision rules used in a normal lattice
method, when moving from a regular grid to this one. The only change introduced is the pre-
processing step of determining which are the outgoing lines per site for each of the incoming
ones. The lattice will ‘behave’ the same, on average, as the original regular one. Moreover,
the use of such a lattice is better than using a regular lattice, in several ways. Because
the lattice is isotropic and inherently stochastic, no spurious symmetries (and, therefore, no
artiﬁcial conservation laws) occur. No unphysical features are introduced associated with a
ﬁnite angular sampling of phase space: the unit direction vectors of the Delaunay lines will
continuously ﬁll the unit sphere, in the limit of the number of points N → ∞, in contrast
with, for example, the six angular components in an FHP model. This fact has as a result
that the statistical noise inherent to particle based methods is smeared out over a continuous
spectrum of directions instead of accumulated on a discrete set. In other words, the statistical
noise of the system is directly visible in the plot. Last but not least, our Poisson Delaunay
recipe produces a lattice which conserves isotropy on a macroscopic level, and ﬁlls the whole
space without any overlap at the same time. This is even true for R3, in which there is no
suﬃciently isotropic tessellating Platonic solid, removing the need to move to the 4D FCHC
lattice or introduce multi-speed models. And all of this, without the need for modiﬁcations
(interpolation scheme or an extra set of constraints) of the collision rules for a regular lattice.
Suggestions
Another quite severe problem for LB methods, is that the regular meshes not only break
rotational symmetry, but the ﬁxed cell widths also break Galilean symmetry (Succi 2001).
The random lattices described in Chapter 3 are motion-invariant, and so retain both rotation,
and Galilean invariance.
The ﬁxed widths of the cells also impose constraints on the Reynolds number2 the method
can resolve. The introduction of random lattices that adapt to the ﬂuid properties, as used in
our transport method, might resolve this issue, because the adaptation parameter is chosen
in such a way that even very small mean free paths can be resolved. Larger Reynolds numbers
(Re ∝ λ−1) can still be resolved. This might be considered a huge improvement over the non-
adaptive LB methods, that only have a very limited Reynolds number range. The adaptation
of the lattice might even be so extreme, that the lattice points almost overlap. This could
2The Reynolds number characterizes the relative importance of inertial and viscous forces in a ﬂow, and
is commonly deﬁned as Re ≡ nUL/μ, in which n is the density, U is the ﬂow velocity, L is the length scale of
the ﬂow, and μ is the dynamic viscosity. Therefore, Re−1 = Kn ∝ λ/L.
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entail that it is possible for LB methods to resolve discontinuities and shocks, by which
the solvers can possibly be extended into the supersonic regime. More on the accuracy of
resolving sharp discontinuities with the use of point processes in the next chapter.
If the incorporation of adaptive random lattices, as used in our transport method, into
existing LB methods proves successful, we have a mean to extend our linear transport method,
as described in the previous chapter, into the nonlinear regime. An extra complexity is
introduced with respect to the linear transport method of Chapter 4. The background
medium has now become an actively participating entity, that will evolve according to the
ﬂuid ﬂow. Accordingly, the adaptive random lattice constructed from the medium properties
will now be constantly transforming, in contrast with the static Delaunay lattice used in linear
transport methods. The continuous updating of our random graph is the computational price
we have to pay for the incorporation of nonlinear collision terms.
5.5
Conclusions
Although our method was originally developed for doing radiative transfer, it has much more
potential. In this chapter, we have discussed how our new transport method is, or could be,
linked to subjects from statistical physics, percolation and graph theory, and cellular automata
methods. We have given several possible applications in each of those ﬁelds, and a number
of alternative techniques for analyzing our method from those diﬀerent perspectives.
This chapter is far from complete, however. There are several possible applications that
we will refrain from explaining in-depth here. Some of those could be linked to the ﬁelds
covered in this chapter. As an example, we point out that, when our method could be linked
to LGCA and LB methods, it could also possibly be used to deﬁne cryptographic schemes
based on these methods (Chopard & Marconi 2006). Others could be of a diﬀerent class
altogether. In Quantum Electrodynamics, for example, the vertices of a Feynman diagram
always have degree 3, in the sense that at a vertex always two fermions (e.g. electrons) and
one boson (e.g. a photon) meet. Complicated Feynman diagrams, depicting many diﬀerent,
possible concurrent, interactions, can be interpreted as a connected graph that always has
vertices of degree 3. Voronoi diagrams in R2 have the remarkable property that, except for
degenerate cases, the number of Voronoi edges meeting at one vertex is always 3. Could we
use this Voronoi graph as a means to eﬀectively draw, or calculate, Feynman diagrams, of
many diﬀerent orders? Or, could it, or possibly its dual, be used to eﬀectively compute path
integrals?
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CHAPTER 6
Sampling Theorems for Spatial Point Processes
In this chapter, we discuss a ﬁnal ingredient of our transport method, namely the
sampling accuracy of the adaptive random lattice. Standard Nyquist sampling theorems
apply when used in conjunction with regular meshes. We set up similar criteria for
spatial point processes, and we derive a quantitative measure for the total number of
points needed to correctly sample the local ﬂuctuating behavior of the to be sampled
functions. We will show that stochastic point processes do not show aliasing eﬀects,
when functions are undersampled. It might well be that the required resolution is beyond
the limitations of our desktop computer, which is why we introduce an alternative way
of increasing the method’s sampling resolution. The (generalized) Poisson point process
is ergodic, by which several instances of the same point process can be used to increase
the overall resolution.
6.1
Introduction
This chapter concludes the ﬁrst part of this thesis, devoted to the description of a new
transport method. As is obvious from the somewhat lengthy Chapter 3, our method is
rather unusual in the sense that it does not use the familiar regular meshes, but is deﬁned
to operate on adaptive random lattices. Random lattices stay much closer to the actual
physical problem, and are, as such, much less prone to grid-based errors. It is therefore not
surprising that random lattices are increasingly becoming the natural ﬁrst choice for com-
putational meshes. Still, these lattices are not as established as the archetypical rectangular
meshes, whence it is necessary to point out several mesh related issues, that would have
been considered trivial for regular lattices.
The keyword there is discretization. Otherwise continuous operators, state variables,
and time evolution, have to be pixelated in order to feed to the CPU’s logical gates the
necessarily discrete instructions. Given the continuous nature of the physical problem at
hand, the discretization procedure introduces errors ab initio, and analysis in the form of
error control is needed. Standard considerations for the discretization of partial diﬀerential
equations on regular grids lead to several restrictions imposed on the discretization scheme
which states that the original diﬀerential operators should be retrieved in the limit of inﬁnite
resolution (consistency condition), that noise from round-oﬀ errors should not propagate or
grow, (stability condition), and that the solution of the method should converge towards the
real solution for inﬁnite resolution (convergence condition). There are several theorems that
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state that the ﬁrst two conditions automatically impose the latter. Our method does not
solve the equations of transport theory by discretizing its governing diﬀerential equations,
but simulates the transport process itself, so that diﬀerent considerations have to be taken
into account. The diﬀerential operators for advection and collision in the transport equation
Eq.(4.1) have been replaced with a step along a graph, and an interaction at a vertex,
respectively.
Thus, the keyword here is sampling. Our method solves for the propagation of particles
through the free path space of the medium, in which no reference to diﬀerential equations
is made. The free path space is ideally sampled in such a way that every possible free path,
at every point in space, in every possible direction, is resolved. If this is accomplished, every
possible trajectory of a particle can be traced, and every possible linear transport process can
be solved for. This would be accomplished by distributing an inﬁnite number of points, that
would perfectly sample the space-dependent properties of the medium. Moreover, a graph
should be constructed from these points, connecting each point to an inﬁnite number of
neighbors. These lines would then perfectly sample the unit sphere, and as such all possible
trajectories emanating from that one point. The resultant graph, G∞, with an inﬁnite number
of vertices, each of which has vertex degree ∞, would then be a perfect representation of
the free path space for the interaction between particles and medium. The actual trajectory
a particle would make along this graph would, of course, still depend on the type of particle,
and interaction, but also the initial position, etc. Whatever the resultant trajectory’s form,
however, we know it can be represented by a path along our ideal graph G∞, which is in
eﬀect a graph representation of continuous space.
It is, however, not feasible to construct the graph G∞. We lack the required resolution to
sample coordinate and connectivity space inﬁnitely ﬁnely, and even if we could, the resultant
transport method would become prohibitively slow. Not only does it scale with the number
of points, cf. Eq.(4.13), the line lengths of the graph would be inﬁnitely small too, by which
the set of interaction coeﬃcients {ci} would become proportionally small. It would then take
a very large number of steps along the graph (∝ 1/ci), before one mean free path is reached,
and interaction ﬁnally takes place. We therefore need a ﬁnite version of G∞, that is coarse
enough to make the algorithm computationally feasible, but accurate enough to resolve the
relevant properties of the free path space.
As this ﬁnite representation, we have chosen the adaptive random lattice, a graph that
is constructed by computing the Delaunay triangulation of the adaptive point set deﬁned in
Eq.(4.6). We have already discussed several issues considering the ﬁnite angular and length
sampling of the resultant random graphs in Sect. 4.3. In this chapter, however, we shall focus
solely on the sampling criteria for the point distribution Eq.(4.6). In Sect. 6.2, we will derive
how this distribution should be chosen, so as to accurately resolve all the relevant details of
the possibly inhomogeneous medium distribution. Or, alternatively, we shall work out the
minimum resolution needed so that the resultant tessellation is still a fair representation of
the actual continuous medium. If it so happens that the resolution available is less than what
is needed on the basis of the sampling criteria of Sect. 6.2, we will give an estimate of the
error made. Moreover, in the case of lacking resolution, there might be a way out. The
ergodic property of the Poisson point process opens up other possibilities for increasing the
resolution of our method, as will be the topic of Sect. 6.3.
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Fig. 6.1: Left: Radial density proﬁle of a proto-planetary disk, as simulated by the RODEO code (Paardekooper
& Mellema 2006). A Jupiter mass planet is embedded at radius unity. Right: The power spectrum of the
radial density proﬁle, which shows that most energy is in the high frequency range.
6.2
Sampling Theorems
In order to be sure that our adaptive random lattice is a fair representation of the free path
space of the medium, we need to know in advance that the underlying point process samples
the medium properties accurately enough. In other words, we need to know that, when a
particle moves from one point to the next along a line of the graph, the medium properties
do not change too drastically. In all the linear transport examples we gave, we have been
sampling the medium density n(x), cf. Eq.(4.6) (for completeness, we point out that n(x)
is not necessarily a mass density, but could be a diﬀerent function relevant to the speciﬁc
transport phenomenon at hand). Thus, as we already brieﬂy pointed out in Sect. 4.3, we
need
1
n(x)
∂n(x)
∂x
<
1
〈L〉 , (6.1)
in which 〈L〉 is the average local line length, cf. Eq.(4.2), or a measure of the local point-to-
point distance. Any adaptation of a point process, or a (resultant) mesh, should therefore
be based on the gradient of the density, that tracks any spatial-dependent ﬂuctuations of
the medium. It merely represents the fact that, when the medium is homogeneous, we in
principle need very few points, because the medium does not change when moving along a
line between two points.
Eq.(6.1) is the basis for AMR (Berger & Oliger 1984; Berger & Colella 1989), in which a
(regular) mesh is reﬁned according to the gradient of a scalar material property, such as the
density or the pressure. AMR is most often used in hydrodynamics, the governing equations
of which have driving terms in the form of the gradient of the pressure, and not the pressure
itself. Our method works by moving particles through a statistical space of free paths that
scale inversely with the density. It is, therefore, better to not sample with respect to the
gradient of the density, but with respect to the density itself. A result of this may be that
the sampling of Eq.(4.6) is in conﬂict with the criterion Eq.(6.1). The point process may be
optimal for sampling the free path space, and doing transport, but it can underresolve rapidly
ﬂuctuating parts of the medium.
This behavior is evident, when observing Fig. 6.1, left. This depicts a radial cut of a
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proto-planetary disk that is the result of a planet-disk interaction simulation performed by
the RODEO code (Paardekooper & Mellema 2006). A Jupiter-mass planet is embedded at
radius unity, and the disk is perturbed. The resultant density proﬁle shows much ﬂuctuating
behavior. If we would use our sampling criterion Eq.(4.6), most of the points available would
end up in the relatively homogeneous tail end of the disk, whilst it is apparent that the
ﬂuctuations are most prominent around the location of the planet at radius unity. The point
intensity should be highest here, via Eq.(6.1), but the density is actually lower than at the
tail end, by which the intensity will be lower, via Eq.(4.6). Thus, we need to quantify the
error associated with moving from gradient sampling to proportional sampling.
6.2.1 Nyquist Sampling
It is known from classical information theory that, if one tries to approximate a continuous
function with only a ﬁnite set of values, errors are unavoidable. However, the nature of the
errors that are introduced by the sampling can be directly controlled. Conventional methods
use sampling techniques in the form of a regular array, or mesh, of points that approximate
the ideal function. For this uniform sampling, the cell, or pixel, size determines the upper
limit to the frequencies that can be displayed (Nyquist 1928; Shannon 1949). This limit, one
cycle every two pixels, is called the Nyquist limit.
It is a well-known fact from sampling theory that, when our sampling rate is less than what
is needed on the basis of the Fourier analysis, or, alternatively, when the highest frequency of
the Fourier spectrum is greater than the Nyquist frequency, aliasing occurs. The unresolved
frequencies above the Nyquist frequency will interfere with the ones below it, and a distorted
sampled signal is the result. The inability to reproduce frequencies higher than the Nyquist
frequency is inherent in a sampling process, but their appearance as aliases is merely a
consequence of the regularity of the sampling mesh. Again, a testimony against the use of
regular meshes.
A well known alternative to this regular sampling is the use of Poisson distributed sample
points (Dippé & Wold 1985; Cook 1986). The energies in the frequencies exceeding the
Nyquist frequency then do not cause aliasing eﬀects, but appear as noise uniformly distributed
over frequency space. This artifact is much less objectionable than aliasing. The human eye,
for example, has only a limited number of photoreceptors, and it therefore also has a Nyquist
limit. Yet, our eyes are not prone to aliasing eﬀects, because the cells outside the fovea,
where they are less tightly packed, are not distributed on a regular grid (Williams & Collier
1983). As another example, ﬁlm grain also appears to have a random distribution (Thomas
1973), and, indeed, ﬁlm is not known to alias. Thus, by choosing a (generalized) Poisson
point process to sample the continuous medium distribution, we have automatically avoided
any unwanted aliasing eﬀects that are unavoidable with regular meshes.
Still, any computational implementation of our transport method will use a ﬁnite number
of points, the method’s resolution. Even though these points are distributed randomly,
thereby avoiding aliasing (and the symmetry eﬀects discusses in Chapter 3), there is still the
issue of only being able to sample frequencies below the Nyquist limit. Given some arbitrary
continuous and ﬂuctuating function, deﬁned on our computational domain, we need to ﬁnd
the minimum number of points needed to sample this function accurately.
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6.2.2 Analysis
For regular lattices, the task of ﬁnding the right sampling frequency, or the ideal resolution,
is relatively simple. Given a continuous function deﬁned on a domain D in Rd , we can Fourier
transform this function, and establish the highest frequency component. Consider, without
loss of generality, the 1D case, in which we have a function n(x), the Fourier transform of
which is
N(f ) = F [n(x)] =
∫
D
n(x)e−2πif xdx, (6.2)
in which we deﬁned the frequency f . When n(x) is band limited, there exists a highest
frequency fH, such that N(f ) = 0 ∀ |f | > fH. The Nyquist-Shannon sampling theorem
states that regular sampling with sampling intervals (average cell widths) Δx gives a complete
representation of the original function, when the associated Nyquist frequency,
fNyq =
1
2Δx
, (6.3)
is higher than the highest frequency component fH, i.e.
fH < fNyq. (6.4)
As an example, we have computed the power spectrum of the radial proﬁle of the proto-
planetary disk in Fig. 6.1, left. The result is depicted in the same ﬁgure, right. It is obvious
that the most energy is in the high frequency end, which reinforces our earlier claims of there
being much detail around the position of the planet. A more thorough study of this graph
would give the minimum resolution needed to resolve all these details.
For random lattices, this matter is a bit more tricky. It would be easy enough if we
would use a non-adaptive homogeneous Poisson point process in every case, even if the
medium is inhomogeneous. Similar considerations as for the regular lattices would then
apply, the sampling interval Δx now being a measure of the average point-to-point distance
(∝ n−1/dp ). Our sampling criterion inhibits adaptation to the medium density, however, by
which the relationship between the point density and the ﬂuctuations in the medium may
change from location to location. Thus, it becomes impossible to do a global analysis over
the whole domain, as can be done for homogeneous lattices. Still, given the dichotomy
between gradient (i.e. np(x) = f (∂n(x)/∂x)), and direct (i.e. np(x) = f (n(x))) sampling, we
need to work out how to ensure that the latter conforms to the resolution imposed by the
ﬁrst.
Fig. 6.2: Small patch S of a 2D density dis-
tribution n(x).
We therefore move from a global analysis to a lo-
cal one, in which we try to relate the local sampling
density, np(x) ∝ nd(x), to the local ﬂuctuating behav-
ior of the medium density n(x). To accomplish this,
we isolate a small patch S :
∣∣x i − x i0∣∣ ≤ δ; i = 1, .., d
around each point x0, where the medium density has
a proﬁle n(x). See, for example, Fig. 6.2. We can
perform harmonic analysis of the function n(x) on
this small patch S, and determine on the basis of
this Fourier transform what the highest frequencies
components are. Depending on the dimension of space, one can decompose this Fourier
transform. In R3, for example, one can decompose it into spherical harmonics, and Bessel
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functions. Analysis of the high frequency behavior of both decompositions can give an es-
timate as to whether or not the local resolution is enough to resolve the local ﬂuctuating
behavior. If the resolution is lacking, we can estimate what the highest frequency compo-
nent resolved. The sum of the amplitudes of the frequencies above this threshold gives an
estimate on the sampling error.
The local resolution is determined by the sampling criterion Eq.(4.6), i.e. np(x) ∝ nd(x).
Given the computational domain D, and the total resolution Np, we can compute the nor-
malization constant, obtaining
np(x) = Np
nd(x)∫
D n
d(x)dx
. (6.5)
Given this local sampling density, the average point-to-point distance 〈L〉 is
〈L〉 ∝ n−1/dp (x) = n−1(x)
(
Np∫
D n
d(x)dx
)−1/d
. (6.6)
More speciﬁcally, if we choose the Delaunay triangulation procedure to create a graph from
these points, the point-to-point distances are deﬁned as the average Delaunay line lengths,
Eqs.(3.25) and (4.2),
〈L〉 = ζ(1, d)n−1(x)
(
Np∫
D n
d(x)dx
)−1/d
. (6.7)
Note that the average point-to-point distance scales linearly with n−1(x), proportional to
the local mean free path (see Chapter 4). Thus, we can compare the local sampling length
Eq.(6.7), and the resultant local Nyquist frequency, fNyq = 1/2 〈L〉, with the results from the
harmonic analysis to draw conclusions about the sampling accuracy. The sampling condition
Eq.(6.4) then takes the form
fH <
1
2 〈L〉 , (6.8)
or, alternatively, using Eq.(6.7),
fH <
n(x)
2ζ(1, d)
(
Np∫
D n
d(x)dx
)1/d
. (6.9)
Thus, the higher the energy of the local ﬂuctuations (∝ fH), the more sampling points, or
resolution, Np needed.
As an illustration hereof, consider the 1D example of the function
n(x) = sinc2(x) =
sin2(x)
x2
, (6.10)
plotted in Fig. 6.3, left. Its Fourier transform can be derived analytically as
F [n(x)] (k) =
π
2
[(k − 2)H(k − 2) + (k + 2)H(k + 2)− 2kH(k)] , (6.11)
in which H(x) is the Heaviside function1. The graph of Eq.(6.11) is plotted in Fig. 6.3,
right. It is clear from this diagram that the Fourier transform of this one-dimensional density
1The Heaviside step function H(x) is deﬁned as
H(x) =
8<
:
0 x < 0
1/2 x = 0
1 x > 0.
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Fig. 6.3: Left: A 1D example of a medium density distribution function n(x) = sinc2(x). Right: Its Fourier
transform, which is clearly bandlimited. Thus, only a ﬁnite sampling resolution is needed to recover the original
density function.
function is bandlimited, with a maximum wavelength number k = 2. Thus, only a ﬁnite
number of sampling points is needed to fully reconstruct the continuous density function, and
one can immediately work out whether or not the available sampling resolution is satisfactory.
6.2.3 Remarks
It might, however, prove very diﬃcult to do this analysis for every location x, for diﬀerent
choices of the patch size parameter δ. We can, however, give a somewhat cruder sampling
analysis. We can determine the lowest local point intensity nminp that is reached at one or
more locations inside the computational domain, and compare this to the highest frequency
behavior of the harmonic analysis of the continuous function on the whole domain. If we
know that this lowest intensity is suﬃcient, we know the point sampling intensity will be
even better than necessary at other points. A somewhat less drastic approach would be to
not compare the harmonic analysis to the lowest point intensity, but to the average point
intensity naverp = Np/
∫
D dx.
Fig. 6.4: Illustration of the Gibbs phenomenon
near sharp discontinuities. Source: Weisstein
(2003).
Another complication might be that the actual
medium density distribution is not an analytically
known function, but rather a d-dimensional output
array from some simulation (as will be the case in
Part III of this thesis). In that case, one needs
to perform a numerical Fourier transform of the
whole domain, or small patches S of it, depending
on what we are analyzing. This can easily be per-
formed by using Fast Fourier Transform algorithms
(Press et al. 1992), open source implementations
of which are readily available on the Internet.
Unfortunately, there are also several medium
distributions for which the sampling can be shown
to be insuﬃcient a priori, no matter what the resolution is. If we were to couple our linear
transport method to nonlinear ﬂuid dynamics solvers, it is to be expected that this will be
the case very often. Fluid dynamics allows for shocks, in the supersonic ﬂow regime (Landau
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& Lifschitz 1987). This can happen for almost all astrophysical ﬂuid ﬂow. These shocks
emerge as sharp discontinuities in the density, which can be described, in the mathematically
idealized case, by Heaviside functions, H(x). Take, for example, the square wave, as depicted
in Fig. 6.4. The discontinuity at x = L is typical for the density proﬁle in front and behind a
strong shock. This square wave has the form
f (x) = 2 [H(x/L)−H(x/L− 1)]− 1, (6.12)
and can be written as a Fourier series,
f (x) =
4
π
∞∑
n=0
1
2n + 1
sin
[
(2n + 1)πx
L
]
. (6.13)
Thus, this function is not bandlimited, and we would need an inﬁnite number of points
to sample this discontinuity correctly. This has been known quite some time as the Gibbs
phenomenon (Gibbs 1899), which describes the overshoot, or ‘ringing’, of the ﬁnitely sampled
function at these discontinuities (cf. Fig. 6.4). In Fourier analysis, this overshoot can be
removed by adding the Lanczos factor (Lanczos 1956), but this does not help when dealing
with point processes sampling these type of shocks. All particle based methods face this
problem, and the only consolidation is that in reality most shocks do not have a sharp
Heaviside-like form, but, for example, a somewhat softer tanh(x/τ) form, which in the limit
for τ → 0 approaches the Heaviside function. This form then only needs a ﬁnite number of
sample points.
6.3
Ensemble Approach
In the previous section, we showed that we are able to do harmonic analysis, either analytically,
or numerically, on a density function, or density array, the result of which is a local condition
Eq.(6.9) for the sampling resolution. It might well be that the local density distribution is
ﬂuctuating so rapidly, that the sampling resolution is not satisfactory. The total number
of points needed in order to fulﬁll the inequality might be so large that it is beyond our
computational limit. It is, in that case, impossible to resolve the medium density proﬁle as
accurately as one may want, by which the overall transport process may be faulty.
There is a way out, however. The ergodicity of the Poisson point process, as pointed
out in Sect. 3.3.1, is of great importance here. Given only a ﬁnite number of points, the
algorithms for constructing a (generalized) Poisson point process satisfying Eq.(4.6) will
only create one instance of all possible diﬀerent arrangements. The full set of instances
constitutes an ensemble that is homologous to the continuous distribution function describing
the Poisson point process. Thus, given some ﬁnite resolution Np that is not satisfactory, one
can create several instances sequentially, and combine the results of the transport process
on each instance in such a way that the overall result has higher eﬀective resolution. This
is schematically depicted in Fig. 6.5, in which an adaptive point process is used to sample
a rather artiﬁcial density distribution that peaks at the unit circle. Only a small number of
points is available, so we construct four diﬀerent instances of the point distribution. The
combination, or sum, of the four has much better resolution.
One can also state this diﬀerently. The Poisson point process is deﬁned as being com-
posed of points that have a point-to-point distance determined by an exponential distribution
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Fig. 6.5: Four instances of a density distribution that is peaked at the unit circle. The sum of the four makes
up an overall result that has much better resolution.
function (∝ e−npA), cf. Sect. 3.3.1. This entails that points are independent from each
other, by which a superposition principle holds. This principle says that the superposition of
two Poisson point processes with intensity n1p and n
2
p is again a Poisson point process, but
now with intensity n1p + n
2
p. This is obvious, because the probability that process 1 will occur
in a small region dA is n1pdA, and similarly n
2
pdA for process 2. This can also be extended
to the inhomogeneous generalized Poisson point process, Eq.(4.6): the superposition of two
generalized Poisson point processes, one with point distribution n1p(x), and another with point
distribution n2p(x), is again a generalized Poisson point process, now with a point distribution
density n1p(x) + n
2
p(x).
Thus, when the sampling criterion for random spatial point processes, Eq.(6.9), dictates
that we need a certain number of points to accurately resolve local ﬂuctuations, and when
it turns out that this resolution can not be reached, because our maximum computational
resolution is a factor α lower, we can solve this problem by creating not one, but α instances of
the same point process np(x). The superposition of these instances does satisfy the required
sampling criterion. Moreover, as discussed in Sect. 4.3.3, we can use this ensemble approach
not only to increase the spatial sampling, but also the very important angular sampling.
6.4
Conclusions
In this chapter, we have studied the consequences of using spatial point processes as a tool
for sampling continuous density functions. The standard Nyquist sampling techniques, trivial
for the uniform sampling of regular meshes, have been adapted to incorporate adaptive point
processes, which have the fortunate side eﬀect of avoiding aliasing eﬀects. Globally valid
sampling criteria for uniform meshes have been replaced by space-dependent local sampling
criteria, that relate the local ﬂuctuating behavior to the maximum number of available points.
It might well be that these sampling criteria dictate that that number of points is not sat-
isfactory. The solution is again one of the many advantageous properties of Poisson point
processes. The superposition of several instances of the same Poisson point process is again
a Poisson point process, but now with the required, higher, resolution.
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All this is relevant for our transport method, described in Chapter 4, because we now
have a quantitative measure to determine the accuracy of the result, something that was
until now only available for uniform mesh-like sampling techniques. Not only that, we also
have a means to increase the resolution, and the accuracy, of our method, without the need
to buy an extra DIMM for our desktop machine. We conclude this chapter by emphasizing
that the analysis in this chapter is as much relevant for other particle based methods, as it
is for ours, whether these are digital sampling methods (Cook 1986), or particle based ﬂuid
dynamics solvers, such as DPD (Flekkøy et al. 2000) or SPH (Lucy 1977; Monaghan 1992).
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Heavenly radiance ﬁlls the aether, its
rays parallel and straight and, so long as
nothing is there to interrupt them,
invisible. The secret of God’s creation
are all told by those rays, but told in a
language we do not understand, or even
hear - the direction from which they
shine, the spectrum of colors concealed
within the light, these are all characters
in a cryptogram.
ISAAC NEWTON
The Baroque Cycle
Neal Stephenson
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CHAPTER 7
Cosmological Radiative Transfer
In this chapter, we will give a brief introduction into the ﬁeld of cosmological radiative
transfer. We present the equations describing the propagation of ionizing photons in
an expanding universe, whereafter we simplify these equations using a series of well-
motivated approximations. We ﬁnish by giving a concise description of most of the
cosmological radiative transfer codes on the market, pointing out their advantages and
disadvantages along the way.
7.1
Introduction
In the ﬁrst part of this thesis, we gave an overview of a new method that solves for transport
processes with the use of adaptive random lattices. This was done in a wide perspective,
placing emphasis not only on the method’s general framework, but also on its versatility, and
on its intrinsic connection to other parts of science. In the ﬁnal two parts of this thesis, we
narrow our ﬁeld of view, focusing on just one speciﬁc transport process, namely that of the
transport of photons through a possibly evolving background medium. All this will be done
in a cosmological setting, propagating photons on the largest scales possible.
7.1.1 Radiative Transfer
Radiative transfer, as already brieﬂy discussed in Sect. 2.4.1, describes the propagation of
radiation through a medium that may absorb, scatter, or even reemit photons. As was to be
expected, its governing equation is a transport equation, cf. Eq.(2.11), for a photon gas, a
Boltzmann-like equation for the speciﬁc intensity Iν(r,Ω, t), to be deﬁned in Sect. 7.2. After
Maxwell’s description of the dynamical behavior of electromagnetic radiation (Maxwell 1864,
1892), the ﬁrst half of the 20th century led to a rapid development of the macroscopical
treatment of radiation-matter interaction. First mainly dominated by phenomenological laws,
the subject of radiative transfer soon grew out to be a mature, theoretically well-founded
part of science. Its applications are very diverse, ranging from the description of heat transfer
in engineering (Modest 1993), to that of photons trying to penetrate the solar atmosphere
(Rutten 2005). The subject is now well-established, and, in an astrophysical context, the
deﬁnitive treatises are Chandrasekhar (1950), Mihalas & Mihalas (1984), and Rybicki &
Lightman (1986).
The preceding decade has shown rapid advances in the ﬁeld of theoretical and obser-
vational cosmology, motivated by the precision cosmology experiments COBE, Boomerang,
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and WMAP, and, more recently, by the newly found interest in the Epoch of Reionization
(EOR). We refer the reader to Part III of this thesis, which is devoted solely to this heavily
studied subject. In this context, cosmological radiative transfer, dealing with the propaga-
tion of ionizing photons from the smallest to the largest scales, has received considerable
attention. This ﬁeld is still under heavy development, and is far from being as mature as
other ﬁelds in radiative transfer.
7.1.2 A Cosmological Setting
The EOR denotes a phase transition of the Early Universe. When the Universe had an age of
about 400, 000 years, its expansion had caused it to cool down to the point that the hydrogen
recombination rate was higher than the ionization rate, by which almost all protons and
electrons combined into neutral hydrogen, making the Universe opaque to ionizing radiation.
It took quite some time before the initial density perturbations gave rise to the ﬁrst generation
of stars (dubbed Population III ) and quasars, forming in high-density, ﬁlamentary-like regions.
These ﬁrst sources ended the “Dark Ages" by producing the ﬁrst new supply of ionizing
photons, blowing bubbles of ionized regions that grow until overlap, or percolation (cf. Sect.
5.3), occurs. A much more elaborate description of our current understanding of this period
is given in Chapter 10.
The formation of these cosmic structures, such as stars and quasars, is almost certainly
dominated by an intricate interplay between (magneto)hydrodynamics, gravity, and radiative
transfer, on a cosmological background that sets the initial and boundary conditions. Thus,
we must solve for all three parts of physics in order to accurately model this age. Of these,
the cosmology is often assumed to be given, while the computation of gravitational potentials
is rather well understood (e.g. Greengard 1988). Hydrodynamics must be three-dimensional
for this purpose, and 3D hydro is beginning to enter its springtime: adaptive mesh reﬁnement
(AMR) and related methods are beginning to produce magniﬁcent results (see e.g. LeVeque
et al. 1998, for a review). However, radiative transfer techniques that combine true three-
dimensionality with reasonable spectral resolution are, by comparison, the most primitive
of the methods needed for realistic simulation of structure formation, and the Epoch of
Reionization. Yet it seems essential that the physics of radiation be built in, because the
energy budget of nascent structures is heavily inﬂuenced, indeed often dominated, by radiative
eﬀects. Serious models must therefore be three-dimensional, and spectral coverage must at
least be good enough to cover hydrogen ionization and recombination. This makes solving
the radiation part of this physical problem seven-dimensional: a daunting computational task.
In this thesis, we will always assume the gravitation and hydrodynamics part of any
simulation to be given by some external solver which sets the conditions of the background
medium. In this speciﬁc part of the thesis, we will focus solely on the radiative transfer aspect
of the problem. In Part III, we will present results of simulations of the EOR, in which our
radiative transfer approach has actually been coupled to hydro-solvers.
7.1.3 Overview
We will start by stating the relevant transfer equations in a cosmological context in Sect.
7.2. In reality, though, none of the existing cosmological radiative transfer codes solve
these exact equations, because of their huge computational complexity. Instead, they solve
some simpliﬁed version thereof. These versions are derived under several well-motivated
assumptions, discussed in Sect. 7.3. Finally, we give a general overview of the classes of
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methods existing today in Sect. 7.4. All this will pave the way for the introduction of a
new cosmological radiative transfer code, SimpleX, an implementation of our new transport
method, in the next chapter.
7.2
Cosmological Radiative Transfer Equations
The transfer equation needed to describe what happens during the EOR describes the prop-
agation of ionizing radiation through an inhomogeneous density ﬁeld. In a cosmological
setting, the radiative transfer equations have to be set up to incorporate the expansion of
the Universe. Following the derivation in Gnedin & Ostriker (1997), we present the radiative
transfer equation in comoving coordinates.
We deﬁne f (xi , pk , t) to be the distribution function for photons in comoving coordinates
xi , and comoving momentum
pk = a
hν
c
Ωk , (7.1)
in which we used the scale factor a ≡ a(t), Planck’s constant h, the speed of light c , the
photon frequency ν, and the unit propagation direction vector Ωk . The distribution function
is the one used in the general transport equation Eq.(2.11), so that
Nγ =
∫
f (xi , pk , t)d
3xd3p (7.2)
is the number of photons in the Universe. The transport equation for this distribution function
is
∂f
∂t
+ x˙i
∂f
∂xi
+ p˙k
∂f
∂pk
=
(
∂f
∂t
)
coll
+ s(xi , pk , t). (7.3)
The rhs of Eq.(7.3) denotes the collision, or absorption, and the emission terms.
In radiative transfer it is customary, however, to use the speciﬁc intensity Iν(xi ,Ωk , t)
of radiation instead of the more general f (xi , pk , t). General convention dictates that
IνdνdΩdAdt is the energy of photons in the frequency range [ν; ν+dν], passing in the time
interval dt through an inﬁnitesimal area dA that spans a solid angle dΩ around Ωk . Using
a3d3x = cdtdA and d3p = p2dpdΩ, we have the following transformation, cf. Eq.(2.15):
Iν = hνcf
d3xd3p
dνdΩdAdt
=
h4ν3
c
f . (7.4)
Combining Eqs.(7.3) and (7.4), we obtain the equation of cosmological radiative transfer:
1
c
∂Iν
∂t
+
Ω · ∇Iν
a¯
− H(t)
c
(
ν
dIν
dν
− 3Iν
)
= jν − ανIν , (7.5)
which we now have written in vectorial form. In this equation, H(t) ≡ a˙/a is the time-
dependent Hubble constant, and a¯ = 1+zem1+z is the ratio of cosmic scale factors between
photon emission at frequency ν, and at the present time t. The terms on the rhs of Eq.(7.5),
jν and αν , have their traditional meanings of source function and absorption coeﬃcient,
respectively. Eq.(7.5) resembles the standard equation of radiative transfer Eq.(2.17) closely,
except for two modiﬁcations: (i) the denominator a¯ in the second term, which accounts for
the changes in path length along a ray due to cosmic expansion, and (ii) the third term,
which accounts for cosmological redshift and dilution, respectively.
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7.3
Simpliﬁcations
The equation of cosmological radiative transfer in comoving coordinates, Eq.(7.5), is exact,
in the sense that one can use this equation to solve for the speciﬁc intensity exactly, at every
point, once the source function jν and the absorption coeﬃcient αν are given. This problem
is extremely complex, however. The speciﬁc intensity is a seven-dimensional entity (three
positions, two angles, one frequency and time). Moreover, because of the huge range in
density, realistic cosmological simulations require very high spatial and angular resolution. It
is therefore mostly impractical to use this approach to do dynamic computations. Fortu-
nately, when numerically solving for the propagation of ionizing photons during the EOR, the
complexity of this problem can be reduced by a series of approximations.
7.3.1 Local Approximation
Following the steps taken in Norman et al. (1998) and Abel et al. (1999), we begin by
eliminating the cosmological terms. That this can be done is obvious on physical grounds.
The ionizing sources produce photons that have to reionize the neutral hydrogen, which
is opaque to Lyman continuum photons. The transfer of these photons can therefore be
described on a local scale. In other words, if λ is the photon’s mean free path, and L the
side length of the simulation box, we have by construction that λ	 L.
Working this out more formally, the ratio of the third to the second term in Eq.(7.5)
is H(t)La¯/c 	 1, when the scale of interest, L, is much smaller than the horizon, LH =
c/H(t). Thus, the third term can be safely ignored when |ν(∂Iν/∂ν)| ≤ Iν , i.e. for continuum
radiation. By the same condition L 	 LH, we obtain a¯ = 1, and νem = ν. The formal
equation Eq.(7.5) thus reduces to the familiar radiative transfer equation, Eq.(2.17),
1
c
∂Iν(r,Ω, t)
∂t
+Ω · ∇Iν(r,Ω, t) = jν(r,Ω, t)− αν(r, t)Iν(r,Ω, t), (7.6)
where ν is now the instantaneous, comoving frequency.
A pitfall of this approach that is often overlooked is that these approximations fail, when
the ionization bubbles start to overlap at the end of the EOR, when the mean free path of the
photons increases drastically. This is mostly not a problem because the photons just leave
the simulation box, but in more recent simulations, where the box sizes are ever increasing,
the expansion terms may have to be incorporated.
7.3.2 Quasi-static Approximation
In most realistic reionization simulations, the absorption and emission coeﬃcients change
on time scales longer than the light crossing time, L/c . When this is the case, the time
derivative in Eq.(7.6) can be dropped, which results in the reduced equation
Ω · ∇Iν(r,Ω) = jν(r,Ω, t)− αν(r)Iν(r,Ω). (7.7)
There are various numerical ways of solving this static transfer equation (see e.g. Mihalas
& Mihalas 1984), depending on the symmetry of the problem and the properties of the
absorption and emission coeﬃcients.
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In eﬀect, this approximation amounts to ﬁnding the position, velocity and thickness of
the ionization front of each source, at each small time step. Because of the assumed time-
independence of the medium (which in this approximation means that the matter moves with
speeds very much less than the speed of light), the actual propagation of photons during
one time step is not solved for. The dynamical evolution of the problem is only incorporated
by taking steps in time, resulting in expanding fronts. Ignoring the speed of the individual
particles has as a result that this approximation can give rise to ionization fronts expanding
faster than the speed of light. Fortunately, this only happens near the sources, where the
neutral hydrogen fraction will always be very near zero, but we do not need to resolve the
details there anyway.
Time dependent eﬀects are accounted for by updating the local absorption coeﬃcient
according to the ionization state. Moreover, the ionized gas can recombine, producing diﬀuse
photons that contribute to the local source function. Details hereof, including how our new
cosmological radiative transfer method SimpleX implements this, are discussed in the next
chapter.
7.3.3 Frequency Reduction
When a certain volume of space is reionized by the ﬁrst stars or quasars, the emergent
spectrum of these sources can by no means be described by a delta function peaking at the
hydrogen ionization threshold of E = 13.6 eV or λ = 91.2 nm. In the case of the ﬁrst
stars, it will most probably something resembling a blackbody spectrum peaking above the
ionization threshold; in the case of quasars, it will exhibit some power law behavior. The
proper way of numerically dealing with this nontrivial frequency dependence of the emitted
radiation would be to use very narrow bins to sample the spectrum. This extra dimensional
dependence of the computational problem would make any method prohibitively expensive.
Fortunately, several physically well-motivated simpliﬁcations can be made (see Mihalas
& Mihalas 1984, Chapter 6). A major simpliﬁcation can be made by using a mean opacity
representation, in which the spectrum is approximated by only one frequency, for example
that of the hydrogen ionization threshold. The overall shape of the spectrum is incorporated
by determining a spectrum-averaged absorption coeﬃcient aν , which may be lower than the
one near the Lyman limit. This is the approach we will use in our new transfer method, and
we refer the reader to the next chapter for more details on the implementation.
A more elaborate simpliﬁcation can be made, when helium reionization is also incorporated
in the calculations. In that case, one can use one of the multigroup methods, in which the
spectrum is divided into a number of frequency groups, each of which spans a deﬁnite range
[νg; νg+1]. When helium is included, we could only consider three frequency groups above
the ionization thresholds for HI, HeI, and HeII, at energies E = 13.6, 24.6, and 54.4 eV,
respectively. None of the simulations presented in this thesis will include helium, however,
which is why the mean opacity representation will suﬃce. Another multigroup method,
presented in Petrosian et al. (1972) and Icke et al. (1980), in which the spectrum is divided
into a Lyman continuum, Lyman alpha, and softer photons group, could prove useful when
dust is included and the emergent spectrum has to be calculated.
7.3.4 Front Tracking
Solving the quasi-static cosmological radiative transfer Eq.(7.7) numerically can be quite
costly, even when the frequency dependence has been dropped using the mean opacity rep-
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resentation. Still, most modern cosmological radiative transfer codes have been designed to
solve the modiﬁed radiative transfer equation, Eq.(7.7), directly or indirectly, using the type
of numerical scheme described in the next section.
In cosmological radiative transfer simulations of the EOR, the subject of interest is the
dynamical overlap of ionization fronts propagating outwards from each source. Thus, in-
stead of trying to solve the radiative transfer equation, one may choose to take a more
opportunistic approach, based on a drastically idealized treatment of the expansion of ion-
ization fronts, in which the propagation of the front is described by balancing the number of
ionizing photons emitted by the source against the number of recombinations within the HII
region. This ionization balance equation is a jump condition for the ionization front (Spitzer
1978; Osterbrock 1989)
4πr2
dr
dt
= S∗ + 4πα1(T )
∫
n2(r ′)r ′2dr − 4παA(T )
∫
n2(r ′)r ′2dr ′, (7.8)
in which r is the position of the front with respect to the source, and S∗ is the number
of ionizing photons (i.e. with frequencies ν ≥ ν0 above the Lyman limit threshold) emitted
by the source per second. The second term on the rhs is the total number of diﬀuse
photons produced by recombinations directly to the ground level n = 1, parametrized by the
recombination coeﬃcient α1(T ), given the HI density distribution n(r). The last term is the
total number of recombinations to every possible level, parametrized by the recombination
coeﬃcient αA(T ). The integrations are over the whole HII region. The so-called Strömgren
radius is reached when the terms on the rhs of Eq.(7.8) cancel, i.e. when the number of
recombinations within the HII region are exactly compensated for by the number of ionizing
photons emitted by the source. Up to that point, the ionization front has a ﬁnite speed
dr/dt. The jump condition Eq.(7.8) can be extended to include relativistic propagation
speeds (Shapiro et al. 2005). For a given static density ﬁeld n(r) and a given source luminosity
S∗, one can use this bookkeeping formalism to precompute for each location r the arrival
time of the ionization front. This front tracking mechanism can thus be used to give a
simpliﬁed picture of the movement of an ionization front through the neutral medium.
Unfortunately, there are several caveats to this approach. First and foremost, front
tracking methods need to integrate Eq.(7.8) along radial rays emanating from the source.
This becomes problematic when the diﬀuse recombination photons, the second term on
the rhs of Eq.(7.8), are introduced into the problem. These photons have an isotropic
source function, and so deviate from the aforementioned radial rays. This problem is often
circumvented by using the so-called on the spot approximation (Baker & Menzel 1938;
Spitzer 1978; Osterbrock 1989), but we show in Chapter 11 that this approximation is far
from accurate. Second, Eq.(7.8) is an equation expressing a jump condition. Thus, the
boundary of the HII region, i.e. the ionization front, will always be inﬁnitely sharp. Physically
realistic ionization fronts, and the asymptotically reached Strömgren sphere have a thickness
that scales with the mean free path λ of the Lyman limit photons in neutral hydrogen. We
prove in Appendix 7.A that this thickness is in fact of the order of 20λ. Front tracking
methods will not resolve this feature, and only real radiative transfer will do this. Finally,
there is the inherent diﬃculty of incorporating more than one source. The ionization balance
equation Eq.(7.8) deﬁnes the front propagation around one particular source, around which
the coordinates r are centered. Including more sources means that the overall ionization
balance at each point can be inﬂuenced by any one of them. Unfortunately, it is not an
option to store the arrival times for each front sequentially, solving Eq.(7.8) in turn for
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each source. While in reality two or more sources would inﬂuence one patch of medium
simultaneously, now the ﬁrst source will have preference. The overall result may have severe
unphysical features. This eﬀect is enhanced, when we do not ignore the diﬀuse photons.
Although the front tracking mechanism is not very physical, in the sense that it does
not resolve several of the distinguishing features of ionization bubbles, and might produce
inaccurate models of their overlap, it does prove its use in method validation procedures. As
we shall see in Chapters 9 and 11, Eq.(7.8) presents one of the few examples in cosmological
radiative transfer for which analytical solutions are available.
7.4
Numerical Methods
The process of reionization is one of the most demanding in the ﬁeld of astrophysics, con-
sidering the computational eﬀort needed to give an accurate picture of the physics involved.
Not only do we need accurate hydrodynamics solvers to solve for the nonlinear dynamics of
the matter distribution over a very large range of densities, it is also mandatory to incorporate
a full radiative transfer treatment. The dimensional complexity of the latter is what puts the
largest constraints on what is computationally feasible, mostly because of the fact that the
reionization process is highly inhomogeneous. The lack of any spatial symmetry prohibits any
dimensional reduction of Eq.(7.5). Over the last decade, much eﬀort has been devoted to the
development of methods that solve Eq.(7.5) using one or more of the approximations listed
in Sect. 7.3. In what follows, we will give a brief description of several classes of methods,
mainly aimed at giving an introduction to our method, described in the next chapter.
As discussed, a good starting point for incorporating radiative transfer into realistic reion-
ization simulations is ﬁnding a solver for the static transfer PDE Eq.(7.7). There are nu-
merous schemes that are excellent at solving that transfer equation in one of the limiting
opacity regimes. But in passing from one regime to the other most schemes fall short. A
solver for the diﬀusion limit cannot solve the hyperbolic PDE, and vice versa. This is a
severe limitation, because the inhomogeneous early Universe covers a wide range of opac-
ities. Fortunately, there are several classes of methods that are, in principle, able to solve
Eq.(7.7) for all opacities, given appropriate numerical resolution. All of these methods work
by superimposing a mesh on the domain on which the transfer equation has to be solved.
These meshes are mostly regular (the drawbacks hereof were discussed in Sect. 3.2), and
may include adaptive reﬁnement (Berger & Oliger 1984; Berger & Colella 1989).
7.4.1 Long Characteristics Methods
The most accurate of these methods is without doubt the long characteristics method (Mi-
halas & Mihalas 1984), which has many similarities with ray-casting methods. In this type of
method a grid cell is connected to every other relevant grid cell, and the transfer equation is
integrated along that ‘ray’. We refer to Fig. 7.1, left, in which we give an example of how
long characteristics can be used to determine the inﬂuence of photons being emitted at point
A, near the border of a dense region I, on a point B, near the border of a dense region B.
This type of method has the advantage that it incorporates the nonlocality of the transfer
equation, by connecting every cell to every other. Thus it is able to solve Eq.(7.7) accurately
for arbitrary density conﬁgurations. A practical disadvantage is apparent from Fig. 7.1: in
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Fig. 7.1: Illustration of two diﬀerent mechanisms for transporting radiation though a sparse region that
separates two dense regions, I and II. Radiation emitted at point A, near the border of region I, eventually
reaches point B, near the border of region II. Left is a schematic illustration of the long characteristic method;
right is one of a short characteristic method.
the process of connecting all the cells, diﬀerent characteristics cross the same cell multiple
times. This introduces strong redundancy, which makes the method time-consuming.
A close relative of the long characteristics method, which is somewhat less expensive, is
the well-known ray-casting approach. In this case, one does not draw a ray from a source
to every other cell, but just a ﬁnite number of rays from every one source into several
predeﬁned directions. Those rays will cross many cells, until the domain boundary is reached.
As with the long characteristics method, the transfer equation Eq.(7.7), or alternatively
the jump condition Eq.(7.8), is integrated along each ray. Long characteristics methods
automatically take care of this, but when using ray-casting methods one has to make sure
explicitly that the angular resolution of the rays cast is suﬃcient to cover all border cells.
The high angular resolution needed in realistic computations of the EOR often make these
methods prohibitively slow.
Ray-casting methods are the most abundant amongst the current ensemble of cosmo-
logical radiative transfer methods. Which diﬀerential equation is solved along each ray may
diﬀer from method to method. Several of these methods are described in Abel et al. (1999),
Razoumov & Scott (1999), Sokasian et al. (2001), and Cen (2002). The latter is somewhat
eccentric, in the sense that it does not cast rays starting from the source, but that it does
so at the receiving side.
7.4.2 Short Characteristics Methods
In an attempt to solve the redundancy problem of long characteristics methods, Kunasz
& Auer (1988) introduced a short characteristics method. In this class of methods, the
intensity in one grid cell is computed by connecting it to its neighboring cells only. This
process is repeated for every angular direction Ω. We refer to Fig. 7.1, right, in which a
short characteristics method is used to compute the propagation of photons emitted at A
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in a certain ﬁxed direction. As with the long characteristics and ray-casting methods, the
transfer equation is solved one-dimensionally along the each line, using interpolation schemes
to obtain the required grid variables.
This method has the advantage that it does not have any apparent redundancy. It does,
on the other hand, require a very clever scheme to sweep the grid, in order to be sure
that the intensities in all the neighboring grid cells are known at the right time. This is
necessary because the emissivities may depend on the intensities, for example in the case of
scattering. The physical values of the neighboring cells contribute via interpolations along
the grid lines, which have to be quadratic or higher order in order to accurately reproduce
second-order diﬀusion terms. The interpolation, intrinsic to the short characteristics method,
introduces angular diﬀusion into the numerical solution, for example causing parallel laser
beams to diverge in the downwind direction (see e.g. Steinacker et al. 2002). Kunasz & Auer
(1988) showed that a parabolic interpolation reduces this intrinsic numerical diﬀusion, thereby
obtaining a more accurate result, but not only does it make the algorithm more complex,
requiring three upwind interpolation points, but it can also cause unphysical under- and
overshoots of the interpolated quantities near discontinuities, possibly resulting in negative
values of Iν .
Although short characteristics methods have their numerical disadvantages, they are still
among the most popular numerical radiative transfer schemes available, mainly because of a
good trade-oﬀ between accuracy and speed. Cosmological radiative transfer methods that
have successfully implemented this type of method are described in Nakamoto et al. (2001)
and Mellema et al. (2006).
7.4.3 Hybrid Methods
Being aware of the computational cost of long characteristics methods on the one hand, and
the problem of numerical diﬀusion problem of short characteristics on the other, much eﬀort
has gone into ﬁnding an intermediate solution that can combine the best of both worlds.
Jessee et al. (1998), for example, designed a transfer method for patch-based AMR that
uses a discrete ordinate method (Chandrasekhar 1950). Abel & Wandelt (2002) designed a
ray-casting method, in which every ray is split adaptively into sub-rays. Several cosmological
transfer codes have implemented this scheme, amongst which Razoumov et al. (2002), and
Razoumov & Cardall (2005). Juvela & Padoan (2005) implemented a ray-casting scheme
for cell-based AMR, and Rijkhorst et al. (2006) developed a radiative transfer scheme, called
hybrid characteristics, that uses a combination of both short and long characteristics to trace
radiation along quad- and oct-tree type adaptive grids.
With the advent of ever more AMR type implementations of hydrodynamics solvers, and
the need for the dynamical and self-consistent coupling between hydrodynamic and radiative
transfer, the list of transfer methods using some type of adaptation will continue to grow.
7.4.4 Monte Carlo Methods
As can be inferred from our discussion in Sect. 2.6 on the widespread use of stochastic meth-
ods as an alternative to solving transport equations deterministically, it is not surprising that
Monte Carlo methods are also a common tool in computational astrophysics. In cosmological
radiative transfer, the most well-known implementation hereof has been described in Ciardi
et al. (2001) and Maselli et al. (2003).
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As with all stochastic transfer methods, one has to be aware of the fact that noise is
introduced. This eﬀect dictates the use of a large number of trials, because the stochastic
noise only goes down with the square root of the number of trials. Especially when the
resolution required increases, as is the case in high-resolution reionization simulations, the
number of trials thus needed can increase drastically.
7.4.5 Moment Methods
Instead of trying to solve Eq.(7.6) directly, one can also try to ﬁnd the same solution by
considering moments thereof. The ﬁrst three moments of the speciﬁc intensity Iν(x,Ω, t)
with respect to the direction vector Ω are (cf. Sect. 2.4.1) the energy density Jν(r, t), the
ﬂux vector qν(r, t), and the radiation pressure tensor Qν(r, t). The set of moment equations
for the energy density and the ﬂux vector is closed via the Eddington tensor h, which relates
the energy density to the pressure tensor,
Qi jν = Jνh
i j
ν . (7.9)
Gnedin & Abel (2001) have used this approach to design a computationally eﬃcient
cosmological radiative transfer code. In order to solve the system of moment equations, one
has to specify the Eddington tensor h that can, in principle, be computed once the sources
and medium density distribution are known. In order to make this procedure tractable, Gnedin
& Abel (2001) introduce the approximation that the optically thin Eddington tensor can be
used, i.e.
hi jν =
P i jν
TrP i jν
. (7.10)
The resultant method conserves photons and ﬂux, but may be sensitive to the introduction
of numerical diﬀusion. It can also be rigorously shown to be correct only in the case of a
single point source, and deviations from the correct solutions are seen in the case of multiple
sources. On the other hand, it has the major advantage that in some cases it does not scale
with the number of sources.
7.5
Conclusions
The list of methods and implementations presented in this chapter is representative for the
current status of numerical cosmological radiative transfer. Even though the overall degree
of approximation or the implementation details of each method may diﬀer quite drastically,
the results of each method should agree. This will be the subject of Chapter 9, in which
most of the methods described in this chapter and our method described in the next will be
compared to each other, and to the few conﬁgurations that have a closed analytical solution.
Even before this elaborate comparison project is described, we can already make several
observations from what we have described. First of all, every one of the methods described
in this chapter uses a structured mesh to discretize the medium properties (the absorption
coeﬃcient, and the like), and to deﬁne their operations on. Although we have already
extensively discussed this in Sect. 3.2, we emphasize again that the use of structured meshes
introduces unphysical behavior into the numerical solution, either through the introduction of
spurious invariants, or the lack of rotational symmetry of the grid’s discrete subgroup. Thus
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we can claim a priori that structured grids, even if they are adaptive, are to be avoided. A
notable exception, not described in this chapter, is the approach of Kessel-Deynet & Burkert
(2000) and Susa (2006), that describe a radiative transfer method that is to be combined
with SPH methods (Lucy 1977; Monaghan 1992). Another important observation to be
made is that the operation count of all the methods in this chapter, with the exception of
the methods of Gnedin & Abel (2001) and Cen (2002), scale with the number of sources.
This is crucial, because this is precisely the reason why most methods become either very
costly, or prohibitively slow, when applied to the EOR. During that epoch, the number of
contributing sources may increase to millions, which is why most realistic simulations of the
EOR have been running on massively parallel computers.
An essential ingredient for a realistic cosmological radiative transfer treatment of the EOR
is the inclusion of chemistry eﬀects. The relevant chemistry in this speciﬁc cosmological
setting includes collisional and photoionization, hydrogen and helium recombination, but
also photo-heating. These eﬀects are described by a set of (coupled) rate equations that
determine the overall ionization and temperature balance of the gas, once the radiation ﬁeld
is given. The incorporation of these rate equations is very speciﬁc to the code developed,
so we have refrained from listing them here, and we refer the reader to the next chapter for
any implementation details. Each one of the transfer codes listed in this chapter implements
the rate equations by decoupling them from the transfer equation itself. At each time step,
the static transfer equation Eq.(7.7) is solved, and the equilibrium position of the ionization
front is found, given the properties of the medium (i.e. ionization state, chemical composition,
and temperature). Hereafter, at the end of each time step, the rate equations are used to
update the properties of the medium. There are transfer methods that solve the transfer and
rate equations concurrently (see e.g. Wehrse et al. 2005), but in general, as long as the time
steps are small enough, the overall results are shown to be correct, even with this decoupling.
Therefore, we will choose this approach for including chemistry into our method.
In the current ensemble of cosmological radiative transfer methods, there is certainly
room for improvement. Simulations of the EOR demand very high resolution on the one
hand, and the ability to include a large number of sources on the other. All of the methods
listed in this chapter scale with at least one of these two. Accordingly, the current state-of-
the-art reionization simulations still do not have the resolution range needed to resolve all
relevant scales. Thus, there is an obvious niche for cosmological radiative transfer methods
that can improve on either scaling law. In the next chapter, we will present our new method
which was designed to be optimal on both counts.
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7.A
Ionization Front Thickness
The standard Strömgren sphere derivation uses the jump condition Eq.(7.8) to derive the
radius of the HII region for which the front velocity dr/dt equals zero. The radius at which
this occurs is called the Strömgren radius, denoted by RS, and it delimits that region in which
the number of ionizing photons emitted per second exactly compensates for the number of
recombinations per second. Assuming, for now, that the hydrogen density distribution is
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homogeneous, i.e. n(r) = n, we obtain
S∗ =
4
3
παBn
2R3S, (7.11)
in which we have deﬁned the recombination coeﬃcient αB = αA − α1, which is a measure
for the number of recombinations to every level, except for the ground level. From this, we
obtain an expression for the Strömgren radius
RS =
(
3S∗
4παBn2
)1/3
. (7.12)
This derivation assumes that within the Strömgren sphere the ionization fraction x = 1,
and that everywhere outside the fraction is x = 0. It therefore assumes that the Strömgren
radius itself represents an inﬁnitely thin transition layer from fully ionized to fully neutral.
This is, of course, not the case, and we need a slightly more sophisticated derivation to
determine the actual thickness of the front. Introducing J as the ﬂux of ionizing photons
from the star at distance r , we have
J =
S∗
4πr2
. (7.13)
In a small shell of thickness dr at radius r , the ﬂux of ionizing photons decreases due to the
local optical depth, parametrized by the local mean free path λ−1 = a0nHI = a0n(1 − x),
in which a0 is the hydrogen ionization cross section for Lyman limit photons (Spitzer 1978;
Osterbrock 1989). Thus,
J + dJ = J − a0n(1− x)Jdr −→ dJ
dr
= −a0n(1− x)J. (7.14)
The number of ionizing photons thus retained compensates for the number of local recom-
binations:
J =
αBn
a0
x2
1− x −→
dJ
dx
=
αBn
a0
x(2− x)
(1− x)2 . (7.15)
Using the chain rule in combination with Eqs.(7.14) and (7.15), we can eliminate J, and we
obtain a diﬀerential equation for the radial dependent ionization fraction:
dx
dr
= −a0nx(1− x)
2
2− x . (7.16)
Introducing the dimensionless unit of length Λ = a0nr = r/λ, which is a measure for the
number of mean free paths, we obtain
dx
dΛ
= −x(1− x)
2
2− x . (7.17)
Choosing the boundary condition Λ = 0 at x = 1/2, we ﬁnd as a solution to Eq.(7.17),
Λ = 2− 2 ln
(
x
1− x
)
− 1
1− x . (7.18)
Using Eq.(7.18), we can give a direct estimate of the thickness of the front. Assuming
that in the region of the front the ionization fraction drops from x = 0.9 to x = 0.1, we
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ﬁnd that the corresponding dimensionless distance parameters are Λ = −12.4 and Λ = 5.3,
respectively.
Thus, we ﬁnd that the thickness of an ionization front has a value of approximately 20
mean free paths. It depends on the medium properties whether or not this thickness can be
considered small with respect to the Strömgren radius. As we shall see in one of the test
problems of Chapter 9, it might well be that this thickness of the front, 20λ, is of the same
order as the Strömgren radius itself.
CHAPTER 8
SimpleX
Because of its advantageous scaling properties and its adaptive nature, the transport
method described in Chapter 4 is an ideal candidate for doing complex cosmological
radiative transfer simulations for the Epoch of Reionization. Therefore, we implemented
it into a C++ package speciﬁcally designed for this purpose. In this chapter, we will go
into the details of implementing our new transport method in general terms, focusing
on the overall functionality, whereafter we will specify how the relevant physics, speciﬁc
to this particular problem, was added.
Triangulating Radiation: Radiative Transfer on Unstructured Grids
J. Ritzerveld, V. Icke, and E.-J. Rijkhorst
8.1
Introduction
The transport method that was introduced in Part I of this thesis was already described in
a broad context in Chapter 4. One of the distinguishing characteristics of the transport
method is that it does not use stiﬀ, regular grids, but makes use of an adaptive random
lattice that represents the properties of the background medium. The lattice is constructed
by performing a tessellation of a generalized Poisson point process, cf. Eqs.(3.4) and (4.6),
which is deﬁned in such a way that it correlates directly with some power of the medium
density. This type of mesh construction technique has the intrinsic property that the grid
itself follows the inhomogeneous properties of the medium. Consequently, our new method
is optimally suited to deal with physical problems in which the medium distribution is highly
inhomogeneous, simply because it places the available points where they are needed most.
This recipe does not only use the available resolution in an optimal way, but it also allows
the propagation of particles by performing a (constrained) random walk on the resultant
mesh. In other words, by choosing a grid that is a direct representation of the interaction
properties of the medium, the solution of the transport problem is encoded into the grid. To
ﬁnd the solution for a certain initial condition of sources, an emitted particle merely has to
scan the grid in an eﬀort to ﬁnd its predeﬁned trajectory. Eﬀectively, the adaptive mesh is
a graph representation of what particles would do once emitted somewhere in the medium.
The resultant random walk procedure can be shown to result in a method that is independent
of the number of source locations, as was expressed in the scaling law Eq.(4.6).
In the light of what we discussed on the requirements for numerical simulations of the
Epoch of Reionization (EOR) in the previous chapter, it is immediately apparent that a
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Fig. 8.1: Schematic illustration of the dependency structure of the diﬀerent source ﬁles of the SimpleX
package. Several external libraries are linked to our own ﬁles, the result of which is an executable that is run
with the input of an initialization ﬁle.
transport method that can handle both inhomogeneity and a large number of sources is of
immediate use, and might even prove essential in relieving the radiative transfer bottleneck
of current reionization simulations. Accordingly, we have developed an implementation of
our new transfer method that was speciﬁcally designed to solve for the cosmological transfer
of photons in the early universe. This chapter will serve as an overview of the speciﬁcs of the
resultant code, mainly aimed at illustrating how to design an implementation of our general
transport method, and how to implement the relevant radiation-matter interactions and rate
equations. We will start by giving an impression of how our package is structured in Sect. 8.2.
In Sect. 8.3, we delve deeper into the details of implementing several steps of the transport
algorithm as described in Chapter 4. Applications of our transport code will be given in the
next chapter, and results of coupling it to hydrodynamics simulations will be given in Part III
of this thesis.
8.2
Code Overview
When we were comparing certain aspects of our transport method to several diﬀerent well-
established branches of science in Chapter 5, we emphasized that our adaptive lattice can be
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directly related to a mesh of automata, each point of which is a cellular automaton that has
some simple local rules for the redistribution of particles and the interaction with the medium.
This particular point of view dictates the use of object oriented programming (Budd 2001)
as a basis for our implementation. Since it is not intended as a commercial package and
because we expect to couple it to large scale multi-processor hydro simulations, the most
logical choice of programming language was C++.
The resultant package was given the name SimpleX, after its most elementary con-
stituent. It was designed to function in a modular fashion, with functions written in such a
way that they can easily be plugged into the main routines. The overall dependency struc-
ture of SimpleX is schematically depicted in Fig. 8.1. Functions with similar purpose were
grouped into separate ﬁles, and several external libraries are linked to our own libraries. The
result is an executable that works according to the parameters speciﬁed in an initialization
ﬁle that conforms to means of a predeﬁned syntax. Comments were added to the source
code in Doxygen1 format, through which an online catalogue of functions and variables can
be easily generated.
The diﬀerent groups of ﬁles, together with their functionality, are:
• Main.h: Root ﬁle, containing startup functions.
• Common.h: Class deﬁnitions of graph objects, several commonly used functions.
• Triangulate.h: Contains all functions dedicated to the mesh construction, i.e. point dis-
tribution creation, periodic boundary condition implementation, tessellation procedures,
and other geometric point preprocessing steps.
• Physics.h: Rate equations, optical depth implementation, and other interaction-related
functions.
• SimpleX.h: Encompasses all functions that do the actual transfer.
• Visualise.h: The user has the choice of several output options, the routines for which
are contained in this ﬁle.
The SimpleX code uses three packages of external libraries:
• QHull: An open-source C implementation of the Quickhull algorithm for performing
convex hull constructions, Voronoi tessellations, and Delaunay triangulations. We refer
to Sect. 3.4.1 for more details.
• HDF5: Hierarchical Data Format2 is a library and multi-object ﬁle format for the transfer
of graphical and numerical data between computers. Many modern astrophysical hydro-
dynamics solvers store their output in the HDF5 standard. In order to enable coupling of
SimpleX to hydro output, this library bundle is included.
• GSL: The GNU Scientiﬁc Library3 is an open-source C and C++ library that implements
almost all relevant mathematical routines, ranging from random number generation, to
least square ﬁtting. We include this library, because we did not aim to reinvent this par-
ticular wheel.
Platform independence is ensured by avoiding the use of any platform speciﬁc libraries, or
1http://www.doxygen.org
2http://hdf.ncsa.uiuc.edu/HDF5/
3http://www.gnu.org/software/gsl/
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graphical user interface elements. Once compiled and linked to the separately compiled
external libraries, SimpleX is ready to run.
8.3
Implementation
The SimpleX package was designed in an eﬀort to incorporate radiative transfer more realis-
tically in modern reionization simulations. To accomplish this, it has to be coupled to either
dark matter only simulations, or full-ﬂedged hydrodynamics simulations, that solve for the
nonlinear dynamics of the dark matter and gas in the early universe, and predict the position
and source functions of the ﬁrst sources of ionizing radiation. The most realistic results
would be obtained if the radiative transfer were incorporated self-consistently into the hydro-
dynamics solver itself, but this is very costly, even with our new fast method. Fortunately,
when one compares the relevant time-scales for the dynamic behavior of the hydrodynamics
and the radiative transfer, one can conclude that it is justiﬁed to decouple them. The radi-
ation ﬁeld adapts almost instantaneously to changes on the hydro time-scale, and one can
take time slices of the hydro simulation, and for each slice solve the cosmological radiative
transfer equation on that quasi-static density ﬁeld. All reionization simulations done up to
now have taken this approach, with the exception of the method presented in Gnedin & Abel
(2001).
Although there are current developments in coupling SimpleX self-consistently to hydro-
dynamics solvers, for example to model the chaotic atmospheres around AGB stars (see e.g.
Woitke & Niccolini 2005), we here stick to the common approach just described. Thus,
SimpleX solves the quasi-static cosmological radiative transfer equation Eq.(7.7) for every
time slice of a separate hydro solver. In this section, we will describe the somewhat more
technical aspects of using the general method of Chapter 4 to perform this task. A schematic
overview of the steps involved in solving the transfer equations for each hydro slice is depicted
in Fig. 8.2. As can be seen from this ﬁgure, the procedural approach of SimpleX can be
divided into two main sequential groups of algorithms: several preprocessing steps, involving
procedures for creating the adaptive random lattice based on the hydro slice input; and the
actual transfer steps, in which the physical transfer is solved.
8.3.1 Preprocessing Steps
The ﬁrst category of algorithms in Fig. 8.2 involves the transformation of the density ﬁeld,
as established from the output of some hydro solver, to the adaptive random lattice that
is used for our transport method. The input can have a variety of forms, ranging from
analytically known density distributions, to 3D data arrays, or even a distribution of point
particles used in SPH methods (Lucy 1977; Monaghan 1992). The ﬁrst two were used for
doing the code comparison test cases, described in the next chapter, and the latter is the
input format used in the reionization simulation in Part III of this thesis. In what follows, we
will always assume that our computational domain is a 3D cube, the size of which may vary.
In contrast with other transfer methods that operate on structured grids, our method does
not have a preferred domain topology. However, in order to conform to most input formats,
we adhere to the conventional cubical domain.
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Fig. 8.2: Schematic overview of the steps taken by SimpleX in solving the transfer equation for each input
time slice. The overall approach can be split into two main sequential groups: one involving preprocessing
steps for the creation of the adaptive random lattice, and one that governs the actual algorithms for doing
the transfer.
Generating Point Distributions
The format of input may vary from case to case. There is an appropriate way of generating
point distributions from it for each of the ones described.
For a density distribution that can be described by a closed analytical expression there
are several ways of obtaining a representative point distribution, conforming to the desired
110  SimpleX
properties expressed in Eq.(4.6). When the function happens to be monotonically increasing
or decreasing on the domain, it might be possible to directly invert the function. The well-
known direct inversion method (Press et al. 1992) can then be used. In every other case,
except when the function has severe discontinuities, rejection methods (Press et al. 1992)
can be used to generate a point distribution that mimics the density structure. The local
properties of the resulting point distribution will then conform to the properties of a Poisson
point process.
A bit less trivial is the procedure followed when dealing with regular 3D density arrays.
This type of input is encountered most frequently, because it conforms to the type of mesh
used in most hydro solvers. We deal with this type of input by normalizing the density array
to the number of SimpleX points available for our simulation. A point is placed in every
cell with a value above unity, and it obtains the density value of that particular cell. Note
that the point is placed at a random position within each cell to ensure that the resultant
point distribution has a local Poissonian character. In this approach, one has to be aware
that one tends to overestimate the density, because placing the points is biased towards high
density regions. We amend this by interpolating the density values of any unused cell, i.e.
one without a point, to the closest SimpleX points. The resultant distribution of points,
each of which has been assigned a density from the 3D input array, can be checked to give a
total number of atoms that is within error margin of the number obtained from the original
3D array.
The last type of input format is one generated by SPH methods for doing cosmological
hydrodynamics. The output of this type of method mostly consists of a collection of particles
that have certain properties, such as mass, density and range of inﬂuence. As long as the
number of particles is large enough, their local distribution is random enough to conform
to the requirements for our adaptive random lattice, and we can directly use this particle
distribution, without further need for manipulation. If the available SimpleX resolution is less
than the SPH resolution, we can just take a random subset.
We conclude by noting that, in this description for point distribution generation, we have
not strictly used the rule Eq.(4.6). In the case of the SPH input, for example, the particle
density will mostly scale with the density, and not the required d-th power of the density.
This is not a problem, because the only thing that will change is that the local interaction
coeﬃcients will now vary from location to location. The lattice, however, will still be adaptive.
Performing Tessellation
Once a point distribution has been generated on the computational domain, the lattice has
to be constructed. This is achieved by calling the external QHull routines. These create
the convex hull, Voronoi tessellation, and Delaunay triangulation of the set of input points.
Moreover, they provide us with the volume of every Delaunay simplex, which is stored for
later use. SimpleX stores the graph internally by creating an array of point objects, which has
as member variables a number of pointers, equal to the connectivity number of the vertex,
each of which is pointing to one of the neighbors.
It is desirable for cosmological simulations to impose periodic boundary conditions. For
structured lattices, this topological Cliﬀord torus is trivially implemented. For unstructured
lattices, like the one we are considering now, the implementation is a bit more involved. In
order to establish periodicity, we copy the points in the domain to each side of the boundary
of the domain (cf. Fig. 8.3 for a two-dimensional example). In order to save memory and
computational expense, we only consider a limited region (white) that is small enough to
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minimize the extra computations needed, but large enough to ensure that the tessellation is
still correct near the boundaries. This can be veriﬁed by using a scheme using buﬀer points
near the boundary regions. We refer the reader to Neyrinck et al. (2005) for more details.
Fig. 8.3: A periodic tessellation is constructed by
copying points along the boundaries. For optimiza-
tion purposes, only points within the white region
are considered.
The result is a tessellation that conforms
to the periodic boundary conditions. SimpleX
points near the boundary may have lines to
neighbors that cross the boundary due to these
conditions. Internally, these points then have a
pointer that points to the relevant point at the
other side of the domain, by which radiation
moving from these points to their respective
neighbors will move along that line, or pointer,
appearing to disappear from one end of the do-
main, entering on the other side.
The user can specify in the initialization ﬁle
whether or not SimpleX should operate with or
without the periodic boundary conditions. Al-
though it is often dictated by external hydro
solvers, it is by no means necessary to stick to
cubical domains. A similar procedure for con-
structing a periodic adaptive random lattice can
be used when the domain is not cubical, but, for
example, spherical.
The memory consumption even of quite eﬃcient tessellation packages such as QHull can
become prohibitively high when the number of points is of the order of millions, a typical
number when dealing with realistic reionization simulations. In order to circumvent this
becoming a bottleneck in our transfer code, we have arranged for the computational domain
to be split into N parts in each direction. Each part then contains a number of points that
is more tractable. Buﬀer regions around each sub-box are included to ensure that the N3
resultant sub-graphs can be seamlessly tied up into a whole.
Other Preprocessing Steps
Once the adaptive random lattice has been constructed based on the generated point distri-
bution, the preprocessing phase of SimpleX is concluded by performing several housekeeping
steps. There is a category of geometric procedures, in which the lengths of the lines of the
graph, but also the d most straightforward paths (cf. Sect. 4.4) for each line are computed.
Finally, there is a series of procedures that determine from the density and volume at each
point the local number of atoms, and other relevant physical properties.
8.3.2 Transfer Steps
As soon as the ﬁrst preprocessing phase of SimpleX has been completed, the actual transfer
can commence. As with the construction of the point distribution and the resultant adaptive
random lattices, the transfer is decomposed into a sequence of steps.
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Assigning Sources
The input from the hydrodynamics simulations does not only provide us with a neutral hy-
drogen density ﬁeld, it also contains a catalogue of sources, and their source function, or
spectra. Consequently, several points of our adaptive random lattice are marked as a source,
with a certain luminosity of ionizing photons. This luminosity is obtained by integrating the
source spectrum Sν divided by the energy of each photon,
Lion =
∫ ∞
ν0
Sν
hν
dν, (8.1)
with a lower limit ν0 denoting the Lyman limit. By integrating, we lose the information
contained in the spectrum, neglecting the eﬀect that hard photons have larger mean free
paths, and might therefore penetrate deeper into the neutral hydrogen. This is compensated
for by using the mean opacity approach, cf. Sect. 7.3.3,
a¯ =
∫ ∞
ν0
Snormν a(ν)dν, (8.2)
in which we used the frequency-dependent hydrogen ionization cross section4
a(ν) = A0
(ν0
ν
)3
∀ ν ≥ ν0, (8.3)
with reference value (Spitzer 1978; Osterbrock 1989)
A0 = a(ν0) = 6.3 · 10−18cm2. (8.4)
The weighing function in Eq.(8.2) is the source spectrum normalized above the Lyman limit,
i.e.
Snormν =
Sν∫∞
ν0
Sνdν
. (8.5)
Thus, this approach entails that we eﬀectively use only one frequency, storing the number
of ionizing photons emitted per second only, but it does account for the fact that the spectrum
may be very hard by using a lower eﬀective absorption coeﬃcient, Eq.(8.2), from which the
local interaction coeﬃcients are computed, as explained in Sect. 8.3.2.
Moving Photons
The hydrodynamics simulations that were run separately from our transfer method are per-
formed over an interval in redshift, or time. At a certain point in time, the ﬁrst sources form,
and it is at this point that radiative transfer is needed to resolve for the feedback eﬀect of the
HII regions being blown. The density ﬁelds computed by the hydro solvers are sliced in time.
Thus, each slice presented to SimpleX spans a certain number of, say, megayears. When
computing the evolution of the HII regions being blown in each separate slice, a time step
4A more exact expression for the hydrogen ionization cross section is
a(ν) = A0
“ν0
ν
”4 exp (4− 4 arctan /)
1− exp−2π/ ,
in which  =
p
ν/ν0 − 1. Fortunately, this function closely resembles the much more simple expression
Eq.(8.3), which is therefore used more frequently.
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Δt is used that is typically much smaller than the time spanned by one slice. This ensures
that the front movement can be accurately followed, cf. Sect. 7.3.2.
At the beginning of each time step ti , the points that have been marked as a source
isotropically emit a number of ionizing photons Nion = LionΔt (i.e. an equal number of
photons is emitted to each of the neighboring points). Looping over all points in the graph,
photons are redistributed to neighboring points according to recipes such as depicted in Fig.
4.3, at which interaction takes place. Continuing the loop, the photons perform a random
walk, moving from one interaction center to the next.
Interaction
In this speciﬁc case, we only consider as interaction the ionization of the local hydrogen
atoms by the inﬂux of photons. Consider a typical point of our graph that receives a number
of photons Nion from one of its neighboring points. Its hydrogen density n, total number of
local atoms N, and the physical length ΔL to its neighbor have all been determined in the
preprocessing steps, so that they are constant in this step. The time dependence of the local
absorptive properties is incorporated via an extra factor x(t) = nHII/n, denoting the local
ionization fraction.
When moving from the neighboring point to the current one, along a line with distance
ΔL, the photons Nion encountered an optical depth
Δτ = nHIa¯ΔL = (1− x)na¯ΔL, (8.6)
in which we used the mean absorption coeﬃcient Eq.(8.2), associated with the spectrum of
these photons. Eq.(8.6) is a measure of the number of mean free paths (λ = 1/nHIa¯) in the
line length ΔL, and is equivalent to the interaction coeﬃcient cion, as discussed in Sect. 4.4.
Thus, the number of ionizing photons propagating onwards from this point is
Noution = Nione
−Δτ , (8.7)
and, similarly, the number of photons used to ionize the local neutral hydrogen atoms is
Nusedion = Nion
(
1− e−Δτ) . (8.8)
The number of photons withheld are used to ionize the same number of neutral hydrogen
atoms locally present, changing the relative number of neutral and ionized hydrogen atoms.
This instantly alters the local ionization fraction x .
Note that this recipe ensures that photons are explicitly conserved, that is Noution +N
used
ion =
Nion, which makes certain that the ionization fronts will have the correct speed. Moreover,
the local opacity is immediately updated, not just at the end of a time step, as is the case in
other methods.
Chemistry
At the end of every time step ti , we have looped over all points, propagating the photons from
neighbor to neighbor, ionizing neutral material along the way. At this point in the simulation,
we account for recombination by integrating, at each point of the graph, the recombination
rate over the time step Δt, i.e. (Spitzer 1978; Osterbrock 1989)
Nrec = αAn
2
HIIΔt = αAx
2n2Δt. (8.9)
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Here, we have used the total recombination coeﬃcient αA(T ), cf. Sect. 7.3.4, but in the on
the spot approximation (see Chapter 11) one might wish to use αB(T ) = αA(T ) − α1(T ).
The number of recombined atoms are locally added to the number of neutral atoms, by which
the local ionization fraction is updated.
If we do not follow the on the spot approximation, a fraction α1(T )/αA(T ) of the number
of recombination actually produces ionizing photons that have energies that are highly peaked
just above the Lyman limit. These diﬀuse photons can then compete with the other ionizing
photons, and this particular point is then added as a source. Once the next time step begins,
and the loop over all points commences, these photons contribute to the total ﬁeld of ionizing
radiation.
8.3.3 Output
At the end of the time spanned by one of the hydro slices, SimpleX has looped over many
small time steps with length Δt, looping over the whole adaptive random lattice during each.
The result is an ionization fraction at each point of the lattice, that might have changed due
to the inﬂuence of the ionizing photons emitted by the sources present.
There are several things that can be done with this overall result. Data, such as the
ionizing photons still unused, new sources that were added, and the local ionization fractions,
can be stored, so that they can be used as input together with the hydro input from a possible
next slice. A large scale simulation, spanning a large range in redshift, can be run in this
fashion.
Of course, there are also multiple options for producing output for visualization purposes.
Fig. 8.4: A visualization of the adaptive random lattice
in a typical reionization simulation.
Geometrically, the change in ionization frac-
tions at each point can be interpreted as the
expansion of HII regions that overlap. In or-
der to be able to get a 3D impression of this
process, we have implemented the option to
interpolate the data on our adaptive random
lattice onto a regular datacube with a certain
resolution. This interpolation routine intro-
duces some smearing, or noise, but the reg-
ular datacube is almost always the standard
input format, especially when our method is
to be compared to other transfer methods,
as in the next chapter, or when it needs to
be dynamically coupled to hydro solvers that
use this type of mesh. It is also much easier
to produce power spectra and the like from
this type of mesh. Alternatively, we have
written a routine that computes the inter-
section of a plane with the adaptive lattice.
The cells that are sliced are projected onto
the plane, an their data can be visualized two-dimensionally in this fashion, the result being
dumped in a PostScript ﬁle.
The most elegant output format SimpleX can produce is in the form of VTK-ﬁles5. This
5http://public.kitware.com/VTK/
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Visual Toolkit ﬁle format does not impose restrictions on the type of mesh used, by which our
adaptive random lattice, consisting of many tetrahedron-shaped cells, can be directly written
to this type of ﬁle, without the need for any interpolation. See, for example, Fig. 8.4, in
which is depicted a typical adaptive random lattice, with a cutout to show more clearly the
internal inhomogeneous properties of the graph. This lattice was generated from a typical
density distribution of a reionization simulation. It is obvious that we would need a very
high resolution datacube to capture all of the features of this adaptive lattice. The open
source VisIt6 package is a 3D visualization tool, which was designed to be multi-platform.
It reads in these VTK-ﬁles without any problem, and it has many useful features for creating
isosurfaces, volume renderings, and even movies based on the data deﬁned on the mesh. All
3D visualizations in this thesis, including the one in Fig. 8.4 were created using VisIt.
8.4
Conclusions
This concludes our discussion on how the general method for the transport of particles on
an adaptive random lattice, as described in Chapter 4, was implemented into a package that
covers all of the essentials for doing cosmological radiative transfer.
It is still not complete, however. There are several secondary physical eﬀects that remain
to be included. Most important is the lack of the self-consistent solution of the energy equa-
tion for the gas. Eﬀects such as photo-heating and cooling, which inﬂuence the temperature
and pressure of the gas, are ignored. This is important, because recombination and colli-
sional ionization rates depend on the local gas temperature. For now, we restrain ourselves
to making the justiﬁed approximation that neutral gas is assigned a ﬁxed temperature of
100K, whereas ionized gas is assigned a typical temperature of 104K (Osterbrock 1989).
Still, SimpleX has many advantages that make it ideal for doing realistic reionization
simulations. Its adaptive properties ensure that eﬀectively high resolution simulations can
be done on simple desktop computers within several minutes wall clock time. The added
advantage that the overall method does not scale with the number of sources entails that
we do not have to refrain from including many inhomogeneously distributed sources, or
from including diﬀuse radiation. The method is explicitly photon conserving, ensuring the
correct front speed. Moreover, because the ionization fractions are updated dynamically
throughout the loop over the graph, hopping randomly from one point to the next, any
under- or overshoots of the ionization front, as discussed at the end of Sect. 7.3.4, are
avoided.
The results presented in the next chapter and the last part of this thesis have all been
obtained by using the version of SimpleX as described in this chapter, and we refer the reader
to those parts of the text for more on our new cosmological radiative transfer method.
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CHAPTER 9
Code Comparison Project
We present a detailed comparison of our new cosmological radiative transfer method
SimpleX with a large set of other cosmological radiative transfer methods, on several
common tests. The participating codes represent a full variety of existing approaches,
ranging from ray-casting methods to statistical ones, which solve the transfer equation
on regular or adaptive meshes. The tests examine the implementation of our basic
physics, the behavior of expanding ionization fronts, and the overall morphology of a
cosmological density ﬁeld that is reionized.
Cosmological Radiative Transfer Codes Comparison Project - I. The Static Density Fields
I.T. Iliev, B. Ciardi, M.A. Alvarez, A. Maselli, A. Ferrara, N.Y. Gnedin,
G. Mellema, T. Nakamoto, M.L. Norman, A.O. Razoumov, E.-J. Rijkhorst,
J. Ritzerveld, P.R. Shapiro, H. Susa, M. Umemura, and D.J. Whalen
MNRAS (2006), 371, 1057-1086
9.1
Introduction
As discussed in Chapter 7, the radiative transfer equation in 3D space is seven dimensional.
Although in speciﬁc cases certain kinds of symmetry or approximations can be exploited,
leading to a partial simpliﬁcation, most problems of astrophysical and cosmological interest
remain very complex. For this reason, although the basic physics involved is well understood,
the detailed solution of the complete radiative transfer equation is presently beyond available
computational capabilities. In addition, the technical implementation of the radiative transfer
equation is a very young and immature subject in astrophysics. As the constraint on the
available computational power has become less demanding, the number and type of desirable
applications have expanded extremely rapidly, particularly spreading into the ﬁeld of galaxy
formation and cosmology.
Following this wave of excitement, several groups then attacked the problem from a
variety of perspectives by using completely diﬀerent, independent and dedicated numerical
algorithms, most of which were described in Sect. 7.4. It was immediately clear that the
validation and assessment of the various codes were crucial in order not to waste limited
computational and human resources. At that point, the community faced the problem that,
in contrast with e.g. gasdynamical studies, very few simple radiative transfer problems admit
exact analytical solutions that could be used as benchmarks. Just a few years ago, only
a few radiative transfer codes were available and these were mostly still in the testing and
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optimization phase, and therefore lacking the necessary degree of stability required to isolate
truly scientiﬁc results from uncertainties due to internal programming bugs. In the last few
years, the subject has rapidly changed. Not only has the reliability of existing codes matured,
but also a new crop of codes based on novel techniques, such as our SimpleX method, has
been developed. Thus, a comparison of them was timely. This chapter presents the detailed
outcome of comparing our method to most of the others.
The project is in a similar spirit to the well-known Santa Barbara Cluster Comparison
project (Frenk et al. 1999), but we have utilized a somewhat diﬀerent approach from that
project. Instead of considering a single, complex problem like the Santa Barbara Cluster
Comparison did, we considered a set of relatively simple problems. The aim of the comparison
was to determine the type of problems the codes are able to solve, to understand the origin
of the diﬀerences inevitably found in the results, to stimulate improvements and further
developments of the existing codes and, ﬁnally, to serve as a benchmark for testing future
ones.
The project was a collaboration of a large number of cosmological radiative transfer re-
searchers, and includes a wide range of diﬀerent methods. The comparison was made among
11 independent codes: C2-ray (Mellema et al. 2006), OTVET (Gnedin & Abel 2001), CRASH
(Maselli et al. 2003), RSPH (Susa 2006), ART (Nakamoto et al. 2001), FTTE (Razoumov
& Cardall 2005), ZEUS-MP (Whalen & Norman 2006), FLASH-HC (Rijkhorst et al. 2006),
IFT (Alvarez et al. 2006), CORAL (Mellema et al. 1998), and, of course, our own novel
technique, SimpleX. The list of codes is representative for the available numerical radiative
transfer techniques, as discussed in Sect. 7.4, and includes ray-casting codes, moment meth-
ods, Monte Carlo solvers, and short characteristics techniques. We refer the reader to the
relevant papers for more details on each code.
In this chapter, we describe the tests we have performed, along with their detailed pa-
rameters, geometry and set-up, and the results we obtained. When constructing these tests,
we aimed for the simplest and cleanest, but nonetheless cosmologically interesting problems.
We designed them in a way which allows us to test and compare all the important aspects
of any radiative transfer code. We start with describing the results of comparing the imple-
mentation of the basic physics of each method in Sect. 9.2, after which we move on to the
classical test of an expanding HII region in Sect. 9.3. We ﬁnish with a more realistic test
of multiple sources emitting ionizing photons in an actual cosmological density ﬁeld in Sect.
9.4.
All test problems are solved in three dimensions, with grid dimensions 1283 cells. All of
the codes listed above, except our SimpleX and the RSPH code, operate on structured grids,
and comparing those codes to ours is not entirely fair in the sense that we need to interpolate
our adaptive random lattice to their 1283 ﬁxed one, in order to enable comparison. Issues
associated with this interpolation will be pointed out in the relevant sections. In all the tests,
we use as many SimpleX points as there are grid cells. Unless otherwise noted, the sources
of ionizing radiation are assumed to have a blackbody spectrum with eﬀective temperature
Teﬀ = 10
5K, except for the classical HII region test, in which the assumed spectrum is
monochromatic with all photons having energy hν0 = 13.6eV, the ionization threshold of
hydrogen. In all the tests, recombination is incorporated via the on the spot approximation.
Diﬀuse photons, that are generated by the capture of electrons directly to the ground level,
are ignored, and an eﬀective recombination coeﬃcient αB(T ) is used. The validity of this
approach is discussed in Chapter 11.
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Fig. 9.1: Results for the basic physics test, showing the evolution of the neutral fraction, xHI = 1− x , versus
time. A single zone of gas is ionized by a certain inﬂux of ionizing photons. After a certain time, the source
of photons turns oﬀ, and the zone recombines. Each code will have its own line type, as indicated in the
bottom half.
9.2
Basic Physics
The solution of the radiative transfer equation is closely related to the ionization and thermal
states of the gas. These depend on the atomic physics reaction rates, photoionization cross
sections, as well as the cooling and heating rates used. As said, SimpleX does not include
the latter two, and the speciﬁcs of the ﬁrst two were already discussed in Sect. 8.3.2.
One of the ﬁrst things we tested in this comparison project was the robustness of the
methods we use for solving these non-equilibrium rate equations. These equations are stiﬀ
and and thus generally require implicit solution methods. Such methods are generally expen-
sive, however, so often certain approximations are used to speed up the calculations. In order
to test them, we performed the following simple test with a single, optically thin zone. We
start with a completely neutral zone at time t = 0. We then apply a photoionizing ﬂux of
F = 1012 photons s−1cm−2, with a 105K blackbody spectrum for 0.5 Myr, which results in
the gas parcel becoming heated and highly ionized. Thereafter, the ionizing ﬂux is switched
oﬀ, and the zone cools down and recombines for a further 5 Myr. The zone contains only
hydrogen gas, with a number density of n = 1 cm−3, and an initial temperature of Ti = 100K.
The results for all the codes are depicted in Fig. 9.1, top, in which the logarithm of
the neutral hydrogen fraction is plotted versus the logarithm of the time. Fig. 9.1, bottom,
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provides us with a legend of all the codes used. The same line types for each code will be used
throughout this chapter. Most of the times, though, the lines will overlap, and we will then
speciﬁcally address the ones that deviate. One can see that all codes agree well in terms of
the evolution of the neutral fraction. The only one that sticks out is our SimpleX code. The
reason for this discrepancy is that our code currently does not solve the energy equation to
ﬁnd the gas temperature, because we anticipate using SimpleX in hydrodynamical situations
where the temperature is, in fact, found from the equation of motion for the energy density.
The temperature of the gas will in reality be higher than the one assumed by our code, and
the resultant recombination coeﬃcient will be lower. Still, the overall diﬀerence is minor.
It is worthwhile to compare these results to what can be analytically derived. The relevant
rate equation to be solved here is the one for the hydrogen ionization fraction x = nHII/n.
The change in ionization fraction is due to photoionizations, and due to ionized atoms
recombining, i.e.
dx
dt
= (1− x)Ap − x2αB(T )n. (9.1)
In this equation, we have ignored collisional ionization, as it has not yet been incorporated
into SimpleX. Fortunately, this is mostly a small secondary eﬀect in the cosmological con-
text. The recombination coeﬃcient αB(T ) depends on the gas temperature in the following
approximate way (Spitzer 1978):
αB(T ) = 2.59 · 10−13
(
T
104
)−0.7
cm3s−1. (9.2)
As said, our transfer code does not solve self-consistently for the temperature of the gas,
and we will assume a temperature of 100K for neutral gas, and a temperature of 104K for
ionized gas. The photoionization rate for a given ﬂux of ionizing photons F , with a blackbody
spectrum proﬁle Bν
(
Teﬀ = 10
5K
)
, has the form
Ap = F
∫ ∞
ν0
Bnormν (Teﬀ)a(ν)dν = F a¯, (9.3)
in which we used the mean opacity a¯ deﬁned in Eq.(8.2). Given the normalized blackbody
spectrum
Bnormν (Teﬀ) = 15
h4
π4k4T 4eﬀ
ν3
ehν/kTeﬀ − 1 , (9.4)
with Planck’s constant h and Boltzmann’s constant k , we can use the expression Eq.(8.3) for
the hydrogen ionization cross section a(ν) to integrate Eq.(9.3) exactly. Hence, we obtain
as the photoionization rate for a certain eﬀective temperature of the source Teﬀ ,
Ap(Teﬀ) = F · 15A0
π4
(
hν0
kTeﬀ
)3
ln
(
1
1− e−hν0/kTeﬀ
)
. (9.5)
Given a constant photoionization rate Ap, recombination coeﬃcient αB
(
104K
)
, and
density n, one can solve Eq.(9.1) exactly, and we refer the reader to Appendix 9.A for more
details. Using Eq.(9.5) and Eq.(9.2), we ﬁnd that in this test case, Ap = F×A0×0.15 s−1 =
1012 × 6.3 · 10−18 × 0.15 s−1 (i.e. a¯ = 0.15A0), and αB = 2.59 · 10−13s−1, respectively. At
the end of the ﬁrst phase of this test, we have as an equilibrium solution to the rate equation,
cf. Eq.(9.19),
10 log(1− x+) = −6.56, (9.6)
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which exactly matches our equilibrium solution in Fig. 9.1. Once the second phase of the
test commences, and the photoionizing ﬂux turns oﬀ, Ap = 0, and Eq.(9.1) has the exact
solution
x(t) =
1
αBnt + x+
, (9.7)
which also exactly matches the right part of the curve in Fig. 9.1.
Thus, we can conclude that the implementation of the basic physics into our SimpleX
code, as explained in Sect. 8.3.2, is very accurate, because it produces results that exactly
conform to the analytical solutions. All these solutions assume ﬁxed temperatures, and in-
cluding temperature evolution into our code will only modify the equilibrium solution Eq.(9.6)
to the ones obtained by the other codes, as depicted in Fig. 9.1.
9.3
Simple Ionization Front
After we had ascertained that the implementation of the basic physics is correct, we could
do a more sophisticated test. For this, we have chosen the classical problem of an HII region
expanding in uniform gas around a single ionizing source (Strömgren 1939; Spitzer 1978). A
steady, monochromatic hν0 = 13.6eV source, emitting S∗ ionizing photons per unit time, is
turning on in an initially neutral, uniform density, static environment with hydrogen number
density n. For this test, we assumed a ﬁxed gas temperature of T = 104K. Under these
conditions, and if we assume that the front is sharp (i.e. that it is inﬁnitely thin, with the gas
inside fully ionized and the gas outside fully neutral), there is a well-known analytical solution
for the evolution of the ionization front radius, rI, and its velocity, vI, given by
rI = RS
(
1− e−t/trec
)1/3
(9.8)
vI =
RS
3trec
e−t/trec(
1− e−t/trec)2/3 , (9.9)
where
trec =
1
αB(T )n
(9.10)
is the recombination time, and
RS =
(
3S∗
4παB(T )n2
)1/3
(9.11)
is the Strömgren radius, cf. Eq.(7.12), which delimits the ﬁnal, maximum size of the ionized
region at which point recombinations inside balance the incoming photons. The HII region
initially expands quickly, and then slows down considerably as the evolution time approaches
the recombination time, at which point the recombinations start balancing the ionizations.
This is when the HII region starts approaching its Strömgren radius. After a few recombi-
nation times the ionization front stops at radius rI = rS, and in the absence of gas motion
remains static thereafter.
The particular numerical parameters we used for this test are as follows. The dimension
of the computational box is L = 6.6 kpc, the gas number density is n = 10−3cm−3, the initial
ionization fraction (given by collisional equilibrium) is x = 1.2×10−3, and the ionizing photon
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Fig. 9.2: Results for the HII region expansion in a uniform gas at ﬁxed temperature. Shown are images of
the HI fraction, cut through the simulation volume at z = 0 at time t = 500 Myr, when the ﬁnal Strömgren
sphere has been reached. Each panel indicates which of the codes produced that speciﬁc result.
rate is S∗ = 5 × 1048 photons s−1. The source is deﬁned to be located at the corner of
the box. For these parameters, the recombination time is trec = 3.86× 1015s = 122.4 Myr.
Assuming a recombination rate αB(T ) = 2.59× 10−13cm3s−1 at T = 104K, the Strömgren
radius will be at RS = 5.4 kpc. The simulation time is tsim = 500 Myr ≈ 4trec. The
required outputs are the neutral fraction of hydrogen on the whole regular grid at times
t = 10, 30, 100, 200 and 500 Myr, and the ionization front position (deﬁned by the 50%
neutral fraction threshold) and velocity versus time along the x-axis.
In Fig. 9.2, we show for each code images of the neutral fraction in the z = 0 plane at
time t = 500 Myr, at which point the equilibrium Strömgren sphere has been reached. As
can be seen from the ﬁgure, the size of the ﬁnal-ionized region is in very good agreement
between the codes. Most codes produce nice spherical HII regions, with the exception of
CRASH and our SimpleX. In the ﬁrst case, this is due to inherent Monte Carlo sampling nature
of the code, and in the case of our method, this is partly due to the statistical nature of
our algorithm, but mainly due to the use of an adaptive lattice, instead of the regular grid.
Interpolation from our grid to the ﬁxed one was needed, and errors associated with this are
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Fig. 9.3: Results for the evolution of the position and velocity of the ionization front of an HII region expanding
in a uniform gas at ﬁxed temperature. The analytic solutions Eqs.(9.8) and (9.9) are indicated by the black
solid lines in the bottom two graphs.
exaggerated in a logarithmic plot of the fractions. As can be seen from the analysis in Sect.
4.B, the noise in our method goes down with the square root of the number of steps taken.
Thus, we expect that it the front will become more spherical, when the distance to the
source increases. Indeed, one can see in Fig. 9.2 that the front produced by SimpleX is more
spherical further out. As stated above, we have chosen to use a number of Delaunay points
equal to the number 1283 of cells used by the other methods. Had we chosen to compare
results for the same wall-clock computing time, we could have a few orders of magnitude
more points.
There are also certain diﬀerences in the thickness of the ionized-neutral transition at the
Strömgren sphere. The inherent thickness of this transition, deﬁned as the radial distance
between 0.1 and 0.9 ionized fraction points, for a monochromatic spectrum is ≈ 18λ, cf.
Sect. 7.A. For the parameters in this test, this thickness is approximately equal to 0.74 kpc,
or to about 14 regular simulation cells, which amounts to 11% of the simulation box size.
Most codes yield widths very close to this value; only OTVET, CRASH, and our SimpleX ﬁnd
somewhat thicker transitions, mostly due to the inherent diﬀusivity of the ﬁrst two methods,
and the adaptive-to-regular mesh interpolation procedure of ours. The ﬁrst two methods also
ﬁnd smaller high ionized proximity regions due to this diﬀusivity, while our method resolves
this very well compared to the others.
In Fig. 9.3, we show the evolution of the ionization front position and velocity. The
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Fig. 9.4: Spherically averaged proﬁles for the ionized fraction x and the neutral fraction xHI = 1− x at times
t = 30 Myr (left) and 500 Myr (right) versus dimensionless radius (in units of the box size).
analytical results in Eqs.(9.8) and (9.9) are shown as well (black, solid lines). All codes track
the ionization front correctly, with the position never varying by more than 5% from the
analytical solution. These small diﬀerences are partly due to diﬀerences in the recombination
rates used, and partly a consequence of our, somewhat arbitrary, deﬁnition of the ionization
front position as the point of 50% ionization. The chosen parameters are such that the
ionization front internal structure is well resolved, and the ionization front intrinsic thickness
is larger than the discrepancies between the diﬀerent codes. The ionization front velocities
also show excellent agreement with the analytical result, at least until late times (i.e. after
a few recombination times), at which point the ionization front essentially stops, and its
remaining slow motion forward is impossible to resolve with the relatively coarse resolution
adopted for the test. The ionization front is moving so slowly at this point that most of the
remaining motion takes place with a single grid cell for extended periods of time, and thus
fall below the resolution there.
In Fig. 9.4, we plot the spherically averaged radial proﬁles of the ionized and the neutral
fraction. The left-hand panel shows these proﬁles at t = 30 Myr during the early, fast ex-
pansion of the ionization front. Most of the characteristics and ray-based methods (C2-Ray,
ART, FLASH-HC, and IFT) agree very well at all radii. Again, OTVET, CRASH, and SimpleX
ﬁnd a somewhat thicker ionization front transition and lower ionized fraction inside the HII
region. The ZEUS code also yields lower ionized fractions inside the HII region, mainly due
to its slightly higher recombination coeﬃcient. The RSPH code is intermediate between the
two groups of codes, ﬁnding essentially the same neutral gas proﬁle inside the HII region as
the ray-based methods, but a slightly thicker ionization front, i.e. the ionized fraction drops
more slowly ahead of the ionization front.
The same diﬀerences persist in the ionized structure of the ﬁnal Strömgren sphere at
t = 500 Myr (Fig. 9.4, right-hand panel). The majority of the characteristics codes again
agree fairly well. The IFT code is based on the exact analytical solution of this particular
problem, and thus to a signiﬁcant extent could be considered a substitute for the analytical
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Fig. 9.5: Results for the classical ionization front test: the fraction of cells with a given neutral fraction,
xHI = 1 − x , at times t = 10 Myr (top-left), t = 100 Myr (top-right), and t = 500 Myr (bottom-left); also
depicted is the global evolution of the total neutral fraction versus time (bottom-right).
HII region structure. Its diﬀerences from the exact solution are only close to the ionization
front, where the nonequilibrium eﬀects dominate. Away from the ionization front, however,
the ionized state of the gas is in equilibrium and there all characteristics codes agree very
well. The CRASH, OTVET, and SimpleX codes ﬁnd thicker sphere boundaries and lower ionized
fractions inside, but the ﬁrst two codes ﬁnd a slightly smaller Strömgren sphere, while our
code ﬁnds a slightly larger one.
In Fig. 9.5, we show histograms of the fraction of cells with a given neutral fraction
during the early, fast expansion phase (at time t = 10 Myr; top-left panel), when it starts
slowing down (t = 100 Myr, close to the recombination time; top-right panel), and when
the ﬁnal Strömgren sphere has been reached (t = 500 Myr; bottom-left panel). These
histograms reﬂect the diﬀerences in the ionization front transition thickness and internal
126  Code Comparison Project
structure. All codes predict a transitional region of similar size, which contains a few percent
of the total volume. In detail, however, once again the results fall into two main groups. One
group includes most of the characteristics based methods, which agree perfectly at all times,
and predict thin ionization fronts close to the analytic solution. The other group includes
the more diﬀusive schemes, CRASH, OTVET, RSPH, and SimpleX, which all ﬁnd somewhat
thicker ionization fronts. During the expansion phase of the HII region, these four codes
agree well among themselves, but they disagree somewhat on the structure of the ﬁnal
equilibrium Strömgren sphere, particularly in the proximity region of the source. The IFT
code histograms diﬀer signiﬁcantly from the rest, due to its assumed equilibrium rates, which
is not quite correct at the ionization front. Finally, the evolution of the globally averaged
neutral fraction is shown in Fig. 9.5, bottom right. The same trends are evident, with the
characteristics based methods agreeing well amongst themselves, while OTVET ﬁnds about
10% more neutral material at the ﬁnal time, due to the diﬀerent ionization structure obtained
by this method. SimpleX agrees very well with the characteristics based methods, in contrast
with the other statistical methods.
The classical problem of an ionization front expanding in a homogeneous neutral medium
is one of the rare examples for which an analytic solution can be found. Comparing SimpleX
to the analytic solutions, and the other cosmological radiative transfer codes, we ﬁnd that
our method solves for this problem very well. Although anisotropies are introduced by the
stochastic noise of our method, mainly because of our use of a very diﬀerent lattice, the
overall results, expressed in the histograms and the spherically averaged plots, show that the
SimpleX implementation, as given in the previous chapter, solves this basic problem very
well. Of course, this is not all too surprising. As long as energy, or photons, are conserved,
the speed of the ionization front will be correct. Indeed, the local interaction rules of our
method were speciﬁcally designed to conform to this conservation rule.
9.4
A Cosmological Density Field
The ﬁnal test we performed involves the propagation of ionization fronts from multiple
sources in a static cosmological density ﬁeld. This test case most closely resembled an
actual reionization simulation. The initial condition is provided by a time slice, at redshift
z = 9, from a cosmological PM+TVD code (Ryu et al. 1993). The simulation box size is
0.5 h−1Mpc comoving, in which h = 0.7, the resolution is 1283 cells, 2 × 643 particles.
The halos in the simulation box were found using a friends-of-friends halo ﬁnder (see e.g.
Neyrinck et al. 2005) with linking length 0.25. For simplicity, the initial temperature is ﬁxed
at T = 100K everywhere. The ionizing sources are chosen so as to correspond to the 16
most massive halos in the box. We assume that these have a blackbody spectrum with
eﬀective temperature Teﬀ = 105K. The ionizing photon production rate for each source is
constant, and is assigned assuming that each source lives ts = 3 Myr and emits fγ = 250
ionizing photons per atom during its lifetime. Hence,
S∗ = fγ
MΩb
Ω0mpts
, (9.12)
in which M is the total halo mass, mp is the proton mass, and we use Ω0 = 0.27 and
Ωb = 0.043. For simplicity, all sources are assumed to switch on at the same time. The
boundary conditions are transmissive, i.e. photons leaving the computational box are lost,
A Cosmological Density Field  127
Fig. 9.6: Results for a test case of the reionization of a cosmological density ﬁeld. Shown are images of the
HI fraction, xHI = 1− x , cut through the simulation volume at coordinate z = zbox/2 and time t = 0.05 Myr.
The blackbody spectrum of each source has an eﬀective temperature of Teﬀ = 105K.
rather than coming back in as in periodic boundary conditions. SimpleX can manage these
boundary conditions by adding a boundary layer of absorptive points around the original box.
The evolution time is t = 0.4 Myr.
In Fig.9.6, we show slices of the HI fraction cut through the simulation box at coordinate
z = zbox/2 and time t = 0.05 Myr. Fig. 9.7 shows the same, but at a time t = 0.2 Myr.
Some discrepancies are already evident from a visual inspection, which shows somewhat
diﬀerent morphologies, but still general agreement.
More instructive is the temporal evolution of the volume-weighted (xv; thin lines) and
mass-weighted (xm; thick lines) ionized fractions, depicted in Fig. 9.8, top-left. While CRASH
and FTTE ﬁnd comparable ionized fraction, C2-Ray and SimpleX produce slightly higher and
lower values, respectively. The lower value in our code is obtained as a consequence of the
temperature being ﬁxed at 104K, which is a little lower than that obtained by other codes,
resulting in a higher recombination coeﬃcient. In Fig. 9.8, we also show histograms of the
ionized fraction at times t = 0.05 (top-right panel), 0.2 (bottom-left panel), and 0.4 Myr
(bottom-right panel). As can be seen from these ﬁgures, the codes compare very well, and
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Fig. 9.7: Same as in Fig. 9.6, but now at time t = 0.2 Myr.
the origin of the diﬀerences is understood.
Although it did not matter much in the classical ionization front test in Sect. 9.3, where
the medium was chosen to be homogeneous, our adaptive random lattice deviates drastically
from the uniform 1283 grid of the other three codes for this particular density ﬁeld. The
ﬁeld, and thus also our lattice, is highly inhomogeneous, so that our method has a much
more eﬀective resolution in high density regions. Thus, the overall morphological diﬀerences
between the results from the diﬀerent codes in Figs.(9.6) and (9.7) may be caused by the
low grid resolution of the uniform grids. In spite of this, the global ionized fractions and
the histograms match very well, since these are a measure for the energy distribution. The
morphological diﬀerences will become important when considering the overall topology of
reionization, as will be discussed in Part III of this thesis.
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Fig. 9.8: Results for the test case of the reionization of a static cosmological density ﬁeld. Shown in the
top-left panel is the evolution of the volume- and mass-weighted ionized fractions, xv (thin lines) and xm (thick
lines), for a blackbody source spectrum with Teﬀ = 105K. Also shown are histograms of the neutral fraction,
xHI = 1− x , at times t = 0.05 Myr (top-right), t = 0.2 Myr (bottom-left), and t = 0.4 Myr (bottom-right).
9.5
Conclusions
We presented a detailed comparison of our new cosmological radiative transfer method
SimpleX with a large set of other cosmological radiative transfer methods, on several com-
mon tests. The participating codes represent a full variety of existing approaches, ranging
from ray-casting methods to statistical ones, which solve the transfer equation on regular or
adaptive meshes. This comparison is a collaborative project involving many cosmological ra-
diative transfer researchers, and the result of this comparison is publicly available1 for testing
1http://www.cita.utoronto.ca/~iliev
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of future codes during their development.
We began by comparing our basic physics and evaluated the eﬀect these have on the
ionization of a parcel of gas. It turned out that the results of the diﬀerent codes match
very well, and even errors associated with our approximation of assuming a ﬁxed temperature
turned out to be relatively minor. Also for the classical test of an ionization front propagating
into a homogeneous neutral medium did our code produce results matching the other codes
and the analytical results very well. Some anisotropy was introduced, but this was mainly
due to the fact that we use a diﬀerent lattice, which needed to be projected onto a regular
grid. Finally, we studied the ionization of a cosmological density ﬁeld by multiple (but a
small number of) ionizing sources. The overall morphology of the HII regions shows good
agreement at all times, and the evolution of the global ionized fractions agrees within ∼ 10%.
Several extra tests were done to compare methods that do a full multifrequency treatment
of source spectra to methods like ours, that use a mean opacity approach. It turned out that
the diﬀerence is negligible when doing large scale simulations of reionization, in which the
internal structure of the propagating ionization fronts is not resolved. When pre-heating of
the IGM by hard photons and X-rays is considered, multifrequency approaches must be used.
Many crucial things were note considered in these tests, though. First of all, of all
methods only OTVET and SimpleX have incorporated periodic boundary conditions, and only
SimpleX can do both periodic and non-periodic simulations. In order to do realistic large scale
cosmological simulations, periodicity is mandatory. Secondly, no performance comparison
was made at all. Of all methods, only OTVET and SimpleX do not scale with the number of
sources. The reionization test only had a small number of sources, making the simulation
feasible for all codes. Realistic reionization simulations would include millions of sources,
drastically slowing down the other codes. Moreover, in all tests the on the spot approximation
was assumed, in which diﬀuse photons are ignored. We will show in Chapter 11 that this
approximation is not valid. In that case, the number of sources will increase beyond the reach
of all other methods.
Even though our method uses a lattice that is very diﬀerent from the one speciﬁed in
these particular test cases, our SimpleX method compared very well to the results from other
regular grid methods. SimpleX has several improvements on other methods, though. Our
method includes periodicity, and does not scale with the number of sources, wherefore it is
possible to do realistic large scale simulations including the often ignored diﬀuse photons.
Knowing that SimpleX has these advantageous characteristics, we have used our adaptive
transfer method to study several aspects of the Epoch of Reionization, as described in the
ﬁnal part of this thesis.
Acknowledgements We are very grateful to the Canadian Institute for Theoretical Astrophysics
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9.A
Solving the Rate Equation
When a parcel of hydrogen gas is irradiated by a constant ﬂux of ionizing photons, as is the
case in the ﬁrst phase of the test in Sect. 9.2, we can solve the rate equation governing its
ionization state analytically. To accomplish this, we have to assume that the ionized gas has
a ﬁxed temperature (e.g. 104K), so that the recombination coeﬃcient can be assumed to
be a constant. The rate equation for the ionization fraction x = nHII/n then has the form,
cf. Eq.(9.1),
dx
dt
= a(1− x)− bx2
= −b(x − x+)(x − x−), (9.13)
in which a = Ap and b = αBn are constants, and
x± =
a
2b
(
−1±
√
1 + 4b/a
)
. (9.14)
Given the initial condition x(0) = x0, Eq.(9.13) has the exact solution
x(t) =
x−(x+ − x0)− x+(x− − x0)eb(x+−x−)t
(x+ − x0)− (x− − x0)eb(x+−x−)t
, (9.15)
which reduces to a simpler form when x(0) = 0,
x(t) =
x−x+ − x+x−eb(x+−x−)t
x+ − x−eb(x+−x−)t
. (9.16)
One can immediately see from Eq.(9.16) that it has the asymptotic solution, obtained by
using l’Hôpital’s rule,
lim
t→∞ = x+. (9.17)
When a  b, as is the case in Sect. 9.2, we can truncate the expansion of Eq.(9.14) with
respect to b/a, i.e.
x± =
a
2b
[
−1±
(
1 +
2b
a
− 2b
2
a2
+ ...
)]
, (9.18)
so that
x+ = 1− b
a
+ ...→10 log(1− x+) =10 log
(
b
a
)
. (9.19)
This equation can be used to compute the equilibrium solution of the gas in the initial phase
of the test in Sect. 9.2.

[...looking up at the heavens...]
I wish God were alive to see this.
HOMER SIMPSON
Part III
The First Light
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CHAPTER 10
The Epoch of Reionization
In this chapter, we give a concise introduction into the Epoch of Reionization, putting
emphasis on the numerical side of trying to understand this intricate cosmological era.
We discuss several physical and numerical aspects that have previously been neglected,
and show that these may have a profound impact on the overall process of reionization.
In the ﬁnal part of this thesis, we will systematically study the eﬀect of these aspects.
10.1
Introduction
At a redshift z ∼ 1000, equivalent to about 400, 000 years after the Big Bang, the expansion
of the Universe had caused the primordial photon-baryon plasma to cool down to such a
low temperature that locally the Compton scattering time for a photon exceeded the Hubble
time. Thus, photons decoupled from the baryons, traveling onwards to form the Cosmic
Microwave Background (CMB) for ages to come, while the electrons and protons were left
to recombine. Left in an almost uniform and neutral state, the baryonic material in our
Universe was only perturbed by the tiny density ﬂuctuations still observable in the current
high precision WMAP maps of the CMB (Hinshaw et al. 2006). Under the action of gravity,
these initial perturbations collapsed into bound objects, giving rise to the formation of the
ﬁrst stars.
Several physical processes counteracted this formation process: the Jeans mass scale is
ﬁnite (M ≈ 104M) and prevents the gas from following the collapse of the underlying dark
matter component; the available molecules, such as H2, are fragile and have low cooling
eﬃciency, and the standard cooling agents, such as heavier elements and dust, were absent;
moreover, feedback eﬀects, both radiative and mechanical, counteract the otherwise rapid
formation of stars. Therefore, the Universe was in a relatively dark and quiet state for a
fair amount of cosmic time. This epoch is denoted as the Dark Ages, after a suggestion by
Sir Martin Rees. At a certain point in time, the end of the Dark Ages is heralded by the
formation of the ﬁrst generation of stars (dubbed Pop III), which are so massive that they
produce a copious amount of energetic UV photons, enabling the ionization of the neutral
hydrogen pervading the post-recombination Universe. This process of reionization can be
thought of as the second major phase change in the ionization state of hydrogen (and also
helium), and is believed to have ended at redshift z ∼ 6 (Fan et al. 2004).
A theoretical description of this whole evolutionary process is rather involved, requiring not
only an accurate description of the nonlinear collapse of the initial density perturbations into
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Fig. 10.1: Cosmic evolution during the EOR, depicted in the form of a 21-cm slice against redshift based on a
numerical simulation from Mellema et al. (2006). Shown is the brightness temperature relative to the CMB.
At an observed redshift of z ∼ 10, the HII regions almost ﬁll the computational domain: the reionization
process has come to an end.
bound objects, but also an accurate hydrodynamical and chemodynamical description of the
formation of the ﬁrst stars and galaxies. Although this may still be somewhat tractable, the
subject becomes even more drastically convoluted by the necessity to include an accurate
description of radiative feedback. Excellent reviews on our current understanding of the
physical processes involved in the formation of ﬁrst stars and the process of reionization are
given in Barkana & Loeb (2001), Loeb & Barkana (2001) and Ciardi & Ferrara (2005), and
we will refrain from going into more detail here.
Cosmic reionization is, without doubt, of immense importance in modern-day cosmology,
providing a direct link between cutting-edge theoretical eﬀorts and pioneering observational
experiments. On the one hand, for example, the process of reionization is an essential
component in the study of structure formation. The emergent photons are a product of
the formation of the ﬁrst structures and luminous sources, but also aﬀected subsequent
structure formation that lead to the present day Universe. On the other hand, we are at the
frontier of observing the relics of the reionization epoch. The study of the 21-cm hyperﬁne
triplet-singlet level transition of the ground state of neutral hydrogen allows a superb tracing
of the neutral hydrogen distribution during these early times (Madau et al. 1997). The
prospect of studying reionization in this way has motivated several teams to construct arrays
of low-frequency radio telescopes, for example the Low Frequency Array1, and the Primeval
Structure Telescope2. Over the next few years, these arrays will search for 21-cm emission
or absorption from redshifts z ≥ 6.5, which will be observed redshifted to low frequencies
corresponding to wavelengths of, say, 1.5 to 4 meters. An example of a 21-cm slice against
redshift of the process of bubble overlap, based on a numerical simulation from Mellema
et al. (2006), is given in Fig. 10.1.
The link between these opposite sides of trying to get a better understanding of the
Epoch of Reionization (EOR) is provided by numerical studies. Structure formation is highly
nonlinear, and gasdynamical and radiative transfer eﬀects are too diﬃcult too track analyti-
cally. Given the input, or initial conditions, as provided by the ﬂuctuations in the CMB, we
can use sophisticated hydrodynamics solvers to follow structure formation up until the for-
mation of the ﬁrst stars and galaxies. Once the ﬁrst photons are produced, an accurate and
eﬃcient radiative transfer solver can provide information on the eﬀects of radiative feedback,
but it can also in principle produce the 21-cm maps, to be observed in the near future, by
1http://www.lofar.org
2http://web.phys.cmu.edu/~past/
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predicting the sizes and morphology of the overlapping HII regions being blown, as a function
of redshift.
In the ﬁnal part of this thesis, we will use our transport method, as explained in general
terms in Part I of this thesis, and more speciﬁcally in the context of cosmological radiative
transfer in Part II, to study both of these aspects, examining the eﬀects of radiative feedback,
but also analyzing the emergent morphology of the bubble overlap phase. In this chapter,
we will give an overview of the ingredients essential to successfully tackle these problems
numerically. We start with giving a brief review of these requirements in Sect. 10.2, after
which we more speciﬁcally list the aims of our eﬀorts in Sect. 10.3.
10.2
Requirements
An accurate and self-consistent numerical simulation of structure formation starting with the
initial conditions as seen in the CMB until the formation of the ﬁrst stars and galaxies, which
reionize the Universe, is far from trivial. Indeed, it turns out to be a tremendously involved
and formidable task. Accurate hydrodynamics solvers that implicitly solve for gravitational
interaction are needed to follow the motion of the gas and dark matter as they evolve from
the linear into the nonlinear regime. Chemical evolution routines have to be incorporated
to resolve atomic and molecular cooling necessary for the formation of the ﬁrst stars. And,
ﬁnally, radiative transfer solvers that capture the interaction of photons, produced by those
ﬁrst stars, as they move through the initially neutral hydrogen, are mandatory. These photons
are the essential ingredient in the process of reionization: they provide the feedback on
structure formation, and they produce the HII regions surrounding the ﬁrst sources.
10.2.1 Hydrodynamics
Hydrodynamical solvers that are able to follow the growth of the initial overdensities into
collapsed haloes and, coupled to chemistry solvers, into the ﬁrst sources are entering their
springtime. Adaptive codes, such as the Lagrangian SPH method (Lucy 1977; Monaghan
1992), have been adapted for cosmological purposes, culminating in open source packages
such as GADGET2 (Springel 2005), and are able to track the dynamical evolution of the large
scale structure of baryonic and dark matter. Although they are known to provide inaccuracies,
especially when dealing with strong shocks (see Chapter 6), they have as yet no rival in this
cosmological context, and the overall results have been shown to agree fairly well with the
more robust grid based methods.
10.2.2 Radiative Transfer
As discussed in Part II of this thesis, it is the radiative transfer that provides the current
bottleneck in modern reionization simulations. The ﬁrst sources are expected to form in
high density regions, which are distributed throughout space along very inhomogeneous,
ﬁlamentary structures. Moreover, they are certain to be large in number, and, to top it oﬀ,
the medium with which the photons will interact is distributed very inhomogeneously as well.
Thus, any transfer solver that needs a simple geometry for its medium distribution or one
that scales with the number of sources is ruled out a priori.
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10.2.3 Box Size and Resolution
If this not might seem worrying enough, there is the issue of box size and resolution. Simple
analytical models that give a global description of the EOR (see e.g. Furlanetto et al. 2004;
Wyithe & Loeb 2004) predict that the characteristic sizes of HII regions at the end of
reionization is of the order of 10 Mpc and above. Thus, the size of the computational box
should be at least of that order to give an accurate description of the process of bubble
overlap. Moreover, Barkana & Loeb (2004) showed that large ﬂuctuations in the statistics
of galaxy formation demand box sizes of the order of 100 Mpc and above to resolve the
long-wavelength modes of density ﬂuctuations so as to avoid cosmic scatter.
On the other hand, high resolution is needed to resolve the formation and evolution of
the ﬁrst sources. Even with adaptive grid codes, full simulations of the formation of the
ﬁrst stars (e.g. Abel et al. 2002) are limited to tiny regions. Even when drastic sacriﬁces are
made in the treatment of the relevant physics, by excluding chemistry and hydrodynamics,
the large cosmological scales that need to be resolved cannot be reached (Naoz et al. 2006).
A 105 M halo needs to be represented by at least 500 particles in order to even crudely
track its evolution (Springel & Hernquist 2003). Given the relevant cosmological scales and
the mean cosmic density, we obtain that a total of 1021 particles are needed to have large
enough resolution to resolve the large scale density modes on the one hand, and to resolve
the formation of stars in enough detail on the other. Given that the maximum resolution
achieved thus far is of the order of 1010 particles (Springel et al. 2005), we are still far away
from doing a full realistic simulation of the EOR.
10.3
Aims
A full simulation of the EOR that combines realistic hydro- and chemodynamics with a
fast and accurate radiative transfer solver, encompassing not only the range but also the
resolution needed, is far beyond our current computational capabilities. That does not mean
that it is futile to numerically study the EOR at all; on the contrary: the problem can
be reduced to smaller, more tractable, subproblems, studying the eﬀect of certain isolated
physical processes, or the approximate geometry of the HII patterns in smaller subboxes. The
only thing to beware of is that one does not forget that one is studying an approximation,
even though the results might seem convincingly realistic.
There have recently been several eﬀorts that try to simulate the EOR on such large scales
that one can accurately follow the process of HII region overlap. Iliev et al. (2006) and Zahn
et al. (2006), for example, use an N-body solver to solve for the nonlinear evolution of the
dark matter in a computational box that encompasses a comoving volume of the order of
100/h Mpc. An approximate description for the formation of the ﬁrst sources predicts the
ﬂux of photons, and a radiative transfer solver is used to post-process the transport of this
radiation. These simulations have contributed greatly to our understanding of the EOR,
analyzing the growth and overlap of the HII regions in several diﬀerent ways.
Unfortunately, there are still several shortcomings to their approach, inherent to the
computational technique. Hydrodynamical feedback eﬀects can not be resolved, because of
the N-body only approach to the evolution of baryonic matter, eliminating a priori the chance
to inspect eﬀects like that of reheating. Moreover, the radiative transfer solvers used are
the bottleneck for these simulations: they scale with the number of sources, making the
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simulation as a whole so costly that one is limited to running only very few simulations at all.
This makes it impossible to do convergence tests on the eﬀect of box size and/or resolution,
which are needed to check the reliability of the overall result. Moreover, the radiative transfer
solvers use stiﬀ regular grids of ﬁnite, relatively coarse resolution, undersampling regions of
high density and rich detail. The eﬀect of things like diﬀuse photons also has to be neglected,
in order to prevent the number of sources to increase exponentially. Iliev et al. (2006) and
Zahn et al. (2006) try to circumvent several of these problems by using approximate models
for the unresolved physical processes, but it is, of course, better to solve for them directly.
It is the eﬀect of these previously underemphasized aspects that we wish to study in the
ﬁnal part of this thesis.
10.3.1 The Diﬀerent Aspects
The SimpleX transport method, described in the previous two parts of this thesis, does
not scale with the number of sources. Using this method to do the radiative transfer in
reionization simulation thus resolves the most important bottleneck. This enables us to
more systematically check the impact and importance of these eﬀects on the simulation as a
whole, by repeating the same experiment over and over again, tweaking several of the physical
eﬀects and parameters. Moreover, the random lattice used by the SimpleX method is highly
adaptive, so that much higher eﬀective resolutions can be reached, resolving parts of high
density regions that have been out of reach for more standard radiative transfer methods. As
a bonus, SimpleX, in contrast with the transfer methods used in previous EOR simulations,
can be used without and with periodic boundary conditions, the latter of which is of course
most correct in a cosmological context.
We conclude this chapter by listing the three speciﬁc eﬀects we are aiming at, each of
which may have a profound impact on the overall result of the simulation.
Resolution and Box Size Eﬀects
When using a cosmological SPH method, such as GADGET2, to solve for the structure forma-
tion, the resolution is determined by the number of SPH particles of the simulation. Once
the size of the computational box is speciﬁed, we can compute the mass of each particle,
assuming the masses of the particles have been chosen to be identical. This mass resolution
directly determines the level of detail at which we can resolve high density regions, and it
so happens that in these regions the ﬁrst sources form. Moreover, the ionization balance
during the EOR is given by a delicate interplay between the production of UV photons and
the number of recombinations, cf. Eq.(7.8). The local recombination rate scales with n2, so
that these same high density regions have the largest contribution to the total number of
recombinations.
The maximum resolution that can be used is mostly a ﬁxed number, dictated by the limits
of the available hardware. Increasing the size of the computational box therefore immediately
results in a rapid decrease of the mass resolution, so that high density regions will not be
resolved properly. This has two consequences. While the number of sources formed in these
high density regions may be large, the number of SPH particles present may not be suﬃcient
to resolve each and every one of them. Furthermore, shot noise severely limits the validity
of conclusions even for structures that consist of hundreds of particles. A simulation that
has only few, very luminous sources will be the result, and this is of course not satisfactory,
not in the least because the morphology of the HII regions will be diﬀerent from what it
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should be. The second problem is that most photons are consumed in high density regions,
where the recombination rate is highest. When not properly resolving these regions, the
recombination rate computed may be too low, and the structure of the emerging HII regions
may be erroneous.
In Chapter 12, we systematically study the eﬀect of changing the resolution and the box
size, examining their impact on the star formation history, the number of recombinations per
baryon, and the overall reionization history.
The Eﬀect of Reheating
Numerical simulations such as the ones described in Iliev et al. (2006) and Zahn et al. (2006)
use an N-body method to follow the evolution of gravitational collapse of dark matter. They
hereby ignore any hydrodynamical eﬀects that may occur during this process, ranging from
shock heating to the eﬀects of turbulence. Most of these eﬀects are merely secondary,
though. One eﬀect that can not be ignored, however, is that of reheating.
When the process of reionization has almost ﬁnished, the HII regions are beginning to
overlap, so that the mean free path of ionizing photons rapidly increases. Thus, the intensity
of the cosmic ionizing background increases sharply, which causes the intergalactic medium
to heat to a temperature of ≥ 104 K. Two things happen: ﬁrst, the increase in temperature
causes the Jeans mass to increase dramatically, suppressing the total star formation rate,
thereby quenching the total production of ionizing photons; second, the increase in temper-
ature causes the gas to respond by counteracting the otherwise unhampered collapse. This
will decrease the clumping of gas in high density regions, thereby lowering the total number
of recombinations.
Both the eﬀect on the formation of stars and photons, and the eﬀect on the clumping and
recombination rate, will have a profound impact on the global behavior of the intergalactic
medium during the EOR. As will be described in Chapter 12, we will couple our transfer code
SimpleX to a variant of the cosmological SPH code GADGET2, so that we will be able to
study the eﬀect of reheating.
Diﬀuse Photons
The ﬁnal eﬀect we have studied is that of the diﬀuse radiation ﬁeld. Ionized gas has a ﬁnite
recombination time (trec ∝ n−1). This means that the baryons within an HII region recombine
and thereby produce photons that are energetic enough to contribute to the overall ionization
ﬁeld. An accurate treatment of this diﬀuse radiation ﬁeld would therefore need a radiative
transfer code that solves for the propagation of photons from each location within the HII
regions. Unfortunately, most radiative transfer solvers scale with the number of sources (cf.
Chapter 7), so that the computations would become prohibitively slow.
In order to circumvent this problem, most transfer codes implement an often used sim-
pliﬁcation. This so-called ‘On The Spot Approximation’ (Spitzer 1978; Osterbrock 1989)
assumes that all diﬀuse UV photons are immediately absorbed very near their origin, so that
the recombinations directly into the ground state can eﬀectively be ignored. In Chapter 11,
we show that this simpliﬁcation is far from accurate, so that it is mandatory to incorporate
the diﬀuse radiation ﬁeld into simulations of the EOR. Moreover, we show that the inclusion
of these diﬀuse photons will alter the overall morphology of anisotropic HII regions.
The SimpleX transfer code does not scale with the number of sources, so that it no
eﬀort at all to incorporate the diﬀuse ionization ﬁeld. Thus, this enables us to study the
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eﬀect of diﬀuse photons on the morphology of the structure of overlapping HII regions, and
we refer the reader to Chapter 12, in which the results are presented.
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CHAPTER 11
The Diﬀuse Nature of Strömgren Spheres
In this chapter, we argue that the standard analytical derivations of properties of HII
regions, such as the speed, shape and asymptotic position of ionization fronts require
a more precise treatment. These derivations use the on the spot approximation, which
ignores the diﬀuse component of the radiation ﬁeld. We show that, in fact, HII regions
are diﬀusion dominated. This has as a result that the morphology of inhomogeneous
HII regions will be drastically diﬀerent, because shadowing eﬀects have a less profound
impact on the apparent shape. Moreover, it will have inﬂuence on the propagation
speed of ionization fronts. We quantify our claims by analytically deriving the internal
radiation structure of HII regions, taking diﬀusion fully into account, for several diﬀerent
cosmologically relevant density distributions, and we check these results by doing a full
radiative transfer treatment. Several eﬀects that may diminish the consequences of the
diﬀuse radiation ﬁeld are discussed.
The Diﬀuse Nature of Strömgren Spheres
J. Ritzerveld
Astronomy & Astrophysics (2005), 439, L23-L26
11.1
Introduction
Ionized hydrogen is produced when hot stars emit UV radiation that ionizes the surrounding
interstellar or intergalactic medium. Recently, the interest in the resultant HII regions has
been rekindled by current developments in the ﬁeld of cosmological astrophysics. When
the ﬁrst hot and massive Pop III stars form, the energetic photons expelled blow ionization
bubbles that will overlap, ﬁlling the Universe at the end of the Epoch of Reionization (EOR).
It is therefore not surprising that much eﬀort has been put into the physical, analytical and
numerical understanding of the mechanisms involved.
One of the more relevant properties of HII regions is the structure of the diﬀuse radiation
ﬁeld, as this will inﬂuence not only the dynamics of the expansion of the ionization front, but
also the morphology of shadows formed within the region. It is well known that the diﬀuse
component of the overall ionizing radiation ﬁeld dominates in certain parts of the HII region,
but for practical reasons this is often ignored under the assumption that it is a small eﬀect.
In this chapter, we quantitatively show that it is a non-negligible eﬀect, especially in the
presence of density gradients. This conclusion will have a profound eﬀect on the dynamics
143
144  The Diﬀuse Nature of Strömgren Spheres
of expanding ionization fronts, but also on the morphology of inhomogeneous HII regions,
the 21cm-signature of which is to be observed in the near future.
Much of the analytical work done on HII regions heavily depends on the use of the so-
called on the spot approximation, part of which has its origin in Baker & Menzel (1938) and
Zanstra (1951). It has been discussed in the standard texts Spitzer (1978) and Osterbrock
(1989), and, consequentely, it has been considered a standard and valid approximation ever
since. In this argument, one considers the gas behind the ionization front, or within the
Strömgren sphere when the static equilibrium solution has already been reached, and does
some bookkeeping to equate the number of recombinations within that volume to the num-
ber of ionizing photons. Electron captures directly into level n = 1, parametrized by the
coeﬃcient α1(T ), produce photons energetic enough to ionize another atom (the spectrum
of these diﬀuse photons can be approximated by a delta function just above the Lyman limit).
The ionization balance can be drawn up as follows:
4πr2n(r)
dr
dt
= S∗ + 4πα1(T )
∫
n2(r ′)r ′2dr ′ − 4παA(T )
∫
n2(r ′)r ′2dr ′, (11.1)
in which r is the position of the front and S∗ is the number of ionizing photons (i.e. with
frequencies ν ≥ ν0 above the Lyman limit threshold) emitted by the source per second.
The second term on the rhs is the total number of diﬀuse photons, given the HI density
distribution n(r). The last term on the rhs accounts for the total number of recombinations
to every level, parametrized by the recombination coeﬃcient αA(T ). The integrations are
over the whole HII region. If the Strömgren radius has already been reached, the three
contributions on the rhs of Eq.(11.1) cancel, but up until that point the ionization front has
a ﬁnite speed dr/dt.
Unlike the source photons, which are directed radially outwards, the diﬀuse photons may
cross the nebula in any direction from their point of creation. Thus, one has to do a full
treatment of radiative transfer, which complicates matters drastically. This is where the on
the spot approximation enters the picture. For typical HII regions, the physical parameters
are such that the optical depth for photons near the Lyman limit is ∼ 30 (cf. Osterbrock
1989). Thus, one argues that the diﬀuse photons produced by recombinations to the ground
level will be re-absorbed very close to where they were produced (‘on the spot’). This has
as a result that eﬀectively the recombinations directly to the ground level do not count,
because they are exactly balanced by the photons they produce. Henceforth, one can ignore
these recombinations, and the diﬀuse photons created by them, and use the eﬀective Case
B (using terminology introduced by Baker & Menzel 1938) recombination coeﬃcient
αB(T ) = αA(T )− α1(T ), (11.2)
with Eq.(11.1) reducing to
4πr2n(r)
dr
dt
= S∗ + 4παB(T )
∫
n2(r ′)r ′2dr ′. (11.3)
The Strömgren sphere radius can be easily obtained from Eq.(11.3) by considering the equi-
librium solution with zero velocity of the ionization front dr/dt = 0.
In the past, the eﬀect of the diﬀuse radiation ﬁeld has been examined by relaxing the
on the spot approximation somewhat. See, for example, the classical papers of Hummer
& Seaton (1963), and Rubin (1968), but also that of Hong & Sung (1989). More recent
analyses on the eﬀects of the diﬀuse radiation ﬁeld have been given in e.g. Canto et al.
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(1998), and López-Martín et al. (2001). Every one of these incorporate the eﬀect of the
diﬀuse ﬁeld by determining its local magnitude from the value of the local stellar ionizing
ﬁeld as obtained by using the on the spot approximation, i.e. (López-Martín et al. 2001)
Fd
F∗
=
α1
4αBκ
, (11.4)
in which κ = a¯d/a¯∗ is the ratio of the mean hydrogen absorption coeﬃcients (cf. Sect. 7.3.3),
averaged over the diﬀuse photon spectrum and the stellar one, respectively. It is obvious that
taking this particular approach to validate the use of the on the spot approximation is a ﬁrst
step in a circular reasoning process.
In this chapter, we will argue that it is not permitted to use the on the spot approximation
for anything more than just calculating the radius of the Strömgren sphere. The ﬁrst and
foremost reason: the on the spot approximation is based on the argument that the mean
free path for Lyman limit photons is very small, and that thus all diﬀuse photons are locally
re-absorbed. But this argument is not correct, because the mean free path for the source
photons (assuming these are also near the Lyman limit) is just as small. Thus, the diﬀuse
and the source photons are on equal footing energy-wise, and no distinction between them
can be made, with the exception of their directionality. Thus, at each location r within the
HII region, not only are the diﬀuse photons used to compensate for the α1 recombinations,
but also a weighted fraction of the source photons, by which a fraction of the diﬀuse photons
can actually escape. In eﬀect, a fraction of the mono-directional source photons is converted
into diﬀuse radiation. It is important to stress that we deﬁne the diﬀuse radiation ﬁeld to
consist of photons that were emitted at every location except that of the source itself. Once
created by a recombination directly to the ground level somewhere in the HII region, a diﬀuse
photon may or may not interact with the gas until reaching the front. Following this line
of argument, one can see that the number of directional source photons decreases, when
moving outwards from the source, until at a certain point the diﬀuse radiation starts to
dominate.
In Sect. 11.2, we will analytically derive the diﬀuse versus mono-directional structure of
the radiation within a Strömgren sphere for several astrophysically important density distri-
butions. We will double-check these results by using our SimpleX code to solve for the real
radiative transfer in these problems in Sect. 11.3. We end this chapter by discussing the
impact of several eﬀects that may lessen the role of the diﬀuse part of the radiation ﬁeld in
Sect. 11.4.
11.2
Analytic Derivation of the Diﬀuse Radiation Field
In this section, we will derive analytically the distribution and relative intensity of the diﬀuse
and stellar components of the radiation ﬁeld within an HII region. In order to make analytic
derivations possible, we assume a hydrogen-only matter distribution that is isotropic with
respect to the source. We only consider an HII region that is already in equilibrium, i.e.
the Strömgren radius has already been reached. We also follow the classic approach in
Strömgren (1939), assuming an inﬁnitely sharp ionization front, separating the fully ionized
HII region from its fully neutral surroundings. A more realistic approach, incorporating the
thickness of the front, will be given in the next section. In Appendix 11.A, we give the exact
analytic derivation for every Rd , and every possible isotropic density distribution. Here, we
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concentrate on the most relevant ones, in 3D space: a homogeneous, an r−1, and an r−2
density distribution.
11.2.1 Homogeneous HI Matter Distribution
In what follows, we assume a homogeneous hydrogen medium density nHI(r) = nHI, a tem-
perature T = 104K for the ionized plasma, and, following the considerations that led up to
the on the spot approximation, we assume that the mean free path of the photons is very
small, until locally the gas has been fully ionized. Here, we perform the calculations for a
Strömgren sphere in Rd , because we can use the general result in the following subsection.
Because the Strömgren radius has already been reached, we know that there is an equi-
librium between the number of recombinations per timestep and the total number of ionizing
photons emitted by the source and the gas, so we may drop the time dependence. The
number of recombinations to every level and the number of diﬀuse photons produced within
a spherical shell at distance r is{
Nrec(r) = ξ(d)αAn
2rd−1dr
Ndiﬀ(r) = ξ(d)α1n
2rd−1dr, (11.5)
in which ξ = 2π1/2/Γ (d/2) (= 4π in 3D) is just a geometrical factor and Γ (x) is the Gamma
function. The number of photons emitted by the source plus the number of diﬀuse photons
within the whole region must compensate all the recombinations, from which we obtain
S∗ = ξ(d)αBn2
∫ RS
0
r ′d−1dr ′
=
ξ(d)
d
αBn
2RdS, (11.6)
in which RS is the Strömgren radius.
If we deﬁne Is(r) and Id(r) as the number of source and diﬀuse photons, respectively,
left at radius r ≤ RS, we can set up the following system of coupled diﬀerential equations
on the domain 0 ≤ r ≤ RS{
dIs(r)
dr = −ξ(d)αAn2rd−1 Is(r)Is(r)+Id(r)
dId(r)
dr = −ξ(d)αAn2rd−1 Id(r)Is(r)+Id(r) + ξ(d)α1n2rd−1
. (11.7)
The ﬁrst term on the rhs of both equations is the total number of recombinations being
compensated for via a weighing term, that takes care of the fact that, if there are more
source than diﬀuse photons present, the recombinations will mainly be compensated by the
source photons, and vice versa. This system of equations is closed via the initial conditions
Id(0) = 0 and Is(0) = S∗. We should note that we have used a symmetry condition here, in
the sense that the diﬀuse radiation sent into the opposite direction (away from the front) is
exactly balanced by the diﬀuse radiation on the other side of the source.
If we add the two equations, the weighing terms add up to unity, and using the initial
conditions, we easily obtain an equation for the total radiation ﬁeld
(Is + Id)(r) =
ξ(d)
d
αBn
2RdS
[
1−
(
r
RS
)d]
. (11.8)
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Fig. 11.1: Graphs of the functions (Is + Id)(r) (solid), Is (dashed-dotted), Id (dashed), and Id/Is (dotted) for
a homogeneous (top-left), an r−1 (top-right), and an r−2 (bottom-left) medium distribution in R3.
We can plug this into the weighing terms in Eqs.(11.7), and upon integrating we obtain
Is(r) = (Is + Id)(r)− Id(r) = ξ(d)
d
αBn
2RdS
[
1−
(
r
RS
)d]αA/αB
. (11.9)
After choosing units such that ξ(d)d αBn
2RdS = 1, and using the ratio αA/αB = 4.18/2.60
at 104K (e.g. Osterbrock 1989), we can draw a ﬁgure that plots (Is+ Id)(r), Is(r), Id(r) and
the ratio Id(r)/Is(r). This has been done for R3 in Fig. 11.1, top-left. One can see that at
a certain radius req the diﬀuse radiation component takes over. We can derive req exactly by
solving Is(r) = Id(r), and obtain
req = RS
(
1− 2−αB/α1
)1/d
. (11.10)
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Filling in the values results for R3 in req/RS = 87.6%. Thus, we can immediately conclude
that for a homogeneous gas distribution the outer 12% of the HII region is dominated by
diﬀuse radiation, and that very near the front only diﬀuse photons are present. This means
that, in terms of volume, 33% of the HII region is diﬀusion dominated. This eﬀect is even
greater for higher temperatures, for which the ratio αB/α1 is smaller.
11.2.2 An r−1 HI Matter Distribution
The eﬀect described in the previous section is even more drastic for an HI density distribution
in the form n(r) = nc(r/rc)−1. This density proﬁle has been used to describe the central
regions of a dark matter halo (Navarro et al. 1997).
Following the same arguments as in the previous subsection, we obtain for R3,⎧⎨
⎩
Nrec(r) = 4παAn
2
c r
2
c dr
Ndiﬀ(r) = 4πα1n
2
c r
2
c dr
S∗ = 4παBn2c r2cRS,
(11.11)
which are similar to Eqs.(11.5) and (11.6) for d = 1, but with a diﬀerent constant factor.
Thus, we can use Eqs.(11.8), (11.9) and (11.10), and obtain⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(Is + Id)(r) = 4παBn
2
c r
2
cRS
(
1− rRS
)
Is(r) = 4παBn
2
c r
2
cRS
(
1− rRS
)αA
αB
req = RS
(
1− 2−αB/α1) .
(11.12)
The graphs of these functions are plotted in the top-right panel of Fig. 11.1. Filling in the
value for αB/α1 at T = 104K, gives req/RS = 67.2%, from which we can conclude that
for an isotropic r−1 distributed HII region the outer 33% is diﬀusion dominated, which is
equivalent to roughly 70% of the total volume.
11.2.3 An r−2 HI Matter Distribution
The eﬀect is strongest for an HI density distribution in the form n(r) = nc(r/rc)−2, which
has, for example, been used to describe the density proﬁle of halos just interior to the virial
radius and of collapsing isothermal spheres. In the derivation for this density distribution,
we have to be more careful, because the equivalents of Eqs.(11.5) and (11.6) will contain
singularities at r = 0, which can be resolved by choosing an inner edge 0 ≤ rc ≤ RS. Thus,
we obtain ⎧⎨
⎩
Nrec(r) = 4παAn
2
c r
4
c r
−2dr
Ndiﬀ(r) = 4πα1n
2
c r
4
c r
−2dr
S∗ = 4παBn2c r4c
(
r−1c − R−1S
)
.
(11.13)
Using similar steps as in the previous subsections, we obtain⎧⎪⎨
⎪⎩
(Is + Id)(r) = 4παBn
2
c r
4
c
(
r−1 − R−1S
)
Is(r) = 4παBn
2
c r
4
c
(
r−1c − R−1S
)1−αA
αB
(
r−1 − R−1S
)αA
αB
req = RS
[
1 + 2−αB/α1 (RS/rc − 1)
]−1
.
(11.14)
The graphs of these functions are plotted in the bottom-left panel of Fig. 11.1 for rc ≤ r ≤
RS. Taking a typical value of rc/RS = 0.05, we ﬁnd that req/RS = 13.8%, which means
that, in terms of volume, 99.7% of the HII region is diﬀusion dominated.
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11.3
Numerical Analysis
The original argument presented in Strömgren (1939) made several simplifying assumptions.
Eﬀectively, Strömgren ignored all radiative transfer eﬀects, and used a smart bookkeeping
trick to solve a jump equation in the form of Eq.(7.8) or Eq.(11.1). In the previous section,
we extended this line of thought by speciﬁcally keeping track of all distinct components
of the ionizing photon number, solving for both the stellar and the diﬀuse radiation ﬁeld
simultaneously. Unfortunately, our extension has the same limitation as the approach in
Strömgren (1939): it can only be used to ﬁnd the solution for an HII region in equilibrium.
In an attempt to relieve this restriction, and to double-check the results obtained analyt-
ically, a full radiative transfer treatment of the problem is needed. As discussed in Chapter
7, this used to be a major struggle for most radiative transfer methods: they scale with
the number of sources, and, solving for the diﬀuse photons, every cell within the HII re-
gion becomes a source, increasing the operation count of the method by a factor 106 for
a 1283 cells domain. Fortunately, our SimpleX package, described in Chapter 8, has the
useful property that it does not scale with the number of sources. We therefore took the
approach of repeating the classic ionization front test of the comparison project described
in Sect. 9.3, but this time without using the on the spot approximation, treating the diﬀuse
and stellar photons on equal footing. To accomplish this, we use the same parameters as
the test described in Sect. 9.3, but, using SimpleX, we do not only transport stellar, but also
diﬀuse photons, produced by α1 recombinations. Local ionizations are not solely induced
by the stellar ﬁeld, but also by the diﬀuse ﬁeld, and this is incorporated by using the two
weighing terms used in Eq.(11.7), making a local trade-oﬀ between the two types of photons
available.
The result of this experiment is depicted in Fig. 11.2. The top-left panel shows the
intensity (i.e. the number of photons present in a inﬁnitesimally thin shell at a particular
radius) of both diﬀuse and stellar, and the sum thereof, as a function of the distance to the
source. Comparing this plot to what was analytically derived in Fig. 11.1, top-left, we see that
the similarity is striking. There is some diﬀerence at the inner boundary, due to the numerical
noise near the source, but most distinct is the diﬀerence at the location of the Strömgren
sphere radius (indicated by the dashed line). In contrast with the analytical solution, the
intensities do not drop to zero at RS, but are smeared out. This is obviously because of the
inherent thickness of the ionization front in this test problem, that can not be resolved in our
analytical approximation. Zooming in on the region around the Strömgren sphere, cf. the
top-right panel Fig. 11.2, we more clearly see the eﬀect of the HII region boundary. But, we
also see that the radius at which the diﬀuse part of the radiation ﬁeld takes over is indeed
very close to what we analytically derived, cf. Eq.(11.10), req/RS = 0.876. This turnover
point is also visible in the bottom-left panel of Fig. 11.2, in which the diﬀuse and stellar
fraction of the total radiation ﬁeld are plotted, together with the diﬀuse-stellar photon ratio.
Note that this ﬁnal result also agrees very well with what was analytically derived.
The results given so far have been for the radiation ﬁeld structure in the equilibrium
state, when the Strömgren radius has already been reached. In this equilibrium case, our
analytical solution obviously agrees with the numerical solution. Our analytical approach,
however, can not be extended to a time-dependent scenario, in its present form. It is therefore
worthwhile to use SimpleX to study how the diﬀuse-stellar photon ratio evolves in time, when
the ionization front expands, moving towards its equilibrium solution. The result hereof is
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Fig. 11.3: Results for the r−2 density proﬁle. Left: Plots of the fractional diﬀuse (Id/Itot) and stellar photons
(Is/Itot), and of the diﬀuse-stellar photon ratio (Id/Is). Right: Plots of the diﬀuse-stellar ratio for various
points in time. The dashed line indicates the position of the ionization front.
depicted in the bottom-right panel of Fig. 11.2, in which the diﬀuse versus stellar photon
ratio is given versus the distance to the source, for various points t in time, measured with
respect to the ﬁnal simulation time T . The result for t = T matches the graph in Fig. 11.2,
bottom-left. For each diﬀerent line, a small circle is given, indicating the position of the
front. It is apparent from this ﬁgure that already at t = 0.4T the diﬀuse component of the
radiation ﬁeld will dominate near the front. This point time is reasonable, considering that,
for the parameters in this test (see Sect. 9.3), it is equivalent to ∼ 1.6trec, at which time
recombinations have started to exert their inﬂuence.
A similar experiment was performed for an r−2 density distribution. As discussed in
Appendix 11.A, one has to be careful to choose the source luminosity in such a way that the
Strömgren radius has a ﬁnite value. The result for this equilibrium solution is depicted in
the left panel of Fig. 11.3, showing the stellar, diﬀuse and total photon intensity versus the
distance to the source. The position of the Strömgren radius is indicated by an extra line.
Comparing these results to the analytical solutions in Fig. 11.1, bottom-left, we see that the
agreement is very good indeed, again with the modiﬁcation that the ionization front now
has a certain thickness. Just like we did for the homogeneous density proﬁle, we determined
the diﬀuse versus stellar intensity ratios for various diﬀerent points in time, leading up to the
equilibrium solution. The results are depicted in the right panel of Fig. 11.3. The dashed
line indicates the position of the ionization front, varying in time, as derived in Mellema et al.
(2006). It is obvious that the diﬀuse radiation ﬁeld is the dominant component, already at
very early times.
We can conclude that the analytical work of Sect. 11.2, and the conclusions presented
there, are valid, even though radiative transfer eﬀects are ignored. The only modiﬁcation
apparent from numerical experiments that do perform a full radiative transfer treatment is
the ability to resolve extended ionization fronts. As an extra bonus, the numerical approach
enables us to follow the diﬀuse-stellar turnover point in time, showing that the general
conclusions in Sect. 11.2 are valid very early on in time, when the equilibrium solution has
not yet been reached for a long time.
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11.4
Counter Eﬀects
The results presented so far in this chapter are the best, or worst, case scenario, depending
on whether or not you like diﬀuse photons. There are several eﬀects that will diminish the
eﬀect of diﬀuse photons taking over, causing the turnover point req to move towards RS.
Three of the more prominent ones are described in what follows.
11.4.1 Hard Photons
Fig. 11.4: Graphs of the functions (Id/Is)(r) for
the varying values (from top to bottom) c =
1.0, 0.9, 0.8, 0.7, 0.6, 0.5 in a r−2 density distribu-
tion. Overplotted is the line Id/Is = 1 which de-
termines the radius above which the diﬀusion dom-
inates.
The analysis in this chapter was done assuming
that the source spectrum is peaked just above
the Lyman limit. It is much more realistic to
assume that a substantial part of the luminos-
ity will be in the higher frequency domain, in
comparison with the diﬀuse photon spectrum
being strongly peaked just above the Lyman
limit threshold. The high-energy photons have
a longer mean free path (a(ν) ∝ ν−3) than
the diﬀuse photons, from which we expect that
their contribution will in eﬀect move req towards
RS. To accurately model this, we would have
to do a full radiative transfer treatment, but we
can give an analytical estimate of this eﬀect.
We alter the analytical approach in Sect. 11.2
by not taking the source spectrum to be a delta
function just above the Lyman limit, but at a
certain higher frequency. As a result, we relax
the condition that the medium is optically very
thick to source photons, by which not Is(r) pho-
tons contribute to the locally available radiation
ﬁeld, but only a factor 0 ≤ c ≤ 1 thereof. Ef-
fectively, we incorporate the diﬀerences in spec-
trum averaged ionization cross section, see also
the κ factor in Eq.(11.4), with this factor c . Nothing changes in the equations except that
the weighing factors will now be cIs/(cIs + Id) and Id/(cIs + Id). We solved the equations
for the r−2 distribution for varying values of c and plotted the results in Fig. 11.4. One can
see that the position of req does change, but that the diﬀuse radiation ﬁeld eﬀect is still very
noticeable, and does not disappear, even for a very hard source spectrum.
11.4.2 Redshifting
The spectrum of diﬀuse recombination photons is sharply peaked just above the Lyman limit
threshold. Consequently, any redshifting of the spectrum will result in diﬀuse photons that do
not have enough energy to ionize a hydrogen atom. In a cosmological setting, this redshifting
is due to the expansion of the Universe. We may estimate the eﬀect hereof by estimating
how much a diﬀuse photon will be redshifted when moving along one mean free path (Schaye
2005).
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Given the thermal broadening scale vth of a recombining plasma, an ionizing photon has
to travel a distance Lz , before it gets redshifted away. Filling in typical values at redshift
z = 10, we obtain
Lz =
vth
H
= 8.2 kpc
(
vth
10 km/s
)(
10
1 + z
)3/2
. (11.15)
This distance Lz will equal the local mean free path for the following neutral hydrogen density:
nHI =
1
A0Lz
= 6.3 · 10−6 cm−3
(
10 km/s
vth
)(
1 + z
10
)3/2
, (11.16)
in which we used the hydrogen ionization cross section at the Lyman limit, cf. Eq.(8.4).
Dividing by the number density of neutral hydrogen gives the critical neutral fraction:
nHI
n
= 0.031
(
10 km/s
vth
)(
1 + z
10
)3/2( 1
1 + δ
)
, (11.17)
in which δ is a measure for the local overdensity with respect to the mean.
From Eq.(11.17), we can conclude that for the EOR, i.e. z ≥ 6, recombination radiation
will only be important when the neutral fraction exceeds, say, 10%. This is assuming that the
medium density is equal to its mean. The hydrogen gas and the sources will be distributed
very inhomogeneously, however. Most sources will form in regions where the overdensity δ is
very high, and Eq.(11.17) then predicts a much lower neutral fraction threshold. Moreover,
there is the eﬀect that the recombination rate scales with the square of the neutral hydrogen
density, cf. Eq.(8.9), biasing the eﬀect of recombination radiation to very near the source,
where the density is highest. This eﬀect is also apparent from the location of the turnover
point req being very near the source in an r−2 density proﬁle.
Thus, given that most diﬀuse photons are produced very close to the source, we can
conclude that the redshifting eﬀect will not be very important in our analysis in this chapter.
Still, we have to take into account that recombination radiation will not ﬁll in shadows at
scales exceeding Lz .
11.4.3 Diﬀusion Speed
When we determine the position and velocity of the ionization front by using the jump
condition Eq.(11.1), we eﬀectively ignore the speed of the particles themselves. The speed of
the front is solely determined by the number of photons emitted by the source and the number
of neutral atoms to be ionized at the position of the front. The approach of cosmological
radiative transfer methods, discussed in Chapter 7, solving for each time step the quasi-
static radiative transfer equation Eq.(7.7), amounts to the same thing: the speed of the
individual particles is ignored, and time-dependent eﬀects are only incorporated by changing
the medium properties at each time step. We already discussed a minor drawback of this
approach, showing that the ionization front propagation speed may exceed the speed of light
very near the source. This approximation is valid in most cases, however. The light crossing
times of the ionization bubbles is very small compared to the relevant time scales of front
propagation, or, in other words, the speed of the stellar photons is so high that they reach
the front almost immediately.
Once the diﬀuse photons enter the picture, the story may become diﬀerent. Of course,
each diﬀuse particle, once created, behaves exactly the same as a stellar photon, moving from
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its point of creation in a straight line along one mean free path, until interaction. The overall
ﬁeld of diﬀuse particles may show a diﬀerent behavior, though. Stellar photons are directed
radially outwards from the source, moving towards the front always, whilst a recombination
photon emitted isotropically near the front may move away from the front. When assuming
a quasi-static approximation of radiative transfer, this eﬀect is unimportant, because this
photon can then just travel to the front on the other side of the HII region. The symmetry
condition used in our analytic derivation then applies: diﬀuse photons moving in the opposite
direction are exactly compensated for by photons doing the similar thing on the other side.
When we relax the quasi-static approximation, and do keep track of the ﬁnite speed of
the individual particles, this eﬀect might become important. It may impose a retardation
eﬀect of the diﬀuse photons with respect to the stellar ones. We can estimate this eﬀect
by recognizing that the collective behavior of the diﬀuse ﬁeld can be described by a diﬀusion
equation. Standard solutions of this equation predict Gaussian proﬁles expanding according
to a diﬀusion coeﬃcient D = cλ/3, in which c is the speed of light, and λ is the local mean
free path. This entails that the diﬀuse photons eﬀectively move at a reduced speed c/3,
or, equivalently, that they move along a path that is eﬀectively three times as long. Thus,
because their overall speed is less, stellar photons may reach a neutral atom faster than their
diﬀuse equivalents.
Still, as long as both the light crossing time and the diﬀusion time are much shorter than
the relevant time scales of the front propagation, this eﬀect will only be second-order.
11.5
Conclusions
What does all of this analysis entail? First and foremost, it shows that a large part of
HII regions, in some cases even almost the whole volume, is diﬀusion dominated. This
has a profound eﬀect on the formation of shadows behind clumps within the HII region.
A more quantitative analysis on this matter has to be done in forthcoming work, but one
can immediately see that, even in the case of the only moderately diﬀuse homogenous
medium distribution (Sect. 11.2.1), if a dense clump is put within the radius req, the resulting
shadow will be squeezed by the diﬀuse ﬁeld in the outer region. This eﬀect will be much
stronger than in the analysis in Canto et al. (1998), in which only the locally produced
diﬀuse photons, cf. Eq.(11.4), can move into the shadow region, whereas in our analysis
also the overall diﬀuse radiation ﬁeld will have a profound inﬂuence. This eﬀect will have
an impact on (cosmological) radiative transfer codes which use ray casting methods to
delineate sharp shadows, and the resultant 21cm signatures of the HI regions in between
the overlapping (re)ionization bubbles, which may be observed in the near future. Also the
formation mechanism of knots in planetary nebulae (López-Martín et al. 2001; Rijkhorst
2005) may have to be altered.
Another eﬀect is that the diﬀuse radiation ﬁeld will inﬂuence the dynamics of the HII
region. From the considerations in the previous section for the equilibrium solution, one can
see that the only radiation component pushing against the front is the diﬀuse one, which is
not mono-directional, but isotropic. Thus, the net ﬂux of ionizing photons in the direction
of the front is less. The symmetry condition, as used in Sect. 11.2.1, is only valid in the
equilibrium (time-independent) solution, but in the time-dependent case the speed of photons
diﬀusing from one side of the HII region to the other is ﬁnite, and, as a result, this eﬀect may
slow down the ionization front, by which the standard analytical solutions of Eq.(11.1), as
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found in e.g. Spitzer (1978), will have to be modiﬁed to take into account that this diﬀusion
speed is considerably smaller than the speed of light. If it turns out that this eﬀect can not be
neglected, it will have an inﬂuence on the standard analysis of how fast the ﬁrst stars and/or
quasars could have reionized the Universe (Cen & Haiman 2000; White et al. 2003; Wyithe
& Loeb 2004; Yu 2005; Yu & Lu 2005). Even though Shapiro & Giroux (1987) have shown
that in most realistic cosmological cases the Strömgren sphere is not reached, because the
recombination time in a sparse medium is shorter than the Hubble time (for z ≤ 10), we have
argued that most recombination photons are produced near the source, where the medium
is very high, and, hence, the recombination time very small. Thus, diﬀusion terms will have
to be incorporated in the dynamics of ionization front propagation, even if they expand on
cosmological scales.
Concluding, the usual on the spot approximation in which the diﬀuse radiation component
is neglected can only be used to calculate the Strömgren sphere within an isotropic HI medium
distribution. We have shown that the diﬀuse component can not be neglected, which will
result in a drastic change of the morphology of anistropic distributions, and which may change
the speed of the ionization fronts.
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11.A
General Derivation of the Diﬀuse Radiation Field
The derivation of the diﬀuse versus stellar radiation ﬁeld within a Strömgren sphere in Sect.
11.2 can be done in a much more general way, for every possible dimension of space, and
every possible isotropic density distribution. Because it may beneﬁt later analyses, we will do
the same calculations in a general Rd , in which d ∈ N, for a general gas density distribution
n(r) = nc
( rc
r
)p
, (11.18)
in which rc is an inner cut-oﬀ, which is needed when d/2 ≤ p, and p ∈ R.
Pervasive to our derivations is the assumption of spherical symmetry, by which the Jaco-
bian for integration over the r coordinate becomes ξ(d)rd−1, in which ξ(d) = 2π1/2/Γ (d/2)
is a geometrical factor. In a similar fashion as has been done in Sect. 11.2, one can deﬁne
the number of recombinations to every level and the number of diﬀuse photons produced
within a spherical shell of inﬁnitesimal thickness dr at distance r to be{
Nrec(r) = ξ(d)αAn
2
c r
2p
c r
d−1−2pdr
Ndiﬀ(r) = ξ(d)α1n
2
c r
2p
c r
d−1−2pdr,
(11.19)
Thus, the system of diﬀerential equation for Is(r) and Id(r) can be deﬁned on the domain
rc ≤ r ≤ RS as{
dIs(r)
dr = −ξ(d)αAn2c r2pc rd−1−2p Is(r)Is(r)+Id(r)
dId(r)
dr = −ξ(d)αAn2c r2pc rd−1−2p Id(r)Is(r)+Id(r) + ξ(d)α1n2c rd−1−2p
. (11.20)
The ﬁrst term on the rhs of Eq.(11.20) denotes the total number of recombinations that
have to be compensated for by either stellar or diﬀuse photons, the second term on the rhs of
the equation for the diﬀuse component denotes the number of diﬀuse photons added along
the way. The system is closed via the two initial conditions Id(rc) = 0 and Is(rc) = S∗. In
all cases, S∗ is chosen such that Is(r) + Id(r) = 0 at r = RS, as is required in the classical
Strömgren analysis.
Adding the two diﬀerential equations in Eq.(11.20) results in an equation for the total
radiation ﬁeld
d(Is + Id)(r)
dr
= −ξ(d)αBn2c r2pc rd−1−2p. (11.21)
This diﬀerential equation has three diﬀerent regimes of solutions, depending on the dimension
of space and the speciﬁc density proﬁle. As such, we can distinguish three diﬀerent cases:
(A) p > d/2, (B) p = d/2, and (C) p < d/2. Each of these will be solved for separately in
what follows.
11.A.1 Case A: p > d/2
In this particular regime, one needs an inner boundary at r = rc, because there of a singularity
present at r = 0. Depending on the choice of Is(0) = S∗, it is even possible that RS →∞.
Solving Eq.(11.21) for these parameters, one obtains
(Is + Id)(r) =
ξ(d)
2p − d αBn
2
c r
2p
c
[
r−(2p−d) − R−(2p−d)S
]
. (11.22)
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This equation can easily be used to determine which stellar photon rate S∗ will cause the
ionization front to keep expanding forever, never slowing down to zero velocity (i.e. RS →∞).
A relevant example hereof is the expansion of an ionization front in R3 in an r−2 density
proﬁle. For this conﬁguration, the window of photon rates that will result in a ﬁnite Strömgren
sphere turns out to be very narrow.
Filling in Eq.(11.22) into the original system Eq.(11.20) results in
Is(r) = (Is + Id)(r)− Id(r)
= ξ(d)2p−dαBn
2
c r
2p
c
[
r
−(2p−d)
c − R−(2p−d)S
]1−αA
αB
[
r−(2p−d) − R−(2p−d)S
]αA
αB ,
(11.23)
for which we can derive the radius at which the diﬀuse component of the radiation ﬁeld starts
to dominate,
req = RS
[
1 + 2−αB/α1
([
RS
rc
]2p−d
− 1
)]−1/(2p−d)
. (11.24)
Note that, for realistic parameters, rc 	 RS, by which Eq.(11.24) can be approximated by
req = 2
αB/[α1(2p−d)]rc, (11.25)
which will approach rc, when p  d/2. Thus, the density distributions in this category, which
has the largest population of ‘real life’ density distributions, such as an r−2 distribution in
R
3, have as a result an HII region which is fully dominated by the diﬀuse component.
11.A.2 Case B: p = d/2
In this domain of parameter choice, the singularity at r = 0 has still not vanished, so an inner
boundary is still needed. A similar analysis as in the Sect. 11.A.1 results in
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(Is + Id)(r) = ξ(d)αBn
2
c r
d
c ln
(
RS
r
)
Is(r) = ξ(d)αBn
2
c r
d
c
[
ln
(
RS
rc
)]1−αA
αB
[
ln
(
RS
r
)]αA
αB
req = RS (rc/RS)
2−αB/α1 .
(11.26)
11.A.3 Case C: p < d/2
The singularity in r = 0 has vanished, so we may take rc → 0, if we like. Using this, we
obtain,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(Is + Id)(r) =
ξ(d)
d−2pαBn
2
c r
2p
c
(
Rd−2pS − rd−2p
)
Is(r) =
ξ(d)
d−2pαBn
2
c r
2p
c
(
Rd−2pS
)1−αA/αB (
Rd−2pS − rd−2p
)αA/αB
req = RS
(
1− 2−αB/α1)1/(d−2p) .
(11.27)
The homogeneous and r−1 density distributions in R3 belong to this class of parameters,
and have solutions in the form of Eq.(11.27). Note that these solutions are also valid, when
p becomes negative.
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11.A.4 Overview
For later reference, we give an overview of the values of req for several diﬀerent combination
of d and p. In case an inner boundary was needed, we chose rc/Rs = 0.05.
Overview of values for req/RS
d = 2 d = 3
p = 0 0.82 0.88
p = 1 0.38 0.67
p = 2 0.087 = 1.74rc 0.14 = 2.80rc
p = 3 0.073 = 1.46rc
p = 4 0.0625 = 1.25rc
CHAPTER 12
Reﬁning Reionization Simulations
In order to make the computations more tractable, modern reionization simulations
ignore several aspects of the intricate reionization process. In this chapter, we quanti-
tatively study the impact of these aspects on the simulation results as a whole, thereby
showing that reionization simulations need to reﬁned by including these eﬀects. To
accomplish this, we have coupled our radiative transfer method SimpleX to a cosmo-
logical SPH code, by which we were able to perform many diﬀerent simulations for each
separate aspect, and this for many diﬀerent box sizes. We start with describing how the
box size and eﬀective resolution of the method inﬂuences the results, so that, having
understood this, we are in a position to systematically study several physical eﬀects that
are often ignored. First, we show that including the eﬀect of reheating has a profound
inﬂuence on the reionization history, accelerating the process by globally reducing the
clumping of the gas. We conclude by quantifying how including the diﬀuse radiation
ﬁeld alters the morphology of the HII regions, and the resultant 21-cm maps.
Reﬁning Reionization Simulations
J. Ritzerveld, A. Pawlik, and J. Schaye
In preparation.
12.1
Introduction
Recent simulations of the Epoch of Reionization (EOR) underemphasize certain numerical
and physical aspects that may have a profound impact on the overall result. These include
the eﬀects of reheating, and that of the diﬀuse radiation ﬁeld. Because most of these have
previously been neglected, it is interesting to see how they inﬂuence the physical mechanism
of the process of reionization. In Chapter 10, we have speciﬁed which numerical ingredients
are needed to successfully analyze the impact of these eﬀects. An accurate hydrodynamics
solver coupled to an eﬃcient radiative transfer solver, both having a large adaptive range, is
mandatory.
In this chapter, we present the results of coupling a modiﬁed version of the cosmological
SPH code GADGET2 (Springel 2005) to the adaptive cosmological radiative transfer code
SimpleX, that was presented in Part II of this thesis. The SPH code is Lagrangian, so
that it can adaptively follow the nonlinear evolution of the collapse of the baryonic matter,
hereby resolving the structure of high density regions. The radiative transfer code SimpleX is
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highly adaptive by construction, as well, and does not scale with the number of sources. The
eﬃciency of this transfer method enables us to systematically study the parameter space of
every single eﬀect, by repeating the same experiment several times, but it also permits the
inclusion of the diﬀuse radiation ﬁeld, the importance of which was emphasized in Chapter
11. Moreover, as a combination, the codes allow for a systematic treatment of radiative
feedback eﬀects, such as reheating.
We start with giving a speciﬁcation of the setup of the simulations in Sect. 12.2, showing
some of the results of several representative reionization simulations that we have run, giving
a global impression of the versatility of this unique combination of codes. Hereafter, we more
systematically study the eﬀects of resolution and box size on the star formation history and
the reionization history as a whole in Sect. 12.3. Once these eﬀects have been singled out,
we can examine the radiative feedback eﬀect of reheating, the results of which are presented
in Sect. 12.4. We ﬁnish this chapter by studying the eﬀect of the diﬀuse radiation ﬁeld on
the morphology of overlapping HII regions in Sect. 12.5.
12.2
Simulation Setup
For a realistic numerical simulation of the EOR, it is allowed, as explained in Chapter 8,
to decouple the radiative transfer from the hydrodynamic evolution, post-processing the
transport of photons at the end of each hydro time slice. This is the approach we shall
adhere to here. The hydrodynamical evolution is provided by a variant of the cosmological
SPH code GADGET2, the speciﬁcs of which are described in Schaye et al. (2006). The
modiﬁcations with respect to the standard open source version of GADGET2 are noteworthy,
including new routines for the determination of hydrogen and helium cooling and heating,
and a new Schmidt Law prescription for the computation of the star formation rates. The
resultant code is very fast, which makes it ideal for running many diﬀerent simulations,
producing hydro output for several diﬀerent box sizes, resolutions, and initial conditions.
12.2.1 Hydro Input
All the hydro input in this chapter is based on simulations runs with initial conditions at
zstart = 127 that were created by displacing particles from a homogeneous, ‘glass-like’ dis-
tribution (White 1994) by a ﬁeld with a power spectrum generated by CMBFAST (Seljak &
Zaldarriaga 1996). The cosmological parameters were chosen to correspond to what was
inferred from the latest 3-year WMAP observations presented in Spergel et al. (2006) (i.e.
[Ω0,Ωb,ΩΛ, h] = [0.25, 0.045, 0.75, 0.73]).
To systematically study the eﬀect of box size and resolution, all experiments were repeated
for several diﬀerent comoving box sizes: L = 1.5625/h, 3.1250/h, 6.2500/h, 12.5000/h, and
25.0000/h Mpc, each with an increase of a factor 2. Except for those run for the resolution
study in Subsect. 12.3.1, all simulations were run with a resolution of 2563 SPH particles.
This is low compared to the N-body simulations presented in Iliev et al. (2006) (32483) and
Zahn et al. (2006) (10243), but our simulations do include hydrodynamics and our radiative
transfer code is adaptive as well, by which the overall eﬀective resolution of the transfer is
many orders of magnitudes higher, as we will show later on. The eﬀective mass resolution,
i.e. the mass of each gas particle, is Mgas = 2.63 · 103 M, 2.11 · 104 M, 1.69 · 105 M,
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1.35 ·106 M, 1.08 ·108 M, and the total number of sources at z = 6 is 4.4 ·104, 7.4 ·104,
7.1 · 104, 4.3 · 104, and 1.4 · 104, respectively.
The hydro simulations did not include feedback or metal enrichment, which is why we
are free in Sect. 12.3.2 to rescale the star formation rates as we like. Cooling is included:
a photodissociating background suppresses molecules, and when reheating is turned on (cf.
Sect. 12.4), an extra UV background is added. The softening length is 1/25 of the mean
interparticle distance.
The output is generated by creating HDF5 ﬁles (see Sect. 8.2) for 60 diﬀerent evenly
spaced snapshots, starting at redshift z = 40 and ending at z = 6. The HDF5 ﬁles include
the coordinates, masses and densities for each SPH particle. The star formation routines of
this SPH code determine, based on a prescription that uses parameters like the local density,
which particles evolve into a stellar particle. The mass and the stellar formation time of each
of these stellar particles are stored in the same HDF5 ﬁles. Thus, we know, with the time-step
resolution of the SPH code, when each star forms.
12.2.2 The SimpleX Lattice
The output for each snapshot serves as the input for our radiative transfer scheme. SimpleX
was designed to read this speciﬁc input format (see Chapter 8 for more on that), and directly
uses the SPH particle distribution as its own particle distribution. The adaptive random
lattice, along which the transport of photons will take place, is generated by performing a
Delaunay triangulation (cf. Chapter 3), using periodic boundary conditions. In this case,
the number of particles is so large, that we need to split up the box, and compute the
triangulation separately for each of the 8 subboxes (cf. Sect. 8.3).
The resultant unstructured lattice is highly adaptive. It has a huge range in resolution,
with Delaunay lines lengths being as small as 10−5 of the width of the computational domain,
mostly in high density regions, by which the eﬀective radiative transfer resolution can reach
values as high as 1015! This is a giant leap forward, compared to the 1283 or 2563 resolution
as used in the more common radiative transfer methods. To illustrate this adaptive property,
we refer to Fig. 12.1. The top panel depicts several zoom-ins of a 2D cut-out of the
Delaunay lattice generated by the SPH particle distribution of one of the simulations (L =
1.5626/h Mpc). More illustrative is a similar 2D cut-out, but now of a logarithmic plot of
the volume of each Delaunay tetrahedron, which is shown in the bottom panel of that same
ﬁgure. It is obvious that this property of our SimpleX radiative transfer method allows us
to more accurately track the behavior of radiation and matter in highly dense, geometrically
complex regions.
12.2.3 Source Luminosities
During the cosmological time spanned by each of the snapshots, several sources may turn
on. The SPH code has determined the exact formation time of each of these sources, so
that we have a catalogue of sources that gives us a precise indication of at which SimpleX
time step the source should turn on.
The only thing that remains to be determined then is the luminosity of ionizing photons
of the source as a function of their age and mass. To accomplish this, we use the stellar
population synthesis by Bruzual & Charlot (2003). The IMF is an adjustable parameter of
the model, so we adopt the parametrization by Chabrier (2003) of the single-star IMF in the
Galactic disk. This was also used in the SPH simulations. As an input for these routines, we
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Fig. 12.1: Illustration of the highly adaptive nature of the SimpleX random lattice. Top: Zoom-ins of a 2D
cut-out of the random lattice itself. Bottom: Same, but now for a 2D cut-out of a logarithmic plot of the
volume of each Delaunay tetrahedron (darker is smaller). The lattice is based on a representative SPH particle
distribution of resolution 2563 in a computational box of width L = 1.5625/h Mpc.
need the star’s mass, age, and their metallicity. The ﬁrst two are given by the SPH code, the
latter is a parameter we have to choose a priori. After testing several other values, we chose
a metallicity of Z = 0.0004 as a ﬁducial value for the metallicity of the ﬁrst sources. Once
the source spectra are obtained, we can integrate the ﬂux Fν divided by the photon energy
hν, using the ionization cross section as a weighing factor, to obtain the ﬂux of ionizing
photons.
We stress again that, in the simulations in this chapter, we solve for hydrogen ionization
only, and we assume an escape fraction of unity, i.e. fesc = 1, because the SPH method
was designed to resolve the galaxies themselves, so that the actual escape fraction can be
computed self-consistently.
12.2.4 The Transfer
Once the lattice has been constructed, and the sources have been located, the transfer can
commence. The SimpleX transfer code tracks the evolution of the ionizing photons, as they
move through the initially neutral hydrogen, blowing bubbles around each source.
Recombination is incorporated via a direct integration of the rate equations, as described
in Chapter 8. To determine the local recombination rate, and the local optical depths, we
need an estimate of the local density. The mass of a particle is given by the SPH code,
so what needs to be determined is a measure for the volume of each particle. The most
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Fig. 12.2: Visual rendering of the HII distribution of a representative reionization simulation. Comoving box
size is L = 6.2500/h Mpc. Three diﬀerent snapshots are depicted, and the gradual overlap of HII regions is
apparent. Note that the eﬀects of periodic boundary conditions is evident: bubbles disappear at one end of
the domain and emerge on the other.
Fig. 12.3: Zoom-ins of a 2D slice of the HI distribution in a box with comoving width L = 6.2500/h Mpc.
Darker regions have a larger ionization fraction.
consistent approach is to use the volume of the Voronoi cell of each particle, and this is the
volume we assign to each particle. Note that using mi/ρi as a measure for the volume of
each particle i does not conserve volume.
At the end of each snapshot, each grid particle has a certain ionization fraction, and we
can make up a statistic of the global volume- or mass-averaged ionization fraction, to track
the evolution of the process of reionization. Moreover, we can use these data to make a
visualization of the distribution of HII regions, an example of which is depicted in Fig. 12.2,
in which a visualization of the HII distribution at the end of three time slices is plotted.
It is obvious that, as time progresses, the computational box is gradually ﬁlled, until full
reionization has been reached. We can also make a similar zoom-in sequence as in Fig. 12.1,
but now for the neutral hydrogen distribution. The result is depicted in Fig. 12.3, from which
it is immediately apparent that using adaptive lattices will result in resolving inhomogeneities
in the HI distribution even on very small scales.
This procedure can be repeated over and over again, for diﬀerent box sizes, resolu-
tion, particle distributions, source luminosities, and such, and it is this setup of coupling
our SimpleX radiative transfer code to the output of the SPH code that we will use to
systematically study the impact of several eﬀects on the global history of reionization.
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Fig. 12.4: Results for the reionization of a box of comoving width L = 6.2500/h Mpc with SPH particle
resolution 2563, for several eﬀective radiative transfer resolution, Nsub = 803, 1003, 1283, and 1603. Left:
Volume averaged ionization fraction as a function of redshift. Right: Total number of recombinations divided
by the total number of atoms as a function of redshift.
12.3
Numerical Eﬀects
When trying to study the eﬀect of physical mechanisms, such as reheating or the contribution
of diﬀuse photons, we ﬁrst need to single out any numerical eﬀect that may interfere with
the overall result. These eﬀects may be caused by the choice of box size and resolution,
but also by choosing whether or not the boundary conditions are periodic. In a cosmological
context, it is justiﬁably better to choose periodic boundary conditions, in order to circumvent
boundary eﬀects, but also to minimize cosmic scatter, so this is the approach we took.
That being settled, it still remains to be determined how the resolution and box size aﬀect
the global reionization history. If these eﬀects are understood, and possibly eliminated, we
can more accurately track the eﬀects of the physical mechanisms.
12.3.1 The Eﬀect of Resolution
We start with investigating the eﬀect of resolution. To accomplish this, we choose just one
speciﬁc box size, in this case the middle box size L = 6.2500/h Mpc, and vary the eﬀective
SimpleX particle distribution for that one box. The SPH particle resolution is always 2563,
as has been previously pointed out, so the trivial one-to-one mapping of the SPH particles
to the SimpleX particles would result in an identical eﬀective radiative transfer resolution.
We can, however, vary the radiative transfer resolution by dismissing the one-to-one map-
ping procedure, and, instead of that, taking random subsets of the SPH particle distribution.
These random subsets have a predeﬁned size with resolution Nsub ≤ 2563, and, because the
particles are chosen randomly, the overall distribution will be representative of the original
SPH distribution. To keep the star formation history ﬁxed, all star particles are included. In
order to conserve mass, though, one has to increase the mass of each particle by Ngas/Nsub,
in which Ngas + Nstar = 2563. In most cases, Nstar 	 Ngas.
Using the simulation setup as laid out in Sect. 12.2, we can follow the transport of ionizing
photons, and determine the evolution of HII regions until reionization has been achieved, for
several diﬀerent eﬀective transfer resolutions. The resolutions we have used are Nsub = 803,
Numerical Eﬀects  165
1003, 1283, and 1603, each diﬀering by a factor of roughly 2. The results for the global
reionization histories for each eﬀective resolution are plotted in Fig. 12.4. The left panel
depicts the volume averaged ionization fraction of the particles as a function of redshift, i.e.
〈x〉vol =
∑
i xiVi∑
i Vi
, (12.1)
in which xi = N iHII/N
i is the ionization fraction of particle i , and Vi is its Voronoi volume.
For this particular simulation, the SPH code predicts that the ﬁrst source forms at z = 15,
which is where the transfer code SimpleX can commence. The ﬁgures show a similar trend
for each eﬀective resolution: reionization starts relatively slowly, until, at an approximate
redshift of z = 10, the box is rapidly ﬁlled with overlapping HII regions. At a redshift of
z = 7, the box has been fully ionized.
Diﬀerences are also apparent. Although full reionization has been reached at z = 7 for all
eﬀective resolutions, the lines diverge somewhat for higher redshifts. One can see that higher
eﬀective resolutions will result in the box having a larger volume averaged ionization fraction,
until full reionization. This eﬀect can be understood by plotting the number of recombinations
per atom (i.e. the total number of recombinations during one time slice divided by the total
number of atoms) as a function of redshift, the result of which is depicted in the right panel
of Fig. 12.4. This ﬁgure clearly shows that lower eﬀective resolutions will result in more
recombinations per atom1, which is why it is harder to obtain the same ionization fraction.
This is due to sampling eﬀects: when using a sampling criterion based on the the density of
gas, as is used in methods such as SPH and SimpleX (cf. Chapter 6), there is a bias towards
high density regions. The available points will mainly be put in dense regions, and sparse
regions will be undersampled. Thus, the density averaged over all particles will be too high,
overestimating the number of recombinations (which is very sensitive to the density, scaling
with n2). Higher resolutions will more accurately sample low density regions, eliminating this
eﬀect.
Indeed, one sees in the left panel of Fig. 12.4, that the volume averaged fractions are
converging as the eﬀective resolution is increasing. At an eﬀective resolution of 1603, con-
vergence has not yet been reached, though. We would like to stress that all simulations
in this thesis were performed on basic desktop machines. This is why we stopped at this
SimpleX particle resolution, because it is the maximum eﬀective resolution that a simple
desktop computer ﬁtted with 4GB of memory can handle. We could have used more elab-
orate shared memory machines, but we did not ﬁnd this useful, having globally understood
the eﬀect. Of course, if we were not just aiming for understanding several eﬀects, but for
a complete and accurate simulation of reionization itself, we would need to increase the
resolution until convergence has been achieved.
The input for cosmological radiative transfer solvers is provided by either dark matter only
simulations, or, as in our case, by more accurate hydro solvers. The maximum resolution
at which the reionization simulation can be performed is dictated by the resolution of these
input data. In almost all cases, the radiative transfer methods used for these simulations
use a much lower eﬀective resolution, so as to obtain a feasible operation count. From
1Because our radiative transfer method is highly adaptive, the eﬀective resolution of our method is many
orders of magnitude higher than that of the more standard methods used in Iliev et al. (2006) and Zahn
et al. (2006). Thus, the clumping factors, or, equivalently, the substructure of dense regions, is much more
resolved. As a consequence, the recombination rates (scaling with n2) we ﬁnd will be higher than the ones in
those papers.
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the analysis in this section, we can conclude that the resolution of the radiative transfer
method alone can heavily inﬂuence the overall reionization history, because the global density
structure will not be resolved properly, so that the recombination rates will be either over- or
underestimated. When aiming for realistic reionization simulations, it is therefore mandatory
to use an eﬀective radiative transfer resolution that is identical to the one of the input.
To eliminate the inﬂuence of this resolution eﬀect on the rest of the simulations in this
chapter, we chose one eﬀective radiative transfer resolution, namely Nsub = 1283. This
number of grid points is large enough to resolve most of the relevant gas substructure, and
small enough to limit memory usage, so that many diﬀerent simulations could be performed.
12.3.2 Star Formation Histories
Once a ﬁducial SimpleX resolution has been chosen, we can expect the outcome of the
results to change when changing box sizes. A ﬁxed resolution with increasing box size results
in a lower eﬀective mass resolution, by which high density regions, which have a high degree
of clumping, cannot be resolved properly. This will underestimate the recombination rate and
change the morphology of the emerging HII regions, to name just a few consequences. The
most notable consequence, however, is the eﬀect of the box size on the star formation history.
The SPH code described in Schaye et al. (2006) forms stars (i.e. converts SPH particles into
source particles) according to a recipe that is based on several parameters, such as the local
density. The higher the resolution, the better high density haloes are resolved, and the more
sources are formed.
This behavior can be quantiﬁed by plotting the star formation rate as a function of redshift
as determined by the SPH code, for every one of the ﬁve box sizes. The result is depicted
in Fig. 12.5, in which the logarithm of the star formation rates, in units of solar masses
per year per Mpc3, is plotted versus the redshift. It is readily apparent that the larger the
boxsize, or, equivalently, the smaller the mass resolution, the lower the star formation rate.
Moreover, the formation of the ﬁrst stars is retarded, when the resolution is lowered: for the
L = 1.5625/h Mpc box, the ﬁrst star forms at z = 25, whilst, for the L = 25.0000/h Mpc
box, the ﬁrst star forms only at z = 15! This is a direct consequence of the resolution
requirements that were already discussed in Sect. 10.2.3, and in Naoz et al. (2006).
In order to be able to systematically check the impact of physical eﬀects on the history
of reionization for various diﬀerent box sizes, we need to eliminate this box size dependence
of the star formation rate. The most trivial approach is to choose one ﬁducial star formation
history, and scale all others to match that one. To accomplish this, we ﬁtted the star
formation rate data of each box size with an exponential function of redshift2 (i.e. SFR(z) =
exp(a−bz), in which a and b are constants). The ﬁve ﬁtting functions are plotted in the same
ﬁgure, and the exact functional forms are given in the legend. In the low redshift regime, the
ﬁtting function for the L = 6.2500/h Mpc box most closely resembles the suggested star
formation rate models for z ≥ 6 in both Strolger et al. (2004) and Fardal et al. (2006), so
we choose this ﬁtting function as the ﬁducial one.
Thus, we can eliminate the eﬀect of box size on the star formation history, by rescaling
the star formation histories of all other box sizes to that of the ﬁducial one. This can be
achieved by increasing the masses of each source particle by a factor SFR6.25(z)/SFRL(z)
for box size L. When implementing this, one has to be careful that for box sizes larger
2This ﬁtting function is motivated by the star formation rate models used in Strolger et al. (2004), cf.
their Eq.(5).
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Fig. 12.5: Star formation rate data, in units of solar masses per year per Mpc3, as a function of redshift for
several SPH simulations in the ﬁve diﬀerent box sizes. Overlaid are the functions that were ﬁtted to this data.
than L = 6.2500/h Mpc, the ﬁrst stars form later, so that these should be rescaled with a
cumulative factor, i.e. the ﬁrst source will be very massive to compensate for the retardation.
12.3.3 Results
When a ﬁducial radiative transfer resolution has been chosen, and the eﬀect of diﬀering star
formation histories has been eliminated, we can compare the reionization histories results of
the diﬀerent box sizes. Several diagnostic results have been plotted in Fig. 12.6.
The top left panel depicts the volume averaged ionization fractions, cf. Eq.(12.1), as a
function of redshift, for each of the boxes. As an alternative diagnostic, the top right panel
shows the global mass averaged ionization fraction as a function of redshift, i.e.
〈x〉mass =
∑
i ximi∑
i mi
, (12.2)
in which xi = N iHII/N
i is the ionization fraction of particle i , and mi is its mass. The volume
and mass averaged fraction plots are nearly identical, and it is clear from both plots that
all boxes have nearly identical reionization histories, except for a retardation factor: the
largest boxes are reionized earlier. This retardation can be easily understood by recognizing
that, although we have eliminated the eﬀects on the star formation history, the size of the
box still determines the mass resolution. The higher the mass resolution, the better dense
regions are resolved, and the larger the local recombination rates. The recombination rate
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Fig. 12.6: Results of reionization simulations for ﬁve diﬀerent box sizes. Top-left: Global volume averaged
fractions as a function of redshift. Top-right: Global mass averaged fractions as a function of redshift.
Bottom-left: Number of recombinations per atom as a function of redshift for each of the boxes. Bottom-
right: Thomson optical depths, integrated from redshift z to us at z = 0, for each box.
is the most direct limiting factor of the speed of the ionization front. Thus, reionization is
retarded, when more recombinations need to be compensated for. The bottom left panel of
Fig. 12.6 depicts the global number of recombinations per atom as a function of redshift. It
is diﬃcult to compare the graphs for the diﬀerent box sizes, because reionization commences
at diﬀerent times for each box. Still, it is clear that at, for example, z = 12, when the
ionization fractions are still close together, the smallest boxes have the highest number of
recombinations. This will immediately slow down the process of reionization with respect to
the larger boxes.
This retardation eﬀect is most aptly illustrated by determining the Thomson optical depth
as a function as redshift, for each of the boxes. For a given reionization history, one can
compute the mean optical depth along a line of sight between an observer at z = 0 and
redshift z due to Thomson scattering by integrating
τ(z) = cσT
∫ 0
z
dz ′ne(z ′)
dt
dz ′
, (12.3)
in which c is the speed of light, σT = 6.65 × 10−25 cm2 is the Thomson scattering cross
section, and ne(z) is the mean electron density at redshift z , given by
ne(z) = n
0
H(1 + z)
3 〈x〉mass (z), (12.4)
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in which n0H is the mean number density of hydrogen at present. The results of using SimpleX
to reionize each box can be used to integrate Eq.(12.3) over each discrete time slice. This
data unfortunately stops at z = 6, when reionization has ended. Fortunately, Eq.(12.3)
has a closed analytical form, when assuming a constant 〈x〉mass between us and z = 6,
Ω0 +ΩΛ = 1, and X = 1 (i.e. hydrogen only):
τ(z) =
2cσTΩbρcrit,0
3H0mpΩ0
〈x〉mass
{[
Ω0(1 + z)
3 +ΩΛ
]1/2 − 1} , (12.5)
in which we used Ωb, ΩΛ and Ω0, which are the total baryon, vacuum and matter densities in
units of the critical density ρcrit,0. Moreover, H0 is the Hubble parameter, and mp is the mass
of a proton. Assuming 〈x〉mass = 1 for z ≤ 6, we obtain, using the WMAP3 parameters,
that τ(6) = 0.048.
Using this machinery, we can plot the Thomson optical depths for each box size, and
we refer to the bottom right panel of Fig. 12.6. The diﬀerences for each box size are more
clear in this ﬁgure, because the Thomson optical depth is a cumulative quantity. The larger
boxes have larger optical depths, because reionization commences earlier, so that more free
electrons can contribute to the scattering optical depth from a certain redshift to us. Note
that the optical depths all lie in the range τ ∈ [0.075, 0.095], which is in perfect agreement
with the latest WMAP3 results (Page et al. 2006; Spergel et al. 2006), i.e. τ = 0.09±0.03.
This a very fortunate result, but should put in perspective: in this chapter, we are pointing out
several eﬀects that dramatically increase the uncertainties in the overall reionization results.
Although these optical depth values may seem credible, an increase of eﬀective resolution,
either in the SPH code, or in the radiative transfer, may change the results drastically. Still,
the optical depths for the L = 1.56250/h and 3.1250/h Mpc are very close, and seem to
have converged.
We conclude this section by stating that, although any eﬀect on the star formation
histories can be eliminated, the size of box still has a profound impact on the results of
reionization simulations. The global reionization histories have the same proﬁle, but they
may show retardation. Any realistic simulation would therefore need to increase its eﬀective
SPH and radiative transfer resolution until the results for each box size have converged onto
one ﬁxed simulation outcome. Moreover, one needs to check the results for diﬀering box
sizes with a ﬁxed eﬀective mass resolution. For now, this ideal resolution is far beyond
our computational capabilities, cf. Sect. 10.2.3, so that one has to be acutely aware of the
limitations of current reionization simulations.
12.4
Reheating
Having studied the eﬀects of several numerical aspects on the results of reionization simu-
lations, we are in a position to more systematically study the impact of additional physical
eﬀects. The ﬁrst of these will be that of reheating.
As explained more elaborately in Sect. 10.3.1, the mean free paths of the UV photons
sharply increase when the HII regions start to overlap during the process of reionization.
This eﬀectively results in a rapid increase of the intensity of the UV background, which will
interact with the intergalactic medium by photoheating it. The increase in gas temperature
will suppress star formation, and it will also decrease clumping in high density regions, thereby
lowering the local recombination rates.
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Both of these eﬀects will be studied in this section. Unfortunately, our transfer method
has not yet been dynamically coupled to the hydro code, so a fully self-consistent radiation-
hydrodynamic description of the radiative feedback has not yet been implemented. We can
incorporate the eﬀect of reheating, however, by externally turning on an ambient source of
heating in the SPH code at a predesignated redshift. Referring to the top left panel of Fig.
12.6, one can see that for all box sizes the volume has been at least half ionized at z = 9. It is
this redshift at which we will turn on the reheating. The SPH code described in Schaye et al.
(2006) implements this reheating by giving a certain amount of energy to each particle over
an extended redshift range starting sharply at the reheating redshift. Usually, the heating
is distributed in the shape of a Gaussian, but since the particles take discrete steps, error
functions are used. The parameters (amount of energy, sigma of Gaussian) for the hydrogen
reionization heating are calibrated such that the temperature at the mean density of the
Universe is 104 K (assuming a reionization redshift of z = 9).
Using this recipe, we are able to examine the eﬀect of reheating on both the star formation
rate and the clumping of the intergalactic medium. We will ﬁrst only study the eﬀect of the
star formation rate by using the modiﬁed star formation rate, but hereby using the gas
distribution that was produced in the simulation without reheating. The eﬀect of clumping
can only be studied by using the star formation histories of Fig. 12.5, i.e. those without
reheating, in combination with the gas distribution as obtained from the SPH simulation
with reheating. Once these two eﬀects have been studied separately, we can examine their
total eﬀect by using the modiﬁed reheating star formation histories in combination with the
reheated gas distribution.
12.4.1 Star Formation Rate Eﬀect
When the temperature of the intergalactic medium increases, the Jeans mass follows this
trend. It is therefore to be expected that fewer stars will form. This is indeed what we see
when plotting the star formation rate as a function of redshift for SPH runs with and without
reheating. Because we know that the overall results of the simulations depend heavily on
the eﬀective mass resolution, or, equivalently, the box size, we choose two of the box sizes,
namely the L = 3.1250/h and the 12.5000/h Mpc boxes, and study the eﬀect of reheating
on both. The star formation histories for both boxes are plotted in the top left and right panel
of Fig. 12.7. The data that corresponds to the star formation histories without reheating is
identical to the data of the corresponding box sizes plotted in Fig. 12.5. It is apparent from
the ﬁgures that the star formation rate is suppressed, when reheating is turned on at z = 9.
The eﬀect of this suppression on the process of reionization can be quantiﬁed by repeating
the reionization simulations using the original gas distribution without reheating, but with
the modiﬁed star formation histories. To accomplish this, we need to determine the ﬁtting
functions SFRL(z) to the modiﬁed star formation rate data for z ≤ 9. The data and the
ﬁtting functions are shown in the bottom panels of Fig. 12.7. Once these new ﬁts are known,
we can again eliminate the numerical eﬀects of the star formation history, as discussed in Sect.
12.3.2, by rescaling these new functions to the same ﬁducial ﬁtting function SFR6.25(z) that
was given in that same section. We take this ﬁtting function, and not the one for the modiﬁed
star formation history of the L = 6.2500/h Mpc box, because that is most consistent with
the scaling in the z ≥ 9 regime.
The results of the new simulations are shown in Fig. 12.8. The top panels depict the
volume averaged ionized fraction and the Thomson optical depth as a function of redshift
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Fig. 12.7: Plots of the modiﬁed star formation histories as a result of reheating. Top: Star formation
histories, in units of solar masses per year per Mpc3, as a function of redshift, for the L = 3.1250/h and the
3.1250/h Mpc boxes. Results with and without reheating are both given. Bottom: The star formation history
data with reheating for all boxes. The modiﬁed ﬁtting functions are also given. Note the diﬀerent redshift
ranges in the top and bottom panels.
for the L = 3.1250/h Mpc box, and the bottom panels do the same, but now for the
L = 12.5000/h Mpc box. All panels show the results with and without reheating. Note that
the scaling of the modiﬁed star formation histories to the ﬁducial ﬁtting function SFR6.25(z)
will have as an eﬀect that, for the L = 3.1250/h Mpc box, the star formation rate is actually
boosted relative to the one without reheating! This is why reionization is achieved earlier, as
can be seen in the top left panel of Fig. 12.8. This is not the case for the L = 12.5000/h Mpc
box, for which the star formation history is still suppressed after rescaling.
It is immediately clear that, although the diﬀerences in star formation histories as depicted
in Fig. 12.7 may seem severe, the overall results on the process of reionization are just
marginally altered. We should note that the eﬀect of reheating is underestimated, if H2
coolers are important.
12.4.2 Clumping Eﬀect
The eﬀect of reheating on the clumping of the gas can be isolated by performing reionization
simulations on the new gas distribution that is modiﬁed by reheating, but with the original
star formation histories that were discussed in Sect. 12.3.2. The results hereof are depicted
in Fig. 12.9. The left hand panels show the number of recombinations per atom, the volume
averaged ionization fraction, and the Thomson optical depth, as a function of redshift, for
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Fig. 12.8: Reionization results for modiﬁed star formation histories, but with original gas distributions.
Top: Volume averaged ionization fraction and Thomson optical depth as a function of redshift for the
L = 3.1250/h Mpc box. Bottom: Idem, but now for the L = 12.5000/h Mpc box. Both the results with and
without reheating are depicted.
the box with comoving width L = 3.1250/h Mpc. The right hand panels show the same, but
now for the L = 12.5000/h Mpc box. All panels show the results with and without reheating.
It is immediately apparent that, because clumping is reduced by reheating, high density
regions are less dense, so that the number of recombinations is drastically lowered at re-
heating redshift z = 9. The speed of the ionization fronts is directly inﬂuenced by the local
recombination rates, cf. Eq.(7.8), so a decrease in the number of recombinations will result
in an acceleration in the process of reionization. This is indeed what we see in the plots
of the volume averaged ionization fractions. The eﬀect is less apparent in the larger of the
two boxes, though. This has two reasons: ﬁrst, reionization has already progressed further
at the predeﬁned reheating redshift for the larger box, so that reheating is turned on a bit
too late; second, clumping is much more dominant in the smaller boxes, because the mass
resolution is higher, so that any change in clumping due to reheating will have more drastic
consequences. This diﬀerence in the impact of reheating is exempliﬁed in the plots of the
Thomson optical depths for both boxes. The process of reionization is accelerated, by which
there are more free electrons at earlier redshifts. Hence, the Thomson optical depths are
boosted for both of the boxes.
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Fig. 12.9: Reionization results for reheated gas distributions, but with original star formation histories.
Left: The number of recombinations per atom, the volume averaged ionization fraction and the Thom-
son optical depth as a function of redshift for the L = 3.1250/h Mpc box. Right: Idem, but now for the
L = 12.5000/h Mpc box. Both the results with and without reheating are depicted. Note that both boxes
have a diﬀerent redshift range, because the smallest box forms stars earlier.
12.4.3 Total Eﬀect
It is apparent from the results of separately studying the eﬀect of reheating on the star
formation histories and on the clumping of the gas, that it is the latter that has the most
dominant eﬀect on the history of reionization. Indeed, when we repeat the reionization
simulations with both the modiﬁed star formation histories and the reheated gas distributions,
we ﬁnd that the results for the total eﬀect of reheating, cf. Fig. 12.10, closely resemble those
for the eﬀect of clumping alone.
We can conclude from the results in this section that the physical eﬀect of reheating has
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Fig. 12.10: Reionization results for both modiﬁed star formation histories and reheated gas distributions.
Top: Volume averaged ionization fraction and Thomson optical depth as a function of redshift for the
L = 3.1250/h Mpc box. Bottom: Idem, but now for the L = 12.5000/h Mpc box. Both the results with and
without reheating are depicted.
a profound inﬂuence on the process of reionization, even for the larger boxes. Although the
star formation history is altered by the suppression induced by the reheating, the decrease in
clumping in highly dense regions most drastically inﬂuences the simulation results. It is well
known that most photons are consumed in these dense regions, which is why any change
there is bound to have a large impact. As an example, the Thomson optical depth for the
reionization simulations in the L = 3.1250/h Mpc box changes from τ = 0.075 to τ = 0.082.
Although the eﬀect on the star formation history can be neglected to some extent,
the eﬀect of reheating on the clumping of the gas cannot be ignored: reheating accelerates
reionization. This eﬀect would be even more dramatic, when reheating would be implemented
self-consistently, instead of turning it on by hand at a predesignated redshift. Most of the
photons are produced in regions where the clumping is high, so that their heating eﬀect
immediately reduces clumping.
It is evident that any realistic reionization simulation must include the eﬀect of reheat-
ing. This immediately rules out the use of dark matter only solvers in setting up reionization
simulations, because these cannot capture the eﬀect of reheating on the gas. Thus, hy-
drodynamics solvers are an indispensable ingredient in numerical studies of the epoch of
reionization.
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Fig. 12.11: Visualizations of the HII distributions for two reionization runs, one with and one without resolving
the diﬀuse radiation ﬁeld, for a box of comoving width L = 1.56250/h Mpc. Depicted are 2D slices at redshifts
z = 9.08 (top), and z = 8.52 (bottom). Left: Runs without diﬀuse photons. Middle: Runs with diﬀuse
photons. Right: Diﬀerence plots, assuming Boolean ionization fractions (i.e. either 1 or 0); left is subtracted
from middle.
12.5
Diﬀuse Photons
The ﬁnal physical eﬀect we have studied is that of the diﬀuse radiation ﬁeld. In Chapter 11,
we showed quantitatively that, for realistic cosmological gas density distributions, the diﬀuse
photons dominate the radiation ﬁeld inside HII regions. Moreover, only the diﬀuse photons
push against the ionization fronts. It is therefore mandatory that a realistic treatment of the
radiative transfer accurately incorporates this part of the total radiation ﬁeld. Accomplishing
this can be shown to be a formidable computational task: every parcel of gas that re-emits
photons has to be added to the list of sources, so that, in principle, each of the 2563 SPH
particles can become a source. Most common cosmological radiative transfer methods scale
with the number of sources, cf. Chapter 7, which is why including the diﬀuse radiation ﬁeld
is too demanding for these methods, and the usual on the spot approximation, shown to be
faulty in the previous chapter, is invoked. Fortunately, the SimpleX transfer method does
not scale with the number of sources, cf. Chapter 4, so that we are in the fortunate position
that we can study the eﬀect of these diﬀuse photons.
Including the diﬀuse radiation ﬁeld will not aﬀect the global energy budget, i.e. the
number of photons emitted minus the number of recombinations will not change. This is
why the position of the Strömgren sphere in an isotropic density distribution will remain
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ﬁxed, as explained in Chapter 11. Thus, the global diagnostics, such as the volume averaged
ionization fractions, and the Thomson optical depths, presented in the previous sections,
will remain unaltered when including diﬀuse photons. The eﬀect of the diﬀuse radiation
ﬁeld can not be seen globally, but needs to be examined on a local scale. Indeed, it is the
morphology of the pattern of HII regions as a whole that will change. This is very important
for future 21-cm observations of the EOR: the observed maps can only be seriously compared
to simulations when this eﬀect is understood.
As a test case, we use as input an SPH simulation for a box with comoving width
L = 1.56250/h Mpc with the usual parameters (i.e. WMAP3 cosmology, 2563 particles,
etc.), and use SimpleX to solve for the reionization both with and without diﬀuse photons.
We will use the results at three diﬀerent representative redshifts to compare the structure of
the resultant HII regions: z = 9.64, 9.08, and 8.52, at which the volume averaged ionization
fractions are 〈x〉vol = 0.189, 0.333, and 0.543, respectively. A visualization for the latter two
redshifts is given in Fig. 12.11, showing a 2D slice of the HII distribution for a simulation
without diﬀuse photons (left), and with diﬀuse photons (middle). When we assume that the
ionized fractions can only be Boolean, i.e. 1 or 0, or, equivalently, black or white, we can
make a diﬀerence plot between the results with and without diﬀuse photons, and we refer to
the right panels of Fig. 12.11.
By visual inspection, we immediately see that the runs including diﬀuse photons produce
HII regions that are a bit more extended, maybe even rounder, than the runs without. For
comparison with future observations, this needs to be quantiﬁed. In this section, we will look
at two possible options for doing this.
12.5.1 Power Spectrum
The most obvious choice for studying the structure of patterns in a computational box is
the power spectrum. For a three-dimensional ﬁeld, one can compute its Fourier spectrum,
and use that to infer the 3D power spectrum. This 3D power spectrum is often collapsed
into a one-dimensional one by averaging it over spherical bins centered on the origin of the
frequency domain. This 1D spectrum based on a 3D density ﬁeld is the most commonly used
tool to study the distribution of HII regions in cosmological reionization simulations, see e.g.
Iliev et al. (2006), Zahn et al. (2006), but also the semi-analytical approach in Furlanetto
et al. (2004).
We have used this recipe to construct the power spectra of the reionization simulation
with and without diﬀuse photons, for all three speciﬁed redshifts. The result is depicted in
Fig. 12.12. The left panel shows the scale-free power k3P (k) of the neutral fraction as a
function of the wavelength mode k for the runs without diﬀuse photons, whilst the right
panel shows the same for the runs that do include the diﬀuse radiation ﬁeld. Note that,
although values are shown for larger scales, the largest reliable wavenumber value for this
box is k = 2π/2L = 0.32 · 2π h/Mpc. Similarly, we have to be careful at the small scales:
Poisson noise may aﬀect the results there.
We can immediately observe two things. First, it is remarkable that there is more power
at small scales than at large ones, because this somewhat contradicts what was found in Iliev
et al. (2006) and Zahn et al. (2006). This is probably due to the fact that we use, in contrast
with their methods, an adaptive mesh that can resolve much smaller scales. Second, we see
that, as reionization progresses, the power at the large scales (k ∼ 0.5 h/Mpc) increases.
This is to be expected, because the initially small HII regions will grow and merge into larger
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Fig. 12.12: Dimensionless power spectra k3P (k) of the neutral fraction for two reionization runs, one without
diﬀuse photons (left), and one with (right). In each ﬁgure, spectra are plotted for three diﬀerent redshifts,
z = 9.64, 9.08, and 8.52, each corresponding to an increasing volume averaged ionization fraction.
ones.
Although there is some minor diﬀerence between the spectra in the two diﬀerent panels,
nothing much can be inferred from that. Based on their power spectra, the results with and
without diﬀuse photons are nearly identical. Thus, it is obvious that we need a more reﬁned
tool for analyzing the diﬀerences that could be already observed by visual inspection only.
12.5.2 Morphology
Although power spectra have proven their use in many diﬀerent problems, their use is limited
in the analysis of reionization simulations. Their major disadvantage: any information of the
phase is immediately thrown away, when computing the norms of each wavelength mode.
To give a more accurate description of the patterns that are to be observed in future 21-
cm observations, we need an unambiguous method for quantifying the morphology of HII
patterns.
There are several options for accomplishing this, the most elegant of which is the use of
the Minkowski functionals. The Minkowksi functionals (Hadwiger 1957) provide a complete
set of measures of the topology of any structure, but are most often used to examine the
morphological properties of a density ﬁeld in Rd . Their use in the context of cosmolog-
ical reionization was suggested in Gleser et al. (2006), which describes the procedure for
computing the Minkowski functionals for a three-dimensional ﬁeld u(x) in a box of volume
V .
To accomplish this, one determines an excursion set Fν which includes all the points
that satisfy u(x) ≥ νσ, in which ν = uthr/σ is the threshold value rescaled to the rms
value σ2 =
〈
u2
〉
. The global morphology of u(x) can then be described by calculating the
Minkowski functionals as a function of uthr, which deﬁnes an isosurface S(x). There are four
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of these functionals in R3:
V0(ν) =
1
V
∫
V
d3xΘ[νσ − u(x)] , (12.6)
V1(ν) =
1
6V
∫
∂Fν
d2S(x), (12.7)
V2(ν) =
1
6πV
∫
∂Fν
d2S(x) [κ1(x) + κ2(x)] , (12.8)
V3(ν) =
1
4πV
∫
∂Fν
d2S(x)κ1(x)κ2(x), (12.9)
in which Θ is the Heaviside step function, and κ1 and κ2 are the principal curvatures (i.e.
the inverse of the principal radii) at a point x on the surface.
The ﬁrst functional, V0(ν), is the total volume of the regions with u above the threshold
value uthr = νσ. The other three functionals are computed by performing a surface integra-
tion over the boundary, ∂Fν , of the excursion set. The functional V1(ν) is a measure for the
surface area of that boundary, V2(ν) is the mean curvature over the surface, and V3(ν) is
the Euler characteristic χ. The Euler characteristic can be expressed in terms of the genus,
g, of the regions, i.e. χ = 2(1− g), where a sphere has genus g = 0, a torus has g = 1, etc.
Both the surface area and the integrated mean curvature functionals describe the shape
of the regions at the threshold value. Pancake shaped regions, for example, are characterized
by a large surface area and comparatively small mean curvature, whilst the opposite is the
case for cigar shaped regions. These two functionals, V1(ν) and V2(ν), are therefore expected
to be a perfect diagnostic for quantifying the diﬀerences between the pattern of HII regions
in the results with and without diﬀuse photons.
Gleser et al. (2006) describe two eﬃcient numerical methods for obtaining these four
Minkowski functionals. As an extra bonus, they provide a ready-made source code package3
that implements both of these methods. This enables us to readily compute the Minkowski
functionals of the reionization simulations with and without diﬀuse photons. As a scalar ﬁeld
u(x), we choose the local neutral fraction x(x) = nHI(x)/n(x). The results hereof are shown
in Fig. 12.13.
The top panels depict the ﬁrst Minkowski functional for the run without (left) and with
the diﬀuse photons (right). The two ﬁgures are nearly identical, with the value of the
functionals decreasing as time progresses. As the box is slowly ionized, the volume of the
neutral hydrogen steadily decreases, so the evolution of this functional is not very surprising.
More striking are the diﬀerences when comparing the V2(ν) and V3(ν) functionals, de-
picted in the middle and bottom panel of Fig. 12.13, respectively. In the nthr/nH ≤ 1 regime,
which composes most of the volume (cf. the ﬁrst Minkowski functional V0), the V1(ν) func-
tional of the run with diﬀuse photons is consistently lower than for the run without diﬀuse
photons. Moreover, the V2(ν) functional for the run with diﬀuse photons is consistently
higher than for the run without diﬀuse photons. This is a direct quantiﬁcation of the dif-
ference in morphology of reionization with and without diﬀuse photons: when the diﬀuse
radiation ﬁeld is included, the global morphology of HII regions is more spherical.
Thus, it can be concluded that, although the use of diﬀuse photons will not alter global
diagnostics that keep track of the energy budget, as is the case for other physical eﬀects
such as reheating, it will have a profound impact on the morphology of reionization. We
3Available at http://physics.technion.ac.il/~lirong/.
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Fig. 12.13: The ﬁrst three Minkowski functionals V0(ν) (top), V1(ν) (middle), and V2(ν) (bottom), for
reionization simulations without (left), and with diﬀuse photons (right). Each ﬁgure gives values for its
functional at three redshifts z = 9.64, 9.08, and 8.52.
have shown quantitatively that the global shape of HII regions will be less pancake shaped,
and more spherical. This is of great importance to future 21-cm observations of the epoch
of reionization: the predicted 21-cm maps, based on numerical simulations, will have to be
reﬁned; and, conversely, when such maps are observed, conclusions based on these observa-
tions will be diﬀerent when this eﬀect is included. It is therefore mandatory, for any realistic
reionization simulations that wishes to produce accurate 21-cm maps, to include the eﬀect
of the diﬀuse radiation ﬁeld.
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12.6
Conclusions
Simulations of the epoch of reionization are at the forefront of numerical astrophysics. Almost
every imaginable physical ingredient has to be incorporated in one way or another to cover
the full range of physical processes that take the Universe from a linear post-recombination
phase to one that is able to form the ﬁrst sources in collapsed haloes, and eventually to one
that is ﬁlled with diﬀuse photons traveling through and interacting with the inhomogeneous
intergalactic medium.
The numerical simulations that can successfully incorporate most of these processes will
be very intricate, to say the least. In Chapter 10, we already pointed out that simulations
that track the full range in resolution that is needed to accurately sample the pre-reionization
density ﬁeld are far beyond our current computational capabilities. Thus, in order to be able
to perform at least a representative reionization simulation, several approximations are often
invoked. Smaller box sizes and lower resolutions are used, hydrodynamical eﬀects are ignored,
and radiative transfer is treated in an approximate way, if it is included numerically at all.
In this chapter, we have quantitatively tested the validity of a variety of such approxi-
mations. The state-of-the-art cosmological SPH simulations, coupled to the adaptive cos-
mological radiative transfer code SimpleX, enabled us to determine the impact of several of
these eﬀects. After we have systematically checked the inﬂuence of box size and resolution
on the star formation histories and the overall reionization results, we were in a position to
directly measure the eﬀect of two physical processes that are almost always ignored: the
eﬀect of reheating due to the UV background, and that of the diﬀuse radiation ﬁeld.
The results showed that the eﬀect of reheating cannot be ignored. The eﬀect of this
reheating on the star formation history, but, most of all, on the clumping of the gas, has
as a consequence that the process of reionization is accelerated by a non-negligible factor.
Thus, reionization is completed at earlier redshifts, and the mean Thomson optical depths
computed are higher. Including the diﬀuse radiation ﬁeld in the simulations produced results
that diﬀered from those without diﬀuse photons. We showed that not the power spectra
but the Minkowski functionals can give an accurate and quantitative description of these
diﬀerences: including diﬀuse photons will cause the HII regions, and thus also the observed
21-cm maps, to be less pancake shaped, and more spherical. Last but not least, we have
shown that, even when all these physical eﬀects are included, any simulation has to be rerun
for many diﬀerent box sizes and resolutions, in order to check whether or not convergence
has been reached.
Thus, we can conclude that modern day reionization simulations need to be reﬁned.
Hydrodynamics methods have to be included to solve for non-negligible eﬀects like reheating,
and radiative transfer solvers must include diﬀuse photons in order to produce accurate
21-cm maps. Methods that use adaptive meshes are preferred, because large resolution
ranges are mandatory. Only then can the results of any large scale reionization simulation
be representative for the actual physical processes that took place during this important
cosmological era.
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Samenvatting
Volgens de meest recente metingen is het heelal nu ongeveer 13.7 miljard jaar oud. Het
lokale universum, zoals we dat kunnen zien met het blote oog op een heldere nacht, bestaat
uit sterren en sterrenstelsels, en gas en stof. En, daartussen, heel veel lege ruimte.
Dit was ooit anders. Toen het nog jong was, was het heelal gevuld met een bijna volledig
homogene oersoep, een plasma van protonen, neutronen en lichtdeeltjes (fotonen), waaruit
alles wat we om ons heen zien is ontstaan. De oersoep was niet perfect glad: kleine rim-
pelingen, ontstaan aan het begin van de tijd, verstoorden het normaal gesproken rimpelloos
oppervlak. Door de uitdijing van het heelal werd deze oersoep steeds verder verdund, totdat
het op een bepaald moment, zo’n 400.000 jaar na de oerknal, zo transparant werd dat de
lichtdeeltjes konden ontsnappen, en de protonen en electronen zich samen konden voegen tot
neutraal waterstof. Die fotonen kunnen we nog steeds zien aan de hemel, als de nagloed van
de oerknal. In het microgolf gedeelte van het spectrum van licht, zien we deze zogenaamde
kosmische achtergrondstraling, die inmiddels door de verder uitdijing van het heelal is afge-
koeld tot 2.73 graden boven het absolute nulpunt. Moderne precisie-experimenten hebben
de temperatuur van de achtergrondstraling zeer nauwkeurig in kaart gebracht (zie Fig. 13.1,
links). Deze kaart geeft een directe visuele representatie van de rimpelingen in de oersoep op
het moment dat de fotonen ontsnapten. Opmerkelijk is dat deze rimpelingen slechts in de
orde van een miljoenste graad zijn: de inhoud van het heelal was inderdaad nagenoeg glad.
We mogen blij zijn dat deze rimpelingen er waren. Onder de invloed van de zwaarte-
kracht worden de minieme inhomogeniteiten in de loop van de tijd uitvergroot, doordat de
materie zich samentrekt naar plaatsen met hogere dichtheid. Uiteindelijk ontstaat er een
geometrische complexe verdeling van materie, die het meest doet denken aan een bijenkorf
(zie Fig. 13.1, rechts). Deze structuur, waarneembaar aan de hemel als we de positie van
sterrenstelsels uitzetten in een kaart, herbergt het ontstaan van de eerste sterren, planeten,
en misschien zelfs wel leven.
Herakleitos’ aforisme vat het het meest beknopt samen: Παντα ρι και oυδν μνι.
Veranderend van een gladde soep naar een sponsachtige grote schaal structuur, de inhoud
van het heelal is immer in beweging. Elke keer als er een gradient is, in druk of potentiaal,
komen baryonische en donkere materie deeltjes in beweging. Fotonen en andere massaloze
deeltjes zijn constant in beweging, verplicht zich te houden aan de lichtsnelheid. Als dit
natuurlijke proces niet bestond, dan zou het heelal nog steeds in dezelfde toestand zijn als
die gezien kan worden in de achtergrondstraling. Het transport van deeltjes is daarom het
essentiële ingrediënt voor het begrijpen hoe het heelal van toestand verandert.
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Figuur 13.1: Links: Een kaart van de temperatuur van de kosmische achtergrondstraling. De oersoep is glad,
op enkele zeer minieme rimplingen na. Credit: NASA/WMAP Science Team. Rechts: De inhoud van het
huidige heelal heeft een heel andere structuur, dat veel weg heeft van een bijenkorf of een spons.
Transport Theorie
De beweging van een deeltje kan gevolgd worden door het oplossen van zijn bewegingsver-
gelijking. Het resultaat is een geodetisch pad, langs welke het deeltje zal bewegen totdat
een interactie (annihilatie, verstrooiing, dissociatie, etc.) plaats heeft. Helaas is het zo dat
de meeste deeltjes zich in groepen voortbewegen. Een druppel water bestaat uit zeer veel
afzonderlijke moleculen (in de orde van het getal van Avogadro, ∼ 1023), en een laserstraal
bestaat meestal uit minstens zoveel fotonen. Dit zorgt dat het probleem enorm veel gecom-
pliceerder wordt: we moeten niet alleen de bewegingsvergelijking van elk deeltje afzonderlijk
oplossen, we moeten nu ook rekening houden met het feit dat de deeltjes onderling wissel-
werking zullen hebben. De dynamische geschiedenis van elk afzonderlijk deeltje zal verwerkt
worden in een complex geheel van verwoven paden, waardoor het bijna onmogelijk wordt om
het gedrag van een groep deeltjes te begrijpen door het pad van elk afzonderlijk deeltje op
te lossen, ook al is dat de meest precieze manier van aanpak.
Natuurkundigen, geconfronteerd met dit enorme probleem, hebben een gedeeltelijke op-
lossing gevonden: in plaats van het beschrijven van het gedrag van elk afzonderlijk deeltje, kan
men ook als doel hebben om het collectieve gedrag van de groep als geheel te beschrijven,
door uit te zoomen van het microscopische niveau naar een mesoscopische of macrosco-
pische. De bewegingsvergelijkingen voor de individuele deeltjes zullen hierdoor vervangen
worden door vergelijkingen voor gemiddelden over het systeem, grootheden die de fysische
eigenschappen van de groep als geheel beschrijven. Deze vergelijkingen kunnen voorkomen
in veel verschillende vormen, afhankelijk van het speciﬁeke probleem. Het collectieve gedrag
van gasdeeltjes bijvoorbeeld wordt beschreven door de Euler of Navier-Stokes vergelijkingen,
en het gedrag van een groep fotonen die beweegt door de atmosfeer kan beschreven worden
door de stralingstransport vergelijkingen.
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De algemeen wiskundige context waarbinnen het gedrag van groepen deeltjes kan worden
beschreven staat bekend onder de naam statistische fysica. De collectieve beweging van
deeltjes, wellicht door een bepaald medium, kan worden beschreven door de enorm veelzijdige
transport theorie. Beide dezer onderwerpen zijn hoekstenen van de moderne natuurkunde:
ze zijn bijvoorbeeld gebruikt om het gedrag van gassen, vloeistoﬀen, plasma’s en straling
te beschrijven. Hun principes blijken veel universeler te zijn. Elk systeem dat ontleed kan
worden als een groep van afzonderlijke elementen die wisselwerken via simpele regels kan
beschreven en begrepen worden met hetzelfde gereedschap. Of het nu de beweging van
verkeer op snelwegen is, de uitwisseling van geld op de beurs, de stroom van data op het
internet, of zelfs de beweging van scholen vis, het zijn de principes van transport theorie die
gebruikt kunnen worden om het speciﬁeke proces te modelleren, of zelfs te begrijpen.
Stralingstransport
Een van de eerste transport problemen dat bestudeert is, is het transport van lichtdeeltjes door
een medium, waarmee wisselwerking kan plaatsvinden. Dit zogenaamde stralingstransport
is nog steeds een van de meest ingewikkelde en computationeel veeleisende problemen in
de moderne natuurkunde. De getransporteerde eenheden zijn fotonen, deeltjes die bewegen
met de maximaal mogelijk snelheid. Hierdoor bereiken ze vele delen van de ruimte, waarbij
wisselwerking kan optreden, voordat ze op een bepaalde plaats aankomen. Dit maakt het
probleem extreem niet-lokaal, waardoor zijn oplossing verre van triviaal is. De fotonen hebben
een bepaalde plaats, reizen in een bepaalde richting, en hebben een bepaalde frequentie, en
dit alles is tijdsafhankelijk. Dit maakt het probleem zeven dimensionaal: een enorme opgave.
De toepassingen zijn veelzijdig, variërend van laserfysica, tot het begrijpen van atoom-
bom detonaties, tot zelfs het creëren van realistisch ogende 3D animaties. In de astrofysica
is stralingstransport een van de meest essentiële ingrediënten voor het beschrijven van kos-
mologische processen. De vorming van kosmische objecten, zoals sterrenstelsels en sterren,
wordt beïnvloed, soms zelfs gedomineerd, door stralingseﬀecten. Het is daarom noodzakelijk
om dit speciﬁeke transport theoretische proces mee te nemen in elk kosmologisch onderzoek.
Numerieke Methodes
Het is zeer moeilijk, soms zelfs onmogelijk, om de vergelijkingen die transport theoretische
problemen beschrijven analytisch op te lossen. Gesloten oplossingen komen enkel voor in
zeer speciﬁeke, geometrisch en fysisch simpele, problemen. Het is daarom nodig om nume-
rieke methodes te gebruiken om een aanwijzing te krijgen voor de echte oplossing, als die al
bestaat. Het grootste deel van de bestaande numerieke methodes gaan uit van de macrosco-
pische vergelijkingen die het transport probleem beschrijven, en proberen deze op te lossen
door de vergelijking te discretiseren. In stralingstransport methodes, bijvoorbeeld, worden
de eigenschappen van het medium, waardoor de fotonen zullen reizen, in vakjes opgedeeld.
Door het gebruik van eindige diﬀerentiatie methodes worden oplossingen verkregen.
De meeste van deze methodes gebruiken een regelmatig rechthoekig computationeel grid
als uitgangspunt voor deze discretisatie procedure. Deze keuze heeft niets te maken met
het fysische probleem, maar is puur artiﬁciëel. Het blijkt ook dat, als je dit soort grid kiest,
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er onwenselijke artifacten in de oplossing optreden: rotatie- en translatiesymmetrie wordt
gebroken. Ook als de verdeling van het medium erg inhomogeen is, zullen regelmatige grids
of te grof zijn om gebieden met veel detail op te lossen, of ze zullen veel te verﬁjnd zijn in
bijna homogene gebieden. De methodes die van dit soort grids gebruik maken kunnen heel
nauwkeurig zijn, maar in de meeste gevallen blijken ze zeer ingewikkeld en computationeel
zeer veeleisen te zijn.
Een Nieuwe Methode
In dit proefschrift presenteren we een nieuwe methode die gebruikt kan worden om stra-
lingstransport problemen op te lossen, maar ook andere processen waarin groepen deeltjes
door een medium wordt getransporteerd. De methode verschilt radicaal van bestaande me-
thodes in twee opzichten.
Ten eerste lost het niet de macroscopische, uitgezoomde, diﬀerentiaalvergelijkingen op
die het dynamische gedrag van groepen deeltjes als geheel beschrijven. In plaats daarvan, gaat
het terug naar het oorspronkelijke mesoscopich perspectief van individuele deeltjes bewegend
door het medium van een interactie naar de volgende.
Ten tweede gebruikt het een computationeel grid dat drastisch anders is dan de gebrui-
kelijke. Een punt proces wordt gebruikt om een verdeling van punten te genereren dat een
directe representatie is van het medium. Gebaseerd op deze verdeling wordt een grid gecon-
strueerd door toepassing van een tessellatie procedure. Het resultaat is een graaf waarlangs
transport kan plaatsvinden: een directe weerspiegeling van het werkelijke Markov proces van
deeltjes die bewegen van een wisselwerking naar de volgende. We kunnen laten zien dat,
door deze speciﬁeke keuze van het opzetten van een grid, de lengtes van de lijnen van de
graaf correleren met de lokale vrije weglengte van het medium. De keuze van de tessellatie
procedure zorgt er ook nog voor dat zowel rotatie- als translatiesymmetrie wordt behouden.
Het resultaat is een methode dat gebruik maakt van een grid dat zeer fysisch is, en
homogeen vanuit het perspectief van de deeltjes zelf: elke lijn, of die nou heel lang of kort is,
is identiek voor het getransporteerde deeltje, namelijk een vast aantal vrije weglengtes. De
methode heeft een groot bereik in resolutie vanwege zijn adaptieve eigenschappen, en het is
ook vele malen sneller dan andere methodes. Die schalen met het aantal bronnen, en die van
ons niet.
De methode combineert technieken uit verschillende takken van de wetenschap, en heeft,
door de generieke opzet, vele toepassingen. We besteden daarom in dit proefschrift relatief
veel tijd om deze zaken uiteen te zetten. Uit alle mogelijke toepassingen hebben we een
speciﬁeke gekozen: het tijdperk van kosmologische reionisatie.
Het Eerste Licht Trianguleren
Voornamelijk door het transport van deeltjes verandert het heelal van toestand. Uitgaand
van een bijna homogene verdeling, voegen groepen baryonische en donkere materie deeltjes
zich samen tot een sponsachtige grote schaal structuur, onder invloed van de zwaartekracht
van de initiële ﬂuctuaties. In de meest dichte gebieden van deze structuren kunnen de
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Figuur 13.2: Visualisatie van een van onze reionisatie simulaties. Fotonen, uitgestraald door de eerste sterren,
zorgen ervoor dat het neutraal waterstof (wit en ondoorzichtig) wordt geioniseerd (zwart en doorzichtig).
Naarmate de tijd verstrijkt, bedekken de individuele HII gebieden het volledige heelal: het heelal is transparant
en het reionisatie tijdperk is beëindigd.
omstandigheden dusdanig zijn dat het aanwezig gas genoeg kan samentrekken en koelen om
de vorming van de eerste sterren mogelijk te maken.
Deze bronnen leverden de eerste nieuwe voorraad fotonen, en hun impact op de materie
in het heelal is verregaand. Omdat ze zeer zwaar zijn, vormen de eerste sterren fotonen die
energetisch genoeg zijn om het waterstof, dat eerder was gevormd, opnieuw te ioniseren.
Rondom elke ster worden gebieden geïoniseerd gas (HII gebieden) geblazen, die groeien in
de tijd. Dit proces eindigt met het moment dat de HII gebieden overlappen, waardoor het
heelal opnieuw transparant wordt voor ioniserende straling. Het proces begint aan het eind
van de zogenaamde Dark Ages, en staat bekend als het Tijdperk van Reionisatie. Het is een
van de hot topics in de moderne kosmologie.
Het is onmiddellijk duidelijk dat, als we dit tijdperk willen simuleren, transport methodes
onontbeerlijk zijn. De collectieve beweging van gas en donkere materie deeltjes kan gesimu-
leerd worden met het gebruik van kosmologische hydrodynamica methodes, en het transport
van ioniserende straling behoeft een stralingstransport methode. De hydrodynamica metho-
des zijn vrij eﬃciënt; de stralingstransport methodes vormen helaas het knelpunt in de huidige
reionisatie simulaties: ze schalen met het aantal bronnen. Reionisatie wordt in gang gezet
door zeer vele bronnen, die zeer inhomogeen zijn verdeeld. Bestaande transport methodes
zijn hierdoor computationeel zeer duur.
Onze nieuwe methode schaalt niet met het aantal bronnen, en gebruikt een grid dat zich
aanpast aan het medium. Met een implementatie van deze nieuwe methode zijn we daarom
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in de fortuinlijke positie om systematisch verschillende aspecten van dit kosmologisch tijdperk
te kunnen bestuderen. De resultaten van deze analyse worden beschreven in dit proefschrift.
Een voorbeeld van een van onze reionisatie simulaties wordt gegeven in Fig. 13.2.
Overzicht
Dit proefschrift is opgedeeld in drie delen: deﬁnitie, implementatie, en toepassing.
Deel I
Het eerste deel geeft een algemene introductie van onze nieuwe transport methode, waarbij
de nadruk wordt gelegd op zijn veelzijdigheid. We beginnen met een algemene introductie
van transport theorie in Hoofdstuk 2, de nadruk leggend op verschillende aspecten die we
nodig hebben om onze nieuwe methode uit te leggen. Hierna, in Hoofdstuk 3, bespreken we
de eigenschappen van het adaptieve grid dat door onze methode wordt gebruikt. Als dat
gedaan is, zijn we in de positie om onze nieuwe methode te beschrijven in Hoofdstuk 4. In
Hoofdstuk 5 leggen we nadruk op de veelzijdigheid van de methode door in te gaan op zijn
overeenkomsten met andere takken van de wetenschap, waarbij we mogelijke toepassingen
aanstippen. We eindigen dit deel van het proefschrift met een kwantitatieve analyse van de
nauwkeurigheid van deze adaptieve grids in Hoofdstuk 6.
Deel II
Het tweede deel van het proefschrift beschrijft een speciﬁeke implementatie van de meer
algemene methode, speciaal bedoeld voor kosmologisch stralingstransport. We geven aller-
eerst een algemene introductie van de huidige status van kosmologisch stralingstransport
in Hoofdstuk 7. Vervolgens beschrijven we in Hoofdstuk 8 hoe onze nieuwe methode werd
geïmplementeerd als een C++ pakket met de naam SimpleX, dat speciﬁek werd ontwikkeld
om gebruikt te worden in de context van kosmologisch stralingstransport. Dit pakket werd
vergeleken met verscheidene andere methodes in een internationaal project, de resultaten
waarvan gepresenteerd worden in Hoofdstuk 9.
Deel III
Het derde en laatste deel van dit proefschrift beschrijft de resultaten van het gebruik van de
kosmologische stralingstransport implementatie, SimpleX, voor het doen van kosmologische
reionisatie simulaties. Omdat het stralingstransport het knelpunt in reionisatie simulaties
was, werden verscheidene fysische aspecten van het proces genegeerd, met als doel dat
de simulaties werkbaar werden. We geven in Hoofdstuk 10 een beknopte introductie van
reionisatie simulaties, waarbij we hun numerieke en fysische voorwaarden beschrijven, en we
bespreken een aantal eigenschappen die meestal werden genegeerd. Een van deze aspecten is
de invloed van het diﬀuse stralingsveld. In Hoofdstuk 11 laten we kwantitatief zien dat diﬀuse
fotonen in veel gevallen het stralingsveld in HII gebieden domineren, zodat hun invloed zeker
niet kan worden genegeerd. We eindigen dit proefschrift met resultaten van het gebruik van
SimpleX voor het doen van veel verschillende reionisatie simulaties. In Hoofdstuk 12 laten
we zien dat verscheidene numerieke en fysische aspecten een grote invloed hebben op het
hele reionisatie proces, en dus meegenomen moeten worden.
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Nawoord
Er zijn velen die direct, maar vooral indirect hebben meegeholpen aan de totstandkoming
van dit proefschrift. De vrije, niet hiërarchische structuur van de Theoriegroep is succesvol
gebleken als een ideale broedplaats voor innovatieve ideeën, waarbij kruisbestuiving in velerlei
opizcht tot baanbrekend werk leidde. Christianne, Erik-Jan, Franco, Huib, Inga, Inti, Jaron,
Marijke, Nathan, Paul, Peter, Rowin, Siard, Sijme-Jan, Tim en Yvonne, het was een genoegen
om met jullie van gedachten te hebben mogen wisselen. Jan-Pieter, ik zal met zeer veel
interesse je werk blijven volgen; ik weet zeker dat er veel moois zal volgen. Erik-Jan, je was
een ideaal afstudeerbegeleider: we wisten allebei niet goed waar we mee bezig waren.
Hoe meer andere faculteiten ik bezocht, hoe meer ik bewondering kreeg voor de informele
sfeer op de Sterrewacht. Soms leek het wel alsof het echte werk in de Kaiser lounge werd
gedaan. Ik hoop dat deze sfeer met de recente expansie behouden zal blijven. Een ander
benijdenswaardig aspect van de Sterrewacht: Aart, David, Erik en Tycho, jullie kunsten ben
ik bij nog geen enkel bedrijf tegengekomen. Tycho, ik denk dat jij onze gadget-wedstrijd
hebt gewonnen. Ook ben ik het secretariaat zeer erkentelijk: Jeanne, Kirsten, en Liesbeth,
bedankt voor al jullie hulp! Pierre-Marie and Paola, it was good to have you as roommates.
Het belangrijkste element voor een succesvol promotietraject is goede aﬂeiding. Ik dank
de horeca Leiden en Amsterdam voor al die keren dat ik me ’s ochtends met schorre stem
hardop afvroeg waar ik al dat geld had uitgegeven. Bas, bedankt dat je het vol hield om al die
jaren te 9-ballen met een snookerspeler! De DK-club, Edo, Franco, Koen, Marlon, Remco,
Reinier, Rowin, en Siard: het is immer een eer om in jullie gezelschap, met een Monte Christo
tussen de lippen, een glas Moët et Chandon te heﬀen. Volgende keer in New York!
Rogier, jij hebt mijn respect afgedwongen met de manier hoe je omgaat met het feit dat
een lichaam niet altijd in de pas loopt met de snelheid van de geest. Je bent een van de
meest intelligente en geestige mensen die ik ken, en daarbij een enorm goede vriend. Ik hoop
dat we in de toekomst nog veel mooie steden kunnen gaan bekijken.
Marlon, onze levenspaden kruisten in de Ardennen, meer dan 13 jaar geleden. Hoewel
we niet altijd volledig in fase hebben gelopen, heeft onze vriendschap zich immer verdiept.
Van achter op mijn rug de Kurfürstendamm afgaan tot bij FoodXL soulfood halen als het
even tegenzit. Ik heb respect voor hoe je je de laatste jaren door alle tegenslagen heen hebt
gebokst, en ben trots op een vriend zoals jij.
Lucy, wat heerlijk dat je nog net de laatste loodjes hebt meegepikt. Ik geniet er nu al
van dat we de rest samen gaan invullen. Lach nog eens naar me, mooie vrouw...
Mam, het is een groot goed om iemand achter je te hebben die je immer en onvoorwaar-
delijk steunt. Je liefde, wijsheid en vechtlust hebben mij gebracht waar ik nu ben. Deze is
voor jou.
191

