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ROGERS-SHEPHARD TYPE INEQUALITIES FOR
SECTIONS
MICHAEL ROYSDON
Abstract. In this paper we address the following question: given
a measure µ on Rn, does there exists a constant C > 0 such that,
for any m-dimensional subspace H ⊂ Rn and any convex body
K ⊂ Rn, the following sectional Rogers-Shephard type inequality
holds:
µ((K −K) ∩H) ≤ C sup
y∈Rn
µ(K ∩ (H + y))?
We show that this inequality is affirmative in the class of measures
with radially decreasing densities with the constant C(n,m) =(
n+m
m
)
. We also prove marginal inequalities of the Rogers-Shephard
type for
(
1
s
)
-concave, 0 ≤ s < ∞, and logarithmically concave
functions.
Keywords: Rogers-Shephard type inequalities, functional in-
equalities, convex bodies, s-concave measures
1
1. Introduction and main results
By (Rn, | · |) we denote the n-dimensional real Euclidean space with
its usual metric structure. A convex body is a compact convex subset of
Rn with non-empty interior. We will say that a convex body K ⊂ Rn
is symmetric if, for some x ∈ Rn, K − x = −(K − x). We represent by
Bn the n-dimensional Euclidean unit ball, and by S
n−1 its boundary.
The n-dimensional volume of a measurable set M ⊂ Rn, i.e., its n-
dimensional Lebesgue measure, is denoted by voln(M). Moreover, we
denote by Gn,m the set of m-dimensional linear subspaces of R
n, and
given H ∈ Gn,m, we shall denote by H⊥ the orthogonal complement of
H . For a set A ⊂ Rn, let χA denote the characteristic function of A.
The Minkowski addition of two sets A,B ⊂ Rn is defined by their
usual vector sum:
A+B = {a+ b : a ∈ A, b ∈ B},
and we shall write A−B for A+ (−B).
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Connecting the Minkowski addition of convex bodies to their volume
is the famed Brunn-Minkowski inequality, one form of which may be
stated as follows: given convex bodies K,L ⊂ Rn, then
voln(K + L)
1
n ≥ voln(K) 1n + voln(L) 1n
with equality if and only if K and L are homothetic (see [14] for an
extensive survey on the Brunn Minkowski inequality). In particular,
in the case when L = −K, one has voln(K − K) ≥ 2nvoln(K) with
equality only when K is symmetric. A reverse inequality of this was
discovered by Rogers and Shephard in the 1950s, the so-called Rogers-
Shephard inequality (see [25, Theorem 1] and [29, Section 10.1]). The
Rogers-Shephard inequality reads: given any convex body K ⊂ Rn,
(1) voln(K −K) ≤
(
2n
n
)
voln(K),
with equality if and only if K is an n-dimensional simplex.
Alternatively, one can view the Minkowski sum in the following way
K + L = {x ∈ Rn : K ∩ (x− L) 6= ∅}.
With this interpretation of the Minkowski sum of sets, given any con-
vex bodies K and L, the Brunn-Minkowski inequality implies that the
function
f(x) = voln(K ∩ (x− L)) 1n
is concave on K + L.
In recent years, both the Brunn-Minkowski inequality and the Rogers-
Shephard inequalities have been studied deeply and extended to larger
classes of measures on Rn. For results on the Brunn-Minkowski inequal-
ity see [10, 11, 14, 15, 18, 19, 21, 22, 23, 24], and for generalizations of
the Rogers-Shephard inequality see [2, 3, 4, 5, 13, 29].
One of the most famous extensions of the Brunn-Minkowski inequal-
ity is the Borell-Brascamp-Lieb inequality (see [10, 11, 14]), which con-
cerns so-called α-concave measures. A Borel measure µ defined on
Rn is said to be α-concave, for some α ∈ [−∞,∞], if, for all Borel
measurable sets A,B ⊂ Rn and any λ ∈ [0, 1],
(2) µ((1− λ)A+ λB) ≥Mλα(µ(A), µ(B)).
Analogously, a non-negative Borel measurable function f defined on
Rn is said to be α-concave, for some α ∈ [−∞,∞], if
f((1− λ)x+ λy) ≥Mλα (f(x), f(y))
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for all x, y ∈ Rn and λ ∈ [0, 1]. Here Mλα denotes the α-mean of two
non-negative numbers:
Mλα(a, b) =


(
(1− λ)aα + λbα) 1α , if α 6= 0,±∞,
a1−λbλ, if α = 0,
max{a, b}, if α =∞,
min{a, b}, if α = −∞;
for ab > 0; Mλα(a, b) = 0 when ab = 0. A 0-concave function is usually
called log-concave whereas a (−∞)-concave function is called quasi-
concave. Equivalently, a non-negative function f defined on Rn is quasi-
concave if each of its super-level sets
Ct(f) = {x ∈ Rn : f(x) ≥ t‖f‖∞}
are convex sets for all 0 ≤ t ≤ 1. Here
‖f‖∞ = inf {t ∈ R : voln({x ∈ Rn : f(x) > t}) = 0}
denotes the essential supremum of f . One form of the Borell-Brascamp-
Lieb inequality is stated as follows (see [14, Theorem 10.2] or [6, Propo-
sition 1.4.4]).
Theorem 1 (Borell-Brascamp-Lieb inequality). Let λ ∈ [0, 1] and − 1
n
≤
α ≤ ∞. Given non-negative measurable functions f, g, and h defined
on Rn satisfying
h((1− λ)x) + λy) ≥Mλα(f(x), g(y))
for all x, y ∈ Rn, then
(3)
∫
Rn
h(x)dx ≥Mλ α
nα+1
(∫
Rn
f(x)dx,
∫
Rn
g(x)dx
)
.
Recently, inequality (1) was extended, after a suitable change ac-
counting for the lack of translation invariance of general measures, to
the setting of measures having radially decreasing densities (see [4,
Theorem 1.1]). We say a function φ : Rn → R+ is radially decreasing
if, for each t ∈ [0, 1] and any x ∈ Rn, one has φ(tx) ≥ φ(x). Note that
a quasi-concave function f that assumes it maximum at the origin is
radially decreasing.
Following [13] we consider a functional analogue of the difference
body. Given α-concave function f, g : Rn → R+, for some α ∈ [−∞,∞],
we define
∆f,gα (x) = sup
x=x1−x2
Mα(f(x1), g(x2)),
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where, for a, b ≥ 0 with ab > 0,
Mα(a, b) =


(
aα + bα
) 1
α , if α 6= 0,±∞,
ab, if α = 0,
max{a, b}, if α =∞,
min{a, b}, if α = −∞;
and Mα(a, b) = 0 when ab = 0. The function ∆
f,g
α is called the α-
difference function. This function is even and α-concave for any α. For
more details on such functions, please see [9, 13, 16, 29]. In particular,
when g = f , we denote the α-difference function by ∆αf . In [13],
Colesanti established the following functional version of inequality (1),
in the case when α = 1
s
for some s ∈ (−∞, 0]:
(4)
∫
Rn
∆ 1
s
f(x)dx ≤
(
2n
n
)∫
Rn
f(x)dx,
where f : Rn → R+ is an integrable
(
1
s
)
-concave function. Moreover,
if one takes f = χK , the characteristic function of K, then (1) is
recovered.
Given a Borel measure µ on Rn with density φ and H ∈ Gn,m, we
define the marginal of µ with respect to the subspace H by
µ(A ∩H) =
∫
H
φ(x)χA(x)dx
for all compact subsets A of Rn.
Let µ be a symmetric α-concave measure on Rn. If K ⊂ Rn is taken
to be an origin-symmetric convex body and H ∈ Gn,m, then inequality
(2) together with the convexity of K implies that the function
x ∈ H⊥ 7→ µ(K ∩ (x+H))α
is an even concave function on its support. In particular, its maximum
occurs at the origin; that is,
max
x∈H⊥
µ(K ∩ (x+H))α = µ(K ∩H)α
holds whenever µ is a symmetric, α-concave measure and K ⊂ Rn is an
origin symmetric convex body. In the case when µ = volm, the previous
inequality states that, for any origin-symmetric convex body in Rn, the
section of largest m-dimensional volume is the central section.
In [27, Theorem 1] Rudelson found an asymptotic inequality that
measures the section of largest m-dimensional volume of a (not neces-
sarily symmetric) convex body of the same type as (1); it bounds the
volume of the central section of the difference body of a convex body
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by an m-dimensional subspace from above by a constant multiple, de-
pending both on the dimension and sub-dimension, of the maximal
parallel section of the original body. This result reads as follows.
Theorem 2 (Rudelson). Given a convex body K and H ∈ Gn,m, one
has
(5) volm((K −K) ∩H) ≤ [cψ(n,m)]m sup
x∈Rn
volm(K ∩ (H + x)),
where c > 1 is some absolute constant and
ψ(n,m) = min
{ n
m
,
√
m
}
.
Inequality (5) was an important tool in estimating the Banach-Mazur
distance between non-symmetric convex bodies and estimating the so-
called MM∗-estimate for non-symmetric convex bodies (see [6, 26] for
more details).
Applying inequality (5) to the identity (which follows form Fubini’s
theorem) ∫
H
∆−∞f(x)dx
‖f‖∞ =
∫ 1
0
volm((Ct(f)− Ct(f)) ∩H)dt,
and using the fact that, for all a, b > 0, we have that
(
a
1
s + b
1
s
)s
≤
min{a, b} whenever s ∈ (−∞, 0), ∆ 1
s
f ≤ ∆−∞f for all s ∈ (−∞, 0),
we extend inequality (4) to marginals of integrable quasi-concave func-
tions.
Corollary 1. Given any integrable, bounded
(
1
s
)
-concave function f : Rn →
R+ with s ∈ (−∞, 0],
(6)
∫
H
∆ 1
s
f(x)dx
‖f‖∞ ≤ [cψ(n,m)]
m
∫ 1
0
sup
y∈Rn
volm(Ct(f) ∩ (H + y))dt
for some constant c > 0.
One may wish to strengthen the inequality appearing in (6), in the
sense of commuting the integral with the supremum. We address this
issue in the case of logarithmically concave functions (cf. Theorem 18).
Fix any p ∈ N. Given a convex body K, we consider the np-
dimensional convex body given by
Dp(K) =
{
x¯ = (x1, . . . , xp) ∈ (Rn)p : K ∩
(
p⋂
i=1
(xi +K)
)
6= ∅
}
.
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Note that D1(K) = K −K is the usual difference body of K. These
bodies were originally introduced by Schneider in [28], where the con-
vexity of the body Dp(K) was established as well as the following
Rogers-Shephard type inequality for Dp(K): given a convex body K ⊂
Rn,
(7) volnp(Dp(K)) ≤
(
np+ n
n
)
voln(K)
p
with equality if and only if K is a simplex.
The following theorem is the main result of this paper, which gener-
alizes inequality (7), and by extension Theorem 2 when ψ(n,m) = n
m
,
to the setting of measures with radially decreasing densities.
Theorem 3. Fix p ∈ N. Let η be a measure on Rn given by dη(x) =
ψ(x)dx, where ψ : Rn → R+ is
(
1
s
)
-concave, for some s ∈ (0,∞), and
such that ψ(0) = ‖ψ‖∞. For each i = 1, . . . , p let µi be measure on Rn
with density φi : R
n → R+ that is radially decreasing. Let ν =
∏p
i=1 µi
be the associated product measure on (Rn)p having density φ. For each
i = 1, . . . , p let Hi ∈ Gn,mi Hi ∈ Gn,mi be an mi-dimensional subspace
of the ith copy of Rn, and set H¯ = H1 × · · · × Hp be the associated
product subspace of (Rn)p. Then, for any convex body K ⊂ Rn such
that η(K) > 0,
ν
(
Dp(K) ∩ H¯
) ≤ c(n,m, s)
η(K)
∫
K
p∏
i=1
µi[(y −K) ∩Hi]dη(y),(8)
where m = m1 + · · ·+mp and
c(n,m, s) =
(
n+m+ s
m+ s
)
.
Here the combinatorial number
(
n+m+s
m+s
)
for non-integer values of s
is defined in terms of the Beta function, B(x, y) =
∫ 1
0
(1− t)x−1ty−1dt..
By choosing p = 1, letting m = 1, . . . , n be arbitrary, and replacing K
with −K in inequality (8), after an application of Stirling’s formula we
have the following extension of Theorem 2.
Corollary 2. Let µ be any measure on Rn given by µ(x) = φ(x)dx,
where φ : Rn → R+ is radially decreasing and satisfies and let H ∈
Gn,m. Then, for any convex body K ⊂ Rn and any s ∈ (0,∞),
µ((K −K) ∩H) ≤
(
n+m+ s
m+ s
)
sup
y∈Rn
µ(K ∩ (H + y))
≤
[
C · n + s
m+ s
]m+s
sup
y∈Rn
µ(K ∩ (H + y)).
(9)
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Remark 4. Notice that, in the setting of Theorem 3, as we will see in
its proof, if we replace dη(x) with the Lebesgue measure, inequality (8)
becomes
(10) ν
(
Dp(K) ∩ H¯
) ≤
(
n+m
m
)
voln(K)
∫
K
p∏
i=1
µi[(y −K) ∩Hi]dy,
Theorem 5. Let µ be a measure on Rn given by dµ(x) = φ(x)dx, where
φ : Rn → R+ is radially decreasing and let H ∈ Gn,m. Then, for any
convex body K ⊂ Rn,
µ((K −K) ∩H) ≤
(
n+m
m
)
sup
y∈Rn
µ(K ∩ (H + y))
≤
[cn
m
]m
sup
y∈Rn
µ(K ∩ (H + y))
(11)
for some absolute constant c > 1.
We would like to remark that, in the case when µ is taken to be
a measure having an even quasi-concave density φ : Rn → R+, then
one can reverse ienquality (11). Indeed, noting that φ is a bounded,
even, and quasi-concave functions, the super-level sets Ct(φ), are origin-
symmetric convex bodies for all 0 ≤ t < 1. For each y ∈ Rn set Kt(y) =
(K − y) ∩ Ct(φ). Consequently, using Fubini’s theorem, together with
the Brunn-Minkowki inequality, one may write, for each y ∈ Rn, that
µ(K ∩ (H + y)) = µ((K − y) ∩H)
= ‖φ‖∞
∫ 1
0
volm(Kt(y) ∩H)dt
≤ ‖φ‖∞2−m
∫ 1
0
volm((Kt(y)−Kt(y)) ∩H)dt
≤ µ
((
K −K
2
)
∩H
)
,
where, in the case inequality, we have used inclusion (which follows
from the symmetry and convexity of Ct(φ) and the fact that H is a
subspace),
(Kt(y)−Kt(y))∩H ⊂ [(K−K)∩2Ct(φ)]∩H = 2
(
K −K
2
∩ Ct(φ)
)
∩H.
This computation leads to the following result which measures the sym-
metry of sections of any convex body in terms of the central section of
its associated difference body.
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Theorem 6. Suppose that µ is a measure on Rn with bounded, even
quasi-concave density φ : Rn → R+, and let H ∈ Gn.m. Then, for any
convex body K ⊂ Rn, one has
1 ≤
[
µ((K −K) ∩H
supy∈Rn µ(K ∩ (H + y))
] 1
m
≤
(
n+m
m
) 1
m
≤ C · n
m
,
where C > 1 is some absolute constant.
For example, the above inequality implies that, for any convex body
K ⊂ Rn and any H ∈ Gn,m one has the following estimate for sections
of K with respect to the standard Guassian measure, γn, on R
n:
1 ≤
[
γn((K −K) ∩H)
supy∈Rn γn(K ∩ (y +K)
]1/m
≤ c n
m
for some absolute constant c > 1. Recall, that the standard Gaussian
measure on Rn is the measure whose density is given by
g(x) =
e−
|x|2
2
(2π)n/2
.
The proof of Theorem 3 relies on the following theorem, which has
its own independent interest, and implies additional inequalities of the
Rogers-Shephard type, as we will see below. This inequality is an
extension of a theorem due to Chakerian (see [12, Theorem 1]).
Theorem 7. Let µ be a measure on Rn having a radially decreasing
density, H ∈ Gn,m, and h : Rn → R+ be a strictly increasing differ-
entiable function. Suppose that g : Rn → R+ is an integrable quasi-
concave function, assuming its maximum at the origin, and suppose
that f : Rn → R+ is a not identically zero concave function. Then
(12)
∫
H
h(f(x))g(x)dµ(x) ≥ β ·
∫
H
g(x)dµ(x).
where
β = f(0)
∫ 1
0
h(tf(0))(1− t)mdt.
The organization of the paper is as follows. In the first part of Sec-
tion 2, we prove both Theorem 3 and Theorem 7; in the second part
of this section, we discuss addition sectional inequalities of the Rogers-
Shephard type. As a consequence of the main theorem, in Section 3
marginal inequalities of the Rogers-Shephard type, first for
(
1
s
)
-concave
functions, with s ∈ Q, with s ≥ n, and then, using a different method,
we prove a variation of Corollary 1 for logarithmically concave func-
tions.
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2. Sectional Rogers-Shephard type inequalities
This section is dedicated to the proof of Theorem 3 and some addi-
tional inequalities of the Rogers-Shephard type.
2.1. Proof of the main theorem. The proof of Theorem 3 relies on
the following version of Theorem 7.
Theorem 8. Let µ be a measure on Rn having radially decreasing den-
sity φ : Rn → R+. Let f : K → R+ be a not identically zero concave
function supported on a convex body K ⊂ Rn having the origin as an
interior point. Let h : R+ → R+ be a differentiable strictly increasing
function. Then, for any H ∈ Gn,m,
(13)
∫
K∩H
h(f(x))dµ(x) ≥ β · µ(K ∩H),
where
β = f(0)
∫ 1
0
h′(tf(0))(1− t)mdt.
Proof. Integrating in polar coordinates, we may write∫
K∩H
h(f(x))dµ(x) =
∫
Sn−1∩H
∫ ρK(u)
0
h(f(ru))φ(ru)rm−1drdu.
Consider the function g : K ∩H → R+ given by
g(x) = f(0)

1− |x|
ρK
(
x
|x|
)

 if x 6= 0,
and g(0) = f(0). The concavity of f , together with the fact that
f(0) = g(0), the monotonicity of the integral and fact that h is strictly
increasing implies that∫
K∩H
h(f(x))dµ(x) ≥
∫
Sn−1∩H
∫ ρK(u)
0
h(g(ru))φ(ru)rm−1drdu.(14)
Fix some direction u ∈ Sn−1∩H and consider the function ψ : (0, ρK(u)]→
R+ given by
ψ(y) = β
∫ y
0
φ(r)rm−1dr −
∫ y
0
h
(
f(0)
(
1− r
y
))
φ(r)rm−1dr,
where β > 0 is a constant to be chosen such that ψ(y) ≤ 0. Using
the fact that φ is bounded together with the fact that h is integrable
on each segment (0, y] ⊂ (0,∞) (indeed, since h is strictly increasing
and differentiable, it is a continuous function that is bounded on each
segment by an integrable function), we may assert that ψ(y) → 0 as
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y → 0+. Since ψ is absolutely continuous on each [a, b] ⊂ (0, y], ψ may
be represented by
ψ(y) = ψ(a) +
∫ y
0
ψ′(s)ds.
Consequently, to have β > 0 to be such that ψ(y) ≤ 0, it suffices for
β to be selected so that ψ′(y) ≤ 0 for almost every y ∈ (0, ρK(u)].
Differentiation of ψ yields the representation
ψ′(y) = βφ(y)ym−1 − f(0)
∫ y
0
h′
(
f(0)
(
1− r
y
))
rm
y2
φ(r)dr.
Since φ is radially decreasing, it suffices to select β to satisfy the con-
dition
β ≤ f(0)
∫ y
0
h′
(
f(0)
(
1− r
y
))
rm
ym+1
dr,
or equivalently, applying the change of variables u = r/y followed by
the change of variables t = 1−u, we see that it suffices for β to satisfy
β ≤ f(0)
∫ 1
0
h′(f(0)t)(1− t)mdt.
Choosing β = f(0)
∫ 1
0
h′(f(0)t)(1− t)mdt, (14) implies that∫
K∩H
h(f(x))dµ(x) ≥ β
∫
Sn−1
∫ ρK(x)
0
φ(ru)rm−1drdu
= β · µ(K ∩H),
as desired. 
We would like to remark that the full statement of Theorem 7, fol-
lows from the above proof by noting that Cs(g) (where g is as in the
statement of the theorem) are convex bodies containing the origin as an
interior point for all s ∈ (0, 1), and an application of Fubini’s theorem
at the right moments. In this way inequality (13) implies inequality
(12).
We are now ready to proceed to the proof of Theorem 3.
Proof of Theorem 3. Consider the function f : (Rn)p → R+ given by
(15) f(x¯) := f(x1, . . . , xp) = η
[
K ∩
(
p⋂
i=1
(xi +K)
)]
.
We notice that f is supported on Dp(K) and vanishes on the boundary
of Dp(K). We claim that f is
(
1
n+s
)
-concave on its support. Let
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x¯, y¯ ∈ Dp(K) and λ ∈ [0, 1] be arbitrary. We need to show that
(16) f((1− λ)x¯+ λy¯) ≥Mλ1
n+s
(f(x¯), f(y¯)).
In view of the Borell-Brascamp Lieb inequality (3), in order to prove
inequality (16), it is sufficient only to verify that following inclusion
holds:
(17) Kλ(x, y) ⊃ (1− λ)
[
K ∩
p⋂
i=1
(xi +K)
]
+ λ
[
K ∩
p⋂
i=1
(yi +K)
]
,
where
Kλ(x, y) = K ∩
p⋂
i=1
[(1− λ)xi + λyi +K] .
Let z¯ ∈ (1− λ)[K ∩⋂pi=1(xi +K)] + λ[K ∩⋂pi=1(yi+K)] be arbitrary.
Then z¯ = (1 − λ)z + λz′ for some z ∈ K ∩ ⋂pi=1(xi + K) and z′ ∈
K ∩⋂pi=1(yi +K). Using the convexity of K, we see that z¯ ∈ K. For
each fixed i = 1, . . . , p there exist ki, k
′
i ∈ K such that z = xi + ki and
z′ = yi + k
′
i, and so z¯ = (1 − λ)xi + λyi + [(1 − λ)ki + λk′i] for every
i. Consequently, using the convexity of K once again, it follows that
z¯ ∈ Kλ(x, y), and so the inclusion (17) follows. Hence, f is ( 1
n+s
)
-
concave on its support, as claimed.
The main goal of the proof is to estimate the following integral from
above and below:
I(f) :=
∫
H¯
f(x¯)dν(x¯).
Notice that an application of Fubini’s theorem allows us to write
I(f) =
∫
H¯
f(x¯)dν(x¯)
=
∫
H1
· · ·
∫
Hp
(∫
K
p∏
i=1
χy−K(xi)dη(y)
)
dµp(xp) · · ·dµ1(x1)
=
∫
K
p∏
i=1
µi((y −K) ∩Hi)dη(y)
= η(K)
1
η(K)
∫
K
p∏
i=1
µi((y −K) ∩Hi)dη(y).
(18)
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Finally, by applying inequality (13) with the concave function f
1
n+s ,
the increasing function s 7→ sn+s, and the measures ν yields
I(f) ≥ η(K)ν(Dp(K) ∩ H¯)(n+ s)
∫ 1
0
t(n+s)−1tmdt
= (n+ s)B(n + s,m+ 1)η(K)ν(Dp(K) ∩ H¯).
(19)
Combining (18) and (19) completes the proof. 
Remark 9. In place of Dp(K), we may instead consider the following:
given convex bodies K,L1, . . . , Lp ⊂ Rn with int(K ∩ (−L1) ∩ · · · ∩
(−Lp)) containing the origin, we define the convex (see (17) but with
−K replaced with Li in the intersection) np-dimensional set given by
Dp(K,Li) :=
{
x¯ := (x1, . . . , xp) : K ∩
(
p⋂
i=1
(xi − Li)
)
6= ∅
}
.
In this setting (7) becomes
volnp(Dp(K,Li)) ≤
(
np + n
n
)
voln(K)voln(L1) · · ·voln(Lp)
voln(K ∩
⋂p
i=1(−Li))
.
Let k ∈ {1, . . . , n}. In the same setting at Theorem 3, but replacing
the function f in (15) with the function f˜ given by
f˜(x1, . . . , xp) = voln
[
K ∩
(
p⋂
i=1
(xi − Li)
)]
,
we may repeat the proof to obtain the estimate
(20) ν(Dp(K,Li) ∩ H¯) ≤
(
n+m
n
) ∫
K
∏p
i=1 µi(Li ∩ (y +Hi))dy
voln (K ∩
⋂p
i=1(−Li))
,
where m = m1 +m2 + · · ·+mp and mi ∈ {1, . . . , n} for all i.
As an immediate consequence of inequality (20), we obtain the fol-
lowing:
Corollary 3. Let µ be a measure on Rn given by dµ(x) = φ(x)dx, where
φ : Rn → R+ is radially decreasing, m ∈ {1, . . . , n}, and H ∈ Gn,m.
Then, for any convex bodies K,L ⊂ Rn with 0 ∈ int(K ∩ (−L)),
(21) µ((K + L) ∩H) ≤
(
n+m
m
) ∫
K
µ(L ∩ (H + y))dy
voln(K ∩ (−L)) .
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2.2. Additional inequalities of the Rogers-Shephard type. In
this subsection we collect additional consequences of Theorem 7 of the
Rogers-Shephard type.
Looking more closely at the proof of Theorem 3, we notice that
the two critical ingredients for finding the lower bound (the use of
Theorem 7) was a Brunn-Minkowski type inequality for the averaging
measure with respect to a strictly increasing differentiable function
for some class of convex bodies. With this in mind, analogously [20,
Theorem 3.8], we have the following definition.
Definition 10. Let Z : R+ → R be a strictly increasing differentiable
function. We say that a Borel measure µ on Rn is Z(t)-concave with
respect to some class of Borel sets if, for every pair of sets A,B ⊂ Rn
belonging to this class, and for every λ ∈ [0, 1], the following Brunn-
Minkowski type inequality holds
Z(µ((1− λ)A+ λB)) ≥ (1− λ)Z(µ(A)) + λZ(µ(B)).
By repeating the proof of Theorem 3, but replacing the use of Borel-
Brascamp-Lieb inequality (3) with the definition of a Z(t)-concave mea-
sure, we obtain the following theorem.
Theorem 11. Suppose that Z(t) : R+ → R+ is strictly increasing and
differentiable, and let η be a Z(t)-concave measure on Rn with respect
to a class of convex bodies in Rn that is closed under taking intersec-
tions and translations. Fix p ∈ N. For each i = 1, . . . , p let µi be
measure on Rn with density φi : R
n → R+ that is radially decreasing.
Let ν =
∏p
i=1 µi be the associated product measure on (R
n)p having
density φ. For each i = 1, . . . , p let Hi ∈ Gn,mi be an mi-dimensional
subspace of the ith copy of Rn, and set H¯ = H1×· · ·×Hp be the asso-
ciated product subspace of (Rn)p. Then, for any convex body K ⊂ Rn
belonging to this class such that η(K) > 0,
(22) C˜ · ν (Dp(K) ∩ H¯) ≤ 1
Z(η(K))
∫
K
p∏
i=1
µi[(y −K) ∩Hi]dη(y),
where m = m1 + · · ·+mp, K = K − gK,η, and
C˜ =
∫ 1
0
(Z−1)′[tZ(η(K))](1− t)mdt.
Here (Z−1)′ stands for the derivative of inverse of the function Z.
We have the following immediate corollary:
Corollary 4. Suppose that Z(t) : R+ → R+ is strictly increasing and
differentiable, and let η be a Z(t)-concave measure on Rn with respect
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to a class of convex bodies in Rn that is closed under taking intersec-
tions and translations. Let µ be a measure on Rn having a radially
decreasing density φ : Rn → R+, and let H ∈ Gn,m. Then, for all
convex bodies K ⊂ Rn belonging to this class with η(K) > 0, we have
C˜ · µ((K −K) ∩H) ≤ 1
Z(η(K))
∫
K
µ(K ∩ (H + y))dη(y),
where
C˜ =
∫ 1
0
(Z−1)′[tZ(η(K))](1− t)mdt.
Remark 12. We note that the class of Z(t)-concave Borel measures is
the largest class of measures for which Rogers-Shephard type inequal-
ities of the form (9) hold. Indeed, in inequality (9), we notice that
as s → −m the constants (n+m+s
m+s
) → 1. However, it was shown by
Rudelson (see [27, Theorem 2]), that the quantity[
volm((K −K) ∩H)
supy∈Rn volm(K ∩ (x+H))
]1/m
is not uniformly bounded in general.
To see the usefulness of the above theorem, we consider the following
example of such a function Z(t) and a measure µ that are Z(t)-concave
with respect to a class of convex bodies.
Example 13. Following [24] we will say a non-empty measurable sub-
set A of Rn is weakly unconditional if, for every point x = (x1, . . . , xn)
belonging to A, the point ǫx = (ǫ1x1, . . . , ǫnxn) belongs to A for every
ǫ := (ǫ1, . . . , ǫn) ∈ {0, 1}n. In this paper, the authors established the
inequality
(23) µ((1− λ)K + λL) 1n ≥ (1− λ)µ(K) 1n + λµ(L) 1n .
for any measure µ = µ1 × · · · × µn on Rn, where each µi is a measure
on Rn having a radially decreasing density, and K,L are weakly un-
conditional sets such that (1−λ)A+λB is measurable. In this setting,
Theorem 11, when p = 1, can be acquire with the class of weakly un-
conditional convex bodies, the measure µ, and the strictly increasing
differentiable function Z(t) = t1/n.
We conclude this section with another application of Theorem 7,
Theorem 14. Let m ∈ {1, . . . , n−1}. Let η be a measure on Rm that is
Z(t)-concave on a class on convex bodies containing the origin for some
strictly increasing differentiable function Z : R+ → R+, and let µ be a
measure on Rn−m whose density φ : Rn−m → R+ is radially decreasing.
ROGERS-SHEPHARD TYPE INEQUALITIES FOR SECTIONS 15
Let ν be the product measure ν = µ× η on Rn. Then, for any convex
body K belonging to this class and for any H ∈ Gn,m,
(24) C¯ · µ(PH⊥K) ≤ ν(K),
where
C¯ = Z(η(K ∩H))
∫ 1
0
(Z−1)′[tZ(η(K))](1− t)mdt.
Here PH⊥K is the orthogonal projection of K onto the orthogonal
complement H⊥ of H , and [Z−1]′ denotes derivative of the inverse of
the function Z.
Proof. Using to convexity of K, together with the assumption that the
measure η is Z(t)-concave, the function f : H⊥ → R+ given by
f(x) = η(K ∩ (H + x))
is Z(t)-concave on its support. Finally, applying inequality (14) with
the concave function Z(f), the increasing function h(t) = Z−1(t), and
the measure µ, we observe that
ν(K) =
∫
P
H⊥
K
f(x)dµ(x)
≥ C¯ · µ(PH⊥K),
as desired. 
By taking η to be a measure that is 1
m+s
concave and Z(t) = t
1
m+s ,
Theorem 14 yields the following corollary (which originally appeared
as Theorem 5.1 in [4]).
Corollary 5. Let 1 ≤ m ≤ n − 1. Let η be a measure on Rm whose
density ψ : Rm → R+ is
(
1
s
)
-concave for some s > 0 and let µ be a
measure on Rn−m whose density φ : Rn−m → R+ is radially decreasing.
Let ν be the product measure ν = µ×η on Rn. LetK ⊂ Rn be a convex
body with the origin as an interior point. Then, for any H ∈ Gn,m,
µ(PH⊥K)η(K ∩H) ≤
(
n + s
n−m
)
ν(K).
3. Application: the functional setting
In this section, we prove inequalities of the Rogers-Shephard type for
functions that are either
(
1
s
)
-concave, with 0 ≤ s <∞, or logarithmi-
cally concave; the first subsection concerns the former and the second
subsection the latter.
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3.1. The case of
(
1
s
)
-concave functions, with 0 ≤ s <∞.
Theorem 15. Let µ be a Borel measure on Rn with radially decreasing
density φ : Rn → R+ and let H ∈ Gn,m. Then, for any integrable,
(
1
s
)
-
concave functions f, g : Rn → R+ with s ∈ N, each of whose supports
contain the origin as an interior point, one has(∫
Rn
min{f(x), g(x)}dx
)(∫
H
∆f,g1
s
(x)dµ(x)
)
≤
≤ C(n,m, s) ·
(∫
Rn
f(x)dx
)(
sup
y∈Rn
∫
H−y
g(−x)dµ(x)
)
,
(25)
where
C(n,m, s) =
[
C(n+ s)
m+ s
]m+s
for some absolute constant C > 0. In particular,
(26)
∫
H
∆ 1
s
f(x)dµ(x) ≤ C(n,m, s) · sup
y∈Rn
∫
H+y
f(x)dµ(x).
Proof. The proof of Theorem 15 follows the ideas introduced by Klartag
in [16] used in his proof of the Borell-Brascamp-Lieb inequality for
(
1
s
)
-
concave functions with s ≥ 0.
Let s be a positive integer. Given any bounded, integrable function
h : Rn → R+, consider the set
Ah,s :=
{
(x, y) ∈ Rn × Rs : x ∈ supp(h), |y| ≤ h(x) 1s
}
.
Let ν be a Borel measure on Rn having density ψ. Consider the measure
ν defined on Rn × Rs given by dνs(x, y) = ψ(x)dxdy. Then, for any
H ∈ Gn,m, integrating in polar coordinates gives
νs(Ah,s ∩ (H × Rs)) =
∫
supp(h)∩H
∫
|y|≤h(x)
1
s
dydν(x)
=
∫
supp(h)∩H
∫
Ss−1
∫ h(x) 1s
0
rs−1drdudν(x)
= ωs
∫
supp(h)∩H
h(x)dν(x),
(27)
where ωs = vols(Bs). Moreover, we remark that Ah,s is a convex body
if and only if h is an
(
1
s
)
-concave function.
We begin by noticing that
A∆f,g1
s
,s = (Af,s + (−Ag,s)).
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Since f, g are integrable
(
1
s
)
-concave functions, their respective support
are convex bodies containing the origin in the interior of their intersec-
tion, and so 0 ∈ int(Af,s∩Ag,s). Hence, applying inequality (21) to the
pair of convex bodies Af,s and Ag,s, we obtain
voln+s(Af,s ∩ Ag,s) · νs((Af,s − Ag,s)) ∩ (H × Rs)) ≤
≤ C(n,m, s) · voln+s(Af,s) · sup
(x,y)∈Rn×Rs
νs(−Ag,s ∩ ((H × Rs)− (x, y))
≤ C(n,m, s) · voln+s(Af,s) · sup
z∈Rn
νs(−Ag,s ∩ ((H − z)× Rs).
Consequently, we obtain
voln+s(Af,s ∩Ag,s) · νs((Af,s − Ag,s)) ∩ (H × Rs)) ≤
≤ C(n,m, s) · voln+s(Af,s) · sup
z∈Rn
νs(−Ag,s ∩ ((H − z)× Rs).(28)
Observe, that in view of equality (27), we may express each of the
quantities in inequality (28), from left-most to right-most, in the fol-
lowing way.
voln+s(Af,s ∩Ag,s) = ωs ·
∫
Rn
min{f(x), g(x)}dx,
νs((As,f − Ag,s) ∩ (H × Rs)) = ωs ·
∫
H
∆f,g1
s
(x)dµ(x),
voln+s(Af,s) = ωs ·
∫
Rn
f(x)dx,
sup
z∈Rn
νs(−Ag,s ∩ ((H − z)× Rs) = ωs · sup
z∈Rn
∫
H−z
g(−x)dµ(x).
(29)
Combining (28) and (29) establishes inequality (25).
Inequality (26) follows by taking g(x) = f(−x) in inequality (25).

We notice that Theorem 2 implies for any convex body K ⊂ Rn and
any H ∈ Gn,m, where m ∈ {1, . . . , n}
(30) volm((K −K) ∩H) ≤
(
cn
1
3
)m
sup
y∈Rn
volm(K ∩ (H + y))
for some absolute constant c > 1. Repeating the proof of Theorem 15
in the case of the Lebesgue measure, but applying inequality (30) to
Af,s in place of (21), we get the following theorem.
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Theorem 16. Let f : Rn → R+ be an integrable
(
1
s
)
-concave function,
for some s ∈ N and let H ∈ Gn,m, m ∈ {1, . . . , n}. Then∫
H
∆ 1
s
f(x)dx ≤
(
c(n + s)
1
3
)m+s
sup
y∈Rn
∫
H+y
f(x)dx,
where c > 1 is some absolute constant.
To finish this section, we prove the following theorem, which is a mar-
ginal inequality of the Rogers-Shephard type for (1/s)-concave func-
tions for general 0 ≤ s <∞
Theorem 17. Let µ be a measure on Rn, with a radially decreasing
density, let 0 ≤ s < ∞, and let H ∈ Gn,m. Consider any µ-integrable,(
1
s
)
-concave function f : Rn → R+, assuming its maximum at the origin
and such that z0 ∈ Rn satisfies
(31) sup
z∈Rn
µ(supp(f)− z) ∩H) = µ((supp(f)− z0) ∩H)
and supp(f)−z0 contains the origin as an interior point. Then one has∫
H
∆ 1
s
f(x)dµ(x) ≤
[
C˜ · (n+ 1)(n+ s)
m(m+ 1)
](m+s)
sup
y∈Rn
∫
H+y
f(x)dµ(x),
where C˜ > 1 is some absolute constant.
We would like to remark that the condition (31) is not necessary in
the case, when µ is taken to be the standard Gaussian measure on Rn.
Proof. Assume that s = p/q ∈ Q is in lowest terms. We begin by noting
that, since f has a positive degree of concavity, the set Sf = {f > 0}
is a convex body. Our goal will be to bound the following integral:∫
(Sf−Sf )∩H
[
∆ 1
s
f(x)
]q
dµ(x).
An application of the Jensen inequality yields∫
(Sf−Sf )∩H
[
∆ 1
s
f(x)
]q
dµ(x) ≥ µ((Sf−Sf )∩H)1−q
[∫
(Sf−Sf )∩H
∆ 1
s
f(x)dµ(x)
]q
,
or equivalently,
[∫
H
∆ 1
s
f(x)dµ(x)
]q
≤ µ((Sf − Sf) ∩H)q−1
∫
H
[
∆ 1
s
f(x)
]q
dµ(x)
(32)
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We may apply inequality (9) with s = p/q and applying Stirling’s
formula, we see that
(33) µ((Sf − Sf) ∩H) ≤
[
C1 · n+ s
m+ s
]m+s
sup
z∈Rn
µ((Sf − z) ∩H).
Since [∆ 1
s
f ]q = ∆ 1
p
f q, and because f q is (1/p)-concave,, we may apply
inequality (26) to the function f q with the integer p to obtain
∫
H
[
∆ 1
s
f(x)
]q
dµ(x) ≤
[
C2 · n+ p
m+ p
]m+p
sup
y∈Rn
∫
H+y
f(x)qdµ(x)
≤
[
C2 · n+ 1
m+ 1
]q(m+s)
sup
y∈Rn
∫
H+y
f(x)qdµ(x).
(34)
Inequalities (32), (33), and (34) imply that
[∫
H
∆ 1
s
f(x)dµ(x)
]q
≤ D(n,m, p, q)
[
sup
z∈Rn
µ((Sf − z) ∩H)
]q−1
· sup
y∈Rn
∫
H+y
f(x)qdµ(x)
= D(n,m, p, q)µ((Sf − z0) ∩H)q−1 sup
y∈Rn
∫
H+y
f(x)qdµ(x),
(35)
where
D(n,m, p, q) =
[
C1 · n+ s
m+ s
]q(m+s)
·
[
C2 · n+ 1
m+ 1
]q(m+s)
.
From the assumption, it must be the case that the origin belongs to the
interior of K − y0, and so we may apply inequality (13) to the concave
function f q/p, the strictly increasing function r ∈ R+ 7→ rs, the convex
body Sf − z0, and applying Stirling’s formula, we see that
µ((Sf−y0)∩H) ≤
(
m+s
m
)
‖f‖∞
∫
H+y
f(x)dµ(x) ≤
[
C3 · m+sm
]m
‖f‖∞
∫
H+y
f(x)dµ(x).
This, together with inequality (35) yields[∫
H
∆ 1
s
f(x)dµ(x)
]q
≤ E(n,m, p, q)
[
sup
w∈Rn
∫
H+w
f(x)dµ(x)
]q
,
where
E(n,m, p, q) =
[
C1 · n + s
m+ s
]q(m+s) [
C2 · n+ 1
m+ 1
]q(m+s) [
C3 · m+ s
m
]q(m+s)
=
[
C4 · (n+ 1)(n+ s)
m(m+ 1)
]q(m+s)
.
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Taking the qth root, we obtain the estimate∫
H
∆ 1
s
f(x)dµ(x) ≤ E˜(n,m, p, q) sup
w∈Rn
∫
H+w
f(x)dµ(x),
with E˜(n,m, p, q) = E(n,m, p, q)1/q; it follows that∫
H
∆ 1
s
f(x)dµ(x) ≤
[
C4 · (n+ 1)(n+ s)
m(m+ 1)
](m+s)
sup
w∈Rn
∫
H+w
f(x)dµ(x),
as desired. The case for general values of 0 ≤ s < ∞ follows by a
standard approximation argument. 
3.2. The case of logarithmically concave functions. We begin
this section by defining the class of admissible functions,
LC0 =
{
f : Rn → R+ : f is log -concave, f(0) = ‖f‖∞, 0 <
∫
f <∞
}
.
The main theorem of this section reads as follows.
Theorem 18. Let f ∈ LC0 and let H ∈ Gn,m. Then
(36)

 ∫H ∆0f(x)dx
supy∈Rn
{
‖f‖∞
fH+y
∫
H+y
f(x)dx
}


1
m
≤ C‖f‖1/m∞ ψ(n,m)
where
fH+y := sup
x∈H+y
f(x) and ψ(n,m) = min
{ n
m
,
√
m
}
.
Moreover,
c‖f‖∞ ≤
∫
H
∆0f(x)dx.
Here c > 0 and C > 1 are some absolute constants.
As an immediate consequence of inequality (36), we have the follow-
ing corollary.
Corollary 6. Let f ∈ LC0 and let H ∈ Gn,m. Then
 ∫H ∆0f(x)dx
supy∈Rn
{
‖f‖∞
fH+y
∫
H+y
f(x)dx
}


1
m
≤ C‖f‖1/m∞ n1/3.
for some absolute constant C > 1.
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Before proceeding to the proof of Theorem 18, we must first introduce
some concepts that are critical to the proof.
To functions f ∈ LC0, for each m ∈ {1, . . . , n}, one may associate
the following n-dimensional convex body originally due to Ball (see [7]
and [8]):
Km(f) =
{
x ∈ Rn :
(
1
‖f‖∞
∫ ∞
0
mrm−1f(rx)dr
)− 1
m
≤ 1
}
.
The radial function of Km(f) is given by
ρKm(f)(u) =
(
1
‖f‖∞
∫ ∞
0
mrm−1f(ru)dr
) 1
m
,
where u ∈ Sn−1. Moreover, for any H ∈ Gn,m, one has∫
H
f(x)dx = ‖f‖∞volm(Km(f) ∩H).
Indeed, integrating in polar coordinates, we see that
volm(Km(f) ∩H) =
∫
H
χKm(f)(x)dx
=
∫
Sn−1∩H
∫ ρKm(f)(u)
0
rm−1drdu
=
1
m
∫
Sn−1∩H
ρKm(f)(u)
mdu
=
1
m
∫
Sn−1∩H
m
‖f‖∞
∫ ∞
0
f(ru)rm−1drdu
=
1
‖f‖∞
∫
H
f(z)dz.
Additionally, we will use the following axuillary lemmas due to Klartag
and Milman (see [17, Lemma 2.2] and [17, Lemma 2.7], respectively).
We include their proofs in the Appendix for completeness. For more
information on such sets see also [1]
For f ∈ LC0 and 1 ≤ m ≤ n, define the set
Lm(f) = {x ∈ Rn : f(x) ≥ ‖f‖∞e−m}.
Lemma 1. Given f ∈ Ln and 1 ≤ m ≤ n,
Km(f) ⊂ Lm(f) ⊂ cKm(f)
for some absolute constant c > 1.
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Lemma 2. Let f ∈ LC0 and let 1 ≤ m ≤ n. Then
Km(∆0f) ⊂ c[Km(f) + (−Km(f))] ⊂ c′Km(∆0f)
for some absolute constants c, c′ > 1.
The power of the above lemmas is that they allow the replacement
of the bodies Km(f) with certain level sets of a logarithmically concave
function f . We now proceed to the proof of Theorem 18.
Proof of Theorem 18. Without loss of generality, we may assume that
‖f‖∞ = 1. For brevity we set g = ∆0f and consider its m-dimensional
associated body Km(g). Since ‖∆0f‖∞ = ‖f‖2∞, we may also assume
that ‖g‖∞ = 1. As mentioned above, we have that
∫
H
g(x)dx = volm(Km(g) ∩H).
Using Lemma 2, we must have that Km(g) ⊂ c(Km(f) + (−Km(f)))
for some constant c > 0. Then, by applying (5), it follows that
∫
H
g(x)dx ≤ cmvolm((Km(f) + (−Km(f))) ∩H)
≤ [cψ(n,m)]m sup
y∈Rn
volm(Km(f) ∩ (H + y)).
(37)
Fix an arbitrary y ∈ Rn. We must compare volm(Km(f) ∩ (H + y))
and
∫
H+y
f(x)dx. In view of Lemma 1, we observe
Km(f) ∩ (H + y) ⊂ Lm(f) ∩ (H + y)
= {x ∈ H + y : f(x) ≥ e−m}
⊂ {x ∈ H + y : f(x) ≥ fH+ye−m}
= Lm (f |H+y)
⊂ c′Km (f |H+y)
(38)
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for some absolute constant c′ > 0. Let ρ := ρKm(f |H+y). Integrating in
polar coordinates,
volm (Km (f |H+y)) =
∫
Rn
χKm(f |H+y)(x)dx
=
∫
∂By∩(H+y)
∫ ρ(u)
0
rm−1drdu
=
1
m
∫
∂By∩(H+y)
ρ(u)mdu
=
∫
∂By∩(H+y)
1
fH+y
∫ ∞
0
f(rz)rm−1drdu
=
1
fH+y
∫
H+y
f(x)dx,
(39)
where By = Bn + y and fH+y = supx∈H+y f(x). Combining (37), (38),
and (39), we obtain∫
H
g(x)dx ≤ [cψ(n,m)]m sup
y∈Rn
{
1
fH+y
∫
H+y
f(x)dx
}
.
Finally, by taking the mth root of both sides, we have proven the upper
bound of (36).
Now we prove the second inequality of the theorem. In view of
Lemma 1, we may apply inclusions similar to (38) to conclude that
Km (f |H) ⊂ c1Km(f) ∩H
for some absolute constant c1 > 0. Using Lemma 2 together with the
Brunn-Minkowski inequality, we see that
volm (Km (f |H)) ≤ cm1 volm((Km(f) ∩H)
≤ cm1 2−mvolm((Km(f) + (−Km(f)) ∩H)
≤ (c′)m2−mvolm(Km(g) ∩H)
= (c′)m2−m
∫
H
g(x)dx.
(40)
Combining (39) and (40), we see that, for some constant c˜ > 0,
(c˜)m
1
‖f‖∞
∫
H
f(x)dx ≤ volm(Km(g) ∩H)
=
∫
H
g(x)dx.
Taking the mth root yields the lower bound of inequality (36), com-
pleting the proof. 
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4. Appendix
Here we proof the auxillary results from [17] that were used to es-
tablish Theorem 18. The proofs seen below follow the ideas of [17]. We
again consider the following class of admissible functions,
Ln =
{
f : Rn → R+ : f is log -concave, f(0) = ||f ||∞, 0 <
∫
f <∞
}
.
To functions f ∈ Ln, for each m ∈ {1, . . . , n}, one my associate the
following m-dimensional convex body
Km(f) =
{
x ∈ Rn :
(
1
||f ||∞
∫ ∞
0
mrm−1f(rx)dr
)−1/m
≤ 1
}
whose radial function is given by
ρKm(f)(u) =
(
1
||f ||∞
∫ ∞
0
mrm−1f(ru)dr,
)1/m
where u ∈ Sn−1. Moreover, one see that, for any m-dimensional linear
subspace H of Rn, one has∫
H
f(x)dx = ||f ||∞ · volm(Km(f) ∩H).
Given f, g ∈ Ln, we define the following logarithmically concave func-
tion f ⋆ g by
f ⋆ g(x) := sup
x=x2+x2
f(x1)g(x2).
By selecting g(x) = f(−x), we define the difference function of f by
∆0f(x) = sup
x=x1−x2
f(x1)f(x2),
which is an analogue of the difference body in the setting of log-concave
functions. For f ∈ Ln and 1 ≤ m ≤ n, define the set
Lm(f) = {x ∈ Rn : f(x) ≥ ||f ||∞ · e−m}.
Lemma 3. Let g : [0,∞)→ [0,∞] be a non-decreasing convex function
that is not identically zero and fixes the origin. For m ≥ 1, define the
quantity M = supt>0 e
−g(t)tm, and let t0 be its corresponding unique
critical point. Then
Mt0
m+ 1
≤
∫ ∞
0
e−g(t)tmdt < c
Mt0√
m
,
where c > 0 is some universal constant. Moreover, g(2t0) ≥ m ≥ g(t0).
ROGERS-SHEPHARD TYPE INEQUALITIES FOR SECTIONS 25
Proof. To handle the left inequality, we note that since g is non-decreasing,
it must be the case that∫ ∞
0
e−g(t)tmdt ≥ e− lim inft→t−0 g(t)
∫ t0
0
tmdt =
Mt0
m+ 1
.
For right-most inequality, we must consider the function ϕ(t) = g(t)−
m log t whose unique critical point is t0. Differentiation of ϕ yields
ϕ′L(t0) ≤ 0 ≤ ϕ′R(t0). As a consequence, we conclude both that
g′L(t0) ≤ mt0 ≤ g′R(t0) and that g(t0) + mt0 (t − t0) is a supporting line
of g at t0. The convexity of g implies that, for every t > 0, g(t) ≥
g(t0) +
m
t0
(t− t0). Therefore,∫ ∞
0
e−g(t)tmdt ≤ em−g(t0)
∫ ∞
0
e
−m
t0 tmdt
= e−m−g(t0)
(
t0
m
)m+1 ∫ ∞
0
e−ttmdt
= e−g(t0)tm0
emm!
mm
t0
m
≈M t0√
m
.
For any t < t0, we have that g
′
R(t) ≤ mt0 , and hence g(t0) ≤ g(0) +∫ t0
0
m/t0 = m. Finally, we observe that g(2t0) ≥ g(t0) + mt0 (2t0 − t0) ≥
m, completing the proof. 
Lemma 4. Given f ∈ Ln and 1 ≤ m ≤ n,
Km(f) ⊂ Lm(f) ⊂ c ·Km(f)
for some universal constant c > 0.
Proof. Fix an arbitrary direction u ∈ Sn−1. We compare ρKm(f)(u)
and ρLm(f)(u). Set g(ru) := − log(f¯(r)), with f¯ = f/||f ||∞, M =
supr>0 e
−g(r)rm−1, and let r0 be its corresponding unique critical point.
Using Lemma 3, we obtain the estimates
M · r0
m
≤
∫ ∞
0
e−g(r)rm−1dr ≤ c · Mr0√
m− 1 ,
or equivalently, that
ρKm(f)(u) ≈ (M · r0)1/m .
Note that (M · rm)1/m (rmm)1/m = r0, which implies that ρKm(f)(u) ≤
r0. Let g
−1(r) = f−1(||f ||∞e−r) denote the inverse of g. Applying
Lemma 3, we see that g(2r0) ≥ m ≥ g(r0), and by applying g−1,
we see that r0 ≤ f−1(||f ||∞e−m) ≤ 2r0, or equivalently, that f(r0) ≤
||f ||∞e−m ≤ f(2r0), so that φLm(f)(u) ∈ [r0, 2r0]. This implies precisely
the desired inclusions above.
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
Lemma 5. Let f, g ∈ Ln, 1 ≤ m ≤ n, and θ ∈ [0, 1]. Then
Km(f ⋆ g) ⊂ c0 · (Km(f) +Km(g)),
for some universal constant c0.
Proof. Let f¯ = f/||f ||∞ and g¯ = g/||g||∞. Let x ∈ Lm(f¯ ⋆ g¯). In
view of Lemma 4, we have that x ∈ Lm(f ⋆ g). Therefore there exist
x1, x2 ∈ Rn such that x = x1+x2 and f¯(x1)f¯(x2) ≤ e−m. Since f¯ and g¯
do not exceed one, it follows that f¯(x1) ≥ e−m and g¯(x2) ≥ e−m, which
implies that f(x1) ≥ ||f ||∞e−m and g(x2) ≥ ||g||∞e−m, and hence
x1 ∈ Lm(f) and x2 ∈ Lm(g), and upon applying Lemma 4, desired
inclusion follows. 
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