In this paper, the 1-D real-valued discrete Gabor transform (RDGT) proposed in our previous work and its relationship with the complex-valued discrete Gabor transform (CDGT) are briefly reviewed. Block time-recursive RDGT algorithms for the efficient and fast computation of the 1-D RDGT coefficients and for the fast reconstruction of the original signal from the coefficients are then developed in both the critical sampling case and the oversampling case. Unified parallel lattice structures for the implementation of the algorithms are studied. And the computational complexity analysis and comparison show that the proposed algorithms provide a more efficient and faster approach for the computation of the discrete Gabor transforms.
Introduction
The Gabor transform was first proposed by Gabor [1] to represent a signal in both time and frequency domains. Although the Gabor transform has been recognized as being very useful in diverse areas such as speech and image processing, radar, sonar and seismic data processing and interpretation, its applications have been limited due to difficulties associated with computing the Gabor transform coefficients. Many approaches have been proposed to solve the problem [2] - [7] . Generally these methods for computing the Gabor transforms all involve complex operations. The Gabor basis functions, the auxiliary biorthogonal functions and the Gabor transform coefficients are all complex. Complex operations require significant computation compared with real operations. Also, complex-valued Gabor transforms are complex to be implemented in software or hardware. To overcome those drawbacks, we proposed in our previous work the real-valued discrete Gabor transform (RDGT) [8] - [11] . By replacing the complex-valued Gabor basis functions of the complex-valued discrete Gabor transform (CDGT) with real-valued Gabor basis functions, a significant computation of the RDGT can be saved as compared with the computation of the CDGT. The similarity between the RDGT and the discrete Hartley transform (DHT) [12] , [13] allows the RDGT to utilize the fast DHT algorithms for fast computation. In addition, the RDGT has a simple relationship with the CDGT such that the CDGT coefficients can be directly computed from the RDGT coefficients. Therefore, the RDGT also offers a faster and more efficient method to compute the CDGT. One of the main problems of the discrete Gabor transform for real time signal processing is the high complexity of the computation of the discrete Gabor transform coefficients and the reconstruction of the original signal from the coefficients. In 1997, the parallel lattice structure of block time-recursive discrete Gabor transforms was developed and described in [14] , which, so far, has been the fastest algorithm in the existing discrete Gabor transform algorithms. However, the algorithm is limited to the critical sampling case and the computation of the discrete Gabor transform coefficients. The oversampling case and the reconstruction of the original signal from the transform coefficients are not included in [14] . In this paper, we will show that the method in [14] can be generalized to the RDGT. The unified parallel lattice structures of block time-recursive real-valued discrete Gabor transforms are developed, in both the critical sampling case and the oversampling case, not only for the computation of the real-valued discrete Gabor transform coefficients but also for the reconstruction of the original signal from the coefficients.
The rest of the paper is organized as follows. In Sect. 2, the real-valued discrete Gabor transform (RDGT) proposed in our previous work and its relationship with the CDGT are briefly reviewed. The block time-recursive RDGT algorithms for the efficient and fast computation of the RDGT coefficients and for the fast reconstruction of the original signal from the coefficients are developed, respectively, in Sects. 3 and 4. In Sect. 5, the two algorithms will be respectively implemented by a unified parallel lattice structure, and the computational complexity analysis and comparison of the proposed algorithms are provided. Numerical simulations are given in Sect. 6. Finally, we make our conclusions in Sect. 7.
Real-Valued Discrete Gabor Transform
Let x(k) denote a real finite and periodic sequence with a period L, the real-valued discrete Gabor expansion is defined by 
where cas(x) = cos(x) + sin(x) is known as Hartley's cas function [12] . Equation (2) is termed the RDGT and Eq. (1) can also be called the inverse RDGT [8] . In the transform, and the analysis window γ(k) are all real and periodic in L, and satisfy the following biorthogonality condition (see Appendix A in [8] )
The above equation can also be written in the following matrix form,
where
Now γ(k) becomes the solution of a linear system given by (3). For critical sampling, i.e., (3) is not unique. It was proved in [8] - [10] that the minimum norm solution of (3) is as follows:
However, we should note that the computation of γ 0 in the CDGT case is much more complicated because H in the CDGT case is a complex matrix [4] . For example, given a Gaussian synthesis window:
as shown in the top plot of Fig 
The RDGT coefficients a(m,n) have a very simple relationship with the CDGT coefficients C(m, n) as follows
Thus, the RDGTs also offer a faster and more efficient method to compute the CDGTs.
Similar to the proposed DHT-based RDGT, a DCTbased real Gabor transform in [15] was applied in [14] ; however, one should note that the physical meaning of the DCTbased real Gabor transform coefficients is unknown, which is just like that of DCT coefficients. In other words, one can not obtain the CDGT coefficients or the Gabor spectrum [3] from the DCT-based real Gabor transform coefficients like the formula in Eq. (5).
Block Time-Recursive RDGT Algorithm for the Computation of the RDGT Coefficients
In the oversampling case or the critical-sampling case, i.e., L ≤ MN, L = MN = MN, define the oversampling rate
, and
Now let m = i + jβ, (2) can be rewritten as
and the matrix formation of (10) is given by
where H is a block-diagonal matrix with M N-point fast DHT [12] , [13] matrices on its diagonal,
and Γ i is a block circulant matrix,
with each block Γ i j being an N × N diagonal matrix,
The diagonal elements from each block in the first row of Γ i comprise one period of the analysis window γ(k). Equation (11) can be written in detail as follows:
Suppose the block x t is inputted into a block delay line from t = 0 to t = M − 1 in series (see Fig. 2 ). The time interval of the series inputs of blocks is defined as a block-time interval. We also define the RDGT at block time t (t = 0, 1, 2, · · ·) in order to derive a block time-recursive relation between the updated RDGT coefficients and the previous computed RDGT coefficients. This is consistent with the new block of data sliding in and the old block of data sliding out of the data delay line shown in Fig. 2 , the block size is N, and the transform size is β × M × N = MN. Thus, 
and at block time t + 1, the RDGT coefficients can be expressed as
The error correction becomes zero when t = M, due to the periodicity of x(k), and then the time-recursive process in (17) gets into stable stage. Note that x t = 0 in the data delay line when t ≤ M −1.
Equation (17) can also be rewritten as follows:
and when t = M, compute
Obviously, using (18) and (19) instead of (17) will save M(M − 1) × (N-point fast DHT) computation. Note that Ref. [14] only used the formula similar to (17) for the computation of the transform coefficients in the criticalsampling case.
To summarize, a procedure of the above algorithm is given as follows. 
Block Time-Recursive RDGT Algorithm for the Reconstruction of the Original Signal
Let m = i + jβ, and note that βN = N, βM = M, Eq. (1) can be rewritten as
The matrix formation of (20) is given by
where G i is also a block circulant matrix,
with each block G i j being an N × N diagonal matrix
The diagonal elements from each block in the first row of G i comprise one period of the synthesis window g(k). Equation (21) can be written in detail as follows:
. . .
As in the block time-recursive algorithm for the computation of the RDGT coefficients, we define the RDGT at block time t in order to derive a block time-recursive relationship between the updated reconstructed-signal and the previous computed reconstructed-signal. This is consistent with the new block of the RDGT coefficients sliding in and the old block of the RDGT coefficients sliding out of a block delay line similar to that in Fig. 2 , the block size is N, and the size of the reconstructed signal is L = MN = MN. Thus,
and at block time t + 1, the reconstructed signal can be expressed as
Equation (26) is called the block time-recursive RDGT for the reconstruction of the original signal. The reconstructed signal X(t + 1) at block time t + 1 is given by X(t) at block time t with an error correction
Note that a i t = 0 in the data delay line when
H(N)a i t+M
Note that x M = x 0 . If t = M − 1, we obtain the reconstructed signal X, otherwise, let t ⇐ t + 1 and go to
Step (b).
Parallel Lattice Structures of Block Time-Recursive RDGT

Parallel Lattice Structures
The block time-recursive Eqs. (18) and (19) for the computation of the RDGT coefficients can be implemented by β unified parallel lattice arrays as shown in Fig. 3 . Each of the parallel lattice arrays consists of M unified lattice modules.
It should be noted that data processing at each stage is by an array size of N. The latest sliding-in data block x t+M of size N subtracts the sliding-out data block x t , and then the difference is multiplied by the analysis window block Γ i j at each module followed by an addition of shifted and previously computed data. A block data of size N needs to be transferred to the nearest-neighbor module in circular order. Finally, with one period of the signal sliding in, an N-point fast DHT is computed at the end of each module.
The block time-recursive Eq. (26) for the reconstruction of the original signal can also be implemented by β unified parallel lattice arrays. Each of them consists of M unified parallel lattice modules, which is shown in Fig. 4 . Data processing at each stage is by an array size of N. The latest sliding-in data block a i t+M of size N subtracts the sliding-out data block a i t , and then an N-point fast DHT of the difference is applied. The resulting data is multiplied by the synthesis window block G i j at each module followed by β−1 additions of the resulting block data from the other β−1 parallel lattice arrays, and one addition of shifted and previously computed data. A block data of size N needs to be transferred to the nearest-neighbor (output) module in circular order.
Obviously, the oversampling case shown in Figs. 3 and 4 will become the critical sampling case when M = M and N = N (i.e., β = 1).
Computation Time and Complexity Analysis
Since the total computational complexity in a parallel algorithm is equally shared by each unified parallel lattice module, the total computation time of the parallel algorithm depends on the computational complexity of a single unified parallel lattice module, while the total computation time of a series algorithm depends on its total computational complexity.
In Fig. 3 , each parallel lattice module carries N-point multiplications and N-point additions at each block time, and an N-point fast DHT (with computational complexity 0.5N log 2 N [12], [13] ) at the last block time. Therefore, to obtain a block of N transformed data, the computational complexity is of the order of
In Fig. 4 , at each block time, every parallel lattice module of each parallel array carries an N-point fast DHT, Npoint multiplications followed by β × N-point additions. Therefore, to obtain a block of N reconstructed data, the computational complexity is of the order of Table 1 gives a comparison between the proposed algorithms and the main CDGT algorithms. In the table, the symbols "CS", "OS", "Coef", and "Reco" indicate four cases of algorithm applicability which are respectively the critical-sampling case, the oversampling case, the computation of the discrete Gabor transform coefficients, and the reconstruction of the original signal from the coefficients. We can see from the table that the computational complexity in (27) or (28) related to the total computation time of the proposed parallel algorithms is far less than that of the existing CDGT algorithms, which all involved complex arithmetic operations and FFTs (it should be noted that, as [13] pointed Table 1 Comparison of the computational complexity related to the total computational time.
out, the fast DHT is faster and simpler than the FFT). Thus, the proposed algorithms are more efficient and faster in computing the discrete Gabor transform coefficients and reconstructing the original signal from the coefficients.
Computer Simulations
In this section, we present some numerical simulation results, which are computed by Algorithms 1 and 2. . From the spectrum alone, we can not tell how those frequencies change over time; however, from the CDGT coefficients, not only can we see how frequencies (n) change over time (m), but we can also see the intensity of the frequencies as shown by the relative gray levels of the image. The proposed Algorithm 2 for the reconstruction of the original signal is also simulated. The signal reconstruction error (MSE) is around 10 −15 , which is virtually error-free reconstruction.
A numeric comparison on the total number of multiplications related to the total computational time between the proposed RDGT algorithms and the main existing CDGT algorithms is given in Table 2 , which further indicates the advantages of the proposed algorithms. In Table 2 , the pa- [14] means that, for computing the CDGT coefficients in the critical sampling case (L = 2048, M = 128, N = 16), the total number of multiplications of the CDGT algorithm in Ref. [14] is 6144, which is calculated using the formula of Ref. [14, Table 1 ]. In Table 2 , "CM" and "RM" are abbreviated from "Complex Multiplications" and "Real Multiplications", respectively.
Conclusions
In this paper, first of all, we have briefly reviewed our previous work on the 1-D real-valued discrete Gabor transform (RDGT) and its relationship with the complex-valued discrete Gabor transform (CDGT), and then developed two block time-recursive RDGT algorithms for the efficient and fast computation of the 1-D RDGT coefficients and for the fast reconstruction of the original signal from the coefficients in both the critical sampling case and the oversampling case. The two algorithms were implemented by their respective unified parallel lattice structures. And the computational complexity analysis and comparison showed that the proposed algorithms provide a more efficient and faster method for the computation of the discrete Gabor transforms.
