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a b s t r a c t
Berlekamp asked the question ‘‘What is the habitat of ∗2?’’ (See Guy, 1996 [6].) It is possible
to generalize the question and ask ‘‘For a game G, what is the largest n such that ∗n is
a position of G?’’ This leads to the concept of the nim dimension. In Santos and Silva
(2008) [8] a fractal process was proposed for analyzing the previous questions. For the
same purpose, in Santos and Silva (2008) [9], an algebraic process was proposed. In this
paper we implement a third idea related to embedding processes. With Alan Parr’s traffic
lights, we exemplify the idea of estimating the ‘‘difficulty’’ of the game and proving that
its nim dimension is infinite.
© 2010 Elsevier B.V. All rights reserved.
1. Basic concepts of combinatorial game theory and the concept of the nim dimension
Oneof the principal goals of combinatorial game theory is the study of combinatorial gameswith the followingdefinition:
1. There are two players who take turns moving alternately.
2. No chance devices such as dice, spinners, and card deals are involved, and each player is aware of all the details of the
game state at all times.
3. The rules of a combinatorial game ensure that it will end after a finite sequence of moves, and the winner is often
determined on the basis of who made the last move. Under normal play, the last player to move wins, while in misère
play, the last player loses.
The options of a game are all those positions which can be reached in one move. In combinatorial game theory, games can
be expressed recursively as G = {GL | GR} where GL are the left options and GR are the right options of G. An example of a
combinatorial game is the classic game of nim, first studied by Bouton [3]. This game is played with piles of stones. In each
player’s turn, they can remove any number of stones from any pile. The winner is the player who takes the last stone. nim is
an example of an impartial game: left options and right options are the same for the game and all its followers. The values
involved in nim are called nimbers (stars):
∗k = {0, ∗, . . . , ∗(k− 1) | 0, ∗, . . . , ∗(k− 1)}.
It is a surprising fact that all impartial games take only nimbers as values (the Sprague–Grundy Theorem; see [1,2]).
The minimum excluded value of a set S is the least non-negative integer which is not included in S and is denoted as
mex(S). The nim-value of an impartial game G, denoted by G(G), is given by
G(G) = mex{G(H)|H is an option of G}.
An impartial game G is a previous player win, i.e. the next player has no good move, if and only if G(G) = 0. If a game is a
previous player win, we say it is a P-position. If a game is a next player win, we say it is an N-position. The set of P-positions
is denoted as P and the set of N-positions is denoted asN .
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The nim-sum of two non-negative integers is the exclusive or (XOR), written as⊕, of their binary representations. It can
also be described as adding the numbers in binary without carrying. In the disjunctive sum of games H and K , written as
G = H + K , in each turn, the players must choose one of H and K and make a legal move in that game. One important result
concerning impartial games is the following: if G = H + K , then G(G) = G(H)⊕ G(K) (see [1,2]).
1.1. The definition and motivation for the nim dimension
The Sprague–Grundy Theorem states that for every impartial game G there is a non-negative integer n such that G = ∗n.
It is also well known that in partisan games we still can construct nimbers (see [1,2]). Berlekamp asked the question ‘‘What
is the habitat of ∗2?’’ We generalize this to ask ‘‘For a game G, what is the largest n such that ∗n is a position in G?’’ This
leads to the definition of the nim dimension.
Definition 1. A combinatorial game has nim dimension n if it contains a position ∗2n−1 but not ∗2n. A game has infinite nim
dimension if all the nimbers can be constructed. It has null, or ∅, nim dimension if ∗ cannot be constructed.
We show some examples. In the game of shove, a player shoves one of their pieces, and all other pieces on the left, to
the left by one square, possibly off the end of the board. For example,
col is played on a graph with uncolored vertices; left colors blue as an uncolored vertex, right colors it red, but two
adjacent vertices are not allowed to be colored the same. toppling dominoes is played with a row of black and white
dominoes. A player topples, to the left or right, one of their dominoes and it topples all the dominoes in that direction.
For example,
• The nim dimension for (shove)= ∅ since all the values are numbers [1].
• The nim dimension for (col)= 0 since all the values are numbers or numbers plus ∗ [2].
• The nim dimension for (toppling dominoes)=∞ since it is easy to show that
In [8] a fractal processwas proposed for proving that the nim dimension of konane is infinite. The next picture shows an
iteration for obtaining a ∗3 from a previous ∗2.
Also, in [9], the algebraic processwas proposed.With this process, it was possible to construct the first known ∗4 in amazons.
We note that even for impartial games, determining the nim dimension is still an active question.
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Beyond the mathematics, there is a reason for the importance of the nim dimension. In [10], a very important reference
for game designers, we can read:
‘‘(. . . ) A good game should also have drama: it should be possible for a player to recover from a weaker position and
still win the game. Victory should not be achievable in a single successful blow; the suspense should continue through
an extended campaign. (. . . )’’
The nim dimension is useful, being a kind of thermometer for measuring the drama of a game. In fact, when playing a ∗n,
the players can make n− 1 mistakes in a row.
1.2. The game of traffic lights
Amodern national junior high school games competition (Portuguese Championship of Mathematical Games 2006), one
of the greatest game contests of the world, introduced the game of traffic lights (on a 3× 4 board). Since 2006, the game
has been played by hundreds of participants in several Portuguese tournaments.
There are many variants on the concept of noughts and crosses (or is a three in a row game). traffic lights is an
interesting modern version created by Alan Parr. It is played on an n × m board with a supply of red, yellow, and green
stones. The player who succeeds in placing three adjacent stones with same color in a horizontal, vertical or diagonal row
wins the game. A move may be one of three possibilities:
1. Put a green stone in an empty cell.
2. Replace a green stone by a yellow one.
3. Replace a yellow stone by a red one.
Ultimately the board will fill with red stones, so the game must have an end. In this text we will use a matrix notation
for the traffic lights positions. We will use four digits: 0—empty cell; 1—green stone; 2—yellow stone; 3—red stone.
The 3 × 3 board has a forced win to the first player: place a green stone at the center—the adversary must replace it
(the only possible move)—then the first player replaces it with a red stone. After that, the first player just needs to maintain
symmetry to win.
We can change the ‘‘semantics’’ of traffic lights rules to see that it is a combinatorial game. If we include the rule ‘‘it
is forbidden to play a move allowing the opponent to make three in a row’’ changing the goal rule to ‘‘last player wins’’,
then we can see that traffic lights satisfies all the combinatorial criteria. It is also impartial because left options and right
options are the same for the game and all its followers. So, all traffic lights positions take nimbers as values.
Because it is possible to have ∗7 in 3× 4 traffic lights, we know that there are positions in which the players can make
mistakes several times in a row. This guarantees ‘‘good’’ drama for 3× 4 traffic lights.0 0 0 0
2 3 0 1
0 0 2 0

∗7
.
traffic lights is rich in mathematical properties and we will use it to propose a new approach for studying the nim
dimension of games and for estimating the difficulty of the combinatorial game analysis.
2. Octal games and the embedding idea
It is possible to generalize the game of nim. For instance, we can impose the rule that in the game, when we remove k
beans from a heap, we partition what remains of that heap into just a or b or c or . . .heaps (where a, b, c, . . . are distinct).
We give that game the code digit
dk = 2a + 2b + 2c + · · · .
The games of this kind with every code digit less than 8 are called octal games. nim has code 0.33333. . . . We show two
examples of octal games.
dawson’s chess is played on a 3× n chessboard with white pawns on the first rank and black pawns on the third. Pawns
move (forwards) and capture (diagonally) as in chess; in this game capturing is obligatory and the winner in normal play is
the last player to move.
3
2
1
a b c d e f g h
It is well known that dawson’s chess is the octal game with code 0.137 (see [2, page 88]). In fact, a strip of pawns can
be seen as a heap of beans. We can take one, two or three beans. If we take one then no heaps remain (the case with just
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one pawn for each side). If we take two beans then no heaps remain or one heap remains (when we play the game with two
adjacent pawns for each side or when we play the corner pawns in games with more than two pawns for each side). If we
take three beans then zero, one or two heaps remain. The first G-values are
0 1 1 2 0 3 1 1 0 3 3 2 2 4 0 5 2 2 3 3 0 1 1 3 0 2 1 1 0...
Page 90 of [2] provides a complete sequence of Grundy values for dawson’s chess, proving its periodicity.
Treblecross is a three in a row game played on a 1 × n strip in which both players use the same symbol (X). The first
person to complete a line of three consecutive crosses wins.
Like for dawson’s chess it is possible to observe that treblecross can be seen as a heap game. It is well known that
treblecross is the octal game with code 0.007 (see [2], page 92). The first G-values are
0 0 0 1 1 1 2 2 0 3 3 1 1 1 0 4 3 3 3 2 2 2 4 4 0 5 5 2 2...
There is no complete analysis of treblecross. The Grundy scale was computed up to n = 225 = 33 554 432 with
maximum nim-value G(6 193 903) = 1401 [4].
In fact there are many open questions related to octal games. Richard Austin proved (in [2, pages 115,116]) that no octal
game is arithmetically periodic (n ⩾ l ⇒ G(n + p) = G(n) + s for some l ⩾ 0, p > 0 and s > 0). It is an open question
whether all octal games are periodic. Also, it is an open question whether the nim dimension is finite for all octal games
(see [6, problem 2]).
2.1. The embedding idea
Computational complexity theory is a branch of the theory of computation in computer science that focuses on classifying
computational problems according to their inherent difficulty. A very important class of problems are the problems assigned
to the NP class (non-deterministic polynomial time): any given solution to an NP problem can be verified in polynomial time.
Another very important class is the NP-complete class. A NP-complete problem has two properties:
1. The problem is NP.
2. If the problem can be solved in polynomial time, then so can every problem in NP.
The easiest way to prove that some new problem is NP-complete is to prove first that it is NP, and then to reduce some
knownNP-complete problem to it. Therefore, it is useful to knowavariety ofNP-complete problems (theBoolean satisfiability
problem (Sat.), the travelling salesman problem, etc.). There are a huge number of references concerning the subject ([5] is a
classical one).
We can use a similar idea in combinatorial game theory. Considering an initial game G, the basic idea is to find a
construction process in some other game H and embed the construction in G. If the analysis of H is still an open problem,
then we immediately understand that a complete analysis of G will be a very hard task. Obviously, H should be somewhat
better understood than G. To exemplify how this can work, let us exemplify some relations between traffic lights and two
octal games.
2.2. The relation between traffic lights and octal games
2.2.1. traffic lights and the octal game with code 0.137
Wewill see howwe can embed some octal games in traffic lights. As we saw before, dawson’s chess is the octal game
with code 0.137.
It is possible to embed dawson’s chess in traffic lights constructing positions according to the following unidimensional
pattern (the allowed options are boxed):
2 3 1 2 3 1 2 3 1 2 (. . .)

.
The generic case for constructing the dawson’s chess positions is the following one (n is the number of columns of the
board):
1. The traffic lights position corresponds to a unidimensional matrix with k cells where k =  3n+22 − 1.
2. If j ≡ 0 (mod 3) then aj = 1.
3. If j ≡ 1 (mod 3) then aj = 2.
4. If j ≡ 2 (mod 3) then aj = 3.
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By the rules of traffic lights, when we move in aj where j ≡ 1 (mod 3), the move turns the cells aj−1 and aj+2 into
ones that are not allowed (these moves correspond to replacement of yellow stones by red ones). When we move in aj
where j ≡ 0 (mod 3), the move turns the cells aj−2 and aj+1 into ones that are not allowed (these moves correspond to
replacement of green stones by yellow ones). In both cases, like in dawson’s chess, the moves ‘‘annihilate’’ the two adjacent
possible moves.
So, we embedded the game 0.137 in traffic lights. However, dawson’s chess is an ‘‘easy’’ octal game. Because it is
known that its Grundy sequence is periodic, if we want to estimate the difficulty of traffic lights we must try another
embedding with a different octal game.
2.2.2. traffic lights and the octal game with code 0.007
It is possible to embed a non-trivial octal game in traffic lights. As we saw before, treblecross is a three in a row game
played on a 1× n strip in which both players use the same symbol X (code 0.007).
It is possible to embed treblecross in traffic lights, constructing positions according to the following pattern (the
allowed options are boxed): 0 0 0 0 0 0 0 (. . .)0 3 3 0 3 3 0 (. . .)0 3 3 0 3 3 0 (. . .)
1 0 0 1 0 0 1 (. . .)
 .
The generic case for constructing the treblecross positions for n ⩾ 3 (the number of cells of the line) is the following
one:
1. The traffic lights position corresponds to a 4× nmatrix.
2. a1,j = 0 for all j.
3. If j ≡ 1 (mod 3) then a2,j = 0 and a3,j = 0.
4. If j ≢ 1 (mod 3) then a2,j = 3 and a3,j = 3.
5. If j ≡ 1 (mod 3) then a4,j = 1.
6. If j ≢ 1 (mod 3) then a4,j = 0.
By the rules of traffic lights, when we move in a1,j, the move turns the cells aj−2, aj−1, aj+1, and aj+2 into ones that are
not allowed (thesemoves correspond to placement of green stones in the first row). By the rules, moves on the second, third
and fourth rows are forbidden. So, like in treblecross, the allowedmoves in the first row ‘‘annihilate’’ two adjacent possible
moves on the left and two adjacent possible moves on the right.
A complete mathematical analysis of treblecross is still an open problem. Therefore, we immediately understand that
a complete mathematical analysis of traffic lights is a hard task.
3. The embedding process for finding the nim dimension of traffic lights
We introduce a new process for analyzing the nim dimension of a game. The basic idea is to find a construction process
in some other game and embed the construction in the game under analysis. For example, if we have a construction that
gives all the nimbers in one game and if somehow this game can be embedded as a subset of the positions in a second game,
then both games have infinite nim dimension. To show how this can work, let us consider the impartial combinatorial game
traffic lights. We saw in the last section that it is possible to embed some octal games in traffic lights. Unfortunately,
these particular octal games are not sufficient to prove the infinite nim dimension of traffic lights. However, we can build
the construction process with a different game.
To prove this, we introduce Fabian Maeser’s game of Regio and prove some results. Then we will relate these results to
a particular construction in a traffic lights context.
Regio is played on a reticulate pattern. In each turn, each player places one stone on an empty cell. After the move, all
(orthogonal) adjacent empty cells are also occupied. The player who makes the last move wins. In the following figure, the
placed stones are marked by a triangle and we note that the orthogonal adjacent empty cells are also occupied.
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Regio is an impartial combinatorial game and can be seen as a graph game (see [7]). In each turn, a player removes one
vertex plus its neighborhood. Here are two positions and their values.
The number attached to each vertex is the Grundy value of the game (the nimber without the ∗) that results from
removing that vertex and its neighborhood. We will use this vertex labeling convention throughout this section.
Lemma 2. Consider the sequences g(n) and f (n) of the Grundy values for the following patterns in Regio, for all n, g(n) = 1 and
f (n) = 0:
Proof. It is easy to confirm that g(1) = g(2) = 1 and f (1) = f (2) = 0. For n ≥ 3, we have the following scheme of the
Grundy values:
In the second, removing bottom vertices is the same as removing upper vertices.
So, for n ≥ 3,
g(n) = mex({f (n− 1)} ∪ {f (n− i)⊕ f (i− 1), i ∈ {2, . . . , n− 1}}
∪ {g(n− i)⊕ g(i), i ∈ {1, . . . , n− 1}})
and
f (n) = mex ({g(n− i)⊕ f (i− 1), i ∈ {2, . . . , n− 1}} ∪ {g(n− 1)}) .
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By induction,
g(n) = mex({0} ∪ {0⊕ 0} ∪ {1⊕ 1}) = 1 and f (n) = mex({1} ∪ {1⊕ 0}) = 0. 
Lemma 3. In the following Regio patterns, we have G-values h(n) = n:
Proof. It is easy to confirm that h(1) = 1 and h(2) = 2. For n ⩾ 3, we have the following scheme:
h(n) = mex({h(n− i)⊕ f (i− 1), i ∈ {2, . . . , n− 1}}
∪ {h(n− i)⊕ g(i− 1), i ∈ {2, . . . , n− 1}}
∪ {h(n− 1)} ∪ {f (n− 1)} ∪ {g(n− 1)})
or alternatively
h(n) = mex({h(n− i)⊕ 0, i ∈ {2, . . . , n− 1}}
∪ {h(n− i)⊕ 1, i ∈ {2, . . . , n− 1}} ∪ {h(n− 1)} ∪ {0} ∪ {1}).
The induction hypothesis is h(i) = i, for i ∈ {1, . . . , n− 1}, so,
h(n) = mex({0, 1, 2, . . . , n− 1} ∪ {(n− i)⊕ 1, i ∈ {2, . . . , n− 1}}).
Because (n− i)⊕ 1 ≤ n− 1 when i ∈ {2, . . . , n− 1}, we have
h(n) = mex({0, 1, 2, . . . , n− 1}) = n. 
Now we prove the following theorem concerning the traffic lights nim dimension, showing the embedding process.
Theorem 4. traffic lights has infinite nim dimension.
Proof. We can generate in traffic lights all the Regio positions of the previous lemma with the following pattern:
3 1 3 1 3 1 3 1 (. . .) 3 1 3 3 1
3 0 3 0 3 0 3 0 (. . .) 3 0 0 2 3
0 0 0 0 0 0 0 0 (. . .) 0 0 0 0 2
2 0 0 0 0 0 0 0 (. . .) 0 0 0 3 1
3 3 0 3 0 3 0 3 (. . .) 0 3 0 3 3
1 1 2 1 3 1 3 1 (. . .) 3 1 3 1 3
 .
The only allowed moves are those indicated with a square. Moreover, when we make a move, transforming a square 0
into 1, it becomes illegal to move into the orthogonal adjacent squared cells.
Let us give the generic case:
1. ∗2 −→ 6× 5-matrix, ∗3 −→ 6× 7-matrix, . . . , ∗n −→ 6× 2n+ 1-matrix.
2. The first 3× 3 cells are, in all cases,
3 1 3
3 0 3
0 0 0
2 0 0
3 3 0
1 1 2
 .
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3. For the last two columns, we have, for all cases,
3 1
2 3
0 2
3 1
3 3
1 3
 .
4. For 3 < i < 2n, if i is even,
a1,i
a2,i
a3,i
a4,i
a5,i
a6,i
 =

1
0
0
0
3
1

and if i is odd,

a1,i
a2,i
a3,i
a4,i
a5,i
a6,i
 =

3
0
0
0
0
3

.
For each matrix constructed like this, if we look at squared cells as vertices and join the vertices with an edge if the
corresponding cells are in some three-in-a-row line, we can see that these traffic lights positions are isomorphic to Regio
positions of the previous lemma. 
4. Further work
The following problem is very interesting: ‘‘For a game G, what is the largest n such that ∗n is a position of G?’’ It is very
hard to find a closed answer to this question. However, so far, it has been possible to propose three useful mathematical
procedures: fractal, algebraic and embedding. This paper adopted the third one. More ideas are needed.
Acknowledgement
I thank Professor Richard Nowakowski for very useful suggestions.
References
[1] M.H. Albert, R.J. Nowakowski, D. Wolfe, Lessons in Play: An Introduction to Combinatorial Game Theory, A.K. Peters, 2007.
[2] E.R. Berlekamp, J. Conway, R. Guy, Winning Ways, Academic Press, London, 1982.
[3] C.L. Bouton, Nim, a game with a complete mathematical theory, Annals of Mathematics 3 (2) (1902).
[4] A. Flammenkamp, Sprague–Grundy values of octal-games. http://wwwhomes.uni-bielefeld.de/achim/octal.html.
[5] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, W.H. Freeman, New York, 1979.
[6] R.K. Guy, Unsolved problems in combinatorial games, in: R.J. Nowakowski (Ed.), Games of No Chance, in: MSRI Publ., vol. 29, Cambridge University
Press, 1996.
[7] R.J. Nowakowski, P. Ottaway, Vertex deletion games with parity rules, Integers: Electronic Journal of Combinatorial Game Theory 5 (2) (2005).
[8] C. Santos, J.N. Silva, Konane has infinite nim dimension, Integers: Electronic Journal of Combinatorial Game Theory 8 (2008).
[9] C. Santos, J.N. Silva, Nimbers in partisan games, in: Proceedings BIRS (Combinatorial Game Theory Workshop), 2008.
[10] J.M. Thompson, Defining the abstract, The Games Journal: A Magazine About Boardgames (2000).
