Almost all the existing panel stochastic frontier models treat technical efficiency as static. Consequently there is no mechanism by which an inefficient producer can improve its efficiency over time. The main objective of this paper is to propose a panel stochastic frontier model that allows the dynamic adjustment of persistent technical inefficiency. The model also includes transient inefficiency which is assumed to be heteroscedastic. We consider three likelihood-based approaches to estimate the model: the full maximum likelihood (FML), pairwise composite likelihood (PCL) and quasi-maximum likelihood (QML) approaches. Moreover, we provide Monte Carlo simulation results to examine and compare the finite sample performances of the three above-mentioned likelihood-based estimators. Finally, we provide an empirical application to the dynamic model.
Introduction
In almost all panel stochastic frontier (SF) models, the inefficiency component is usually assumed to be independent across time and fails to capture the dynamics of its adjustment process over time. Although consideration of such dynamic models is necessary, inference in such models is relatively complicated, particularly for the likelihood-based approach. This paper contributes in this direction. We consider a panel SF model with dynamic technical inefficiency that follows a first-order autoregressive (AR(1)) process and propose to estimate the model using three likelihood-based approaches.
The earlier SF panel models (Pitt and Lee, 1981; Schmidt and Sickles, 1984; Kumbhakar, 1987;  among others) treated technical inefficiency as time invariant. Although subsequent researchers allowed the inefficiency to vary over time, they assumed the inefficiency to be a deterministic function of time (Cornwell et al. 1990; Kumbhakar, 1990; Battese and Coelli, 1992; Lee and Schmidt, 1993; Kumbhakar and Wang, 2005) . Another feature of the time-varying panel SF model is that it permits separating technical efficiency from technology change. For instance, studies by Kumar and Russell (2002) and Kumbhakar and Wang (2005) treated economic growth convergence as countries' movements toward the world production frontier. The former uses a nonparametric approach, while the latter assumes that both the technology and technology inefficiency are systematic functions of time. However, none of the aforementioned studies are formulated in a dynamic framework with the specification that inefficiency is a stochastic time-series process perhaps due to the difficulty in formulating the likelihood function of the dynamic stochastic frontier (DSF) model. The DSF model proposed by Ahn et al. (2000) is the first to incorporate the dynamic structure in the technical inefficiency, where the inefficiency evolves over time following a first order auto-regressive process. Although firms that are relatively inefficient in one time period will try to reduce their inefficiency over time, they will probably be inefficient in other time periods also (Amsler et al. (2014) ). Therefore, one may expect the inefficiencies to be positively correlated over time. The nature of the dynamic inefficiency is captured by an AR(1) process, which allows the inefficiency in the current period to be influenced by its past levels of inefficiency.
The DSF model under investigation in this paper is more closely related to the model proposed by Ahn et al. (2000) . Here, we make AR(1) assumption on the inefficiency term in order to incorporate the dynamics of the technical inefficiency. The main difference is that we include the heterogeneity (determinants) in the inefficiency component, which follows a heteroscedastic half normal distribution. On the contrary, Ahn et al. (2000) assume that the heterogeneity comes from the speed of the adjustment, i.e., the AR(1) coefficient. They propose using the generalized method of moments approach to estimate the model and here we propose using the likelihood-based approach which helps us to estimate firm-specific inefficiency -not just the long-run inefficiency. With the dynamic panel setting, we are also able to investigate how the evolution of the production technology and technical inefficiency over time.
Due to the complexity of the likelihood function, Ahn et al. (2000) suggest using the generalized method of moments (GMM) approach to estimate their DSF model. Although the GMM approach gives estimates of firm-specific long-run inefficiency, it cannot provide estimates of both short-run and long-run inefficiency, and therefore the evolution of inefficiency over time. Later on, Tsionas (2006) and Emvalomatis (2012) also reconsider the DSF models with different settings in the dynamics of the inefficiency. Both Tsionas (2006) and Emvalomatis (2012) suggest estimating their models by the Bayesian approach. Here we suggest non-Bayesian approaches to the DSF models.
Since our objective in this paper is to provide the likelihood-based approaches to estimate a DSF model that retains the general setting of the inefficiency, we do not compare our proposed estimator with the other existing estimators, such as the Bayesian estimators with different assumptions on the inefficiency distribution. In particular, our main focus is on the full maximum likelihood (FML), par-wise composite likelihood (PCL), and quasi-maximum likelihood (QML) estimation methods, where the last two approaches provide different alternatives to the FML approach when the true joint probability function is difficult to evaluate or the time span of the observed data is long.
The rest of the paper is organized as follows. Section 2 briefly reviews and discusses some relevant literatures and introduces the DSF model. In section 3 we discuss the likelihood-based FML, PCL and QML estimation methods and the estimators of the (in)efficiency in section 3. We present some Monte Carlo simulation results and compare the finite sample performance of these estimators in section 4. We provide an empirical application using unbalanced panel data of the Taiwan hotel industry to illustrate the working of our model in section 5. Section 6 concludes the paper.
The dynamic stochastic frontier model

Review of the dynamic stochastic frontier models
In this section, we provide a brief review of the DSF models. Let be the log of output and be the 1 log of input vector, where 1 ,…, denotes the firm and 1,…, denotes the time period. We consider the following DSF model:
,
where is the time-varying component of technology, ~ . . . 0, is the symmetric stochastic error, and 0 represents the one-sided stochastic technical inefficiency. The time-varying component of the technology can be described by a deterministic function of time and is common to all firms. The model can be further generalized by allowing to be non-separable. Below we discuss some results from the previous studies. The main differences between these models lie on the econometric specifications about the random components and . We summarize the main assumptions of these models in Table 1 .
The model specification of Ahn et al. (2000) is more general than the other models in Table 1 in the sense that they do not impose any distributional assumption on and , and they also allow the AR coefficient to be firm-specific. They suggest using firm dummies for the AR coefficients.
The main drawback in doing this is that the number of parameters will increase with the number of firms. Thus the model is likely to suffer from the incidental parameter problem. They estimate the model by the GMM approach, which is less efficient compared to the standard ML estimation but more robust to the distribution misspecification. Their distribution free approach has another shortcoming with respect to predicting the technical efficiencies (TE). The model can only predict long-run inefficiency which in their model is firm-specific. However, it is not possible to predict observation-specific inefficiency, and therefore one cannot estimate the temporal pattern of inefficiency for each firm. Further, in reality firm efficiencies may systematically differ across firms, so we need a model that produces not only magnitudes of these inefficiencies but can also explain their systematic differences in terms of some covariates. We do this in our model. Tsionas (2006) and Emvalomatis (2012) also consider DSF models with different settings of the dynamics of the inefficiency. The former assumes the logarithm of inefficiency, ln( ), to follow an AR(1) process and the latter assumes the logarithm of the ratio of the technical efficiency (TE) index to the inefficiency index, i.e., ln(TE/(1-TE)), to follow an AR(1) process. Moreover, Emvalomatis (2012) separates the time-invariant unobserved heterogeneity from a first-order autoregressive inefficiency and suggests estimating the model using a Bayesian correlated random-effects approach in which a distribution for the unit-specific effects is specified. The main common characteristic of these two models is that they both apply some kinds of transformations to the inefficiency term so that the transformed inefficiency term follows an AR(1) process with a normal stochastic error while keeping the inefficiency positive in the meantime. The joint distribution of the transformed inefficiencies is simply a multivariate normal distribution, which seems to be easier to deal with in the likelihood-based approach. However, the joint distribution of the cross-period composite errors in the DSF model is almost intractable after the transformation.
Therefore, both Tsionas (2006) and Emvalomatis (2012) apply the Bayesian approach to estimate the model. That is, because of the complexity in deriving the likelihood function, they both used Bayesian MCMC approach.
In addition to the above models that directly specify the dynamic adjustment process of the technical (in)efficiency, Amsler et al. (2014) suggest using a copula function to capture the time dependence of the panel SF models. With a correctly specified marginal distribution and an appropriately chosen copula function, one may approximate the true joint pdf and estimate the parameters by the quasi-maximum likelihood approach, which seems to be the easiest one to implement from the practical point of view. However, the loss of efficiency in the QML approach compared with the FML estimation has not yet been investigated in the SF studies.
The proposed model
In this paper, we consider the DSF model specified in equation (1). For simplicity, we assume that the technical innovation is linear in time, t. Although t can be included in the vector, we assume that is a linear function of time as in Ahn et al. (2000) , i.e., .
(
The technical inefficiency component is assumed to be dynamic and follows an autoregressive (AR) process of order one, i.e., * , 1,…, ,
where is the AR(1) coefficient and * is a nonnegative random noise. We restrict the coefficient to be bounded between 0 and 1 so that 0 for all , . The restriction 0 1 implies that the inefficiency component must be positively correlated with the previous inefficiency component. The standard SF model corresponds to the special case when 0. If 1, then (3) suggests that the inefficiency level is equal to the sum of all past inefficiency levels * , and therefore would explode. Therefore, a firm with 1 cannot survive in the long-run in a competitive industry.
The inefficiency component in equation (3) is decomposed into two components. At time , a firm faces the persistent inefficiency, which comes from the previous period's inefficiency.
The persistent inefficiency the firm needs to deal with in the current period is . The firm in period also faces the transient inefficiency * . Thus the overall inefficiency for firm 6 in period is * . To incorporate the heterogeneity in the inefficiency, we assume that the transient inefficiency component follows a half normal distribution with firm-specific variance, viz., * ~ 0, , for 1,…, ,
and ~ 0, / 1 .
Moreover, * and * are independent of each other for a given . In order to accommodate determinants of inefficiency, we specify
where is the 1 vector of exogenous firm-specific time-invariant variables that are viewed as the determinants of the firm-specific transient inefficiency. With the dynamic specification in (3) and (4) 
Estimation
For estimation we transform the model which is considered in the next subsection. This is followed by estimation methods of the transformed model.
The transformed model
The complete setting of the panel SF model includes equations (1)-(5). Since the inefficiency component follows an AR(1) process, the cross-period correlation between the composite errors comes from ′ but not ′ . To eliminate this autocorrelation in , we apply the quasi-difference transformation to (1), subtracting by , and obtain the transformed model
where the composite error is * * and * , for 1,…, . Let , then the composite error can also be represented as ,
which has the representation of a moving averaging (MA) process of order 1. In order to implement the maximum likelihood method to estimate the model, it is necessary to derive the joint distribution of ,…, for each . 1
Since in the transformed model (6) 
where . * Q . is a 1 vector and
is a 1 matrix. We call the matrix Q the quasi-difference transformation matrix.
The full maximum likelihood (FML) estimator
Below we discuss the derivation of the likelihood function of the transformed model in (6). Let
•; , Ξ and Φ •; , Ξ be the probability density function (pdf) and cumulative distribution function (cdf) of a T-dimensional normal distribution with mean and variance matrix Ξ. Let denote a identity matrix and be a 1 vector of zeros. With the distributional assumptions on . and . * , we are able to derive the joint distribution of . . The main results are summarized in Theorem 1.
1 Note that to avoid the endogeneity problem due to the presence of lagged dependent variable in (6) we consider the joint pdf of the entire vector ,…, for each i. Alternatively, one can derive the likelihood function based on the untransformed model in (1), the log-likelihood function of which will be a linear function of the log-likelihood function of the transformed model in (6). Because of this the ML estimates will be the same. We used the transformed model in (6) because it is easier to estimate the transformed model. (1)-(5), if ~ . . . 0, , * ~ 0, , and * , the vector of the composite errors . of the transformed model in (6) has the closed skew normal (CSN) 2 distribution, i.e.,
Theorem 1: Under the model specified in
where , , , , , denotes the vector of parameters.
In the appendix we provide the proof and details about the CSN random vector. With the joint pdf of . in (10), we are able to write down the full log-likelihood function of the transformed model ln ∑ ln . . ;
.
( 1 1 ) The FML estimator is defined as
where Θ denotes the parameter space. Under the usual regularity conditions 3 ,
where is the dimension of and E . ;
is the Hessian matrix. Empirically, one can estimate the variance of from the inverse of the Hessian matrix, i.e.,
where ̂ . is the predicted residual vector of the transformed model.
It is worth mentioning that evaluation of equation (10) involves a numerical integration of dimension , which has no closed form and usually relies on Gaussian quadrature or a simulation approach to evaluate its function value. If the number of periods is large, the numerical integration would be difficult and the approximation error is almost intractable. Below we discuss two alternative approaches, where the first one is based on the likelihood function of the paired composite errors of (8) and the second is based on the approximated joint pdf of the 1 vector of the composite errors.
The composite likelihood (CL) estimator
Following the suggestions of Arnold and Strauss (1991) and Renard et al. (2004) , here we consider the CL (which is also referred to as the pseudo likelihood in the literatures) method to simplify the computations. A CL consists of a combination of valid likelihood objects and is usually related to small subsets of data. The merit of the CL method is that it reduces the computational complexity so that it is possible to deal with high dimensional and complex models. We illustrate the main idea of the CL approach below.
Let f (Y; ) be a density function, then the usual ML estimator is obtained by maximizing the
or Y c may be an empty set, then the conditional density f(Y a |Y b ; ) or the marginal density if Y b is an empty set, continues to depend on at least part of the true parameter . Given a collection of such partitions, the conditional densities can be multiplied together to yield a composite likelihood, whose maximum over can be referred to as the composite ML estimator (see Cox and Reid (2004) and Mardia et. al (2009) ). The CL approach suggests that one may replace the joint likelihood function by any suitable product of conditional or marginal densities. More discussions on the consistency and asymptotic normality of the CL estimator can be found in Arnold and Strauss (1991) and Renard et al. (2004) .
For the transformed model in (6), the composite likelihood function is much easier to evaluate than the full likelihood function. However, the convenience may come at a cost of losing efficiency since the cross-period sample information is not fully incorporated. Since how much efficiency we lose due to using the pairwise composite likelihood (PCL) approach is not clear, we will investigate this issue by comparing the finite sample performance of the PCL and FML estimators using Monte Carlo simulations later in section 4.
Below we illustrate the CL approach to estimate the transformed model and focus our discussion on the pairwise composite likelihood approach. Recall that * , so the composite errors have an MA(1) representation due to the quasi-difference transformation. The correlation matrix of the vector . has the structure
where the correlation coefficient * is due to the correlation between the * s, which are normal random variables. It is worth mentioning that the pair ( , ) is independent if | | 1 and thus their joint pdf is the product of their marginal pdfs. 
which has the pdf
Equation (17) gives the marginal pdf of . It follows from (14) and (17) that when the lag difference | | 1, the joint pdf of and is , ;
where ; is given in (17).
For 2,…, 1, define , as a 2 1 vector of the composite errors from consecutive periods. In a manner similar to (8), can be represented as Q * * * , ( 1 9 ) where , , , * * , * , * * , * and Q 1 0 0 1 .
( 2 0 ) Note that since Var and * ~ , , , each element in and * is independent across time. The joint pdf of is given in Corollary 2.
Corollary 2: Under the same assumption of Theorem 1, the 2 1 vector defined in (19) has the following closed skew-normal distribution,
where Σ Q Q is a matrix and Q is defined in (20) . The corresponding joint pdf of is
By Corollary 2, we have , ;
; . Therefore, it follows from (18) and (22) 
where the summation contains 1 /2 factors. It follows that the pairwise composite log-likelihood for the whole sample is ln ∑ ln .
( 2 4 ) The maximum PCL estimator is defined as
According to Varin and Vidoni (2005) Therefore, it follows that the variance of can be estimated by
The quasi-maximum likelihood (QML) estimator
In addition to the aforementioned FML and PCL estimations, we also use the QML approach to estimate the transformed model in (6). According to the Sklar's theorem (Sklar, 1959, and Schweizer and Sklar, 1983) , the joint distribution of . can be constructed with the given marginal distribution of , denoted as ; , for 1 ,…, and an appropriate copula function • , which binds the marginal distributions with the given dependent structure. In this case, we have correctly specified the marginal model under the assumptions, and have approximated a joint distribution based on the copula function.
Recall that the composite error of the transformed model is * * . Corollary 1 shows that the marginal distribution of follows a closed skew-normal distribution (CSN), which has the pdf given in equation (16) and has the cdf given by
The correlation coefficient matrix for . i  is given by (14).
According to Sklar's theorem, the joint distribution of . can be written as
where is the parameter of the copula function. . From our previous discussion, we know that the correlation between and purely comes from the correlation between * and * , which are normally distributed. In other words, if * and * were independent of each other, then and would be also independent.
Therefore, we may conjecture that the correlation of ; and ; also comes from * and * and expect that their correlation matrix has a similar structure to (14).
In order to impose the prior information about the correlation structure, we use the Gaussian copula to construct the quasi-likelihood function. The Gaussian copula implies a symmetric correlation structure on its marginals, and its variance-covariance matrix has a similar structure as that of the original vector . in (14). More specifically, the correlation matrix Λ of the Gaussian copula should have the structure
where is the correlation coefficient between and . We expect that and * should have a one-to-one correspondence, i.e., * . However, the explicit form of the function • is complicated and almost intractable. We, therefore, use a series polynomial 4 of * to approximate the true . In order to ensure that is bounded between 1 and 1, we assume * ∑ * ∑ *
,
( 3 0 ) where is the order of the polynomial function of * . Therefore, under the Gaussian copula specification we have the quasi-joint distribution
where Φ • is the cumulative distribution function (cdf) of a -variate standard normal distribution and Φ • is the cdf of a univariate standard normal distribution. The corresponding Gaussian copula density is
where Φ ; , … , Φ ;
. According to (28) .
The corresponding quasi-maximum likelihood (QML) estimator can then be defined as argmax ∈ ln .
Since the quasi-likelihood function is an approximation of the true likelihood function, the sandwich standard error is suggested. The remaining statistical inference is quite standard in the QML literatures.
Prediction of the technical (in)efficiency
Once the ML, PCL or QML estimator for the parameters is obtained, we proceed to predict the technical efficiency (TE) index and technical inefficiency. In order to predict the TE, it is necessary to find the conditional expectation TE E |Ω . Under the specification of (3), the TE index is predicted from
where Ω denotes the information set available at time . Since the inefficiency term follows an AR(1) process, the iterative substitution suggests * ∑ * ,
which has a moving average representation. Under the independence assumption of * and * for all , (34) suggests that
where the second equality is due to the prediction of exp * |Ω , which requires only the information of at the current period. In other words, 
and * | 0 E * | .
Further, the moment generating function of 0 is
with the first moment .
Using equations (34)-(39), we are able to derive the predictors of TE and technical inefficiency.
We summarize them in Corollary 3.
Corollary 3: Let , for 0, 1, … , . Under the same assumption of Theorem 1, the
Similarly, it follows from (25) and (28) that the predictor of technical inefficiency E |Ω is
Equations (40) and (41) provide the predictors of TE and the technical inefficiency.
Empirically, one replaces the parameters by their FML, PCL or QML estimates in the formulae above. Moreover, under the AR(1) setting * , the long-run inefficiency is
( 4 2 ) Now * ~ 0, implies that E * . Therefore, the long-run inefficiency can be simplified as
which can be predicted by replacing the parameters with their estimates.
The Monte Carlo experiment
In this section, we conduct some Monte Carlo experiments to examine the finite sample performances of the FML, PCL and QML estimators and also investigate how much efficiency we lose due to adopting the composite likelihood or quasi-likelihood instead of the full likelihood method.
In our experiments, we estimate a DSF model with heteroscedastic using FML, PCL and QML methods. The data-generating process (DGP) is specified as (Geweke (1989) , Hajivassiliou and McFadden (1998) , and Keane (1994)), which is applicable if the dimension of the cdf is 20 or less. In our experiment, the maximum dimension of the normal cdf we evaluated is 14 since the maximum in the untransformed model is 15. We use linear approximation in the QML estimation, so 2 in (30) The RBiases and RMSEs are marked in bold if they have values greater than 1. Panel A of Table 4 compares the biases of PCL and FML estimators. Among the eight parameters in our model, the PCL estimators of and tend to have relatively larger biases than those of FML estimators when the sample is small. This may be due to the cross period information not being fully incorporated in the objective function. plays the role of the intercept term in the transformed model in (6), thus underestimation of will be accompanied by underestimation of the intercept in exp , and vice versa. There are 27 out of the 72 RBiases 5 (about 37.5% of the parameters in all cases) that are greater than 1, which indicates that the PCL estimator works as well as the FML estimator, on average. Panel A of Table 5 shows the RMSEs of the PCL and FML estimators. We found that only the RMSEs of are relatively large and all the other RMSEs are less than 1.007, which also indicates the PCL estimation has good performance in terms of RMSEs. In panel B, only 5 out of 72 parameters are less than 1, which shows the QML is not as efficient as the FML estimator; however, all RMSES are quite close to one. Together with our findings from the RBiases in panel B of Table 4 , we conclude that the loss of efficiency in QML estimation does not seem to be a serious problem.
Panel B of
Panel C compares the PCL and QML estimation. Only the RMSEs of and three parameters have values greater than 1, which also suggests that the PCL estimator of is less efficient than both the FML and QML estimators, but this is not necessarily true for the remaining parameters.
Tables 6-9 summarize the results of our Monte Carlo experiments when 0.7. The objective of Tables 6-9 is to check whether our findings from previous simulations change when the AR (1) coefficient is higher, that is, when the persistency of the inefficiency is larger. We found that the magnitudes of biases are also small and have a decreasing tendency as the sample sizes increase.
Moreover, all MSEs decrease quickly as N and T increase. The pattern is similar to what we found in Tables 2-5.
All of the above three likelihood-based estimators have some advantages compared with each other and there exist some tradeoffs in the FML, PCL and QML estimators. From the theoretical point of view, one may expect that the FML estimation is the most efficient and performs uniformly better than the other two approaches since it fully utilizes the sample information and its estimator is obtained from the true joint pdf of the sample. However, our simulation does not provide significant evidence showing that the FML estimator is uniformly better (in terms of biases and MSEs of all parameters) than the other two estimators. We suspect that this may be due to the approximation error of the numerical integration of the multivariate normal cdf in equation (10). Unfortunately, we cannot trace the approximation error of the numerical integration in our simulation. On the contrary, for the PCL approach we only need to evaluate a bivariate normal cdf, which simplifies the numerical computation. The likelihood function of PCL estimation comes from the paired sample;
the joint pdf is correctly specified but the cross period information is not fully incorporated into the objective function. The main advantage of the PCL estimator is that we only need to deal with two dimensional integration no matter how long the time span is. The FML and PCL estimator are equivalent to each other in the special case when =2 in the transformed model.
For the QML method, we only need to evaluate the marginal pdf of the transformed model,
where the cross-period information is incorporated into the likelihood function through the copula function. Therefore, the QML has a smaller computational burden than the other two, but the cost is that we only obtain the approximated likelihood function, instead of the true one. Moreover, if the product copula is used, then we have a composite marginal likelihood (Chandler and Bate, 2007) , which permits inference only on marginal parameters. In this case, the information about the cross-period dependence is not incorporated.
Based on the simulation results, we conclude that both PCL and QML estimators are reliable in terms of bias and RMSE. The loss of efficiency does not seem to be serious in our simulation results.
We also conclude that the FML is the most efficient approach, PCL ranks second and QML ranks third. As a rule of thumb, when the time span of the sample is not large or the likelihood function is not too complicated, the FML estimation is recommended for an empirical study. However, when the time span is moderately long in the sense that the multivariate normal cdf is difficult to evaluate, we may adapt the PCL estimation instead. The QML estimation may be used when the time span is extremely long in the sense that there are too many paired combinations of the sample (i.e., lim → combinations) that need to be considered.
Empirical Application
In this section, we apply the DSF model to a study of the hotel industry in Taiwan, that focuses on estimating the production technology. The data comes from the annual report of the Table 10 .
The upper panel of Table 11 reports the estimates of the parameters for the model in (1)-(5).
Overall, the estimates of the PCL method seem to be closed to the FML estimates than the QML for the PCL and QML it is 2.7% and 3.28%, respectively.
The negative coefficient of League in suggests that hotels leagued with foreign hotels are more efficient. Our estimates of the AR coefficient (ρ) for the FML, PCL and QML estimations are 0.794, 0.7827 and 0.8445, which suggest technical inefficiency is highly persistent in the hotel industry data. Our findings here also indicate the importance to incorporate the dynamics of inefficiency into the model when conducting empirical analysis using panel data.
The bottom panel of Table 11 provides summary statistics of the predictions of the long-run inefficiency, transient inefficiency and efficiency score of the three approaches. For the FML estimation, the long-run and transient inefficiency are found to be 0.549 and 0.259, on average. The gap between the transient and long-run inefficiency is about 0.29, which is consistent with our previous finding of the high persistence inefficiency. The mean efficiency score is about 0.7782. The predictions of efficiency from the PCL estimation are closer to those of the FML than those from the QML.
Conclusion
In this paper, we proposed a panel SF model with a dynamic adjustment of the heteroscedastic inefficiency. In addition to the full maximum likelihood estimation, we propose two other likelihood-based approaches, viz., the pairwise composite likelihood function and the quasi-maximum likelihood function, as alternatives to the FML estimation. In the PCL method, we focus on the lower dimension of the joint distribution and formulate the pairwise composite likelihood by considering all possible pairs of the subsample. Alternatively, in the QML method we evaluate the marginal pdf of the transformed model and then incorporate the cross period dependence by using a copula function. These two alternatives are applicable when the true likelihood function is difficult to evaluate or the time span of the observed data is long. We compare the finite sample performance of the PCL, QML and FML estimators from the Monte Carlo simulations and find that the PCL and QML estimators perform quite well in our finite sample experiments. The issue of efficiency loss does not seem to be a serious problem.
In our present model dynamic stochastic frontier model, we did not include the firm-specific random/fixed effect in the frontier part. However, it is a straightforward extension of our model to include the random effects. The aforementioned three likelihood-based approaches can be easily combined with the simulated likelihood approach, which integrates out the random effects by simulation. On the other hand, if the fixed effects are included in the model, such as in Belotti and Ilardi (2017) 6 , then one may need to apply either first difference or within transformation first to eliminate the fixed effect. We leave these extensions for the future. 
and the cumulative distribution function
where ∈ , and Φ 0; , Δ ΓΣΓ . Moreover, the moment generating function (mgf) of is ; ,
; , e , where ∈ .
More details about the closed skew-normal distribution may be referred to Gonzalez-Farias, Dominguez-Molina and Gupta (hereafter GDG, 2004) .
Proof of Theorem 1:
Let Using (25), we obtain the results.
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Note: a. Total number of replications is 1000. b. exp . A. Bias of FML estimator 5 25 0.0004 0.0014 -0.0847 -0.0023 -0.0323 -0.0099 0.0016 -0.1154 50 0.0006 -0.0007 -0.0602 0.0028 -0.0290 -0.0074 -0.0007 -0.0325 100 0.0000 0.0003 -0.0301 -0.0002 -0.0211 -0.0050 -0.0006 -0.0130 10 25 0.0001 -0.0005 -0.0357 -0.0005 -0.0312 -0.0077 -0.0009 -0.0249 50 -0.0004 -0.0004 -0.0300 0.0001 -0.0245 -0.0057 -0.0007 -0.0093 100 -0.0003 -0.0001 -0.0093 -0.0003 -0.0119 -0.0027 -0.0004 -0.0021 15 25 0.0001 0.0004 -0.0322 0.0001 -0.0298 -0.0070 -0.0011 -0.0064 50 -0.0001 0.0000 -0.0178 0.0002 -0.0142 -0.0033 -0.0005 -0.0020 100 -0.0002 -0.0001 -0.0190 0.0004 -0.0152 -0.0034 -0.0004 -0.0001 B. Bias of PCL estimator 5 25 0.0006 0.0014 -0.1777 0.0035 -0.0188 0.0017 -0.1250 0.0147 50 0.0005 -0.0006 -0.1036 0.0033 -0.0143 -0.0008 -0.0297 0.0035 100 0.0000 0.0004 -0.0755 -0.0004 -0.0121 -0.0005 -0.0132 0.0005 10 25 0.0002 0.0000 -0.1112 -0.0002 -0.0191 -0.0008 -0.0250 0.0035 50 -0.0004 -0.0004 -0.1010 0.0004 -0.0165 -0.0006 -0.0092 0.0027 100 -0.0005 -0.0001 -0.0827 -0.0002 -0.0137 -0.0003 -0.0053 0.0048 15 25 0.0001 0.0004 -0.1092 0.0000 -0.0189 -0.0008 -0.0100 0.0046 50 -0.0002 0.0002 -0.0933 0.0003 -0.0150 -0.0004 -0.0028 0.0029 100 -0.0002 -0.0001 -0.0981 0.0003 -0.0153 -0.0002 -0.0020 0.0031 C. Bias of QML estimator 5 25 -0.0008 0.0002 -0.0814 0.0000 -0.0432 -0.0134 0.0029 -0.1440 50 0.0003 -0.0008 -0.0604 0.0047 -0.0310 -0.0083 -0.0005 -0.0294 100 0.0000 0.0002 -0.0406 0.0003 -0.0309 -0.0073 -0.0005 -0.0118 10 25 -0.0006 0.0000 -0.0633 0.0012 -0.0507 -0.0124 -0.0007 -0.0219 50 -0.0003 -0.0005 -0.0438 0.0002 -0.0381 -0.0088 -0.0007 -0.0087 100 -0.0004 -0.0002 -0.0333 -0.0001 -0.0281 -0.0063 -0.0003 -0.0051 15 25 -0.0004 -0.0010 -0.0437 0.0003 -0.0447 -0.0105 -0.0009 -0.0090 50 0.0000 -0.0001 -0.0503 0.0006 -0.0345 -0.0078 -0.0004 -0.0052 100 -0.0002 0.0000 -0.0418 0.0003 -0.0295 -0.0065 -0.0003 -0.0015
Note: a. Total number of replications is 1000. b. exp . 
