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Fluids play an important role in every day’s life as long as memory goes. First of all, every
man needs water to drink and air to breath. Without these fluids, survival is impossible.
Second, mankind has always been endangered and harassed by extreme fluid currents in
its surroundings. Flooding, hurricanes, earth quakes and volcanoes are all manifestations
of these extreme currents.
Hence, it is not a miracle that mankind tries to control its surroundings. Irrigation,
drainage, damming and water conducts are the most important examples of this endeav-
our for control. The success of cultures as those of the ancient Egyptians, Mesopotamians
and Chinese was partially based on their water management systems. In modern cul-
tures, water management is equally important. Furthermore, new control methods, like
weather forecasting and seismic measurements, have been introduced.
Because of the importance of fluids, people try to understand their very nature. One
of the earliest known examples along the path of fluid mechanics research is due to
Archimedes of Alexandria (287-212 BC), a Greek mathematician. He formulated a famous
principle on buoyancy:
“The buoyant force on an object is equal to the weight of the fluid displaced.”
Many years later, the Renaissance initiated further developments. Here, the Ital-
ian artist and engineer Leonardo da Vinci (1452-1519) must be mentioned. Although
renowned for painting the Mona Lisa, he was also a keen observer of flows. An example
of his observations is given in Figure 1.1. These observations enabled him to derive the
equation of conservation of mass for a one-dimensional, incompressible, steady flow. With
respect to the one-dimensional flow domain depicted in Figure 1.2, this equation reads
v(x2)− v(x1) = 0. (1.1)
In this equation, v(x) denotes the velocity at position x. The points x1 and x2 can be
chosen arbitrarily. In words, this equation says that the velocity of the one-dimensional,
incompressible, steady flow is constant throughout the flow.
After the Renaissance, the speed of development increased. Many contributions, some
small and some large, led to equations describing actual flow. During the 18th century,
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Figure 1.1: A sketch of turbulent flow by Leonardo da Vinci. His comment on it was
“Observe the motion of the surface of the water, which resembles that of hair, which has
two motions, of which one is caused by the weight of the hair, the other by the direction
of the curls; thus the water has eddying motions, one part of which is due to the principal
current, the other to random and reverse motion.” (translation by Piomelli in [27])
x1 x2
Figure 1.2: Two arbitrarily chosen points x1 and x2 (x1 < x2) in a one-dimensional flow
domain.
several people published their ideas. One of them was Daniel Bernoulli (1700-1782). He





+ ρgh = constant. (1.2)
The first term, p, represents the pressure. The second term denotes kinetic energy and
features the mass density ρ and the velocity v of the fluid. Finally, g denotes the grav-
itational acceleration and h the height at which the particle is located. So, ρgh is the
potential energy due to the gravitational force. With his equation, Bernoulli depicted
the idea that the energy of a particle moving with the fluid must remain constant in the
absence of external forces.
At about the same time, Leonard Euler (1707-1783) presented governing equations for
the motion of a compressible, inviscid fluid. The first equation described conservation of
mass. By denoting the time with t and the three-dimensional velocity with u = (u, v, w)T




+∇ · (ρu) = 0, (1.3)
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It is an extension of Da Vinci’s equation. It says that the sum of the mass fluxes through
the sides of any volume equals the change in the amount of material inside the vol-
ume. Further, he realised that the same had to be true for the momentum of the fluid.
Therefore, he added equations describing conservation of momentum. They read
∂ρu
∂t
+∇ · (ρuu) = −∇p+ ρF. (1.4)
In these equations, F = (Fx, Fy, Fz)
T stands for an external force like gravity. The
final element of his governing equations was an equation describing energy conservation.
Denoting the total energy per unit volume by E = ρe + 1
2
ρ(u2 + v2 + w2) (in which e
denotes the internal energy per unit mass for the fluid), it can be written as
∂E
∂t
+∇ · ((E + p)u) = ρF · u. (1.5)
The governing equations of Euler were a great step forward, but they still lacked a vital el-
ement: viscosity. During the 19th century, Claude Navier (1785-1836) and George Stokes
(1819-1903) separately noticed this deficiency in the description of fluid motion. There-




+∇ · (ρu) = 0, (1.6)
∂ρu
∂t
+∇ · (ρuu) = −∇p +∇ · (µ(∇u+∇uT )− 2
3
µ∇ · u) + ρF, (1.7)
∂E
∂t
+∇ · ((E + p)u) = u · ∇ · (µ(∇u+∇uT )− 2
3
µ∇ · u) + ρF · u. (1.8)
It was generally acknowledged that the Navier-Stokes equations gave a good descrip-
tion of many flows, but the engineers of that time still resorted to other, inferior flow
predicting methods, because the Navier-Stokes equations (and the Euler equations) were
too complicated to solve.
The development of fast, reliable computers – and numerical mathematics – during
the 20th century renewed the interest in the Navier-Stokes equations. These computers
created the opportunity to approximate the solution of the Navier-Stokes equations by
applying numerical techniques. In many areas, for example aviation, aerodynamics and
weather forecasting, these approximations have been very helpful. However, numerical
simulations have still not been able to provide a full understanding of turbulent flows.
Nevertheless, the hope that they can improve the understanding of turbulent flows still
stands.
Hereby the goal of this thesis has been reached: improve the numerical techniques in
order to increase the possibility of performing full-scale simulations of turbulence, so that
this phenomenon can be understood better.
To create a basic understanding of the key elements involved in this goal, turbulence
and numerical techniques will be explored in general terms in the following sections. To
be precise, turbulence is the subject of Section 1.2 and Section 1.3 deals with numerical
techniques.
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1.2 Turbulence
Turbulence is associated with the presence of a broad range of length and time scales
in a flow. An impression of turbulence is given by the sketch of Da Vinci in Figure 1.1.
It clearly shows the irregularly swirling motions at vastly differing scales in space and
time that characterize turbulence. In the picture, the whirling eddies are created by the
impact of the falling water. Because turbulence plays an important role in this thesis,
this section tries to sketch an image of what turbulence really is.
Just like Da Vinci, Osborne Reynolds (1842-1912) was intrigued by turbulence. In
1883, he published a paper with the rather long title “An experimental investigation of the
circumstances which determine whether the motion of water shall be direct or sinuous,
and of the law of resistance in parallel channels” [35]. In this paper, he presented a
study of the flow through a (glass) pipe whereby the flow was in transition from laminar
to turbulent flow. He classified the different flow regimes in terms of a dimensionless
number. For a characteristic velocity U (e.g. the inflow velocity) and a characteristic





It gives an indication of the importance of the convective forces compared to the diffusive
forces: the higher the Reynolds number, the more important convection is.
Reynolds proposed that a critical value of the Reynolds number, ReC , exists for
every flow. Below this critical value, the flow is laminar. Above this value, the flow is in
transition. Further, he proposed that for every flow another, higher value of the Reynolds
number, ReT , exists above which the flow becomes fully turbulent. So, the higher the
Reynolds number, the more likely it is that a flow will be turbulent. Schematically,
Reynolds’s results are:
Re < ReC laminar flow,
ReC < Re < ReT transition,
ReT < Re turbulence.
Table 1.1 gives an idea of the value of the Reynolds number for a few common objects
in common situations. All situations listed in this table are in the turbulent flow regime.
Presently, a full Navier-Stokes simulation can only be performed for the first situation in
the table with the largest and fastest supercomputers that exist nowadays.
But where does turbulence come from? Currently, it is thought that a threshold exists
for the shear forces in a flow. Below this threshold, the streamlines of the flow are nicely
ordered in layers, which is why the flow is called laminar. Above the threshold, laminar
flow can not deal with the local energy differences and turbulence is created. The vortices
created by turbulence are a more efficient and effective way to overcome these large, local
energy differences. Crudely, the idea is that energy is convected from the main flow into
relatively large eddies, from which it is convected into smaller and smaller eddies until
dissipation can remove the energy at the rate at which it is supplied to the large scales
of the flow. Some proof of this idea is offered by experimental observations.
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object size (m) speed (kmh−1) Re
golf ball 0.04 250 2 · 105
speed skater 0.6 40 5 · 105
swimmer 2 3 2 · 106
car 4 80 6 · 106
shark 2 20 1 · 107
airplane wing 3 800 5 · 107
ship 100 20 6 · 108
Table 1.1: Practical Reynolds numbers computed with formula (1.9).
1.3 Numerics
Numerics play the most important role in this thesis. Therefore, the subject of numerical
techniques deserves attention. Because it is a large subject, the information is brought
in several smaller parts. Subsection 1.3.1 describes the most common methods and some
of their features. To show how the methods actually work, an example of one of the
methods is presented in subsection 1.3.2. Finally, subsection 1.3.3 pays attention to the
numerics specifically related to turbulence.
1.3.1 General methods
The numerical techniques used to approximate the solution of partial differential equa-
tions like the Navier-Stokes equations involve discretization. As the word discretization
more or less says, it means that the continuous formulation of an equation is approximated
by a discrete formulation. In the real, physical world, this can be compared to positioning
a lot of stationary probes in, for example, a river section in order to determine its (con-
tinuous) flow pattern. Of course, one only gets local information with a probe. But when
two probes are sufficiently close to each other, the flow will probably not be changing a
lot in between the two probes. Then, interpolation will give a good approximation to the
flow between the probes. So, the positioning of the probes is important.
In mathematical terms, the probe positions make up the grid on which the equa-
tions are discretized. Such a grid roughly has two characteristics. It is structured or
unstructured and it is boundary fitted or non-boundary-fitted.
Structured means that the cells in the grid all have the same number of cell faces
and, furthermore, that the number of cells surrounding each grid point is constant. If
one of these two criteria does not hold, the grid is called unstructured. Cartesian grids
are a special kind of structured grids: the grid lines are straight lines that intersect one
another perpendicularly.
Boundary-fitted means that the boundaries of the flow domain and objects in the flow
coincide with grid lines. In non-boundary-fitted grids, the boundaries may cut through
the cells.
A boundary-fitted grid has the advantage that the discretization of boundary condi-
tions is relatively easy, but the creation of such a grid is a difficult and time consuming
task for complex geometries. Contrarily, the generation of a Cartesian grid is an almost
6 Chapter 1. Introduction







Figure 1.3: Examples of grids for a circular flow domain.
When the grid has been fixed, a discretization method must be chosen. Every dis-
cretization method has strengths and weaknesses. So, the choice for a method must be
based on a careful consideration. The most important discretization methods are the
finite-difference method, the finite-volume method and the finite-element method.
The finite-element method is usually applied on unstructured grids. On each of the
N grid cells a basis function φi is defined. Because these basis functions are linearly
independent, the variable u, for which has to be solved, can be written as a linear combi-
nation of the basis functions: u =
∑N
i=1 ciφi. Subsequently, this series is substituted into
the integral form of the equations under consideration (note that the Euler equations
and Navier-Stokes equations have been written in differential form in Section 1.1; the
integral form, better known as conservation form, can be found in Chapter 2). Then, the
solution can be obtained by solving the finite-dimensional system of ordinary differential
equations for the coefficients ci.
In most cases, the finite-difference method and the finite-volume method are applied
on structured grids (especially Cartesian grids). Although the final discretized equations
obtained with these two methods may look very similar, the nature of the two methods
is different.
The finite-difference method is applied to the differential form of the governing equa-
tions. It directly approximates the (partial) derivatives in the governing equations with
finite differences (see Section 1.3.2).
Contrarily, the finite-volume method uses a formulation of the governing equations
in integrals: the so-called conservation form. This method is a practical application of
the main idea of the line of development that started with Da Vinci: an increase in
mass or momentum within a volume is due to a net flux through its boundary. To apply
this method, the computational domain is covered with non-overlapping control volumes
with each face of a control volume belonging to exactly two control volumes. Because
each face belongs to two control volumes, the outflow of one control volume must be the
inflow of another, which guarantees conservation of mass and momentum. The integrals
describing these fluxes through the control volume faces are finally approximated by finite
differences and numerical integration techniques.
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1.3.2 Example of discretization
To give an idea of the possibilities of discretization, the creation of a numerical solution is
demonstrated in detail for a simple problem. This simple problem is the one-dimensional,
steady heat transport equation
T ′(x)− kT ′′(x) = 0, 0 ≤ x ≤ 1, (1.10)
with the boundary conditions T (0) = 0 and T (1) = 1. The first term in this equation
describes the convection of heat by a flow with a constant unit transport velocity. The
second term describes the diffusion of heat. The parameter k (≥ 0) in this term is the
so-called diffusion parameter. So, this equation is a simple model of the temperature T of
a one-dimensional steady air flow. The boundary conditions state that the temperature
equals 0 at x = 0 whereas the temperature equals 1 at x = 1. The question is: what will
be the temperature distribution?
As discussed before, the first step to obtain this distribution is to choose the grid. In
this problem, the domain is the interval [0, 1] and so the grid will be a collection of points
in this interval. For the convenience of this example, the grid is chosen to exist of the
uniformly distributed points




This grid is shown in Figure 1.4. The number of intervals N (and thus the number
of points) can still be chosen. In these points xi of the grid, an approximation of the
temperature T (xi) will be calculated.
r r r r r r
0 1









Figure 1.4: The points xi on the interval [0, 1].
Next, the discretization method, that will approximate the heat transport equation
(1.10) must be chosen. In this example, the finite-difference method will be used. So,
finite-difference approximations of T ′(xi) and T
′′(xi) are required.
To derive the finite differences, the theory of Taylor-polynomials is used. For the
function T (x), the Taylor-polynomial Pn(x) is defined as
Pn(x) = T (p) + (x− p)T ′(p) + (x− p)
2
2




This polynomial Pn(x) is the n
th order approximation to the function T (x) in the neigh-
bourhood of the point x = p. This means that Pn(x) ≈ T (x) in this neighbourhood.
Substituting the combination x = xi + h = xi+1 and p = xi in the Taylor-polynomial
Pn(x) yields
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Analogously, the combination x = xi − h = xi−1 and p = xi gives





By neglecting the higher-order terms, which can be done because 1 ≫ h ≫ h2 ≫ . . .,
equation (1.13) results in the finite difference approximation
T ′(xi) =
T (xi+1)− T (xi)
h
. (1.15)
Taking the sum of equations (1.13) and (1.14) and again neglecting higher order terms
yields an expression for T ′′(xi):
T ′′(xi) =
T (xi+1)− 2T (xi) + T (xi−1)
h2
. (1.16)
After substitution of the finite difference approximations (1.15) and (1.16) into gov-
erning equation (1.10), the system
T (x0) = 0,
1
h
(T (xi+1)− T (xi))− kh2 (T (xi+1)− 2T (xi) + T (xi−1)) = 0 (1 ≤ i ≤ N − 1),
T (xN) = 1,
(1.17)
is obtained. Note that the new system is fully expressed in terms of the temperatures at
the discrete grid points xi. A computer can be used to solve this linear system. Figure
1.5 shows results for different values of N and k = 1
10
. The exact solution of this problem,
T (x) =
1− exk
1− e 1k , (1.18)
is also depicted for comparison. Observe that the discrete solution improves when the
interval length h is decreased (i.e. N is increased). Especially in the region with steep
gradients the solution benefits from the higher resolution. This also shows that the choice
for the uniform grid is not the best choice for this problem. A non-uniform grid might
have worked better.
1.3.3 Turbulent numerics
Turbulent flows are characterized by steep gradients, many of them much steeper than
in the example of Section 1.3.2 (take a smaller value for k to get steeper gradients). So,
the grid points must be positioned still closer together to find a good solution. However,
there is a limit to this way of creating the required resolution. In the above simple, one-
dimensional example, the resolution has been increased by a factor of about 120
15
= 8. But
not only the resolution has been increased by this factor, also the amount of used memory
and the computational time have been increased by this factor. In three dimensions, with
the same uniform refinement, this is comparable with going from N = 153 ≈ 3.4 · 103 to
N = 1203 ≈ 1.7 · 106. Then, the factor of increase in memory and computational time is,
1.3 Numerics 9












































































Figure 1.5: Solutions of system (1.17) for different values of N (dotted line). The exact
solution (1.18) of equation (1.10) is also drawn (solid line).
of course, about 83. Thus, it is not hard to imagine that the physical limits of computers
and the length of one’s patience are easily reached when the resolution is increased.
For many (turbulent) applications, the straightforward application of one of the sim-
ulation methods sketched in subsection 1.3.1 is indeed too expensive in terms of memory
usage and computational time. Increasing the efficiency of simulation methods is there-
fore an important research issue.
There are several ways to do something about these problems. One way is using a grid
reduction method, such that the number of computational cells is diminished. Another
way is to use an alternative physical model such that there is no need for the high degree
of refinement that is usually needed.
Grid reduction
Stretching of the grid is an often used method for reduction of memory usage and compu-
tational time. It will be included from the start of the discussion about the discretization.
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Figure 1.6 shows the effects of this saving method. It can be used when large gradients
occur only locally and at a fixed position. Think, for example, of the two- or three-
dimensional flow around an obstacle located in a channel. Then the grid needs to have
a higher degree of refinement along the walls of the channel and around the obstacle.
Figure 1.6 shows that, for such a case, considerable savings can be made with stretching.
But although stretching requires less resources, the savings are not sufficient in many
cases (for example when turbulent flows are considered).
One may notice that stretching has the disadvantage of refining where it is not needed.
Although refinement is only needed in the center of the domain (where the obstacle
disturbs the flow) and along the walls of the domain, the stretching spreads over the full
length and width of the domain forming a “cross” in the grid. So, the grid between the
channel’s walls and the object and (far) in front and behind the object is also refined,
although this is not necessary.
Recently, other refinement methods, so-called local grid refinement methods, have
been developed that are free of this disadvantage. Figure 1.6 shows an impression of this
idea. However, local grid refinement has a price. It has the disadvantage that special
discretizations at the refinement boundary have to be derived, because many discrete
velocities and pressures are missing a direct neighbour.
A popular way of implementing local grid refinement is by means of quadtrees (2D)
and octrees (3D) (see for example Agresar et al. [1], Ochs and Rajagopalan [32] and
Liang et al. [26]). In a quadtree, the grid is generated from a root cell. The root cell
is divided into four cells of equal size: its children. Each of these four child cells can be
refined in turn until the desired level of refinement has been obtained. In this way, an
efficient, hierarchical structure arises.
This quadtree structure allows for great flexibility in the degree and geometrical loca-
tion of the refinement. Furthermore, an adaptive implementation of local grid refinement
is easily obtained. The major disadvantage of a quadtree is that neighbour finding is not
trivial anymore, although it is not hard. Finally, when one is able to use a program-
ming language which allows instantaneous allocation of memory (like FORTRAN90), a
quadtree structure leads to efficient memory management.
Besides the quadtrees, methods have also been developed that maintain the simple
Cartesian relations. See for example Durbin and Iaccarino [13] and Zakharian et al. [65].
Neighbour finding is not a big issue for these methods, but efficient implementation of
adaptive refinement is a challenge.
More recently, methods have emerged that take the best of both. These methods
combine easy and efficient neighbour finding with easy implementation of adaptive re-
finement. See for example Van der Plas et al. [56] who use an array-based datastructure
with block-based refinement.
Physical models
Also, a great deal of effort is being spent to develop alternative physical models. These
alternative methods try to describe the main features of turbulent flows without resolving
the smallest scales.
Well-known are the Reynolds-averaged Navier-Stokes (RANS) equations. Based on
the assumption that there is a clear difference in the time scales at which large-scale and
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Figure 1.6: Reduction of cells achieved by stretching of the grid. The uniform grid (top)
has 4800 cells. The stretched grid (centre) counts still 1344 cells. The locally refined grid
(bottom) counts only 896 cells.
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turbulent events occur, all variables are split into a main, time-averaged contribution and
a fluctuation around this level. However, equations describing the effect of the fluctuations
on the time-averaged flow in terms of the time-averaged flow are not directly available and
so there is a closure problem. Different models exist for solving this problem. Commonly,
they define a turbulent or eddy viscosity. Examples of these models are the (algebraic)
mixing-length model and the widely used two-equation k-ǫ model.
More precise in predictions, but also more expensive, is large-eddy simulation (LES).
In this method, the Navier-Stokes equations are filtered in space and the effect of the
residual, small turbulent motions is described by closure models.
Although RANS and LES are both capable of computing the main flow characteristics
with a certain degree of accuracy, the details of turbulence are not revealed. So, they can
be quite useful for (some) industrial purposes, but they are not very useful for explaining
(the details of) turbulence.
For the exploration of the nature of turbulence, which could lead to better turbulence
models, direct numerical simulation (DNS) is the best choice. Because it solves the
Navier-Stokes equations for all scales, no turbulence modelling is required. This makes
DNS the most easy and most accurate method. However, it also means that it is the most
computationally expensive method. Fortunately, all of the above methods (DNS, LES
and RANS) can be combined with a grid reduction method like local grid refinement.
More detailed information on the different kinds of simulation methods can be found
in the book by Pope [34] for example.
1.4 Approach in this thesis
Because turbulent flow is encountered in many applications, understanding the basics
of turbulence is very important. As stated before, the best chances on finding such
an explanation by means of numerical simulation are given by DNS. Because DNS is
computationally expensive, this thesis discusses a technique to improve the performance
of the DNS-methods.
Chapter 2 provides the framework on which the research in this thesis is building.
Section 2.2 presents the complete mathematical model and notes key relationships. Sub-
sequently, Section 2.3 translates the mathematical model and its key (mathematical)
properties into a numerical model that includes stretching. The numerical model will
exist of a general finite-volume discretization on a Cartesian grid. This combination is
often encountered in flow simulations. The simple structure of the Cartesian grid allows
for relatively simple relations between the variables, which ease the implementation of
the numerical model. Combined with the conservation properties of the finite-volume
discretization, a relatively simple but powerful simulation method arises. Furthermore,
preserving the mathematical key properties in the numerical model is easiest with the
finite-volume method.
The discretization discussed in this chapter is based on the symmetry-preserving
method proposed by Verstappen and Veldman [60, 61, 62]. It was designed for incom-
pressible flow on structured grids with a staggered location of the unknowns. Later,
extensions to unstructured grids have been introduced by Jofre et al. [20], Trias et al.
[53] and Bandringa et al. [2]. An extension to compressible flows on collocated grids
1.4 Approach in this thesis 13
has been proposed by Rozema et al. [37, 39]. Similar ideas have been put forward by
Morinishi et al. [30, 31]. The essential property of these approaches is that no numerical
diffusion is added through the discretization. In particular, the convective terms dis-
cretely preserve kinetic energy (as they do physically). Therefore, these approaches are
also termed energy-preserving.
Convective preservation of energy is particularly relevant in the simulation of turbu-
lent flow. Here, the physics feature a subtle balance between the production of small
turbulent length scales and their destruction through diffusion. This balance should not
be disturbed by artificial, numerical diffusion. The energy-preserving property of the
discretization is not only relevant in DNS of turbulent flow, but also in LES. Examples
of DNS are presented by Verstappen and Veldman [60, 61, 62] and Trias et al. [49].
Examples of LES can be found in Rozema et al. [38, 39] and Trias et al. [50, 52].
Experience with this discretization paradigm has also been gathered in other applica-
tions where energy balance plays a role. For example, Trias et al. [51, 54] and Jaramillo
et al. [19] present results for heat transport, whereas wave propagation in a shallow-water
context has been studied by Van ’t Hof and Veldman [58].
All of the above approaches and applications have in common that they were developed
for smoothly varying grids, where the ratio of adjacent cell sizes is close to 1. As explained
earlier, when geometries are getting more complicated and boundary-fitted curvilinear
grids are difficult to generate, Cartesian grids are often being used. They are combined
with local grid refinement to better capture the geometrical details (potentially aided
by immersed boundary cut-cell techniques as presented by Cheny and Botella [5], Dro¨ge
and Verstappen [12] and Dro¨ge [11]). In those situations, the cell ratios change abruptly
in a rate of 1:2 or 1:3 at refinement boundaries. For such situations, no experiences
with symmetry-preserving discretizations have been reported thus far. Therefore, the
combination will be studied in this thesis.
Hence, Chapter 3 combines the key relationships that have been noted in Chapter 2
with a local grid refinement technique. Because no reference material has been found in
which this specific combination is discussed, the research in this chapter is kept as simple
as possible. This means that a static, rectangular refinement with simple Cartesian
relations will be implemented and not an adaptive refinement with a quadtree structure.
In this way, the full effect of the new local grid refinement implementation can be observed
without interference from other newly implemented ideas.
A first idea of the coupling is obtained in Section 3.2. By means of a one-dimensional
problem, the implications of incorporating a local grid refinement technique in the dis-
cretization are investigated. Section 3.3 looks for solutions to the problems arising by the
introduction of the local grid refinement. It discusses solutions found in literature and
other ideas to overcome the problems. Hereafter, the practically more interesting two-
and three-dimensional situations with local grid refinement can be discussed. Section 3.4
deals with the grid generation for these situations. The spatial discretizations for these
situations are discussed in Sections 3.5 and 3.6. The last section of Chapter 3, Section
3.7, treats the stability of the newly developed discretizations.
Finally, Chapter 4 is dedicated to results of the new method. First, the behaviour
of the discretization for local grid refinement is explored for some simple problems. The
result of these basic tests can be found in Section 4.2. Thereafter, the behaviour of the





This chapter provides the framework on which the research in this thesis is building.
Section 2.2 presents the mathematical model and some important mathematical rela-
tionships. Throughout this thesis, these relationships will be considered key relationships
that should be retained in any numerical model derived from the mathematical model.
A standard derivation of such a numerical model is shown in Section 2.3. The numer-
ical model will exist of an often encountered combination in flow simulations: a general
finite-volume discretization on a Cartesian grid.
2.2 Mathematical model
2.2.1 The Navier-Stokes equations
As stated in Chapter 1, fluid motion is well described by the Navier-Stokes equations,
which constitute conservation laws for mass and momentum. In the same chapter, the
general, differential form of the Navier-Stokes equations was presented. The differential
form is the natural starting point for a finite-difference discretization. However, the
conservation form of the Navier-Stokes equations is closer to the real physics, because it
is still valid when the solution is non-smooth. Furthermore, the conservation form creates
a natural starting point for a finite-volume method with its conservation properties.
Exactly these conservative properties of the equations and the discretization method are
important when the study of turbulence is considered. Any disturbance in the dynamics of
convection or diffusion may modify the effects of turbulence. Therefore, the conservation
form of the Navier-Stokes equations will be presented.
Under the condition that the flow is incompressible (which is a valid assumption for
liquids) and after scaling the density to 1, the conservative form of the Navier-Stokes
equations reads
• conservation of mass ∮
∂Ω
u · n dS = 0, (2.1)
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u(u · n) dS = −
∮
∂Ω









for every arbitrarily chosen domain Ω with boundary ∂Ω. Here n denotes the outward
pointing normal and I3 represents the identity matrix in 3 dimensions.
The link between the conservation form and the differential form is Gauss’ divergence
theorem. This theorem says that∫
Ω
∇ · v dV =
∮
∂Ω
v · n dS (2.3)
for a smooth vector field v defined on a region Ω. Applying this theorem to equations
(2.1) and (2.2) results in the differential form
∇ · u = 0, (2.4)
∂u
∂t
+ (u · ∇)u = −∇p+ 1
Re
∇ · ∇u+ F. (2.5)
Compare equations (2.4) and (2.5) with the equations stated in Section 1.1. The dif-
ferences in the formulation are that the density ρ is assumed to be constant now (in-
compressibility) and that the Reynolds number has been used to make the equations
dimensionless.
The external force will be ignored in the remainder of this thesis. This is because the
external force has no immediate interest for the subject of study in this thesis unless it
is specifically mentioned.
2.2.2 Boundary conditions
Since the Navier-Stokes equations cannot be solved for an infinite, numerical domain
(except in a few simple situations), the flow under study is confined to a finite domain.
At the boundaries of this finite domain, boundary conditions are needed.
The most common boundary condition at solid walls is the no-slip boundary condi-
tions. This condition is described by the formula
u = 0. (2.6)
The no-slip condition says that fluid sticks to the wall (due to its viscosity), because
the tangential velocity component ut = u · t equals zero. Furthermore, it says that fluid
can not flow through the wall, as the normal velocity component un = u · n equals zero
as well.
At in- or outflow boundaries, the boundary conditions prescribe the velocity or the
pressure. A typical boundary condition for the velocity is
u = ub. (2.7)
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Here, ub is some prescribed velocity. Note that changing the sign of ub changes the
flow direction at the boundary. Hence, an inflow becomes an outflow and the other way
around. A typical boundary condition involving the pressure at an outflow boundary is
∂u
∂n
= 0 and p = pconst (2.8)
with pconst a prescribed pressure.
A special type of in- and outflow condition is the periodic boundary condition. The
periodicity is achieved by specifying the values of the velocity and the pressure at the
opposite side of the domain as the boundary values. When the x-direction is the direction
of periodicity and L the period, this condition is expressed by
u(x+ L) = u(x). (2.9)
The boundaries at which this condition is applied are at x = 0 and x = L generally.
The above mentioned boundary conditions are the most convenient conditions to
perform the current study. When other boundary conditions are used, they will be
mentioned specifically.
2.2.3 Symmetry properties
There is a vast amount of mathematical theory related to the Navier-Stokes equations. A
key element of the mathematical theory concerns the (skew-)symmetry properties of the
differential operators in the Navier-Stokes equations. The important symmetry properties
of the differential operators are the adjoint relations
∇∗ = −(∇·) (2.10)
and
(u · ∇)∗ = −(u · ∇). (2.11)
These relations can be derived by considering the function space H10 (Ω), which contains
the one-time differentiable functions, defined on a region Ω, for which the values of the
function and the derivative vanish at the boundary of the region.
For the derivation of relation (2.10), take a scalar function φ and a vector field u in













(φ∇ · u+∇φ · u) dV (2.12)
hold. Thus, ∫
Ω
∇φ · u dV = −
∫
Ω
φ∇ · u dV. (2.13)
18 Chapter 2. Fluid modelling
Observe that the integrals in equation (2.13) are inner products. This yields the oppor-
tunity to rewrite equation (2.13) as
〈∇φ,u〉 = −〈φ,∇ · u〉. (2.14)
Now, recall the definition of the adjoint A∗ of an operator A: the adjoint A∗ is the unique
operator on H10 (Ω) such that 〈Aφ,u〉 = 〈φ,A∗u〉 for all functions φ and u in H10 (Ω).
Then, realise that equation (2.14) leads to adjoint relation (2.10).
The derivation of the skew-symmetry of the convective operator, which is expressed






















((u · ∇)v) ·w dV +
∫
Ω
v · ((u · ∇)w) dV. (2.15)
So, ∫
Ω
((u · ∇)v) ·w dV = −
∫
Ω
v · ((u · ∇)w) dV. (2.16)
The integrals in equation (2.16) can again be recognised as inner products. And so the
adjoint relation (2.11) is found.
The following section focusses on the energy conservation induced by the symmetry
properties (2.10) and (2.11). More Navier-Stokes theory can be found in the book by
Foias et al. [14].
2.2.4 Energy
Every flowing fluid has kinetic energy. In terms of the usual scalar product 〈u,v〉 =∫
Ω
u · v dV , the kinetic energy of a fluid described by the Navier-Stokes equations is
represented by 1
2
〈u,u〉. Like the energy of a physical flow, the energy of a fluid described
by the Navier-Stokes equations should not be able to increase without source in a domain
with closed boundaries. To see whether this is the case or not, the change of the energy


















(−〈(u · ∇)u,u〉 − 〈∇p,u〉+ 1
Re
〈∇ · ∇u,u〉) +
1
2
(−〈u, (u · ∇)u〉 − 〈u,∇p〉+ 1
Re
〈u,∇ · ∇u〉). (2.17)
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At this point, the importance of the symmetry properties discussed in subsection 2.2.3








〈∇ · ∇u,u〉 = − 1
Re
〈∇u,∇u〉 ≤ 0. (2.18)
The inequality in equation (2.18) results from the fact that the diffusive contribution
− 1
Re
〈∇u,∇u〉 can only dissipate energy. So, in a domain with closed boundaries and
without forcing, the kinetic energy is conserved for inviscid, incompressible flows and
decreases if there is viscosity. Put in a more popular way: if an incompressible fluid in a
closed box is stirred for a while, the fluid will come to rest after the stirring has stopped.
Equation (2.18) also expresses that convection and pressure differences do not influ-
ence the change of the (total) energy; only dissipation has an influence. Hence, convection
does not dissipate energy. However, this does not mean that convection has no influence
on the amount of dissipation. Since the behaviour of convection is non-linear, it can
transfer energy from lower to higher frequencies and vice versa. As the decrease in ki-
netic energy is stronger when all energy is in the high frequency range than when the
energy is in the low frequency range, convection does influence the amount of dissipa-
tion. As mentioned before, it is thought that this subtle balance between convection and
diffusion is the essence of turbulence.
Finally, note that this description of energy conservation can be adapted to comprise
other boundary conditions as well.
2.3 Numerical model
2.3.1 Symmetry preservation
The mathematical model presented in the previous section has in general no known
solution (solutions are only known for a few simple situations). Therefore the model must
be discretized to make it solvable by a computer. Then, stability of the discretization
becomes an important issue. This stability is related to the total kinetic energy of the
flow.
As stated in Section 2.2.4, the energy of a stable, physical flow does not increase with-
out source. It was also stated that a flow is energy-conserving when diffusion is absent.
Both these statements are expressed by result (2.18). Therefore, a stable discretization
is guaranteed, when result (2.18) is mimicked.
Mimicking result (2.18) also has another advantage. By mimicking the result, the
balance between convection and diffusion is preserved: the discrete convection does not
contribute to energy dissipation through numerical diffusion. More precisely, the (skew-
)symmetries of the differential operators have to be mimicked, because they are the key
to the energy conservation expressed by result (2.18).
According to adjoint relation (2.10), the discrete gradient matrix G, approximating
the integration of the (pressure) gradient operator over the control volumes, and the
discrete divergence M , describing the integration of the divergence (of the velocity) over
the control volumes, should be each other’s negative adjoint, so
G∗ = −M. (2.19)
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According to adjoint relation (2.11), the convective operator u · ∇ should be represented
by a skew-symmetric coefficient matrix C depending on the discrete velocity uh. Thus
C∗(uh) = −C(uh). (2.20)
Further, the diffusive operator ∇ · ∇ suggests representing it by a symmetric matrix D.
Because of equation (2.18), the matrix D should also be negative-semidefinite. Then D
can be written as D = −QQ∗.
With these matrix representations for the spatial discretizations, the semi-discrete
Navier-Stokes equations are given by
Muh = 0, (2.21)
d
dt




with Ωh denoting a diagonal matrix holding the control volume sizes and ph representing
the discrete pressure.
The standard inner product 1
2
〈Ωhuh,uh〉 describes the kinetic energy of this system




































Compare equation (2.23) with equations (2.17) and (2.18) and observe the similarity.
A further observation is that this analysis shows a symmetry-preserving, spatial dis-
cretization of the mathematical model in Section 2.2 to be unconditionally stable and
conservative. It is stressed that this is very important when simulating turbulent flows:
because equation (2.23) guarantees that the balance between convective transport and
dissipation will remain undisturbed, discrete convection will not influence the energy
dissipation through numerical diffusion.
Note that a symmetry-preserving discretization does not aim at minimizing the lo-
cal truncation error, although discretizations generally make an error. On non-uniform
grids, minimization of the local truncation error breaks the symmetries of the differential
operators. As a result, not all quantities that are conserved in the continuous formulation
are conserved in the discrete formulation. For example, if the energy is not conserved, it
is either systematically damped like in upwind methods or in need of explicit damping
to ensure stability. As explicit damping introduces artificial dissipation, turbulence will
be restrained.















Figure 2.1: The variables of cell (i, j).
Harlow and Welch [17] already showed in 1965 that it is not necessary to break the
symmetries of the operators to obtain good results. Verstappen and Veldman ([61], [62])
showed that the favourable properties of a symmetry-preserving discretization actually
lead to smaller errors during simulations on non-uniform grids than methods that aim at
minimization of the local truncation error.
Since then, this idea is steadily gaining interest. For example, Jofre et al. [20],
Trias et al. [53] and Bandringa et al. [2] use a symmetry-preserving discretization in
an unstructured setting and Rozema et al. [37, 39] consider symmetry preservation in a
LES context for incompressible and compressible flow. Some other examples of the use
of symmetry-preserving discretizations can be found in Morinishi et al. [30, 31] and Van
’t Hof and Veldman [58].
The following subsections focus on the actual construction of a symmetry-preserving
discretization. Subsection 2.3.2 explains the spatial discretization and subsection 2.3.3
covers the temporal discretization. Finally, subsection 2.3.4 addresses the stability of the
resulting discretization in more detail.
2.3.2 Spatial discretization
As mentioned before, a finite-volume technique is used to perform the spatial discretiza-
tion. The discretization is worked out for a simple, stretched Cartesian grid with staggered
variables. For convenience, the construction of the discretization will be discussed in the
two-dimensional space. Extension to three dimensions can be done straightforwardly.
To facilitate the discussion, Figure 2.1 shows a cell of the grid with the positions and
numberings of the variables.
First the discretization of the continuity equation (i.e. equation (2.1)) will be dis-
cussed. Thereafter, the momentum equations (i.e. equations (2.2)) will be discretized.
The continuity equation
Consider the cell of Figure 2.1 and denote its northern, eastern, southern and western
boundaries by N, E, S, and W respectively. Then, continuity equation (2.1) can be












u dy = 0. (2.24)
In words, equation (2.10) says that the sum of the mass fluxes through all sides of the
cell equals zero (remember ρ = 1). These mass fluxes are discretized with the midpoint





For convenience, a bar notation will be used to express the discretized mass fluxes in the
remainder of this thesis. This means that the discretized mass fluxes will be denoted by
v¯i,j, u¯i,j, v¯i,j−1 and u¯i−1,j, respectively, with
u¯i,j = ui,jhyj , (2.26)
v¯i,j = vi,jhxi. (2.27)
Because the bar notation will be used in the remainder of this thesis, remember the
discretized continuity equation as
v¯i,j + u¯i,j − v¯i,j−1 − u¯i−1,j = 0. (2.28)
The momentum equations
The discussion of the discretization of the momentum equations focuses on the x-direction;









uu · n dS = −
∮
∂Ω




∇u · n dS. (2.29)
Here, the definition Px = (p, 0)
T has been used. The discretization of the terms in
the equation is performed one by one. A first requirement for this discretization is the
definition of a control volume. An example of the control volumes as used in this thesis





(hxi + hxi+1)hyj representing the volume of the control volume, the volume






The next term to be discretized is the convective term
∮
∂Ω
uu · n dS. It is important to
realise the meaning of this term. It says that the horizontal momentum u is transported






















Figure 2.2: The control volume of ui,j (dashed).
by the vector field u. So, u is the variable. Its coefficient u · n will, in the end, lead to
the convective matrix.
The first step in the discretization process of this term is to split it into its different
boundary parts:∮
∂Ω
uu · n dS =
∫
N
uu · n dx+
∫
E
uu · n dy +
∫
S
uu · n dx+
∫
W
uu · n dy. (2.31)
Since the horizontal momentum is not defined at the boundary of the control volume, it













The choice for simple averaging instead of linear interpolation is not random. At a later
stage, it will turn out that the factors 1
2
, introduced here, are important.



















u · n dy. (2.34)
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In expression (2.35), there are again mass fluxes as for the continuity equation in
(2.24). However, the mass fluxes in expression (2.24) are not defined at cell boundaries.
Instead, they are defined at control volume boundaries, which are in between cell bound-
aries in this case. This means that the discretizations (2.26) and (2.27) cannot be used
for the mass fluxes in this expression. Furthermore, the convective matrix should become
skew-symmetric according to adjoint relation (2.20). Because the skew-symmetry of the
off-diagonal coefficients is already guaranteed by expression (2.35), the only concern is
to make sure that the central coefficient of ui,j equals zero. At this moment, it follows






























































,j + u¯i+ 1
2
,j − v¯i+ 1
2





(v¯i+1,j + u¯i+1,j − v¯i+1,j−1 − u¯i,j) +
1
4
(v¯i,j + u¯i,j − v¯i,j−1 − u¯i−1,j). (2.41)
So, the central coefficient has become equal to a quarter times the divergence of cell (i, j)
plus a quarter times the divergence of cell (i+1, j). Because the continuity equation states
that the divergence of the cells equals zero (see equation (2.28)), the central coefficient






















As with the previous terms, the pressure integral is split into parts:∮
∂Ω






















































Figure 2.3: Grid consisting of four cells for comparing the divergence and the gradient.
The right-hand side integrals are approximated by the midpoint rule and so equation
(2.43) becomes ∮
∂Ω
Px · n dS .= hyjpi+1,j − hyjpi,j. (2.44)
Because of symmetry relation (2.19), the discretization of the pressure gradient in
(2.44) has to correspond to the discretization of the divergence in (2.28). This relation
will be checked for the grid depicted in Figure 2.3. The first step of this check is to set up
the gradient matrix for the depicted, small grid. The second step is to apply symmetry
relation (2.19) and see whether the result equals the divergence as given by equation
(2.28).






















It may be noted, that matrix −G∗ can not work on all velocities in Figure 2.3. Because
the gradient G only works on internal pressures, which are defined at the cell centres, the
gradients are defined at the internal cell faces. As a result, −G∗ only works on internal
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cell faces and results of the application of −G∗ are defined in cell centres. So, −G∗ only
works on (u1,1, u1,2, v1,1, v2,1)
T . Now, it is easily seen that
−G∗ = Mo, (2.47)
where Mo denotes the part of the divergence matrix that works on the internal velocities.
In fact, equation (2.47) is the correct discrete form of symmetry relation (2.10). Now,
one could wonder whether this conflicts with the analysis of the evolution of the change
of energy. For in this analysis, relation (2.19) was used instead of relation (2.47). This
is not the case: recall that the evolution (2.23) was calculated under the condition that
the boundary contribution M bubh of the divergence was to vanish. For convenience of
notation, symmetry relation (2.19) will be used instead of symmetry relation (2.47) in
the remainder of this thesis.
Diffusion
The last term to discuss is the diffusive term. Its discretization is discussed with respect
to Figure 2.2. As done before with the other terms, the diffusive term is split into parts:∮
∂Ω






















































= ±(ui,j±1 − ui,j), (2.50)
dui± 1
2








The integrals are approximated by the midpoint rule – although the integrated term is





































Notice that this discretization leads, as requested, to a symmetric diffusion matrix. The
matrix is also negative-semidefinite as can be proved by eigenvalue estimates. The eigen-
value estimates can be obtained by applying Gerschgorin’s theorem [16].
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Theorem 2.1 (Gerschgorin) Let A be an arbitrarily (complex) matrix of order n





|ai,j|, i = 1, 2, . . . , n. (2.55)
Then, all eigenvalues λ of A are in the union of the Gerschgorin disks
|z − ai,i| ≤ Si, i = 1, 2, . . . , n. (2.56)
Since all off-diagonal elements in the constructed discretization are positive and the
diagonal elements Di,i equal minus the sum of the off-diagonal elements in each row, the
Gerschgorin disks become
|z −Di,i| ≤ −Di,i. (2.57)
Formulated in words, this means that all eigenvalues are in the interval [2Di,i, 0]. So,
all eigenvalues of the constructed discretization of the diffusion are negative. Hence, the
request of a negative semidefinite matrix is fulfilled.
2.3.3 Temporal discretization
The favourable conservation and stability properties of the discrete operators, constructed
in the previous subsection, should not be ruined by the temporal discretization of the time
derivative in the momentum equations (2.22). The only way to preserve the conservation
and stability properties is by using a skew-symmetric, implicit time-integration method
like the midpoint rule.
The midpoint rule approximates the semi-discretized Navier-Stokes equations (the
system of equations (2.21) plus (2.22)) by




















A new parameter introduced by the discretization is the time step δt. The time step is
directly related to the computational time needed for a simulation and the precision of a
simulation: the larger the time step, the faster the simulation and the less the precision
of the simulation. Further, the discrete velocity uh and the discrete pressure ph at time
t = n δt are denoted by unh and p
n














The conservation and stability properties of this discretization are again obtained by
examining the change of energy. Subsection 2.2.4 established that, among others, the
convection should not contribute to the change of energy. Because of the skew-symmetry
of the convective operator, the convective contribution in equation (2.59) only cancels by
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taking the inner product with the mid-step velocity. Taking the inner product of equation














































h equals zero because of the



































h ≤ 0. (2.63)
The relations in (2.63) show the difference between the energies of two successive time
levels. It is expressed that, after the temporal discretization, the energy can not increase
without source and is decreased by dissipation. Hence, the complete discretization is
unconditionally stable and conserves the energy in absence of diffusion.
However, the costs of using implicit methods like the midpoint rule in direct numerical
simulations of turbulent flow are rather high compared to those associated with explicit




h ) in equation (2.59) with C(u
n
h)) has rather high costs. Fur-
thermore, the conservation and stability properties are only perfectly retained when the
non-linear system of equations approximating the Navier-Stokes equations is solved ex-
actly. In practical applications, there is always a truncation error. This is the reason to
consider (cheaper) explicit methods like the leapfrog method (see for example Ten Thije
Boonkkamp [47]).
Because the leapfrog method is unstable for viscous flows, the contribution of the
diffusion is, for now, ignored during the discussion of this method. Without the diffusive
contribution, the leapfrog method leads to











h = −Gpnh, (2.65)
From this system of equations, the pressure pnh has to be computed such that the velocity
un+1h is divergence free. Investigating the energy behaviour of this system immediately
illustrates the conservation and stability problems encountered for all explicit temporal
discretizations. Because the convective contribution has to cancel, the change of the





h − (unh)∗Ωhun−1h = 0. (2.66)
This equation shows that the quantity un+1h Ωhu
n
h is conserved in time now. The quantity
un+1h Ωhu
n
h can be seen as “the energy”, but it is not a norm and as such it does not
guarantee stability. This is reflected by the fact that the region of stability of the leapfrog
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method is limited1. Still, the leapfrog method is much more attractive than the implicit
method, because of the lower costs.
Now, it is time to concentrate on the diffusion problem. Because diffusion is always
present in physical flows, the leapfrog method needs modification to be useful. So, con-
sider the system































un+βh = (1 + β)u
n
h − βun−1h (2.70)
have been introduced. The parameter β can be chosen to obtain the most favourable
region of linear stability.
The choice for β can be based on the simpler, one-dimensional test problem ∂u
∂t
= f(u)
since the pressure and the incompressibility constraint (i.e. equation (2.67)) are treated
implicitly in time (and thus play no role in the stability of the method). The scheme for










un−1 = δt f(un+β), (2.71)
which is second-order accurate in time. For β = 1
2
this method resembles the method of









the two methods are identical for linear functions f . By decreasing β to zero, the domain
of linear stability is pressed against the imaginary axis stronger and stronger. For β = 0,
the domain of stability of the leapfrog method is obtained. See Figure 2.4 for a graphical
representation of the stability regions.
Which value of β is the best choice for the simulation depends on the physics of the
problem. Generally, the time step of an explicit time integration method for a convection-
diffusion equation is restricted by a convective and a diffusive stability condition2. The
convective stability condition looks like U δt < h (with U the maximum of the absolute
velocity and h the spatial mesh size) and the diffusive stability condition looks like 2δt <
Re h2. So, at Re = 22000, with h = 5×10−3 and U = 1, the convective stability condition
is 14 times stronger than the diffusive stability condition. Hence, the choice for β must
result in linear stability domains that include eigenvalues λ = x+ iy with a negative real
part x (because of the negative semidefiniteness of the diffusion) and an imaginary part
y which is much larger than the real part in absolute value. In this situation, the choice
β = 0.05 seems a good choice, because the time step can be enlarged by a factor of 1.5 if
|x| : |y| = 1 : 10, a factor of 2 if |x| : |y| = 1 : 20 and a factor of 2.5 if |x| : |y| = 1 : 100.
See Figure 2.4 for graphical support of this idea. More details of the modified method
can be found in the paper of Verstappen and Veldman [62].
1The region of stability of the leapfrog method is limited to the interval [−i, i].
2See subsection 2.3.4.
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Figure 2.4: Left: the stability regions of forward Euler (dotted), Adams-Bashforth (line)
and the modified method for β = 0.05 (dashed). Right: detail. The straight line in the
detail is a typical example of the position around which the eigenvalues of a turbulent
flow simulation are centred. Each cross is an approximation of the maximum eigenvalue
for which the corresponding method is still stable. Because the maximum eigenvalue of
the modified method is much larger than the maximum eigenvalue of the other methods,
a larger time step can be used.
2.3.4 Stability
In subsection 2.3.3, the region of stability of explicit temporal discretization methods was
already mentioned. Such a stability region consists of those eigenvalues in the complex
plane for which the method is stable. In this subsection, the region of stability is inves-
tigated in more detail. Especially the effects between stability and the time step are of
importance, since the magnitude of the time step is directly related to the speed of a
simulation.
For the discussion in this section, consider the convection-diffusion equation
∂u
∂t
= −(u · ∇)u+ 1
Re
∇ · ∇u. (2.72)




= −C(uh)uh + 1
Re
Duh. (2.73)








as the final discretization. By rewriting formula (2.74), the result
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is obtained. This last equation shows that the method is stable when the eigenvalues λi
of Ω−1(−C(unh) + 1ReD) satisfy the condition
|1 + δtλi| ≤ 1. (2.76)
In words: the stability region of forward Euler is the circle with radius 1 in the complex
plane centred around -1. Further, it may be noticed that the stability condition can be
satisfied by changing the magnitude of the time step δt when one of the eigenvalues λi is
located outside the circle and has Re(λi) < 0. Therefore, it is interesting to investigate
the conditions that the eigenvalues λi impose on δt.
When a skew-symmetric convection matrix C(unh) and a symmetric, negative semidef-
inite diffusion matrix D as derived in subsection 2.3.2 are considered, a practical approach
can be chosen (i.e. conditions derived from the investigation will neither be sufficient nor
necessary, but they will form useful guidelines) that allows for the separation of the contri-
butions of Ω−1C(unh) and Ω
−1 1
Re
D. This separation is facilitated by Bendixson’s theorem
[18].
Theorem 2.2 (Bendixson) Let K, L and N be real matrices such that
K +K∗ = 2L, K −K∗ = 2N. (2.77)
Then L is symmetric and N is skew-symmetric. Hence L has real eigenvalues and N
has imaginary eigenvalues. Furthermore, all eigenvalues of K lie in or on the smallest
rectangle with sides parallel to the real and imaginary axis that contains all eigenvalues












K would equal AP ideally. However, AP does not fulfill the requirements (2.77) of


























Hence the eigenvalues of K lie within the rectangle spanned by the eigenvalues of L and
N . Now, note that the choices (2.81)-(2.83) constitute similarity relations:
• K is similar to AP ,
32 Chapter 2. Fluid modelling
• N is similar to AC ,
• L is similar to AD.
Since matrices that are similar to each other have the same eigenvalues, Bendixson’s
theorem is also applicable to AP . Therefore, all eigenvalues of AP lie within the rectangle
spanned by the eigenvalues of AC and AD.
With this knowledge, the convective and diffusive influences can be separated. Instead
of demanding the eigenvalues λi to lie within the circular stability region of forward
Euler defined by condition (2.76), demand the eigenvalues λi to lie within the square
[−2, 0] × [−1, 1] in the complex plane. This square is the smallest possible rectangle to
encompass the stability region of forward Euler. Although this new “stability region”
is less restrictive than forward Euler’s as it contains a larger area, it makes it easy to
separate the convective and diffusive influences. With the new “stability region”, it is
sufficient that the eigenvalues of AC are lying on the interval [−i, i], which is the maximal
range of the stability region of forward Euler in the imaginary direction. Similarly, it is
sufficient that the eigenvalues of AD are lying on the interval [−2, 0], which is the maximal
range of the stability region of forward Euler on the real axis. This is explained as follows:
• Since C(unh) is a skew-symmetric matrix, it has only imaginary eigenvalues. Al-
though Ω−1C(unh) is not skew-symmetric when stretching is applied to the grid, it















So, it is sufficient that the eigenvalues of AC are lying on the interval [−i, i] for
stability.
• Since D is a symmetric, negative semidefinite matrix, it has only non-positive, real
eigenvalues. Because Ω−1 1
Re
























it also has only non-positive, real eigenvalues. Hence, it is sufficient that the eigen-
values of AD are lying on the interval [−2, 0] to obtain stability.
Now, restrictions on the time step can be determined when eigenvalue estimates of the
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Eigenvalue estimates for the convective operator




























(u¯i−1,j + u¯i,j)(ui−1,j + ui,j). (2.86)






























Then, for all i and j, the mass fluxes through each cell boundary are bounded by
|u¯i,j| ≤ Uhyj , (2.89)
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Because the central coefficients of Ω−1C(uh), which are the ai,i in Gerschgorin’s formula,
equal zero as C(uh) is skew-symmetric, all Gerschgorin disks have the origin of the com-
plex plane at their centres. Therefore, bound (2.94) leads to the estimate






for the eigenvalues λC of the convective operator Ω−1C(uh).
Eigenvalue estimates for the diffusive operator
The derivation of eigenvalue estimates for the diffusive operator follows a pattern similar

























(ui,j − ui−1,j). (2.96)





























The central coefficients of Ω−1 1
Re
D, which are the ai,i in Gerschgorin’s formula, are equal










≤ λD ≤ 0. (2.99)
Estimates for the time step
Now eigenvalue estimates for the convection and diffusion have been established, it re-
mains to answer the question what the effect on the time step is. First the convective
condition will be established and subsequently the diffusive condition.
Recall that the eigenvalues of−δtΩ−1C(uh) were requested to lie on the interval [−i, i].
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may give easier access to its clear meaning: a flow particle may travel a distance of at most
one cell length in one time step. This condition is better known as the CFL-condition
and its left-hand side goes under the name CFL-number. They are named after Courant,
Friedrichs and Lewy, who introduced the condition in a paper in 1928 [7].
For the diffusive condition, recall that the eigenvalues of δtΩ−1D were requested to
lie on the interval [−2, 0]. Combining this demand with the eigenvalue estimate (2.99)




































The reader is reminded that satisfaction of this condition is not necessarily sufficient
for stability. Remember that the preceding analysis was based on the approximation of
the real, circular stability region by the smallest square encompassing the real stability
region. So, it’s possible that eigenvalues of Ω−1(−C(unh)+ 1ReD) are within the square but
outside the realstability region when condition (2.104) is satisfied. On the other hand,
the demand that all Gerschgorin disks completely lie within the stability region is too
restrictive and so it is not necessary to satisfy condition (2.104).
Two other remarks with respect to the above analysis can be made as well. First,
the preceding analysis only holds for linear equations. The operator C(uh) is nonlinear
however. Second, the pressure has not been taken into account, although the pressure
does influence the stability. Still, bound (2.104) has proved itself reliable. Furthermore,
Fourier analysis of the stability leads to a similar demand, but this will not be shown
here.
A slight modification of bound (2.104) makes it useful for the modified method (2.71).
The stability region of this method can be captured with the rectangle [−0.2, 0]× [−1, 1]
















is a useful bound when working with the modified method, although this bound is also
neither necessary nor sufficient.
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2.4 Summary
This chapter has provided the framework on which the research in this thesis is building.
The mathematical model was presented in Section 2.2. It identified some mathemat-
ical key relationships.
Section 2.3 showed that a spatial discretization is unconditionally stable and conser-
vative when it upholds these (skew-)symmetric key relationships. This is very important
when simulating turbulent flows: since the balance between convective transport and
dissipation will remain undisturbed, discrete convection will not influence the energy dis-
sipation through numerical diffusion. Because of this importance, the key relationships
are to be retained throughout this thesis.
Further, Section 2.3 showed a standard derivation of a numerical model with these key
relationships. It presented an often encountered combination in flow simulations: a gen-
eral finite-volume discretization on a Cartesian grid. Since the finite-volume discretization
has excellent conservation properties and the Cartesian grid allows for relatively simple
relations between the variables, which ease the implementation of the numerical model, it
is a relatively simple but powerful model. Furthermore, preservation of the mathematical
key properties was shown to be easy with the finite-volume method.
At this point, the numerical model only incorporates stretching of the grid. The next




The preceding chapter described a numerical method that can be used for simulations
of flows of very different nature. A serious challenge to the method is posed by the
simulation of turbulent flow around a rectangular cylinder at a high Reynolds number.
To describe such a flow properly, the resolution in the neighbourhood of the cylinder
must be very fine, while the resolution can be much coarser far away from the cylinder.
Section 1.4 presented two solutions to this problem. It stated that stretching and local
grid refinement are methods that can be used to obtain the difference in resolution. Both
methods have advantages and disadvantages.
An advantage of stretching is that it is easily incorporated in the discretizations.
Recall the discretizations that were derived in Section 2.3.2: stretching was included
without much effort. But a disadvantage of stretching is that it is not limited to the
region were it is needed. So the number of computational cells becomes much larger than
necessary. This puts a strain on the size of the problem to be solved, because the number
of computational cells is directly related to the computational time needed to solve the
problem.
The simplicity of stretching explains why it used to be the way to obtain refined
regions. But as the problems of interest are becoming increasingly complex these days,
it becomes more and more important to reduce the calculation times in order to obtain
a solution in a reasonable amount of time.
It was shown in Section 1.4 that local grid refinement overcomes the disadvantage
of stretching: it does only refine locally. Therefore, the interest in local grid refinement
is increasing recently. However, local grid refinement has the disadvantage that special
discretizations at the refinement boundary have to be derived, because many discrete
velocities and pressures are missing a direct neighbour. See for example Figure 3.1: the
velocity u3 clearly misses its direct eastern neighbour.
In the remainder of this chapter, the goal is to expand the spatial discretization of
Section 2.3.2 such that local grid refinement can be used in future simulations. The main
complication for the expansion is how the symmetry-preserving conditions of Section 2.3.1
can be satisfied at refinement boundaries. Section 3.2 will be addressing this problem in
one-dimensional space. A simple problem is used to get an idea of what is going on at a
refinement boundary. In this way, problems are signaled and defined in an early stage and


























Figure 3.1: An example of a situation with local grid refinement. Note that not all
velocities and pressures on the fine grid have direct neighbours to their east.
anticipating these problems becomes easier when dealing with higher dimensional cases.
Section 3.3 is dedicated to finding solutions to the problems at the refinement boundary.
Then, from Section 3.4, the two-dimensional case will be discussed in detail. Following
the lines laid out by Van der Plas et al. [55, 56], the step towards three dimensions is not
complicated.
3.2 Local grid refinement in 1D









+ F (x, t). (3.1)
Here, φ denotes the concentration of some substance that is transported at a constant
velocity of 1. The parameter k is the diffusion coefficient for this problem. The external
force F is defined by







With this choice for the force F , the exact solution of convection-diffusion equation (3.1)
is




Figure 3.2 depicts the area around the refinement boundary of the grid on which
equation (3.1) will be studied. The figure shows that the cells at the left of the refinement
boundary (which is at x3) have size hl and that the cells at the right of the refinement
boundary have size hr. As suggested in the picture, hl is taken smaller than hr.
Using xφj to denote the position of φj = φ(xφj , t),
∂φ
∂x
will be discretized as
∂φ
∂x
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✻ ✻ ✻ ✻ ✻ ✻
x0 x1 x2 x3 x4 x5 x6
φ1 φ2 φ3 φ4 φ5 φ6
✛ ✲✛ ✲hl hr
Figure 3.2: Grid for discretizing wave equation (3.1).


















By using the superscript n to denote the current time level, the discretization of F (xφj , t
n)
becomes of course










Finally, the time derivative ∂φ
∂t










3.2.1 The influence of convection
In the first test, the behaviour of the convection is studied. Hence, the diffusion coefficient
k is set equal to 0. The cell sizes are fixed at hl = 1 and hr = 3. The domain will be
the interval [0, 78] with 24 cells of size hl followed by 18 cells of size hr. So, there is a












Under these conditions, simulation of the wave produces the snapshots shown in Figure
3.3. Clearly, a wiggle is developing at the refinement boundary.
The origin of this wiggle can be explained from a detailed analysis of the discretiza-
tion. Due to the diffusion coefficient k being equal to zero, the starting point of the






Insight in the effect of the locally refined convective discretization on the solution for φ
is obtained by a semi-discretization of equation (3.10). This means that the discretization
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Figure 3.3: One-dimensional example of behaviour at a refinement boundary (for a time
step of 0.01). The refinement boundary is at x = 24. Left: detail at t = 7. Right: detail
at t = 95.
with respect to the position x is performed, but not the discretization with respect to
time. So, equation (3.10) is transformed into
φj,t
.
= − φj+1 − φj−1
xφj+1 − xφj−1
. (3.11)
Instead of directly performing the discretization of the time derivative as well, the
method of separation of variables is used. Then φj(t) is written as a product of two func-
tions. One function describes the time dependent behaviour and the other the behaviour
related to the spatial position. Here, it is supposed that
φj(t) = f(t)gj. (3.12)




f = −f gj+1 − gj−1
xφj+1 − xφj−1
, (3.13)





f = − gj+1 − gj−1
gj(xφj+1 − xφj−1)
. (3.14)
Equation (3.14) is in a form ready for the actual separation of variables. All time-
dependent terms are at the left-hand side and all terms depending on the spatial location
are located at the right-hand side. Hence, the equation can be split by means of a






f = µ, (3.15)
µ = − gj+1 − gj−1
gj(xφj+1 − xφj−1)
. (3.16)
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The solution to equation (3.16) is obtained by applying Fourier analysis. This means
that gj is written as a Fourier component κ
j. In this way, equation (3.16) gets transformed
into
κj+1 + µ(xφj+1 − xφj−1)κj − κj−1 = 0 (3.18)
which can be simplified to
κ2 + µ(xφj+1 − xφj−1)κ− 1 = 0. (3.19)









If φj(t)→ 0 when j →∞, the general solution for φj(t) can be derived from solutions
















To gain insight in the behaviour of solution (3.22), κ+ and κ− are approximated by
Taylor series (they were introduced in Section 1.3.2). The second-order Taylor series
approximation of
√
1 + x2 is √


















(xφj+1−xφj−1 ), there is a relation between κ± and e
µ
2









(xφj+1−xφj−1 )j) + (−1)jβeµ(t+ 12 (xφj+1−xφj−1)j). (3.26)
Assuming that Re(µ) > 0, which can be done without loss of generality, the first term
at the right-hand side is recognized as a right-moving wave whereas the second term
represents a spurious, left-moving saw-tooth wave. So, the discretization itself carries
the possibility of supporting a spurious wave. Generally, this mode is deactivated by
the boundary conditions. On a uniform grid, the coupling between the cells will keep
the mode in an inactive state throughout the entire domain. However, a change in cell
size usually activates the mode as Frank and Reich [15] have shown. Other, similar
contributions on this subject are made by Trefethen [48] and Vichnevetsky [63].
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k |ǫ|∞
0 2.72 · 10−2 wiggles
3 · 10−6 2.72 · 10−2
3 · 10−5 2.71 · 10−2
3 · 10−4 2.60 · 10−2
3 · 10−3 2.04 · 10−2
3 · 10−2 9.82 · 10−3 no wiggles
3 · 10−1 4.78 · 10−3
3 1.22 · 10−2 unstable
30 1.12 · 10−1





















k = 3 · 10−3










k = 3 · 10−2
Figure 3.4: The error on the fine grid for a range of k-values and the specification of
different (observed) regimes and solution details at t = 100 for different values of k.
3.2.2 The influence of diffusion
The next factor to investigate is the behaviour of the diffusive term. Does it improve or
worsen the behaviour at the refinement boundary? The nature of diffusion is to egalise
value differences. So one could expect to see the wiggling mode being dampened by
diffusion. Choi et al. [6] explain however, that the diffusive term also allows for spurious
modes. Therefore, the error in the numerical solution is studied for a range of values of
the diffusive coefficient k (the other settings are as before).
Figure 3.4 shows the results of the simulations. For every value of the diffusion
coefficient k that has been used, the maximum value over time of the infinity norm of
the error on the fine part of the grid is listed. In the results, different regimes can be
observed. For small values of k, say k < 10−2, the error is more or less constant and
the wiggling spurious modes are clearly visible. When the diffusion coefficient becomes
a little bit larger, i.e. 10−2 < k < 1, the error becomes significantly smaller because the
diffusion suppresses the wiggles generated by the spurious modes. So, the error is merely
the usual discretization error in this region. For still larger values of k, the behaviour of
the simulations becomes unstable and the error grows again.
One might think now, that the problems with the spurious modes can be solved by
choosing a value for the diffusion coefficient between 10−2 and 1, but that is not possible
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in general. Normally, the value of this coefficient is dictated by the physics of the problem.
In the Navier-Stokes equations for example, 1
Re
has the role of k. For a fluid as water,
L = 1 and U = 1, which are utilized in simulations very often, it has a value of about
1 · 10−6. This is far too small to suppress the generation of the spurious modes. At least,
it can be concluded from Table 3.1 that diffusion does not amplify the spurious modes:
the source of wiggles is the convective term.
As the Reynolds number is high for turbulent flows, there will be little influence of
diffusion on the wiggles. Because turbulent characteristics of a flow are easily disturbed by
such wiggles, the importance of suppressing the spurious waves is stressed. Therefore, the
following section will give an inventory of ideas dealing with the suppression of spurious
waves at refinement boundaries before implementation of local grid refinement in the
discretizations is considered.
3.3 Discussion of refinement boundary techniques
3.3.1 Literature on spurious reflection waves
Although the interest in local grid refinement techniques is increasing, the amount of lit-
erature considering the reflection of waves at refinement boundaries is (still) very limited.
A few of the contributions in this field are the ones presented by Frank and Reich [15],
Dro¨ge [10] and Choi et al. [6].
Frank and Reich suggest Runge-Kutta schemes as solution to spurious waves in the
case of linear partial differential equations. They show that these schemes result in a
decoupled system of discrete equations. But since the Navier-Stokes equations are non-
linear, another solution must be found.
Dro¨ge thinks that the spurious waves might be generated by a defect in the energy
conservation of the discretized system. He notes that the semi-discretization of equation




































= −φ6 − φ4
2
[+O(h3)] (3.30)
in the neighbourhood of a refinement boundary. Equations (3.28) and (3.29) show that
the truncation error at the refinement boundary is of a lower order than at the uniform
grid. The extra terms between the brackets represent diffusion with a certain coefficient.
Because this term is missing in the discretization, the solution experiences a kind of
anti-diffusion at the refinement boundary. As a result, wiggles originate.
To solve this problem, he devices a kind of non-linear energy correction method that




Ωφ = −Cφ, (3.31)
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0 0 0 0
 (3.32)
and effects the discretization at the fine side of the refinement boundary (here φ3,xx =
φ4,xx+O(h) is used to simplify the spectral properties). Subsequently, energy conservation
is enforced by solving α and β from
〈(Sα,β + S∗α,β)φ,φ〉 = 0. (3.33)
It is important to note, that a time-varying φ leads to α and β varying over time as well.
The method gives fairly good results. However, the extension of this method to higher
dimensional worlds is difficult.
Another reason for the specific notation of equations (3.27)-(3.30) is the factor before
each time derivative. This factor is seen as the size of the conservation cell at that
position. For example, the 3:1 jump in cell size in the example at the beginning of this


































= −φ6 − φ4
2
[+O(h3)]. (3.37)
Equations (3.34) and (3.37) show that on the regular fine and coarse parts of the grid the
conservation cell sizes are 1 and and 3 respectively. It means that the conservation cells
coincide with the actual cells as might have been expected. Based on the grid drawn in
Figure 3.2, one also might expect the conservation cell sizes of φ3 and φ4 to be 1 and 3
respectively. However, these conservation cells get different sizes. The variables φ3 and
φ4 seem to notice the presence of the different, neighbouring mesh size and a kind of
transition area is created to account for the sudden change in grid size. The conservation
cell boundary between φ3 and φ4 is shifted such that it ends up exactly between them.
Choi et al. also noted the reflection problem. In their settings, the fine and coarse
grid were coupled by means of so called guard cells. Then, following Figure 3.5, φ3 has a
virtual, right neighbour φg at a distance hl and φ4 has a virtual, left neighbour φG at a
distance hr.
In the start situation of Choi et al., these guard neighbours are initialized by using














(φ2 + φ3 + 6φ4). (3.39)
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✻ ✻ ✻ ✻
✻ ✻ ✻ ✻
x0 x1 x2 x3 x4 x5 x6
φ1 φ2 φ3 φg
φG φ4 φ5 φ6
✛ ✲✛ ✲hl hr
Figure 3.5: The grid of Choi et al. showing the guard cells of guard variables φg and φG.
With this construction, strong spurious waves do also arise. But then they show, sup-
ported by an analytical derivation of the reflection coefficient at the refinement boundary,
that the reflections are suppressed very strongly by using quadratic interpolation.
A strong point of the method is that it is fairly easily extendable to higher dimen-
sional cases. However, it fails the demand of skew-symmetry of the convective operator.
But there is one other thing. Choi et al. remark that the quadratic interpolation is
only necessary in the direction orthogonal to the refinement boundary. Parallel to the
refinement boundary, linear interpolation is sufficient to obtain missing variable values.
Summarizing, the ideas obtained by the described solutions are
• there are remedies to counteract the spurious waves,
• approaches that only work for linear equations are not suitable for turbulent flow,
• conservation cells can have a different volume at refinement boundaries,
• guard cells violate the demand of skew-symmetry,
• parallel to the refinement boundary, linear interpolation suffices to obtain values
for missing neighbours.
3.3.2 Other ideas on reflection suppression
The literature study of the previous subsection has provided some ideas connected to the
implementation of local grid refinement. But it did not give a solution for the situation
considered in this thesis. Therefore, this section is devoted to testing some other ideas
on their usefulness with respect to suppressing spurious waves. All these ideas depart
from the semi-discrete form of the model equation (3.1). Without the external force, this




φ = −Cφ +Dφ. (3.40)
The traditional idea behind this formulation is that Ω is a (diagonal) matrix containing
the conservation cell sizes and that the matrix C describes the convection. Further, the
matrix D describes the diffusion.
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Since the discretization of system (3.40) is to be consistent, there are conditions to
which the matrices in the system must hold up to (in absence of physical boundaries).
For the convection, these consistency conditions read
C1 = 0 (3.41)
and
Ω−1Cφlin = γ1. (3.42)
Here, φlin is a vector with a linear profile and γ is the corresponding slope of the linear
profile. The first equation says that the variable φ is in equilibrium when it has reached
a constant value over all cells. The second equation is the most important equation in
describing how the concentration changes when there is a difference in value between
neighbouring cells. Likewise, the diffusion matrix must satisfy
D1 = Dφlin = 0. (3.43)
Recall from subsection 2.3.1 that D also must be symmetric and negative semidefinite.
Further, it is demanded in this thesis that the convection matrix C is skew-symmetric,
which is described by
C + C∗ = 0. (3.44)
As explained in subsection 2.3.1, this condition ensures energy conservation. For the
same reason, Ω must be self-adjoined, else the first step in the proof of discrete energy
conservation is invalid. Further, Ω has to be positive definite so that negative energies
are excluded.





































. . . −d1,i−1 − d2,i−1 d2,i−1
d1,i −d1,i − d2,i d2,i












. A few simple calculations show that these
matrices satisfy all the requirements. However, it has been shown in Sections 3.2.1 and
3.2.2 that, mainly by the convective contribution, spurious waves are created in the
solution when these discretizations are used at a refinement boundary. So, the main
question becomes whether the matrices can be changed in such a way that the spurious
waves are reduced. There are still two ways in which the matrices can be changed:
globally and locally.







. . . 0 c1 c2
. . . −c1 0 c1 c2
−c2 −c1 0 c1 . . .






It is easily seen that this form satisfies restrictions (3.41) and (3.44). Ω can be
solved from equation (3.42).
• The local changes offer more possibilities. As a first observation, it is noted that
the Ω-matrix does not have to be a diagonal matrix: its form can be changed.













can not be discarded beforehand. It is not trivial to find valid values for the ωsj,
but it is not impossible. Construction of such a solution will not be shown here
though, because it does not serve the purpose of this thesis.
• Inspired by Choi et al., another idea is that the solution might be improved by
connecting φ4, which has a large conservation cell, to a comparably large area at
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Here, c is an arbitrary constant that still can be chosen.
Unfortunately, none of these ideas has a positive influence on the solution. They all make
the solution very sensitive to small changes in the (free) parameters and do not suppress
wiggles. Often, they even worsen the solution. The specific results of these ideas have no
function for the remainder of this thesis and so they will not be shown here. It is enough
to remember that all the ideas presented in this subsection can be discarded during the
construction of a discretization for local grid refinement.
3.3.3 Non-conservative options
So, how can the spurious waves be erased? To answer this question, the discretization of
∂φ
∂x
is reconsidered. Until now, this term has been discretized according to discretization
(3.4). Veldman [59] shows that this discretization is obtained by subtracting the Taylor
series expansion
φj−1 = φj − (xφj − xφj−1)φj,x +
1
2
(xφj − xφj−1)2φj,xx +
1
6
(xφj − xφj−1)3φj,xxx + . . . (3.52)
from the Taylor series expansion
φj+1 = φj + (xφj+1 − xφj )φj,x +
1
2
(xφj+1 − xφj )2φj,xx +
1
6
(xφj+1 − xφj )3φj,xxx + . . . (3.53)
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− xφj+1 − 2xφj + xφj−1
2
φj,xx + . . . (3.54)
The first term at the right-hand side can be recognized as discretization (3.4). Note that
the second term on the right-hand side equals zero unless the distance between φj+1 and
φj differs from the distance between φj and φj−1. Compare equations (3.27)-(3.30) where
the order of the local error is increased at the refinement boundary due to this term.
At this point, it is logical to think that the absence of this term in discretization (3.4)
is largely responsible for the bad behaviour at the refinement boundary. Therefore, the
elimination of this term in the local truncation error will be investigated here.
First, introduce the mesh sizes h+ = xφj+1 − xφj and h− = xφj − xφj−1 to ease the












φj,xxx + . . . (3.55)
Subsequently, Veldman [59] shows that h− × [eq.(3.53)] + h+ × [eq.(3.52)], leads to
φj,xx =






(h+ − h−)φj,xxx + . . . (3.56)








h+h−φj,xxx + . . . (3.57)






+ − h2−)φj + h2+φj−1
h+h−(h+ + h−)
(3.58)
and the order of the truncation error is increased.
Because the term (h2+ − h2−)φj gives a contribution to the diagonal of the convective
matrix at refinement boundaries, this discretization does not conserve energy. Still, as the
truncation error of discretization (3.58) is of higher order than the one of discretization
(3.4), it seems preferable to use discretization (3.58) instead of discretization (3.4). This
is emphasized by a graphical representation. As shown in Figure 3.6, discretization (3.4)
approximates the derivative φj,x by linear interpolation between its neighbours. This
is not a very precise approximation. Discretization (3.58) approximates the derivative
φj,x as the slope of the tangential line to a parabola fitted through the points φj−1, φj
and φj+1. This approximation seems to be better than the previous one. Nevertheless,
discretization (3.58) is known to be much more problem-prone than discretization (3.4).
The problems with discretization (3.58) can be explained by a study of the eigenvalues






= 0, 0 < x < L (3.59)
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Figure 3.6: At the left: φj,x is approximated by Lagrangian interpolation, which is by
discretization (3.58). The slope of the tangential line determines the value of φj,x. At the
right: φj,x is approximated by linear interpolation between the neighbours of φj, which is
by discretization (3.4).
with the boundary conditions φ(0) = 0 and φ(L) = 1. Further, k represents again the
diffusion constant. Discretized, the equation can be represented by the system
Cφ− kDφ = r. (3.60)
When discretization (3.4) is applied, the convection matrix C gives a skew-symmetric
contribution to the system matrix M = C − kD. Combined with the weakly diagonally
dominant and negative definite contribution from the diffusion matrix D, the system ma-
trix M can never become singular. Contrasting, discretization (3.58) yields a convection
that interferes with the diagonal of M . Depending on the underlying mesh sizes, this
interference might cause the diagonal to change sign. The point of singularity is close
after the sign change. So, the interference of the convection can easily causeM to become
singular, which makes the system unsolvable.
Discretization (3.58) is not to be discarded immediately, though. It can lead to proper
solutions and therefore a more detailed analysis is needed. Thereto, the discretization is






− (h+ − h−)h−φj+1 − (h+ + h−)φj + h+φj−1
h+h−(h+ + h−)
(3.61)
which shows more of its origin. Here, the original convective discretization can again be
recognized in the first term at the right-hand side. Also it becomes clear again that the
second term at the right-hand side only has an influence when the mesh sizes at both
sides of φj differ in size. To facilitate the discussion of the influence of the second term,
the notation
D2φ¯ = −(h+ − h−)h−φj+1 − (h+ + h−)φj + h+φj−1
h+h−(h+ + h−)
(3.62)
will be used, where φ¯ = (φj−1, φj, φj+1)
T .
Because the mesh size changes across a refinement boundary, it is important to know
the effect of D2. At a refinement boundary, h+ − h− can be either positive or negative.
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When h+−h− is positive, D2 has the same sign as −kD in equation (3.60). Then D2 truly
represents a local, diffusive term and there is no danger of M becoming singular under
influence of D2 in this situation. When h+ − h− is negative, the sign of D2 is opposite
to the sign of the term −kD. Then, D2 represents anti-diffusion which is likely to cause
instability when there is too much of it. This is reflected by M becoming singular when
D2 gets too strong. But as this does not happen at once, there is some space to apply
discretization (3.58).
In the following, the effects of applying discretization (3.58) will be investigated for
model equation (3.1). Like before, the diffusive parameter k is set equal to zero. The grid
for this test will differ from the tests before. Here, there will be 9 cells of size 3 followed
by 24 cells of size 1, which, in turn, are followed by 10 cells of size 3. This creates a
transition from coarse to fine, where h+ − h− is negative, followed by a transition from
fine to coarse, where h+ − h− is positive. The time step δt is again 0.01.
Figure 3.7 compares the solutions induced by the original discretization (3.4) and the
modified discretization (3.58) with the exact solution, given by (3.3), at time t = 12. This
is in the early stages of the simulation, but it already has most features of the solution
at later times. These features are more clearly shown in Figure 3.8, which shows details
of Figure 3.7.
Compared to the solution obtained with discretization (3.4), the solution obtained
with discretization (3.58) is “inflated” at the coarse to fine transition point at x = 27. This
is due to the anti-diffusion added by discretization (3.58). At the fine to coarse transition
point at x = 51, the opposite happens. There discretization (3.58) adds diffusion to
the solution. The application of discretization (3.58) has a smoothening effect: whereas
Figure 3.8 shows the onset of wiggles in the solution for discretization (3.4), the solution
induced by discretization (3.58) is smooth.
The combined effect is that the solution according to discretization (3.58) coincides
fairly well with the exact solution, whereas the solution following discretization (3.4)
shows significant differences compared to the exact solution.
At later times, the good behaviour at the refinement boundaries is preserved as shown
by Figure 3.9. One of the differences visible in this picture is that the spurious waves
generated by the fine to coarse transition have matured (see Figure 3.10). The other
differences, i.e. the time lag and the wiggling behaviour at the coarse grid, have another
cause. Due to a slight incompatibility of the velocity prescribed at the outflow boundary,
reflections are generated by the outflow boundary. This is a well-known problem; see for
example Sandberg et al [40], Kloker and Konzelmann [22] and Section 4.3 of Kleefsman
[21]. However, the reflections from the outflow boundary are of minor importance for the
current example and therefore they are not discussed here.
So, although discretization (3.58) is known to cause problems and does not lead to a
skew-symmetric discretization of the convection, it seems to pose a useful alternative for
the treatment of refinement boundaries within a certain range of the refinement ratio.
Perhaps it is possible to refine the idea of energy conservation, as discussed in Section
2.3.1, such that discretization (3.58) fits in. This is a point for further research, though,
and will not be discussed further in this thesis.
A final remark on the results of the wave reflection study concerns the propagation
speed. In the tests shown, the propagation speed and frequency were constant. When
dealing with the Navier-Stokes equations, the propagation speed and frequency are vary-
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Figure 3.7: The original discretization (3.4) and the modified discretization (3.58) com-
pared at t = 12. The exact solution (3.3) is also shown.
























Figure 3.8: Details of Figure 3.7. Notice that the solution of the modified discretization
is almost identical to the exact solution.
3.3 Discussion of refinement boundary techniques 53
















Figure 3.9: The original discretization (3.4) and the modified discretization (3.58) com-
pared at t = 100. The exact solution (3.3) is also shown.
























Figure 3.10: Details of Figure 3.9. Notice the wiggling behaviour of the original discretiza-
tion, while the modified discretization behaves nicely.
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ing with respect to time and location. Higher propagation speeds and frequencies have
stronger influences on the solution than lower speeds and frequencies.
3.4 Grid generation
Having finished the reflection suppression study, it is time to concentrate on the next
step towards the real implementation of local grid refinement: (efficient) grid generation.
Since it is still unknown which way the search for an energy-conserving discretization
will go, the choice has been made to start off with a fairly simple implementation of the
grid and its refinements. The decision to use a more sophisticated implementation of
local grid refinement, with features allowing for more flexibility, can be made when the
combination of symmetry-preservation and local refinement has been proved successful.
First of all, this means exploitation of the simple Cartesian relations and not the
flexibility of a quadtree structure. Secondly, the refinement will not be dynamic but
static: the grid stays fixed during the simulation. In this way, the full effect of the
combination of symmetry-preservation and local grid refinement can be studied without
interference from other features like adaptive local grid refinement. Lastly, refinement is
restricted to one rectangular area for simplicity reasons. However, nesting of refinement
areas, such that a desired resolution can be obtained without having to refine the complete
grid, is allowed.
The first step in the grid generation process is to create a uniform grid. In the second
step, the grid resolution may be changed by stretching if desired. Especially when dealing
with no-slip boundaries and the resulting boundary layers, this step can be important.
Local grid refinement is implemented in the third step.
A local grid refinement area is created by uniformly splitting the cells in a rectangular
region into four or nine. The first results in 2:1 refinement and the latter in 3:1 refinement.
Figure 3.11 shows a situation with 3:1 refinement.
To keep track of the position in the grid, the levels of refinement are numbered and
the cells at every level are numbered. The (coarse) starting grid gets labeled level 0. The
first area of local refinement, which is inserted, becomes level 1 and so on. Indicator
functions are used to determine whether a cell or velocity is at the current level. At
every level, the cell numbering consists of an index (i, j) (in 2D) or (i, j, k) (in 3D). For
convenience, the two-dimensional form will be used in the following discussion. Then,
every cell has a unique number (i, j;m), wherein m denotes the level of refinement and i
and j indicate the position at that level.
With this index (i, j;m), neighbour finding in the interior of each level is trivial: just
in- or decrease i or j by one to find the neighbours. At the refinement boundaries, some
more information is needed. There, the positioning in the coarser level is important. For
this purpose, the boundary of a refinement area is marked in terms of the surrounding,
coarser level. For the grid in Figure 3.11, the marks are taken as minib = 5, maxib = 7,
minjb = 3 and maxjb = 5 (where minib is short for “minimum i-boundary” and so on).
Now, suppose one wants to know which cell (fi, fj; 1) is the middle northern neighbour
of cell (ci,minjb; 0) = (6, 3; 0). Beforehand, the row index fj of this fine cell is known: it
equals 1 (because it’s a cell on the “bottom” row of fine cells in the figure). The column







Figure 3.11: An example of a grid with local refinement. The shown row and column
numbers (of the coarse grid) are used for marking the position of the refined area.
index fi can be calculated as
fi = (ci−minib − 1)× 3 + 2 (3.63)
= (6− 5− 1)× 3 + 2
= 2.
The other way around, suppose that one wants to know which cell (ci, cj; 0) is the
southern neighbour of fine cell (fi, fj; 1) = (5, 1; 1). Beforehand, it is known that the row
index cj equals minjb, which equals 3 in this example. The column index ci can be
calculated as
ci = minib+ div(fi+ 2, 3) (3.64)
= 5 + div(5 + 2, 3)
= 7,
with div being integer division (of the first number by the second).
By similar calculations, the neighbours of all cells along refinement boundaries can be
determined, but the question remains why the 3:1 refinement situation is given so much
attention up to this point in the thesis when 2:1 refinement is the most commonly used
refinement method. To answer this question, consider Figure 3.12. In the 2:1 refinement
case, velocity u3 does not have a direct neighbour on the refinement boundary. The use
of 3:1 refinement places u2 exactly at the position where u4 would have had a neighbour
if the grid was not refined, thus making u2 a direct neighbour of u4. It is expected that
the last situation might offer some advantage during the discretization proces. Other
investigators have also chosen for 3:1 refinement for this reason; see for example [25] and
[29]. Therefore the focus will be on 3:1 refinement for now. In Section 3.6, the issue of
the advantage will be pursued in more detail.












































Figure 3.12: Left: 2:1 refinement. Right: 3:1 refinement.
3.5 Refinement ratio 3:1
3.5.1 The discrete divergence and gradient
Away from refinement boundaries, the grid is regular in the sense that the spatial dis-
cretizations from Section 2.3.2 can be used. But at refinement boundaries, some infor-
mation in the form of neighbouring velocities and pressures is missing. For example,
consider Figure 3.12.
In the right situation of Figure 3.12, where there is 3:1 refinement, u1, u3, v1, v2, p1 and
p3 do not have a direct, eastern neighbour. To compensate for this deficiency of the grid,
ghost velocities and pressures will be introduced (by means of interpolation). However,
care must be taken not to destroy the (skew-)symmetry properties (2.19) and (2.20).
Because the divergence played an important role in the construction of the convective
matrix C(u), the divergence and gradient (and hence property (2.19)) will be discussed
first.
At first sight, the adaptation of the divergence and gradient might not seem such
a large problem. After all, their adjoint relation (2.19) was achieved more or less au-
tomatically in Section 2.3.2. Keeping this property intact indeed is not so much of a
problem when adapting the divergence and gradient. However, there are also some de-
mands with respect to the accuracy of the discretization that come into play now. To
obtain a discretization that is at least first order, the relations
Muh;const = 0 (3.65)
and
Ω−1h Gph;lin = c (3.66)
must also hold. In these relations, uh;const denotes a velocity field with ui,j = c1 and
vi,j = c2 (c1 and c2 are constants). Further, ph;lin represents a linear pressure field
pi,j = c3xi+ c4yj + c5 (with c3,c4 and c5 constants) and c the appropriate constant vector
describing the inclination of the pressure plane. Conflicts with conditions (3.65) or (3.66)
arise because of symmetry-condition (2.19). Due to this symmetry condition, adaptation
of the divergence matrix M for local grid refinement in condition (3.65) can cause a
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conflict with condition (3.66). The other way around, adaptation of the gradient matrix
G in condition (3.66) can cause a conflict with condition (3.65).
The problem that can arise is related to the row and column sums of the divergence and
gradient matrix. A good divergence matrix M has row sums that equal zero. Likewise, a
good gradient matrix has row sums that equal zero. So, because of symmetry-condition
(2.19), the row sums as well as the column sums of both the divergence and the gradient
matrix should equal zero. However, this property is easily lost during the adaptation
process when no proper care is taken.
For example, one would be inclined to use linear interpolation for the missing eastern
neighbour pressures of p3,4;1 and p3,6;1 in Figure 3.13. Denoting these missing neighbours















This leads to a smooth pressure gradient in theory. However, the column sums of the
corresponding gradient matrix are not all equal to zero. To see the effect of this deficiency,
take a look at Figure 3.14. This figure depicts the gradient matrix in the neighbourhood of
cell (2, 4; 0) when the interpolations (3.67) and (3.68) are used. The column marked with
the dashed line contains all connections with p2,4;0. Because of symmetry property (2.19),
this marked column of the gradient matrix determines the divergence of cell (2, 4; 0).
Hence, the divergence of cell (2, 4; 0) is (remember the bar notation – relations (2.26) and
(2.27) – from Chapter 2)









When u = uh;const, as in condition (3.65), (Muh)2,4;0 becomes























For a stretched grid, hy3;1 6= hy5;1 6= hy7;1 . So, condition (3.65) is generally only fulfilled if
the grid is uniform. Because in most cases the grid will be stretched, the interpolations
(3.67) and (3.68) are not very useful.
The problem is even more evident at the corners of the refinement. Figure 3.15 depicts
the gradient in the neighbourhood of cell (2, 3; 0) in case the interpolations (3.67) and
(3.68) are used. The marked column contains all connections with p2,3;0. Note that it
contains one contribution of the form 1
3
hyj;m less than the marked column in Figure 3.14,
due to the fact that cell (1, 2; 0) is not refined. Still, the marked column of the gradient
matrix determines the divergence of cell (2, 4; 0), because of symmetry property (2.19).
So, the divergence of cell (2, 3; 0) becomes
(Muh)2,3;0 = v¯2,3;0 + u¯2,3;0 − v¯2,2;0 − 2
3
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Figure 3.13: A piece of a refinement boundary (with index numbering adapted to its size).
For convenience, the labels of some velocities and pressures are shown; compare Figure
2.1. Also, some ghost velocities and pressures are shown (small and with a ’+’ or ’-’).
When u = uh;const, as in condition (3.65), (Muh)2,3;0 becomes
hx2;0 + hy3;0 − hx2;0 −
2
3




































































Figure 3.14: The gradient of the pressure in the neighbourhood of cell (2, 4; 0) when the
interpolations (3.67) and (3.68) are used. Because of symmetry property (2.19), the
marked column of the gradient matrix determines the divergence of cell (2, 4; 0). Note
that the sum of the coefficients in this column in general only equals zero when the grid
is uniform.
Because in general 2hy2;1 6= hy4;1 , equation (3.72) shows that (Muh)2,3;0 almost never
satisfies condition (3.65). Moreover, when (Muh)2,3;0 does equal zero, (Muh)2,4;0 violates
condition (3.65). Therefore, the interpolations (3.67) and (3.68) are not useful.
The effect of the violation of condition (3.65), especially in situations like cell (2, 3; 0),
is that mass is not conserved: mass is spontaneously generated or destroyed. As such,
it leads to an unstable situation. Hence, an alternative for the interpolations (3.67) and
(3.68) is needed.
The simplest form of interpolation for which all the mentioned demands are satisfied
is
p2,4;0− = p2,4;0, (3.73)
p2,4;0+ = p2,4;0. (3.74)
This leads to a stable solution even though the pressure along the refinement boundary is
not smooth but discontinuous. In situations were the velocity field is varying, the velocity
is affected as well and becomes discontinuous along the refinement boundary in a similar
way.
For a continuous approximation, more information needs to be incorporated into the
interpolation. And as can be learned from the linear interpolation example, there must
be more symmetry in the construction of the ghost value. This means that p2,4;0− and
p2,4;0+ should be determined with skew-symmetric contributions from the northern and
the southern neighbour of p2,4;0. The simplest implementation of these observations, that













































Figure 3.15: The gradient of the pressure in the neighbourhood of cell (2, 3; 0) when the
interpolations (3.67) and (3.68) are used. Because of symmetry property (2.19), the
marked column of the gradient matrix determines the divergence of cell (2, 3; 0). Note
that the sum of the coefficients in this column generally does not equal zero.
satisfies both equation (3.65) and (3.66), is the set of extrapolations
p2,4;0− = p2,4;0 − hy5;1 r̂hy4;0(p2,5;0 − p2,3;0), (3.75)











Figure 3.16 shows the construction of these extrapolations step by step. Now, the term
r̂hy4;0(p2,5;0 − p2,3;0) can be recognised as the slope (yp2,5;0 − yp2,3;0)−1(p2,5;0 − p2,3;0) of
the approximation of the tangential line. Furthermore, hy5;1 corresponds to the step
from yp2,4;0 to yp2,4;0+ that is made along this line to determine p2,4;0+. Similarly, −hy5;1
corresponds to the step from yp2,4;0 to yp2,4;0− to determine p2,4;0−.
Figure 3.17 visualizes the differences between the interpolations (3.67) and (3.68),
that were not useful, and the extrapolations (3.75) and (3.76). The left part of the figure
shows the connections with p2,4;0 and their weighting factors in case the interpolations
(3.67) and (3.68) are used. It has been shown in the above discussion that especially
the connections with weight 1
3
frustrate the usefulness of these interpolations. In the
right part of the figure, the connections with p2,4;0 and their weighting factors are shown
in case the extrapolations (3.75) and (3.76) are used. Here, the connection with weight
a = hy8;1 r̂h5;0 is counteracted by the connection with weight −a. Similarly, the connection
with weight b = hy5;1 r̂h3;0 is counteracted by the connection with weight −b.
The presence of these faraway connections with weights ±a and ±b might feel strange
and unnatural. In fact, every connection with a pressure other than p3,4;1, p3,5;1 and p3,6;1
might feel strange in relation to the divergence of cell (2, 4; 0). However, realise that these
faraway connections are a direct consequence of the combination of the demand of energy
conservation and the interpolations for the ghost pressures.
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Figure 3.16: Stepwise construction of the approximation of the missing pressures.
(A) All known positions and values are depicted with stars. The curve is
the unknown solution that is approximated.
(B) The line between p2,3;0 and p2,5;0 is drawn.
(C) An approximation of the tangential line to the point (xp2,4;0, p2,4;0) is
created by using the slope of the line drawn in (B) as slope for the
approximation.
(D) The approximations of p2,4;0− and p2,4;0+ are found at the approxima-
tion of the tangential line.
In a similar way as for the interpolations (3.67) and (3.68) or by looking at Figure
3.17, the divergence of cell (2, 4; 0) can be derived as
(Muh)2,4;0 = v¯2,4;0 + u¯2,4;0 − v¯2,3;0 − hy2;1 r̂hy3;0(−u¯3,1;1 + u¯3,3;1)−
u¯3,4;1 − u¯3,5;1 − u¯3,6;1 − hy8;1 r̂hy5;0(u¯3,7;1 − u¯3,9;1). (3.78)
From here, it is a small step to determine the divergence of cell (2, 3; 0). Because the
southwestern cell (1, 2; 0) is not refined, there is no contribution from the southwest to
this divergence. Hence, the divergence of cell (2, 3; 0) becomes
(Muh)2,3;0 = v¯2,3;0 + u¯2,3;0 − v¯2,2;0 −
u¯3,1;1 − u¯3,2;1 − u¯3,3;1 − hy5;1 r̂hy4;0(u¯3,4;1 − u¯3,6;1). (3.79)



































































Figure 3.17: Left: the connections with p2,4;0 and their weighting factors in case the
interpolations (3.67) and (3.68) are used. The connections with weight 1
3
are badly coun-
teracted and frustrate the usefulness of these interpolations. Right: the connections with
p2,4;0 and their weighting factors in case the extrapolations (3.75) and (3.76) are used.
Here, the connection with weight a = hy8;1 r̂h5;0 is counteracted by the connection with
weight −a. Similarly, the connection with weight b = hy5;1 r̂h3;0 is counteracted by the
connection with weight −b.















Figure 3.18: The gradient of the pressure in the neighbourhood of cell (3, 4; 1) when the
interpolations (3.75) and (3.76) are used. Because of symmetry property (2.19), the
marked column of the gradient matrix determines the divergence of cell (3, 4; 1). Note
that the sum of the coefficients in this column equals zero.
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At this point, one can guess that the divergence of cell (2, 2; 0) gets a contribution from
the refined eastern side of cell (1, 3; 0). Logically, the refinement of the southern side of
cell (1, 3; 0) gives a similar contribution. Therefore, the divergence of cell (2, 2; 0) becomes
(Muh)2,2;0 = hx2;1 r̂hx1;0(−v¯1,0;1 + v¯3,0;1) + v¯2,2;0 + u¯2,2;0 −











The reader is encouraged to check that the divergences (Muh)3,5;1, (Muh)2,4;0, (Muh)2,3;0
and (Muh)2,2;0 all satisfy requirement (3.65).
To deduct the divergence at the fine side of the refinement boundary, take a look at
Figure 3.18. The figure shows the gradient matrix in the neighbourhood of cell (3, 4; 1).
Because of symmetry property (2.19), the marked column of the gradient matrix de-
termines the divergence of cell (3, 4; 1). Hence the divergence of cell (3, 4; 1) is given
by
(Muh)3,4;1 = v¯3,4;1 + u¯3,4;1 − v¯3,3;1 − u¯2,4;1. (3.82)
Note that this is the regular formulation (compare equation (2.28), the continuity equa-
tion).
Although everything seems to fit together now, notice that the solution still might be
(strongly) influenced by the discretization of the divergences at the refinement corners.
For non-constant velocity fields, the r̂h-terms in (Muh)2,3;0 and (Muh)2,2;0 give a one-
sided contribution (whereas, for example, the term hy2;1 r̂hy3;0(−u¯3,1;1+u¯3,3;1) in (Muh)2,4;0
has a counterweight in hy8;1 r̂hy5;0(u¯3,7;1 − u¯3,9;1)). Because of the locality of these points,
the overall effect of these contributions might be limited and can only be investigated by
running simulations.
Altogether, the gradient and divergence resulting from the extrapolations (3.75) and
(3.76) look promising and will be investigated further.
3.5.2 The convective matrix
Having constructed the divergence matrix M , the adaptation process can be continued
by adapting the convective matrix C(uh). There are two cases:
1. the refinement boundary crosses a conservation cell.
2. the refinement boundary is aligned with the boundary of a conservation cell;
In both cases, an interpolation method has to be chosen first to make up for the missing
velocities. Thereafter, the convective fluxes have to be determined in such a way that the
convective matrix C(uh) is skew-symmetric.

















Figure 3.19: The conservation cell of u3,4;1 (wide dashes). At its eastern side, u3,4;1 sees
the ghost velocity u2,4;0−. Because of extrapolation (3.83), this ghost velocity couples u3,4;1
with u2,3;0, u2,4;0 and u2,5;0.
Case 1: a refinement boundary across a conservation cell
The discussion of the case in which a refinement boundary crosses a conservation cell will
be concentrated around the velocities u2,4;0, u3,6;1, u3,5;1 and u3,4;1 in Figure 3.13.
The first thing that needs to be done is defining values for the missing u-velocities.
As for the pressures, linear interpolation is not a suitable choice. Due to the lack of
symmetry in the linear interpolation scheme (remember the derivation of suitable ghost
pressures), a conflict with the r̂h-terms of the divergence, constructed in Section 3.5.1,
will arise. The reader is encouraged to perform the derivations leading to this conflict.
Like with the pressure, the problem can be solved by using more and symmetrical data.
Therefore, the ghost velocities are defined following the procedure of Figure 3.16, just
like for the ghost pressures. This results in
u2,4;0− = u2,4;0 − hy5;1 r̂hy4;0(u2,5;0 − u2,3;0), (3.83)
u2,4;0+ = u2,4;0 + hy5;1 r̂hy4;0(u2,5;0 − u2,3;0). (3.84)
Let us discuss the extrapolations in more detail. In Figure 3.19 it can be seen that
velocity u3,4;1 has u2,4;0− as eastern neighbour. Between these two velocities there is a
certain mass flux f¯ . This means that the momentum flux through the eastern boundary
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hy5;1 r̂hy4;0 f¯ +
u3,4;1 + u2,3;0
2
hy5;1 r̂hy4;0 f¯ . (3.85)
Equation (3.85) relates u3,4;1 to its real eastern neighbours u2,5;0, u2,4;0 and u2,3;0 instead
of the fictitious velocity u2,4;0−. In a similar way, the velocities u3,9;1, u3,7;1, u3,6;1, u3,3;1
and u3,1;1 are coupled with u2,4;0. So, u2,4;0 at least has u3,9;1, u3,7;1, u3,6;1, u3,4;1, u3,3;1 and
u3,1;1 as western neighbours (its last western neighbour is velocity u3,5;1 of course, which
is situated directly opposite of u2,4;0).
Now, the convective term
∮
∂Ω
uu · n dS in the Navier-Stokes can be discretized. As
before (see equation (2.31)), this term is split into its different boundary parts:∮
∂Ω
uu · n dS =
∫
N
uu · n dx+
∫
E
uu · n dy +
∫
S
uu · n dx+
∫
W
uu · n dy. (3.86)
The integrals at the right-hand side will be discretized. Remember that this should
happen in such a way that the resulting convective matrix is skew-symmetric.
For the case under consideration, there are three situations to take care of:
(a) a velocity with neighbours at a finer grid level (for example u2,4;0),
(b) a velocity with a direct neighbour at a coarser level (for example u3,5;1),
(c) a velocity with a ghost velocity as neighbour (for example u3,4;1).
These three cases will be discussed subsequently in order to obtain the skew-symmetry
conditions. Thereafter, the resulting system of equations is solved.
Case (a)
Figure 3.20 shows the conservation cell of velocity u2,4;0. This velocity has neighbours
at a finer grid level. The grid is regular in the northern, eastern and southern direction
of this velocity. Therefore, the same discretization as in Section 2.3.2 is used in these
directions (see definitions (2.32), (2.33) and (2.37)-(2.40)). Thus,∫
N



















































Figure 3.20: The conservation cell of u2,4;0 (dashed). Important velocities and flux for-
mulas for the convection through the boundaries of the conservation cell are shown.
In the western direction, u2,4;0 has its neighbours at a finer level. With the help of
equation (3.85), the western flux is given by∫
W
uu · n dy .= hy2;1 r̂hy3;0
u3,1;1 + u2,4;0
2






f¯4 − u3,5;1 + u2,4;0
2










in which the fluxes f¯1, f¯3, f¯4, 6¯k, f¯7 and f¯9 are not yet determined. Also the flux f¯5
between u2,4;0 and u3,5;1 has been left undetermined although the positioning of these
velocities is regular, because there are no clear cell boundaries between these velocities.
This construction ensures the skew-symmetry of the off-diagonal elements of the con-
vective matrix and so it is left to take care of the diagonal element, i.e. the central
coefficient, becoming zero. The central coefficient cu2,4;0 of u2,4;0 can be extracted from




























hy8;1 r̂hy5;0(f¯7 − f¯9). (3.91)
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because this would make the central coefficient cu2,4;0 equal to zero. Equation (3.92) will
hold when the fluxes f¯k are chosen well. However, at this moment, there is not enough
information available to make a good choice for the fluxes f¯k. Therefore, equation (3.92)
will be revisited at a later time.
Case (b)
Figure 3.21 shows the conservation cell of velocity u3,5;1. This velocity has a direct
neighbour, u2,4;0, at a coarser level. The grid around u3,5;1 is regular in the western
direction. Therefore, the same discretization as in Section 2.3.2 is used in this direction.
So ∫
W





In the northern and southern direction of velocity u3,5;1, the grid is not completely
regular, because one v-velocity needed for the mass flux is missing in each direction. These
missing flux parts in northern and southern direction will be denoted by fv2,4;0− and
fv2,3;0+ respectively. Then the northern and southern momentum fluxes are discretized
as ∫
N














Because of the skew-symmetric construction, the momentum flux in the eastern di-
rection of velocity u3,5;1 showed up before in the western flux (3.90) of velocity u2,4;0. For
clarity, it is restated here: ∫
E
uu · n dy .= u3,5;1 + u2,4;0
2
f¯5. (3.96)
























because it would make the central coefficient cu3,5;1 equal to zero. Again, the determina-
tion of the unknown fluxes is postponed.






















Figure 3.21: The conservation cell of u3,5;1 (dashed). Important velocities and flux for-


























Figure 3.22: The conservation cell of u3,4;1 (dashed). Important velocities and flux for-
mulas for the convection through the boundaries of the conservation cell are shown.
Case (c)
Figure 3.22 shows the conservation cell of velocity u3,4;1. This velocity has a ghost velocity
as neighbour. The grid around u3,4;1 is regular in the southern and western direction.
3.5 Refinement ratio 3:1 69
Again, the same discretizations as in Section 2.3.2 are used in these directions. Hence,∫
S













Because of the skew-symmetric construction, the flux in the northern direction of
u3,4;1 equals the flux in the southern direction of u3,5;1 with a minus sign. Because
u3,5− 1
2











Equation (3.85) already gave the discretization of the eastern flux, which was∫
E





hy5;1 r̂hy4;0 f¯4 +
u3,4;1 + u2,3;0
2
hy5;1 r̂hy4;0 f¯4. (3.102)














Notice that the contribution −1
2




of u2,3;0 cancel out because of their anti-symmetry. Judging from equation (2.41), (3.92)








in order to obtain cu3,4;1 = 0. However, this is an inconvenient condition, because the
decentralized position of u3,4;1 with respect to cell (2, 4; 0) makes it impossible to combine
condition (3.104) with the conditions (3.92) and (3.98). Therefore, another option is
chosen. The problems with condition (3.104) are connected with the term 1
4
(Muh)2,4;0.
The freedom in fv2,3;0+ can be used to cancel out the contributions that would lead
to 1
4






to ensure that cu3,4;1 = 0.
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Determination of the unknown fluxes
The fluxes f¯1, f¯3, f¯4, f¯5, f¯6, f¯7, f¯9, fv2,4;0− and fv2,3;0+ are still unknown and must be
determined. The three equations (3.92), (3.98) and (3.105) constitute conditions on the
relations between the fluxes. Besides these conditions, there are consistency conditions:
the fluxes must have equal values in each direction if the velocity field is uh;const. For
example, u¯2,4;1 = f¯4 =
1
3
u¯2,4;0 must hold if the velocity field is uh;const. However, all
these conditions together are still not enough to obtain a unique solution. So, during the
search for a solution, additional assumptions have to be made. Let us start with equation
(3.105).
The actual condition stated by equation (3.105) is
1
2
fv2,3;0+ + f¯4 =
1
2
v¯2,3;0 + u¯3,4;1. (3.106)
If the grid were regular, f¯4 would have been u¯3+ 1
2




whereas u¯3,4;1 is to be divided between the left-hand terms in condition (3.106). Hence,
it seems reasonable to assume that fv2,3;0+ also depends on u¯3,4;1. Further, it is illogical
to expect f¯4 to depend on fluxes in the y-direction, because it is a flux in the x-direction.
So, it is assumed that both fv2,3;0+ and f¯4 depend on u¯3,4;1 and that fv2,3;0+ is solely
responsible for the presence of 1
2





fv2,3;0+ = (2− cd1)u¯3,4;1 + v¯2,3;0 − fa. (3.108)
Here, the (yet undetermined) constant cd1 is used to tune the division of u¯3,4;1 between
fv2,3;0+ and f¯4. Further, the flux fa is introduced to account for terms that could have
been canceled in equation (3.105). Observe that condition (3.105) holds when the formu-
las (3.107) and (3.108) are substituted.





fv2,4;0− = −(2− cd1)u¯3,6;1 + v¯2,4;0 + fb, (3.110)
with fb another flux still to be determined.
Since fv2,3;0+ and fv2,4;0− also play a role in equation (3.98), the equations (3.108)
and (3.110) are used for substitution in equation (3.98). In this way, equation (3.98)
reduces to the requirement
2f¯5 + fa + fb = (1− cd1)u¯3,6;1 + u¯3,5;1 + (1− cd1)u¯3,4;1 + u¯2,4;0 −
hy2;1 r̂hy3;0(−u¯3,1;1 + u¯3,3;1)−
hy8;1 r̂hy5;0(u¯3,7;1 − u¯3,9;1). (3.111)
Somehow, the terms at the right-hand side must be distributed over f¯5, fa and fb. Because
u3,6;1, u3,5;1 and u3,4;1 are all standing opposite of u2,4;0 on cell faces of equal magnitude,
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it seems reasonable to give f¯6, f¯5 and f¯4 an equal share of u¯2,4;0. So, u¯2,4;0 is to be equally
distributed among 2f¯5, fa and fb. Further, it seems logical that the term u¯3,5;1 is being







When u = uconst, one expects the flux f¯5 to equal hy5;1c1. The form (3.112) of f¯5 is
consistent with this expectation. So, f¯5 can not be responsible for the contribution of the
terms (1− cd1)u¯3,6;1 and (1− cd1)u¯3,4;1, because that would give f¯5 an inconsistent form.
Because f¯4 already contains an undetermined amount of u¯3,4;1, as expressed by equa-
tion (3.107), fa does not contribute (1 − cd1)u¯3,4;1. But f¯4 can contribute the term
(1− cd1)u¯3,6;1 through fa. Analogously, fb must contribute (1− cd1)u¯3,4;1.
The terms hy2;1 r̂hy3;0(−u¯3,1;1 + u¯3,3;1) and hy8;1 r̂hy5;0(u¯3,7;1 − u¯3,9;1) are neutral with
respect to consistency. So, they can be contributed by each of the fluxes f¯5, fa and fb in
principle. To divide the neutral terms between the fluxes, the coefficients cd2 and cd3 are








(1− cd2 − cd3)hy2;1 r̂hy3;0(−u¯3,1;1 + u¯3,3;1)−
1
2




u¯2,4;0 + (1− cd1)u¯3,6;1 −




u¯2,4;0 + (1− cd1)u¯3,4;1 −
cd3hy2;1 r̂hy3;0(−u¯3,1;1 + u¯3,3;1)− cd2hy8;1 r̂hy5;0(u¯3,7;1 − u¯3,9;1). (3.115)
Note that, at this point, the conditions (3.98) and (3.105) are satisfied. So, the only
conditions left are equation (3.92) and the consistency conditions.
Now, replacing the unknown fluxes in equation (3.92) with (the analogons of) the





cd2 = cd3. (3.117)
So, there is still one freedom left when the equations (3.92), (3.98) and (3.105) are satis-
fied.
Note that each of the fluxes (3.113)-(3.115) contains a difference −hy2;1 r̂hy3;0(−u¯3,1;1+
u¯3,3;1)− hy8;1 r̂hy5;0(u¯3,7;1 − u¯3,9;1) under the conditions (3.116) and (3.117). Flux (3.113)
contains this difference with the weight 1
2
− cd2. Fluxes (3.114) and (3.115) contain this
difference with a weight cd2.
Although there is no theoretical restriction on the value of cd2, it is wise to choose
cd2 in such a way that the influence of the difference stays limited. For large values of
cd2, the difference term will dominate fluxes (3.113)-(3.115). In other words: the faraway
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conditions will control the local behaviour. That is undesirable behaviour, because local
behaviour should mainly be determined by local conditions. Faraway conditions should
have little effect. Hence, it seems logical to choose cd2 such that the weights of the
difference terms do not exceed the weights of the other terms that make up fluxes (3.113)-
(3.115). This means that the weights of the difference terms should have a value between
1 − cd1 = −12 (see flux (3.114) for example) and 12 (which is the weight of u¯3,5;1 in flux
(3.113)1). This is achieved when 0 ≤ cd2 ≤ 12 .
Within this range, the exact choice of cd2 seems not so important as the magnitude




would give all difference terms the same weight, whereas cd2 = 0 yields the
simplest formulas. Because of this, cd2 = 0 will be used in the remainder of this thesis.























u¯3,6;1 − 12 u¯3,4;1 + 13 u¯2,4;0
2
. (3.120)
Observe that the discretizations are exact in case the velocity field is uh;const. For a linear
velocity field, f¯4 and f¯6 are still exact, but f¯5 is only exact if the grid is not stretched.
Case 2: a refinement boundary along a conservation cell boundary
The discussion of the case in which a refinement boundary is alongside a conservation
cell will be concentrated around v2,4;0, v3,6;1 and v3,7;1 in Figure 3.13.
First, ghost velocities have to be defined to compensate for the missing v-velocities.
As for the pressure and the u-velocities, the ghost velocities need sufficient symmetry
and information to be useful. Without symmetry and wide stencils, the r̂h-terms of the




(v2,4;0 + v2,5:0)− 1
2




(v2,3;0 + v2,4:0) +
1
2




hyj+1;m + hyj;m + hyj−1;m
, (3.123)
seems a good choice. Observe the similarity to the definition of the ghost pressures
and ghost u-velocities, although the stencil is a little bit wider due to the positioning
of the v-velocities. Figure 3.23 shows the effect of these extrapolations on v3,7;1. As the
1The weight 1
3
before u2,4;0 does not play a role in this consideration, because it is used to compensate
for the difference in size of the conservation cells of u¯3,5;1 and u¯2,4;0

















Figure 3.23: The conservation cell of v3,7;1 (wide dashes). At its eastern side, v3,7;1 sees
the ghost velocity v2,4;0+. Because of extrapolation (3.121), this ghost velocity couples v3,7;1
with v2,3;0, v2,4;0, v2,5;0 and v2,6;0.
figure shows, v3,7;1 has the ghost velocity v2,4;0+ as eastern neighbour. Because of the
extrapolations (3.121) and (3.122), this means in fact that v3,7;1 has the velocities v2,3;0,
v2,4;0, v2,5;0 and v2,6;0 as eastern neighbours. In a similar way, the velocities v3,1;1, v3,2;1,
v3,4;1, v3,5;1, v3,8;1, v3,10;1 and v3,11;1 are coupled with v2,4;0. So, v2,4;0 has v3,1;1, v3,2;1, v3,4;1,
v3,5;1, v3,7;1, v3,8;1, v3,10;1 and v3,11;1 as western neighbours. Velocity v2,4;0 has one more
western neighbor, v3,6,1, which is positioned directly opposite of v2,4;0.
Now, all preparations to discretize the convective term
∮
∂Ω
vu · n dS in the Navier-
Stokes are ready. As before in equation (2.31), this term is split into its different boundary
parts:∮
∂Ω
vu · n dS =
∫
N
vu · n dx+
∫
E
vu · n dy +
∫
S
vu · n dx+
∫
W
vu · n dy. (3.124)
The integrals at the right-hand side will be discretized. Again, remember that this should
happen in such a way that the resulting convective matrix is skew-symmetric. Also in
this case, three situations to take care of can be distinguished:
(a) a velocity with neighbours at a finer grid level (for example v2,4;0),
(b) a velocity with a direct neighbour at a coarser level (for example v3,6;1),
(c) a velocity with a ghost velocity as neighbour (for example v3,7;1).
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These three cases will be discussed subsequently in order to obtain the skew-symmetry
conditions. Thereafter, the resulting system of equations is solved.
Case (a)
Figure 3.24 shows the conservation cell of velocity v2,4;0. This velocity has neighbours at
a finer grid level. Nevertheless, the grid around v2,4;0 is regular in the northern, eastern
and southern direction. Therefore, the same discretization as in Section 2.3.2 is used in
these three directions: ∫
N

















In the western direction, where the neighbours are at a finer grid level, the flux is given
by ∫
W











































in which the fluxes f¯1, f¯2, f¯4, f¯5, f¯7, f¯8, f¯10 and f¯11 are still to be determined. Also the
flux f¯6 between v2,4;0 and v3,6;1 has been left undetermined here, although the positioning
of these velocities is regular, because there might be need for an extra degree of freedom
to let the central coefficient equal zero.
As mentioned before, this construction ensures the skew-symmetry of the off-diagonal
elements. So the only point left is to make sure that the diagonal element, i.e. the central
coefficient, becomes zero. The central coefficient cv2,4;0 of v2,4;0 can be extracted from the



























hy11;1 r˜hy6;0(f¯10 − f¯11). (3.129)










































Figure 3.24: The conservation cell of v2,4;0 (wide dashes). Important velocities and flux


















Figure 3.25: The conservation cell of v3,6;1 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
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which is in analogy to equation (2.41), because cv2,4;0 equals zero then. Because more
conditions on the unknown fluxes in equation (3.130) are needed, the determination of
these fluxes is postponed.
Case (b)
Figure 3.25 shows the conservation cell of velocity v3,6;1. This velocity is a velocity with a
direct neighbour at a coarser grid level. The grid around v3,6;1 is regular in all directions
except the eastern. So, the discretizations of Section 2.3.2 are used in these directions:∫
N

















Due to the skew-symmetric formulation, the flux in the eastern direction of v3,6;1 already
showed up in the western flux of v2,4;0. Specifically, it is∫
E
vu · n dy .= v3,6;1 + v2,4;0
2
f¯6. (3.134)



























because it would make the central coefficient cv3,6;1 equal to zero. Further work on this
equation is postponed.
Case (c)
Figure 3.26 shows the conservation cell of velocity v3,7;1. This velocity has a ghost velocity
as neighbour. The grid around v3,7;1 is again regular in all directions except the eastern.
So the northern, southern and western fluxes are corresponding to the ones derived in
Section 2.3.2. Hence, ∫
N








































Figure 3.26: The conservation cell of v3,7;1 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
The flux in the eastern direction is because of the construction of ghost velocity v2,4;0+,
as given by (3.121), equal to∫
E























hy8;1 r˜hy5;0 f¯7. (3.140)




























Equation (3.142) forms the third and last condition on the unknown fluxes in this case.
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Determination of the unknown fluxes
Equations (3.130), (3.136) and (3.142) constitute the conditions on the relations between
the unknown fluxes. As before, these fluxes are also subjected to consistency conditions.
The solution of the system might seem easy as equations (3.136) and (3.142) have



























the actual condition given by equation (3.136) is
f¯6 = u¯3,6+ 1
2
;1. (3.144)
Similarly, equation (3.142) states that
f¯7 = u¯3,7+ 1
2
;1. (3.145)
With these two solutions, there is no freedom left in the system. However, equation
(3.130) is not being satisfied with the definitions (3.144) and (3.145). As the derivation
of the central coefficient cv3,6;1 in Case (b) cannot be changed, this means that the
constructions (3.121) and (3.122) of the ghost velocities are not satisfactory. So, there is
need for other ghost velocities that create more degrees of freedom.
Instead of explicitly redefining the ghost velocities, the extra freedom is created by
playing with the fluxes. Explicitly, this means that∫
E
vu · n dy .= v3,7;1 + v2,4;0+
2
f¯7


























will be used instead of definition (3.140). See Figure 3.27 for a graphical representation of
this situation. Note that the number of dots on the (yet undetermined) fluxes is related
to the distance to the neighbour: the further away the neighbour is, the more dots the
flux has. Essentially, equation (3.146) means that the coefficients in the construction of
the ghost velocities are still free to be chosen.
For Case (c), this change leads to a different eastern flux: the right-hand side of
discretization (3.140) must be replaced by the right-hand side of equation (3.146). Then,


































Because condition (3.142) on this central coefficient remains unchanged, equation (3.145)







f7 + hy8;1 r˜hy5;0
¯¨˙
f7 = u¯3,7;1 + u¯3,8;1. (3.148)



















Figure 3.27: The conservation cell of v3,7;1 (wide dashes). At its eastern side, v3,7;1 is
coupled with v2,3;0, v2,4;0, v2,5;0 and v2,6;0. The strength of the connections is governed by






f7. Note that the number of dots on the fluxes is related to
the distance between the neighbours.
The western flux (3.128) of Case (a) also changes. It becomes∫
W


































































































Condition (3.130) on this central coefficient does not change. So, a second condition on
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hy2;1 r̂hy3;0(−u¯3,1;1 + u¯3,3;1) + (1− hy5;1 r̂hy4;0)u¯3,4;1 + u¯3,5;1 + hy5;1 r̂hy4;0 u¯3,6;1+
hy8;1 r̂hy5;0 u¯3,7;1 + u¯3,8;1 + (1− hy8;1 r̂hy5;0)u¯3,9;1 + hy11;1 r̂hy6;0(u¯3,10;1 − u¯3,12;1). (3.151)
To be able to find a solution for the set of equations (3.148) and (3.151), assumptions
have to be made on the form
. . .+ ck−1u¯3,j−1;1 + cku¯3,j;1 + ck+1u¯3,j+1;1 + . . . (3.152)








f7. With such forms, conditions (3.148) and (3.151)
on the unknown fluxes can be split into more, less complex conditions on the coefficients
ck.








f7 depend on u¯3,7;1 and u¯3,8;1,
because these last two fluxes would have been used if the grid around v3,7;1 were regular.
Further, u¯3,9;1 can be important, because it is also on the western cell face of neighbour
cell (2, 5; 0). There is not such a clear neighbour relation with other u¯3,j;1’s and inclusion
of more u¯3,j;1’s seems even pointless: suppose that, for example, u¯3,6;1 would be included
as well; then, because of symmetry,
¯¨¨
f11 holds a term with u¯3,13;1, while there is no such
term in equation (3.151). Therefore, the assumed form (3.152) will be limited to only
u¯3,7;1, u¯3,8;1 and u¯3,9;1. Moreover, this has the advantage that the number of unknown
coefficients ck is limited to a workable amount. So, it is assumed that
¯¨¨
f7 = c1u¯3,7;1 + c2u¯3,8;1 + c3u¯3,9;1, (3.153)
¯¨˙
f7 = c4u¯3,7;1 + c5u¯3,8;1 + c6u¯3,9;1, (3.154)
¯¨
f7 = c7u¯3,7;1 + c8u¯3,8;1 + c9u¯3,9;1, (3.155)
¯˙
f7 = c10u¯3,7;1 + c11u¯3,8;1 + c12u¯3,9;1. (3.156)









f8 = c3u¯3,7;1 + c2u¯3,8;1 + c1u¯3,9;1, (3.157)
¯¨˙
f8 = c6u¯3,7;1 + c5u¯3,8;1 + c4u¯3,9;1, (3.158)
¯¨
f8 = c9u¯3,7;1 + c8u¯3,8;1 + c7u¯3,9;1, (3.159)
¯˙
f8 = c12u¯3,7;1 + c11u¯3,8;1 + c10u¯3,9;1. (3.160)
Consider for example
¯¨¨
f8. The mass flux
¯¨¨
f8 is the weight of the connection between the
velocities v3,8;1 and v2,3;0. It mirrors the connection between the velocities v3,7;1 and v2,6;1
for which
¯¨¨




f7, the coefficients c1, c2 and c3 must be in
reversed order. Hence, mass flux
¯¨¨
f8 must have the form (3.157). Similar considerations
lead to the forms (3.158)-(3.160).
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Equations (3.153)-(3.160) comprise all information needed to substitute all unknown
fluxes in conditions (3.148) and (3.151). By this substitution, equation (3.148) splits into
the three conditions
−hy8;1 r˜hy5;0c1 + c7 + c10 + hy8;1 r˜hy5;0c4 = 1, (3.161)
−hy8;1 r˜hy5;0c2 + c8 + c11 + hy8;1 r˜hy5;0c5 = 1, (3.162)
−hy8;1 r˜hy5;0c3 + c9 + c12 + hy8;1 r˜hy5;0c6 = 0. (3.163)
Equation (3.151) results in six conditions on the coefficients ck:
r˜hy5;0(c4 − c3) = r̂hy5;0, (3.164)
c5 − c2 = 0, (3.165)
r˜hy5;0(c6 − c1) = −r̂hy5;0 , (3.166)
c9 + c10 = hy8;1 r̂hy5;0 , (3.167)
c8 + c11 = 1, (3.168)
c7 + c12 = 1− hy8;1 r̂hy5;0 . (3.169)
Besides conditions (3.161)-(3.169), there are the consistency conditions. In terms of
the coefficients ck, they read
c1 + c2 + c3 = 1, (3.170)
c4 + c5 + c6 = 1, (3.171)
c7 + c8 + c9 = 1, (3.172)
c10 + c11 + c12 = 1. (3.173)
From the conditions (3.161)-(3.173), the coefficients ck have to be solved. Because
there are 12 unknown coefficients and 13 conditions, this might seem a problem, but,
luckily, the system of equations is dependent. In fact, the system still has three degrees
of freedom.
To get a feeling for how to make a reasonable choice, equation (3.146) is reconsidered.








f7 were introduced, but one aspect of equation









f7. Equation (3.146) implicitly states
¯˙
f7 = cf1f¯7, (3.174)
¯¨
f7 = cf2f¯7, (3.175)
¯¨˙
f7 = cf3f¯7, (3.176)
¯¨¨
f7 = cf4f¯7 (3.177)
with cf1, cf2, cf3 and cf4 coefficients yet undetermined. Hence, in essence the ghost
velocity
v2,4;0+ = cf2v2,5;0 + cf3v2,4;0 − 1
2
hy8;1 r˜hy5;0(cf1v2,6;0 − cf4v2,3;0) (3.178)
82 Chapter 3. Local grid refinement
was introduced. Further, the only reasonable choice for f¯7 in equation (3.146) is f¯7 =
u¯3,7+ 1
2
;1, because v3,7;1, v2,4;0+, u3,7;1 and u3,8;1 are regularly positioned with respect to
each other.
With f¯7 = u¯3,7+ 1
2
;1, the combination of equation (3.146) with equations (3.174)-(3.177)
and (3.153)-(3.156) yields
cf1 = 2c1 + 2
(c2 − c1)u¯3,7;1 + c3u¯3,9;1
u¯3,7;1 + u¯3,8;1
, (3.179)
cf2 = c7 +
(c8 − c7)u¯3,7;1 + c9u¯3,9;1
u¯3,7;1 + u¯3,8;1
, (3.180)
cf3 = c10 +
(c11 − c10)u¯3,7;1 + c12u¯3,9;1
u¯3,7;1 + u¯3,8;1
, (3.181)
cf4 = 2c4 + 2
(c5 − c4)u¯3,7;1 + c6u¯3,9;1
u¯3,7;1 + u¯3,8;1
. (3.182)
Notice that the ghost velocity (3.178), regardless of the values of the coefficients ck,
exactly equals the original ghost velocity (3.121) in case of a velocity field uh;const. For
other velocity fields, the fractions in the coefficients cfk seem to make a correction on the
steady parts 2c1, 2c4, c7 and c10. In this view, it seems reasonable to choose the steady
part equal to the basis of the construction of the new ghost velocities: the original ghost
velocity. Then,




As there are only three degrees of freedom, it has to be checked whether choosing three
of these coefficients will result in the desired choice for the fourth coefficient. Equation
(3.161) tells right away that combination (3.183) is possible. The other coefficients become
with this choice











c8 = 1− hy8;1 r̂hy5;0, (3.186)
c9 = −c12 = −1
2
+ hy8;1 r̂hy5;0 , (3.187)
c11 = hy8;1 r̂hy5;0 . (3.188)
3.5.3 The diffusion matrix
The stencil of the diffusive discretization will be the same as the stencil of the convective
discretization. For the ghost velocity definitions (3.83), (3.84), (3.121) and (3.122), this
is the smallest possible stencil. A smaller stencil would be possible for ghost velocities
determined by linear interpolation, but it feels natural to use the same data points and
the same kind of definitions for the discretization of both the convection and the diffusion.
Then, a diffusive discretization can be derived more or less straightforwardly by applying
the ideas obtained in Section 3.5.2 to the standard discretization from Section 2.3.2.
3.5 Refinement ratio 3:1 83
The cases to be considered are the same ones as for the convection. Recall that these
cases are
• Case 1: a refinement boundary across a conservation cell
(a) A velocity with neighbours at a finer grid level (for example u2,4;0).
(b) A velocity with a direct neighbour at a coarser level (for example u3,5;1).
(c) A velocity with a ghost velocity as neighbour (for example u3,4;1).
• Case 2: a refinement boundary along a conservation cell boundary
(a) A velocity with neighbours at a finer grid level (for example v2,4;0).
(b) A velocity with a direct neighbour at a coarser level (for example v3,6;1).
(c) A velocity with a ghost velocity as neighbour (for example v3,7;1).
Case 1: a refinement boundary across a conservation cell
Recall formula (2.48) for the diffusion,∮
∂Ω





















The right-hand side terms will be determined for the cases (a), (b) and (c).
Case (a)
Velocity u2,4;0 has neighbours on a finer grid level. Figure 3.28 shows the stencil as
encountered during the derivation of the convective mass fluxes through the boundaries
of the conservation cell of u2,4;0. For the derivation of the diffusive fluxes, the same stencil
will be used. Hence, the discretization in the northern, eastern and southern direction of
















































In the western direction the discretization is irregular. As shown in Figure 3.28, velocity
u2,4;0 is connected with its direct neighbour u3,5;1. Further, u2,4;0 is connected with u3,1;1,
u3,3;1, u3,4;1, u3,6;1, u3,7;1 and u3,9;1 due to the definition of the ghost velocities. Therefore,


























Figure 3.28: The conservation cell of u2,4;0 (dashed). Important velocities and flux for-
mulas for the diffusion through the boundaries of the conservation cell are shown.






























Note that the entire discretization can immediately be determined in full. This is
possible because the diffusive discretization does not have to deal with the most restric-
tive condition of the convective discretization (a central coefficient equal to zero). The
diffusive discretization only has to yield a symmetric diffusion matrix. This is achieved
automatically by following the ideas of Section 2.3.2.
Case (b)
Velocity u3,5;1 has a direct neighbour on a coarser level. Figure 3.29 shows the stencil as
encountered during the derivation of the convective mass fluxes through the boundaries
of the conservation cell of u3,5;1. For the derivation of the diffusive fluxes, the same stencil
will be used. Therefore, it has only one direction, in this case the western direction, that


















Figure 3.29: The conservation cell of u3,5;1 (dashed). Important velocities and flux for-
mulas for the diffusion through the boundaries of the conservation cell are shown.












In the northern and the southern directions, the discretization is almost regular. They













































Velocity u3,4;1 has the ghost velocity u2,4;0− as neighbour on the coarser level (see Figure
3.22). The discretization for this case is similar to the one of Case (b) except in the
eastern direction. In the eastern direction, there is a correction for the neighbour being a
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Case 2: a refinement boundary along a conservation cell boundary
For this case the formula for the diffusion reads∮
∂Ω






















Velocity v2,4;0 has neighbours on a finer grid level. Figure 3.30 shows the stencil as
encountered during the derivation of the convective mass fluxes through the boundaries
of the conservation cell of v2,4;0. For the derivation of the diffusive fluxes, the same stencil
will be used. Hence, the discretization in the northern, eastern and southern direction of










































In the western direction, where the neighbours are at a finer grid level, v2,4;0 is connected
with its direct neighbour v3,5;1. Further, v2,4;0 is connected with v3,1;1, v3,2;1, v3,4;1, v3,6;1,
v3,7;1, v3,8;1, v3,10;1 and v3,11;1 due to the definition of the ghost velocities. Therefore the








































































































Velocity v3,6;1 has a direct neighbour at a coarser grid level. Figure 3.31 shows the stencil
encountered during the derivation of the convective mass fluxes through the boundaries
of the conservation cell of v3,6;1. For the derivation of the diffusive fluxes, the same stencil






























Figure 3.30: The conservation cell of v2,4;0 (wide dashes). Important velocities and flux














Figure 3.31: The conservation cell of v3,6;1 (wide dashes). Important velocities and flux
formulas for the diffusion through the boundaries of the conservation cell are shown.
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Due to the symmetric formulation, the flux in the eastern direction of v3,6;1 already showed



















Velocity v3,7;1 has a ghost velocity as neighbour (see Figure 3.26). The grid around v3,7;1
is regular in all directions except the eastern direction. In the eastern direction, there
is a correction for the neighbour being a ghost velocity. Because of (3.121), the eastern


















































In the other directions, the discretization is similar to Case (b).
3.6 Refinement ratio 2:1
The previous section discussed the implementation of a local grid refining scheme with
3:1 refinement because it was expected that 3:1 refinement offered some advantages over
2:1 refinement. In this section, 2:1 refinement will be studied in order to see whether this
expectation is justified.
3.6.1 The convective matrix
The following cases are to be considered for the construction of the convective matrix.
These cases are
1. the refinement boundary is across a conservation cell;
2. the refinement boundary is along a conservation cell boundary.
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Figure 3.32: A piece of a refinement boundary (with index numbering adapted to its size).
For convenience, the labels of some velocities and pressures are shown; compare Figure
2.1. Also, some ghost velocities and pressures are shown (small and with a ’+’ or ’-’).
Although the idea behind the construction of the convective matrix is the same in both
cases, the cases are essentially different due to the positioning of the variables. In the
following, both cases will be discussed in detail.
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Case 1: a refinement boundary across a conservation cell
The discussion of this case will concentrate on the u-velocities u2,4;0, u2,3;1 and u2,4;1
in Figure 3.32. The refinement boundary is across the conservation cells of the last two
mentioned velocities. The problem in this case is that velocity u2,4;0 does not have a direct
western neighbour and that u2,3;1 and u2,4;1 do not have direct eastern neighbours. These
missing neighbours have to be introduced by interpolation (or extrapolation). Having
learnt from the experience with the 3:1 refinement ratio, the missing neighbours are
immediately fixed by choosing2
u2,4;0± = u2,4;0 ± 1
2
hy4;1 r̂hy4;0(u2,5;0 − u2,3;0). (3.209)
Observe the similarity to 3:1 refinement. Remember that u2,4;1 gets u2,5;0, u2,4;0 and u2,3;0
as neighbours by the definition of u2,4;0+. The other way around, u2,4;0 gets u2,6;1, u2,5;1,
u2,4;1, u2,3;1, u2,2;1 and u2,1;1 as neighbours.
From here on, the convective term
∮
∂Ω
uu · n dS will again be discussed. For clarity,
the form∮
∂Ω
uu · n dS =
∫
N
uu · n dx+
∫
E
uu · n dy +
∫
S
uu · n dx+
∫
W
uu · n dy (3.210)
will also again be used. The integrals at the right-hand side will be constructed one by
one. Recall that they have to be constructed in such a way that the convective matrix
becomes skew-symmetric.
For the case under consideration, there are two situations to be dealt with:
(a) a velocity with neighbours at a finer grid level (for example u2,4;0),
(b) a velocity with a ghost velocity as neighbour (for example u2,4;1).
These two cases will be discussed subsequently in order to obtain the skew-symmetry
conditions. Thereafter, the resulting system of equations is solved.
Case (a)
Figure 3.33 depicts the conservation cell of velocity u2,4;0. Consider the sum of the
momentum fluxes over the boundaries of the conservation cell. In the northern, eastern
and southern direction, the grid is regular. Therefore, the fluxes in these directions are
given by ∫
N

















2The term (3.77) is used here again.



























Figure 3.33: The conservation cell of u2,4;0 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
The western flux has a different format however. Due to extrapolation (3.209), u2,4;0 not
only sees u2,3;1 and u2,4;1, but also u2,1;1, u2,2;1, u2,5;1 and u2,6;1. Indeed, the western flux
is given by∫
W









hy2;1 r̂hy3;0 f¯2 −
u2,3;1 + u2,4;0
2












hy6;1 r̂hy5;0 f¯6. (3.214)


























hy6;1 r̂hy5;0(f¯5 − f¯6). (3.215)
Again, for skew-symmetry, this central coefficient has to vanish. Analogously to the
previous section, this is done by requesting the central coefficient cu2,4;0 to be equal to a



































Figure 3.34: The conservation cell of u2,3;1 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
Here the divergence (Muh)2,4;0 equals
3
(Muh)2,4;0 = v¯2,4;0 + u¯2,4;0 − v¯2,3;0 − 1
2
hy2;1 r̂hy3;0(−u¯2,1;1 + u¯2,2;1)−
u¯2,3;1 − u¯2,4;1 − 1
2
hy6;1 r̂hy5;0(u¯2,5;1 − u¯2,6;1). (3.217)
This results in the condition
−1
4







hy6;1 r̂hy5;0(f¯5 − f¯6) =
−1
8












The unknown fluxes f¯1, f¯2, f¯3, f¯4, f¯5 and f¯6 can only be determined when all conditions
on these unknown fluxes have been derived. So, condition (3.218) will be considered later
on.
Case (b)
The sum of the momentum fluxes of the conservation cell of u2,3;1 is treated in a similar
way. Figure 3.34 depicts the conservation cell. The figure shows that the grid is regular
3Note the analogy with divergence (3.78).
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in the southern and western direction. Therefore, the fluxes in this direction will be
discretized as ∫
S













In the northern direction, u2,3;1 is missing a north-eastern v-velocity neighbour. The
corresponding flux at this position will be denoted by fv2,4;0−. Then, the northern flux
is discretized as ∫
N






In the eastern direction, u2,3;1 sees the extrapolated velocity u2,4;0−. This leads to the
discretization∫
E
















hy4;1 r̂hy4;0 f¯3. (3.222)














Now, skew-symmetry of the convective matrix is obtained when the central coefficient



















Determination of the unknown fluxes
From conditions (3.218) and (3.225), all unknowns have to be determined. First, take a
look at condition (3.218). This condition might give the impression that it contains six
unknown fluxes, but because of the symmetry relations between the fluxes it contains
only two unknown fluxes: the pair f¯1 and f¯2 or the pair f¯3 and f¯4 or the pair f¯5 and f¯6.
When one pair of these fluxes is known, the other pairs are known as well. Condition
(3.225) contains the third unknown. It is fv2,4;0−. Now let’s try to solve these unknowns.
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By grouping the unknown fluxes with the known fluxes in the same area, condition
(3.218) can be split into the two conditions
−1
4
hy2;1 r̂hy3;0(−f¯1 + f¯2) = −
1
8












This split is the only choice that leads to a solution. Other choices lead to contradictions
in the calculations that are still to come. The reader is encouraged to try some other
splits.
By rewriting conditions (3.226) and (3.227) and applying a translation to the first
condition, the conditions to fulfill finally become






























Now, condition (3.225) defines the last unknown flux, fv2,2;0−, as




Case 2: a refinement boundary along a conservation cell boundary
For this case, the discussion focusses on the v-velocities v2,4;0, v2,4;1, v2,5;1 in Figure 3.32.
For these velocities, the refinement boundary is along one of the cell faces of their conser-
vation cells. Here, the velocity v2,5;1 has no direct eastern neighbour. Again, the missing
neighbours have to be created by interpolation (or extrapolation). A reasonable choice




(v2,4;0 + v2,5;0). (3.233)
Realize however, considering the fact that the central coefficient is made equal to zero in
terms of the discrete divergence, that the form of this interpolation is rather inconvenient.
For interpolation (3.233) offers no natural connection between the velocities to account
for the hyj1;m+1 r̂hyj2;m-terms of the divergence (see for example (3.217)). Alternatively,




(v2,4;0 + v2,5;0) + α2,5;1(v2,6;0 − v2,3;0), (3.234)






















Figure 3.35: The conservation cell of v2,4;0 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
with αi,j;m a constant, would supply such a natural connection. This choice clearly couples
v2,5;1 with v2,6;0, v2,5;0, v2,4;0 and v2,3;0. Further, v2,4;0 gets coupled with v2,1;1, v2,3;1, v2,5;1
and v2,7;1 besides the obvious coupling with v2,4;1. However, this alternative has a large
drawback: it is not exact for linear velocity fields. For every value of α2,5;1 6= 0, velocity
v2,4;0+ will get the wrong value. Therefore, it is not considered further and from here on
the interpolation given by (3.233) will be used.
Now the convective term
∮
∂Ω
vu·n dS in the Navier-Stokes equations will be discussed.
Again, the different boundary parts of this flux will be discretized. As a reminder, the
division into these parts is repeated:∮
∂Ω
vu · n dS =
∫
N
vu · n dx+
∫
E
vu · n dy +
∫
S
vu · n dx+
∫
W
vu · n dy. (3.235)
Also, recall the fact that the discretizations of these boundary integrals must be such
that the convective matrix becomes skew-symmetric.
In this case, three situations to take care of can be distinguished:
(a) a velocity with neighbours at a finer grid level (for example v2,4;0),
(b) a velocity with a direct neighbour at a coarser level (for example v2,4;1),
(c) a velocity with a ghost velocity as neighbour (for example v2,5;1).
These three cases will be discussed subsequently in order to obtain the skew-symmetry
conditions. Thereafter, the resulting system of equations is solved.
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Case (a)
For this case, the sum of momentum fluxes of the conservation cell of velocity v2,4;0 is
going to be discussed. Figure 3.35 depicts the conservation cell. The figure shows that
the grid around velocity v2,4;0 is regular in the northern, eastern and southern directions.
Therefore, the discretizations of the convective fluxes in these directions are in the regular
forms ∫
N

















The western flux is not regular, due to the refinement boundary. If u¯2,4;02,3;1 denotes the flux
between the velocities v2,4;0 and v2,3;1, then the western flux can be written as∫
W




















































Because this central coefficient has to equal zero in order to obtain a skew-symmetric


































hy6;1 r̂hy5;0(u¯2,5;1 − u¯2,6;1)−
1
8







hy8;1 r̂hy6;0(u¯2,7;1 − u¯2,8;1) (3.242)
has to be satisfied. This condition will be revisited at a later time.














Figure 3.36: The conservation cell of v2,4;1 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
Case (b)
The sum of momentum fluxes to be considered for this case is the one of the conservation
cell of v2,4;1. Figure 3.36 depicts the conservation cell. The figure shows that the grid
around velocity v2,4;1 is regular in the northern, southern and western directions and thus
the fluxes in these directions are discretized as∫
N

















The flux in the eastern direction already showed up for v2,4;0 (see equation (3.239)). For
clarity it is restated here: ∫
E












































The third case to be dealt with is the sum of momentum fluxes belonging to the conser-
vation cell of v2,5;1. Figure 3.37 depicts the conservation cell. The figure shows that the
grid around velocity v2,5;1 opposes no problems in the northern, southern and western
directions. The fluxes in these directions are obtained straightforwardly. They are∫
N

















The flux in the irregular eastern direction is not clear yet. It is∫
E


































































Determination of the unknown fluxes
During the treatment of Case (b), the definition of u¯2,4;02,4;1 was determined (see equation
(3.249)). Let us first substitute this value into condition (3.242) that resulted from Case


















hy6;1 r̂hy5;0(u¯2,5;1 − u¯2,6;1)−
1
8





hy8;1 r̂hy6;0(u¯2,7;1 − u¯2,8;1). (3.257)
4Combine equations (3.254) and (3.255).
















Figure 3.37: The conservation cell of v2,3;1 (wide dashes). Important velocities and flux
formulas for the convection through the boundaries of the conservation cell are shown.
With 3:1 refinement, the forms of the unknown fluxes were restricted to forms like
u¯
2,4;0
2,5;1 = α1u¯2,5;1 + α2u¯2,6;1, (3.258)
with α1 and α2 some coefficients. Such a restriction cannot be made here, because then
equation (3.257) is unsolvable. Due to our choice of interpolation for the ghost velocities,
more freedom must be left over. On the other hand, the choice for the unknown fluxes is




























hy8;1 r̂hy6;0(u¯2,7;1 − u¯2,8;1). (3.260)
Here, the terms in equation (3.257) have been divided over u¯2,4;02,3;1 and u¯
2,4;0
2,5;1 according
to the contributions to the divergences of cell (2, 4; 0) and (2, 5; 0). In terms of u¯2,j;02,5;1,




























hy8;1 r̂hy6;0(u¯2,7;1 − u¯2,8;1). (3.262)
Substituting these relations into condition (3.256) shows that a contradiction has been
obtained.
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Let’s take a closer look at the cause of the contradiction. At the start of the discussion
of this Case 2, it was noted that extrapolation (3.233) offers no natural connection between
the velocities to account for the hyj1,m+1 r̂hyj2;m-terms of the divergence. As shown by
the above calculations, this deficiency of the extrapolation is so severe that it is not
possible to find a skew-symmetric convective matrix. The deficiency can be overcome by
the incorporation of a term of the form α2,5;1(v2,6;0 − v2,3;0) (with α2,5;1 a constant) in
the extrapolation formula. The incorporation of the extra term leads to extrapolation
(3.234). As noted before, this extrapolation clearly couples v2,5;1 with v2,6;0, v2,5;0, v2,4;0
and v2,3;0. Further, v2,4;0 gets coupled with v2,1;1, v2,3;1, v2,5;1 and v2,7;1 besides the obvious
coupling with v2,4;1. But it was also noted that extrapolation (3.234) is not exact for linear
velocity fields, which is a prime demand for any discretization. Therefore, 2:1 refinement
will not be pursued any further and the choice for 3:1 refinement has been justified.
3.7 Stability
For the general discretization, the stability was investigated in subsection 2.3.4. The
question is how the stability is affected by the adaptations for refinement. Along the
same lines of reasoning as in subsection 2.3.4, the stability of the operators adapted for
refinement will be examined. Recall that this, among others, means that the eigenvalues
λi have to lie within the square [−2, 0]× [−1, 1] in the complex plane when forward Euler
is used for the time integration.
Eigenvalue estimates for the convective operator
Because the central coefficients of Ω−1C(uh), which are the ai,i in Gerschgorin’s formula
(see (2.56)), equal zero as C(uh) is skew-symmetric, all Gerschgorin disks have the origin
of the complex plane at their centres. Therefore, all eigenvalue bounds will lead to an
estimate of the form
|λC| ≤ Si. (3.263)
So, the largest Si’s will lead to the severest time step restrictions, as δtSi must be smaller
than or equal to 1 for stability. Therefore, the cells which lead to the largest value for Si


















Now, it remains to check whether cells at the refinement boundary lead to larger values
for Si.
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For the derivation of eigenvalue estimates for the convective operator at the refinement
boundary, consider for example u2,4;0. The convective contribution of the conservation

































hy2;1 r̂hy3;0 f¯1(u3,1;1 + u2,4;0)−
hy2;1 r̂hy3;0 f¯3(u3,3;1 + u2,4;0)− f¯4(u3,4;1 + u2,4;0)−
f¯5(u3,5;1 + u2,4;0)− f¯6(u3,6;1 + u2,4;0)−
hy8;1 r̂hy5;0 f¯7(u3,7;1 + u2,4;0) +
hy8;1 r̂hy5;0 f¯9(u3,9;1 + u2,4;0)
]
. (3.268)
Here, the short-hand notation f¯k from Section 3.5.2 is utilized again. The sum Su2,4;0




























[∣∣∣hy2;1 r̂hy3;0 f¯1∣∣∣+ ∣∣∣hy2;1 r̂hy3;0 f¯3∣∣∣+ ∣∣f¯4∣∣+ ∣∣f¯5∣∣+∣∣f¯6∣∣+ ∣∣∣hy8;1 r̂hy5;0 f¯7∣∣∣+ ∣∣∣hy8;1 r̂hy5;0 f¯9∣∣∣] . (3.269)
The next step is to put a bound on the velocities. Analogously to the bounds (2.89) and
(2.90), take
|u¯i,j;m| ≤ Uhyj;m , (3.270)
|v¯i,j;m| ≤ Uhxi;m . (3.271)
Note the consequences of the bounding for the fluxes f¯k. Consider f¯1 for example. In




u¯3,1;1 − 12 u¯3,3;1 + 13 u¯2,3;0
2
. (3.272)
Due to the difference 3
2
u¯3,1;1− 12 u¯3,3;1 in this flux, a bound of the form f¯1 ≤ c, with c some
constant, can not straightforwardly be created. However, it is not difficult to construct
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Next, make use of the equalities hy2;1 =
1
3
hy3;0 , hy5;1 =
1
3

















































Recall from the beginning of this section that the goal of this operation is to find
the largest value of Si, because that puts the severest restriction on the time step δt. In
practical terms this means finding the largest bound on Si. Bound (3.264) already told
us that Si ≤ Uhxi;1 +
U
hyj;1














the finest regular grid cells lead to a larger restriction on the time step than the coarser
cells.
Analogously, the restrictions on the other (conservation) cells along the refinement
boundary can be found. For conservation cells like the one of velocity u3,5;1 the bound










This bound is slightly larger than the general restriction one the fine level. Hence it is a
bit more restrictive with respect to the time step.
For conservation cells like the one of velocity u3,6;1 the bound on a uniform grid can







This bound is the same as the general bound on the fine grid level. So, situations like
the one of velocity u3,5;1 pose the severest restrictions on the time step.
Eigenvalue estimates for the diffusive operator
Whereas the stability of the convective operator could be examined analogously to subsec-
tion 2.3.4, the examination of the diffusive operator is not straightforward. The problem
is proving that the adapted discretization for the diffusion yields a negative semidefinite
matrix. The diffusive matrix is still symmetric, but the off-diagonal elements are not
all of the same sign anymore. Although these negative coefficients are relatively small
compared to the other coefficients in the row, they cause that the sums Si become larger
than the central coefficients Di,i in absolute value (recall that Di,i equals minus the sum
of the off-diagonal elements). As such, the analysis with Gerschgorin discs is inconclusive
about the negative semidefiniteness of the adapted matrix since the Gerschgorin discs
become
|z −Di,i| ≤ −Di,i + ǫ with ǫ > 0. (3.281)
In words, Gerschgorin’s theorem says that the eigenvalues are on the interval [2Di,i−ǫ, ǫ].
Hence, positive eigenvalues are possible according to Gerschgorin’s theorem. So, there is
no guarantee that the adapted matrix is negative semidefinite.
Although Gerschgorin’s theorem is inconclusive with respect to the negative semidefi-
niteness of the diffusive matrix, it is expected that the diffusive matrix is negative semidef-
inite indeed. This expectation is based on a test in Matlab. In this test, the eigenvalues
of the diffusive matrix for a small grid with one layer of local grid refinement are cal-
culated. The test shows no sign of positive eigenvalues, although the largest eigenvalue
seems to get closer to zero compared to a test with a uniform grid composed of the small
cells. A way to prove that the diffusive matrix is negative semidefinite is decomposing
the diffusive matrix into a product of a negative and a positive definite matrix. Sadly, the
author of this thesis neither found such a decomposition nor does know of the existence
of such a decomposition.
Assuming that the diffusive matrix is negative semidefinite, eigenvalue estimates for
the diffusive operator can be calculated following the same procedure as used for the
convective operator. Here, the calculation will not be shown, because it is straightforward.
Only the conclusion of the calculation is stated: as before, the finest regular cells are
responsible for the largest eigenvalues in absolute value.
Estimates for the time step
Having derived eigenvalue estimates for the convective and diffusive operator, the effect
on the time step can be established. First the convective condition will be determined
and subsequently the diffusive condition.
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Recall that the eigenvalues of −δtΩ−1C(uh) were requested to lie on the interval
[−i, i]. Combining this request with the eigenvalue estimate (3.279), which was proven












There also exists a conterpart of eigenvalue estimate (3.279) in the y-direction. Think for


























Next is the diffusive bound. Although the magnitude of hx and hy may have changed,
bound (2.103) still describes the restriction on the time step due to diffusion.




















Comparing this time step restriction with restriction (2.104) for a grid without local grid
refinement, it becomes clear that the time step restriction formula has changed only a
little bit due to the implementation of the local grid refinement.
Further, the time step restriction for the modified method (2.71) is easily derived from























The intention of this chapter is to study the performance of the discretization of the
Navier-Stokes equations as discussed in Sections 2.3 and 3.4-3.7.
Since implementation of this discretization is not an easy task as programming errors
are easily made, Section 4.2 validates the implementation through three easy test cases
with exact solutions. Many programming errors will stand out clearly in these tests.
The first simple test will be a constant flow for a domain with free-slip boundaries.
Couette and Poiseuille flow (the second and third test) take the validation a step further:
convection and diffusion are put to work as well.
It goes without saying that the tests of Section 4.2 are not conclusive. To be conclusive
on the correctness, tests have to be performed for situations without known analytical so-
lutions. Then solutions can only be compared to solutions generated with other programs
and experimental data. Section 4.3 combines these comparisons with the actual perfor-
mance study. Through increasing Reynolds numbers, the turbulent regimes are reached.




The most simple form of flow imaginable is the stationary setting of a constant flow: the
velocity in the streamwise direction is the same for every point in the flow domain. In
the directions perpendicular to the streamwise direction the velocity equals zero. As the
velocity is the same everywhere, pressure is absent. In terms of the discretization, this
means that there is no discretization error and that the pressure iteration is exact.
Because of its simplicity, every flow simulation program must be able to simulate such
a flow exactly. The simplicity also makes this flow an excellent test case. If there are
programming errors, many of them are easily detected by running a simulation of this
flow.
The flow is created by prescribing a constant inflow velocity of 1 for a domain with
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Figure 4.1: A situation in which constant flow will occur.
free-slip boundaries at its sides. Any common outflow condition should suffice. Figure
4.1 gives a schematic overview of this situation. The velocity in the interior of the domain
is initialized at zero. To test the local grid refinement, the area from x = 5 to x = 20
and from y = 3.5 to y = 10.5 has been refined.
After 100000 time steps of size 0.001, the solution as depicted in Figure 4.2 is reached.
The figure shows the velocity component in the flow direction. As might have been
expected, the velocity in every point of the flow domain equals the constant inflow velocity
of 1. The flow velocity in the perpendicular directions and the pressure equal zero indeed.
So, there are no surprises. Hence, the current formulation of local grid refinement does
not impede the simulation of a constant flow.
4.2.2 Couette flow
Maurice Fre´de´ric Alfred Couette (1858-1943), a French physicist, published in 1890 in his
doctoral thesis results on laminar flow between planes moving tangentially at constant
but different velocities. These results proved to constitute an exact solution to the Navier-
Stokes equations. In his honour, the solution is known as Couette flow nowadays.
Since Couette flow results in a linear (instead of constant) flow profile, the analytic
results offer a great possibility to test a simulation program based on the Navier-Stokes
equations.
Derivation Couette flow
Figure 4.3 sketches a situation in which Couette flow occurs when the value of the
Reynolds number Re is sufficiently low. The plane at y = 0 has a velocity u1 in the
x-direction whereas the plane at y = W has a velocity u2 in the x-direction. The velocity
difference between the plates induces a steady flow in the x-direction.
Translated into mathematical terms, the stationarity of the flow implies that all time-























Figure 4.2: Constant flow. The solution of the velocity component in the flow direction
(x) is shown.
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x = 0 x = L
y = 0
y =W
Figure 4.3: A situation in which Couette flow will occur.
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derivatives in the Navier-Stokes equations equal zero. Furthermore, because the flow is
directed in the x-direction, the velocity v in the y-direction must equal zero as well. Then,




Hence, it can be concluded that the velocity u is a function of y only. At this stage, the






















As the Couette flow is driven by the velocity difference between the planes, the pressure









This leads to the conclusion that the velocity u has the linear form
u(y) = c1y + c2. (4.6)
The values of the integration constants c1 and c2 can be determined with help of the
boundary conditions. The boundary conditions u(0) = u1 yields c2 = u1. Hereafter the
boundary condition u(W ) = u2 gives c1 =
u2−u1
W




y + u1. (4.7)
Numerical tests of Couette flow
Since the discretizations derived in this thesis are at least first-order accurate (including
the discretizations at the refinement boundary), it is expected that simulation of Couette
flow will yield exact results. To verify this, the boundary conditions at y = 0 and y = W
are set to u(0) = 0 and u(W ) = 1 and the width W of the domain is set to 7. Hence,
the solution u(y) = 1
7
y should be found by a flow simulation. Further, the length of
the domain is set to 73 and the Reynolds number to 5. A refinement area is created
approximately from x = 49.9 to x = 60.2 and from y = 1.46 to y = 5.54.
According to the above derivation, this would be enough to create the flow. However,
the program also requests an inflow velocity. Therefore, a constant inflow velocity is
prescribed as well. It is chosen to equal 1
2
, independent of y. The effect of the prescripted
inflow velocity is that the solution as described in the previous subsection will not be
found throughout the entire flow domain, but only “away” from the inflow. In other
words, the flow will need some distance to develop.
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Further, the velocity in the interior of the domain is initialized at zero. As such,
the flow is not immediately throughout aware of the boundary conditions at y = 0 and
y =W . Thus, it will also need some time to develop.
Again, 100000 time steps of size 0.001 are calculated. At the end the solution as
depicted in Figure 4.4 is reached. The figure shows the velocity component in the flow
direction. As predicted by the above derivation, the velocity profile becomes linear in y.
Also, the flow velocity in the perpendicular directions and the pressure becomes zero. This
is especially true for the velocities at the refinement boundaries. Hence, the simulation
























Figure 4.4: Couette flow. The solution of the velocity component in the flow direction (x)
is shown.
4.2.3 Poiseuille flow
Jean Louis Marie Poiseuille (1797-1869), a French physician and physiologist, published
in 1840 and 1846 results of an exact solution to the Navier-Stokes equations. This so-
lution described a very simple, pressure driven, laminar flow through a tube of constant
diameter. Nowadays, this solution is, in his honour, known as Poiseuille flow.
Since Poiseuille flow results in a parabolic (instead of constant or linear) flow profile,
the analytic results offer a good test case for every simulation program that solves the
Navier-Stokes equations numerically.
Derivation Poiseuille flow
Consider the two-dimensional channel in Figure 4.5 with length L and width W . For
convenience of the discussion, the channel has been placed in an axes system. As sketched
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x = 0 x = L
y = 0
y =W
p = p1 p = p2
Figure 4.5: A situation in which Poiseuille flow will occur.
in this figure, there is a pressure p1 at position x = 0 in the tube and a pressure p2 at
x = L. When p1 > p2, there will be a steady flow, the Poiseuille flow, in the x-direction.
Like for the Couette flow, the steadiness of the flow means that all time-derivatives
encountered in the Navier-Stokes equation equal zero. Because the flow is directed in





leading to the conclusion that the velocity u is a function of y only. Then, the momentum





















Because the pressure can not be constant (remember p1 > p2), the pressure has to be a
linear function of x. The fact that the pressure is a linear function of x, leaves only one
possibility for the value of dp
dx













y2 + c1y + c2 (4.13)
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The values of the integration constants c1 and c2 are obtained with help of the boundary
conditions. The first boundary condition, u(0) = 0, yields c2 = 0. Knowing this, the












Here, it is clearly seen that the velocity will have a parabolic profile. This formula for the
























Numerical tests of Poiseuille flow
The discretizations derived in this thesis are at least second-order accurate away from
refinement boundaries. Second-order accurate discretizations should yield exact results
for Poiseuille flow. At refinement boundaries, the discretizations are only first-order
accurate, which is not sufficient to yield exact results for a Poiseuille flow, but it is
expected that this local difference in accuracy will hardly influence the calculation. Hence,
it is expected that simulation of Poiseuille flow will yield nearly exact results.
The domain for the simulation of the Poiseuille flow is identical to the one for the
Couette flow. The prescription of the pressures p1 and p2 would complete the setup
described in the previous subsection. However, as stated before, the program requests
the specification of a constant inflow velocity instead of a pressure. For this simulation,
the inflow velocity is chosen to equal 1. The effect is that the pressures p1 and p2 are
unknown at the start of the simulation. Further, the prescription of the constant inflow
velocity causes the simulation to need some distance to develop. Hence, the parameter
L will not equal the length of the domain and can not be determined yet. Further, the
velocity in the interior of the domain is initialized at zero. Therefore, the flow needs time
to adapt to the boundary conditions at y = 0 and y =W .
After 100000 time steps of size 0.001, the simulated pressure has reached the state
as shown in Figure 4.6. Judging from a cross section at y = 3.35, the pressure seems to
have reached linearity at x = 20.23. At this point, the pressure equals 0.78. At the last
measure point for the pressure – this is at x = 72.85 –, the pressure is -1.79. Hence, take
p1 = 0.78 and p2 = −1.79. Then, the parameter L equals the distance between these two
points. So, L = 52.62. Now all the unknown parameters have been assigned a value, the
pressure can be solved from equation (4.12) as
p(x) = −0.049x+ 1.77. (4.16)
Combining the cross section and the solution for the pressure together in one figure,
Figure 4.7 is obtained. From this figure, it can be judged that the pressure has become
linear indeed.


























Figure 4.6: Poiseuille flow. The solution of the pressure is shown. The pressure spikes
mark the distance the flow needs to develop well










Figure 4.7: Poiseuille flow: cross section of the pressure at y = 3.35. For this value of
y, there is local grid refinement between approximately 49.9 and 60.2 on the horizontal
axis (the x-direction). Dashed line: solution found by the simulation. Solid line: exact
solution derived from equation (4.11).






















Figure 4.8: Poiseuille flow. The solution of the velocity component in the flow direction
(x) is shown.





Figure 4.9: Poiseuille flow: cross section of the velocity in the x-direction at x = 55.04.
For this value of x, there is local grid refinement between approximately 1.46 and 5.54 on
the horizontal axis (the y-direction). Dashed line: solution found by the simulation. Solid
line: exact solution given by equation (4.13).

































Figure 4.10: Flow domain for testing the local grid refinement at different Reynolds num-
bers. The flow will be disturbed by the square cylinder located in the flow domain.
At the same time, the velocity component in the flow direction has reached the solution
as depicted in Figure 4.8. This simulated solution is checked against the exact solution
as given in equation (4.13), see Figure 4.9. As predicted by the above derivation, the two
velocity profiles are practically identical.
The next check concerns the mass flux Q through a cross section of the channel.
Because the domain has solid walls and the fluid is incompressible, the mass flux must
be equal to the product of the inflow velocity and the width of the channel. Hence,
Q = 1 × 7 = 7. The mass flux can also be calculated by equation (4.15). This equation
yields Q = 6.98. The small difference between these two values is due to rounding errors
made during the calculation, so there is a good correspondence in values.
As the flow velocity in the perpendicular directions becomes zero, all features of the
Poiseuille flow have been obtained correctly by the simulation. Especially note that the
refinement boundaries did not pose any problem to the simulation of this flow. Hence,
Poiseuille flow is no problem for the current formulation of local grid refinement.
4.3 Flow around a square cylinder
The previous section showed that the solution on a locally refined grid behaves satis-
factorily in situations with a simple flow pattern. This section will study the behaviour
in more challenging situations. These situations are not only more challenging for the
refinement boundaries, but also for the regular areas. The first challenging element is the
introduction of an object in the flow. The second element will be increasing the Reynolds
number.
Figure 4.10 depicts a setup of the simulations. It shows that the object will be a
square cylinder with dimensions 1× 1 in the xy-plane. Periodic boundary conditions are
being applied in the z-direction.
4.3 Flow around a square cylinder 115
Because of the presence of the cylinder, the flow will be disturbed. According to
literature (see for example Breuer et al. [4] and Sharma and Eswaran [41]) there will be
a steady flow pattern with a recirculation zone behind the cylinder at low Reynolds num-
bers. Somewhere around Re = 50 the steady behaviour will stop: instead of creating a
recirculation zone, the cylinder will start to shed vortices. This two-dimensional shedding
behaviour continues up to about Re = 150. Somewhere above Re = 150, the flow be-
comes quasi-periodic as the transition to turbulence sets in. Then, the three-dimensional
patterns characterize the flow.
Since these flow regimes present an ever increasing level of difficulty with increasing
Reynolds number, they offer a good set of test cases. In this thesis, the studied cases will
be Re = 10 in the steady flow regime, Re = 100 in the periodic flow regime and Re = 500
and Re = 22000 in the quasi-periodic flow regime.
In the literature, important themes of investigation for such flows around objects are
usually typical, non-local quantities as the drag coefficient CD, the lift coefficient CL and
the Strouhal number St.
The drag coefficient CD is a measure for the amount of drag that an object experiences
in a flow. It is defined as the sum of the pressure drag coefficient CDp and the viscous
drag coefficient CDv . So











where FDp represents the total pressure drag force, FDv represents the viscous drag force










∇u · n dS (4.19)
with ix denoting the unit vector in the x-direction.
Similarly, the lift coefficient CL is a measure for the amount of lift experienced by an











(−pn · iy + 1
Re
∇v · n) dS. (4.21)
Of course, iy denotes the unit vector in the y-direction.
Note that the drag force FD = FDp + FDv and the lift force FL are related to each
other. They are, respectively, the x- and y-component of the total force experienced by
the cylinder.
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The Strouhal1 number St provides a measure for the main time scale in oscillating





In this formula, f is the frequency of vortex shedding. When vortex shedding occurs,
CD and CL fluctuate in time. In this thesis, the vortex shedding frequency f will be
calculated from the time signal of CL.
Fluctuating values of CD and CL are inconvenient in comparisons however, hence some
averaging mechanism is applied in most cases. For the drag coefficient, this is usually the
mean drag coefficient C¯D, as the drag is always unequal to zero
2. The lift coefficient must
be treated differently however, since the mean lift for symmetric objects equals zero. It
is common practice to use the root-mean-square value of the lift coefficient instead. This
value will be denoted by CL;rms.
The numerical approximation of CD (and similarly CL) contains two sources of nu-
merical errors. The first error at play is the error in the computed velocity and pressure
fields. This error is always present in numerical simulations. The presence of the local
grid refinement might amplify the effect of this error. The second error is hidden in the
computation of CD itself. CD is computed by applying the midpoint rule to the velocity
derivatives and pressures at the surface of the cylinder. Due to the staggered configura-
tion, these quantities are not necessarily defined at the positions where the computation
of CD needs them. Where necessary, derivatives of velocities are linearly extrapolated to
the wall of the cylinder. Pressures on the wall are simply assumed to be the same as in
the center of the neighbouring cell.
Because of the sensitivity of CD to numerical errors, the resolution of the computa-
tional grid is important. A higher resolution will reduce the size of the errors and make
the computed value of CD more reliable.
4.3.1 Re = 10
The case Re = 10 is in the range of Reynolds numbers in which the flow has a steady
pattern with a recirculation zone behind the cylinder. This kind of flow can be found
after prescribing a uniform inflow velocity and performing a time-dependent simulation
which runs long enough to reach the steady state. In this section, the inflow velocity is
set to 1 and the steady state is reached at t = 100.
Figure 4.11 shows an example of this behaviour. The presence of the recirculation
zone is not clearly visible in this figure, because the recirculation is still weak for this
value of the Reynolds number. Its existence can be seen more clearly in Figure 4.13 which
shows streamlines behind the cylinder.
The refinement areas are chosen such that the resolution around the cylinder is suffi-
ciently high for the simulated flow to develop well. Far away from the cylinder the grid
can be coarse, as the solution in these areas is less important (recall that this is the reason
to use local grid refinement in the first place). Figure 4.12 is a detail of Figure 4.11 and
1The Strouhal number is named after Vincenc Strouhal (1850-1922), a Czech physicist.
2For convenience, the bar on C¯D will be omitted in the remainder of this thesis. It will be clear from
the context whether the averaged or non-averaged quantity is used.
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Figure 4.11: Re = 10, t = 100. The steady-state solution of the u-velocity.
Figure 4.12: Re = 10. Flow detail of Figure 4.11 drawn at a different angle. A different
drawing technique makes the grid visible. The flow direction is from the upper left corner
to the lower right. Notice the smooth solution at the refinement boundaries.
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Figure 4.13: Re = 10, t = 100. Flow detail showing the recirculation zone behind the
cylinder by means of streamlines. The back of the cylinder is visible at the left side.
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Level Refined area
0 [0, 40]×[0, 20]
1 [5, 25]×[5, 15]
2 [7.5, 17.5]×[7.5, 12.5]
3 [8.5, 14]×[8.5, 11.5]
Table 4.1: Refinement levels used in the grid dependency study at Re = 10. See Figure
4.15 for a graphical representation.
pays special attention to the boundaries of the local grid refinement. Note that the figure
shows smooth behaviour at the boundaries.
The smooth behaviour can be verified by looking at velocity profiles. Figure 4.14
shows some velocity profiles that are located near the boundaries of the refinement or
where the flow velocities are highest. All of these velocity profiles show smooth behaviour,
so there is good transportation across the refinement boundaries.
Another way to study the behaviour of solutions with local grid refinement is by
means of a grid dependency test. The results from this test can be compared with fully
uniform results and results from the literature. This will give a good indication on the
quality of the performance of the local grid refinement. To start the grid dependency
study, four decisions have to be made: the grids must be selected, the parameter β of
the modified time integration method must be set and the time step and the number of
time steps have to be chosen. Since the case Re = 10 results in a steady state solution,
it may seem a little bit weird that parameters of the time integration method have to be
chosen. However, the simulation uses an explicit time integration method which is stable
only if the stability restrictions are met (see Section 3.7).
The choice of the grids is not trivial, because the effect of the refinement areas is not
yet precisely known. For this reason, a good start seems to choose every refinement area
such that its length dimensions are more or less half the length dimensions of the level in
which it is embedded. The dimensions of the used refinement areas are shown in Table
4.1; see Figure 4.15 for a graphical representation. The base grids for the dependency
test measure 40× 40, 80× 80 and 160× 160 cells. The combination of the base grids and
the refinement levels leads to a notation like 40-3 which means: base grid 40 × 40 with
refinement up to and including level 3.
The choice for the value of the time integration parameter β is guided by the Reynolds
number. Since the value of the Reynolds number is quite low, the flow is quite viscous.
This fact forms the motivation to use β = 0.5 in the modified time integration method.
The time steps are chosen near the maximum time step for which the simulation is
still stable and such that every simulation can run exactly until t = 100. So, for coarse
grids the time step can be around δt = 0.005 whereas the finest grids require a time step
around δt = 0.0001.
The results of the grid dependency test are presented in Table 4.2. The table shows
results of simulations with local grid refinement as well as results from fully uniform
simulations. The coupling between the locally refined grids and the uniform grids is
not random. For example, the grid 80-0 is equal to the uniform grid 802 and the single
refinement area of grid 80-1 creates a grid which locally, in the vicinity of the cylinder,
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Re = 10, x = 9.75










Re = 10, y = 8.75










Re = 10, x = 13.75










Re = 10, y = 7.75










Re = 10, x = 24.75










Re = 10, y = 5.25
Figure 4.14: Velocity profiles at Re = 10, t = 100. Refinement boundaries are located at
the positions of line interruptions. The size of the interruptions corresponds to the local
mesh width.
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x = 0 x = 40
y = 0
y = 20
Figure 4.15: Graphical representation of the refinement areas. The refinement boundaries
and the cylinder are shown. See Table 4.1 for the exact sizes.
equals a uniform grid of 240× 240 cells. Because grids like 80-1 and 2402 are only locally
equal, they will not produce exactly the same results. Nevertheless, the results on the
locally refined grids compare very well with results on the uniform grids. Apparently, the
far away grid is less important than the grid in the vicinity of the cylinder.
These results can also be compared with results available in the literature. Several
researchers have published numerical results for flow around a square cylinder at Re = 10.
The studied situations differ in the exact sizes of the flow domain and the location of
the cylinder. Therefore the results differ and it is hard to tell what the best result is.
The current setup also is not precisely equal to the setups found in the literature, but all
situations are similar enough to make a comparison and to get insight in the quality of
the current solution.
So compare the results of Tables 4.2 and 4.3. As the values in Table 4.2 are converging,
the results on the finest grid are the best approximation of the real values. Therefore
the present study says CD ≈ 3.35 and CDp ≈ 2.28. This result for CD is in the range
presented in the literature. Although the literature offers limited data on CDp, there
seems to be agreement between the present result and the result of Sharma and Eswaran
[41], who have a little bit better resolution around the cylinder.
Besides the correctness of the results, the efficiency of the simulations is another theme
of interest. Table 4.2 shows not only that the results on the locally refined and uniform
grids compare well, but also that the efficiency of the locally refined grids is much better.
The level 1 grids count about 3 times less cells, the level 2 grids count about 10 times
less cells and the level 3 grids count already about 40 times less cells than their uniform
counterparts. The required CPU time roughly scales proportionally. At the same time,
the high level of agreement between the results on the locally refined and uniform grids
suggests that the areas of refinement could have been chosen more economical. This
would make the locally refined grids even more efficient.
The results also show that a coarse base grid is more economical than a fine base grid.
For example, look at the results for the grids 40-2 and 160-1. The value of CD is almost
equal on these grids, but grid 160-1 uses more than 6 times the amount of cells needed
by grid 40-2. Of course, the value of CD is only a part of the data available. There are
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Locally refined Uniform
Grid Cells CDp CDv CD Cells CDp CDv CD
(×103)
80-0 6 1.66738 1.50018 3.16756 802 1.66738 1.50018 3.16756
40-1 5 1.80013 1.45874 3.25887 1202 1.80022 1.45878 3.25900
160-0 26 1.87938 1.42078 3.30016 1602 1.87938 1.42078 3.30016
80-1 19 1.96730 1.35500 3.32234 2402 1.96734 1.35500 3.32234
40-2 12 2.03906 1.28542 3.32448 3602 2.03902 1.28540 3.32442
160-1 76 2.08902 1.24064 3.32964 4802 2.08904 1.24064 3.32968
80-2 48 2.15788 1.18606 3.34396 7202 2.15792 1.18604 3.34396
40-3 30 2.20555 1.13447 3.34002 10802 2.20521 1.13422 3.33943
160-2 192 2.23744 1.10416 3.34160 14402 2.23750 1.10414 3.34164
80-3 115 2.28254 1.07048 3.35306 21602 2.28242 1.07032 3.35274
Table 4.2: Results of the grid dependency test at Re = 10. Locally refined grid solu-
tions are compared with uniform grid solutions. Note the convergence in the results with
increasing resolution.
Investigators Cells at CD CDp
cylinder
Breuer et al. [4] 100× 100 3.5
Sharma and Eswaran [41] 100× 100 3.3 2.4
De and Dalal [8] 3.03
Yoon et al. [64] 3.1
Present study 54× 108 3.35 2.28
Table 4.3: Results for Re = 10 in existing literature.
clear differences in the values of CDp and CDv on these 2 grids. But then, take a look at
the results of grid 40-3. The results on grid 40-3 are clearly better than the results on
grid 160-1, but the amount of cells is still less than half the amount of cells used by grid
160-1. So, with a coarse base grid there are more levels of refinement needed to reach the
same accuracy as with a finer base grid, but the actual amount of cells in the simulation
is lower.
The efficiency can be studied in more detail by means of a quantity AM linked to the
average mesh size of the grid. Hereto, let A be the total area of the calculation domain.
Then A
N





be regarded as (an approximation of) the average mesh size. Since A is the same for all





Figure 4.16 uses AM to express the better efficiency of locally refined grids with a
coarse base grid graphically. The figure shows that the results on the locally refined grids
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with a coarse base grid can produce about the same values for CDp and CDv as the locally
refined grids with a finer base grid, while the average mesh size is larger. This is certainly
the case when compared with the uniform results.
One might wonder then whether the locally refined grids have a different order of






where NC is the number of cells covering the cross section of the cylinder
3. Plotting CDp
and CDv against this quantity creates Figure 4.17. This figure shows that the convergence
behaviour of all locally refined grids is the same as the convergence behaviour of the
uniform grids: the convergence behaviour (and the quality of the solution) is controlled
by the mesh size at the cylinder. By the way, note that the figure does not exhibit a clear
order of convergence due to the singularity of the solution at the corners of the cylinder.
To conclude the discussion of the case Re = 10, note that the usage of local grid re-
finement does not have any adverse effect on the presented results. Solutions are smooth,
results are in agreement with the literature and convergence is well. So, this case offers
no problems and it is time to consider a bigger challenge.
4.3.2 Re = 100
The case Re = 100 is still a low Reynolds number, but it is in another flow regime since it
does not result in a steady state: the recirculation zone has given way to vortex shedding.
This flow pattern is periodical. This behaviour is illustrated by Figure 4.18.
A close inspection of the solution by means of Figure 4.19 reveals the presence of
reflections near a refinement boundary. Figure 4.20 gives a more detailed view of the
situation: the velocity profiles clearly show that reflections are occurring at the refinement
boundaries. In other words: the vortices are not transported well across the refinement
boundaries. The combined extent of the reflections in both the u and the v-velocities is
shown by the vorticity plot of Figure 4.21. Although this figure may raise some concerns
at first sight, the main reason for the reflections is the fact that the coarser grid layers
are incapable of capturing the vortices. Figure 4.22 is using details of velocity profiles at
finer grids to show that the reflections will disappear when the grid is chosen fine enough.
Based on the analysis in Section 3.2, these reflections were expected to show up at
some point. Although these non-physical reflections are bad, it is not clear how bad they
really are with respect to the characteristics of the flow. To figure this out, results of the
current study will be compared to results from the literature.
Table 4.4 shows a part of the results available in the literature. Probably because
Re = 100 represents a more interesting or challenging situation, the literature on Re =
100 is more substantial than on Re = 10. However, the data provided by the literature
is still somewhat limited and there is a remarkable spread in the results. For example,
there is not much information on CDp and experimental data seems to be restricted to
CD and St. Further, Sohankar et al. [44] and Lankadasu and Vengadesan [23] present a
clearly different value for CL;rms than the other authors. The reason for this difference
3Similarly to the derivation of (4.23), use the area of the cross section of the cylinder and NC to
obtain definition (4.24).
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Figure 4.16: Efficiency at Re = 10. The same values of CDp and CDv are found for a
larger value of AM (which means with less cells).




















Figure 4.17: Convergence during the grid dependency test at Re = 10. For clarity of the
figure, the results of the coarsest grids are not shown.
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Figure 4.18: Re = 100, t = 1000. The u-velocity.
Figure 4.19: Re = 100. Flow detail of Figure 4.18 drawn at a different angle. A different
drawing technique makes the grid visible. The flow direction is from the upper left corner
to the lower right. Some spurious reflections are visible at the lower right refinement
boundary.
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Re = 100, x = 9.75










Re = 100, y = 8.75










Re = 100, x = 13.75










Re = 100, y = 7.75










Re = 100, x = 24.75










Re = 100, y = 5.25
Figure 4.20: Velocity profiles at Re = 100, t = 1000, grid 40-3. Refinement boundaries
are located at the positions of line interruptions. The size of the interruptions corresponds
to the local mesh width. Reflections at refinement boundaries are visible in the middle
part of the velocity profiles at y = 8.75 and y = 7.75. These two velocity profiles also
show that the resolution near the outflow boundary is insufficient on the chosen grid.
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Figure 4.21: Re = 100, t = 1000. The vorticity. For visibility reasons, the colour scale
has been limited to [-3, 3]. Higher or lower values are mapped onto the extremes of this
interval.










Re = 100, y = 7.75











Re = 100, y = 7.75
Figure 4.22: Velocity profile details for Re = 100, y = 7.75, t = 1000 at grid 80-3 (left)
and t = 500 at grid 120-3 (right). Refinement boundaries (which are slightly different
at grid 120-3) are located at the positions of line interruptions. Both figures show the
situation at the last refinement boundary in the flow direction. The effects of reflections
are still visible at the left of the boundary in the velocity profile of grid 80-3 (the kink at
the right is only due to the low resolution). At grid 120-3, there are no visible reflections
due to the higher resolution.
128 Chapter 4. Results
Investigators St CDp CD CL;rms
Breuer et al. [4] 0.139 1.35
Sharma and Eswaran [41] 0.149 1.445 1.495 0.192
De and Dalal [8] 0.152 1.43 0.175
Yoon et al. [64] 1.45 0.188
Sohankar et al. [44] 0.146 1.43 1.48 0.153
Lankadasu and Vengadesan [23] 0.143 1.47 0.157
Experimental 0.14 1.58
Table 4.4: Results for Re = 100 in existing literature. The experimental results are from
Shimizu and Tanida [42] (for CD) and Okajima [33] (for St).
Grid Cells at δt St CDp CDv CD CL;rms
cylinder
80-1 6× 12 0.010 0.1500 1.4755 0.1346 1.6101 0.2366
40-2 9× 18 0.010 0.1483 1.4436 0.1175 1.5611 0.2123
80-2 18× 36 0.010 0.1483 1.4076 0.1082 1.5158 0.1920
40-3 27× 54 0.002 0.1483 1.4043 0.1033 1.5076 0.1865
80-3 54× 108 0.001 0.1483 1.4136 0.0891 1.5027 0.1871
Table 4.5: Results of the grid dependency test at Re = 100.
is not clear, but it certainly is a sign that this is not a trivial problem. Hence, a perfect
comparison is difficult, but the spread offers a better chance that the results of this thesis
will fit in despite the reflections at refinement boundaries.
Table 4.5 presents results for Re = 100 that have been created with the method
described in this thesis. The results present another grid dependency test for which the
best-performing grids of the simulations at Re = 10 have been used. Because Re = 100 is
a bit less viscous than Re = 100, β = 0.25 has been used in the modified time integration
method.
The different time steps presented in Table 4.5 do not influence the comparability of
the results on the different grids. As the results of the time step dependency test in Table
4.6 show, the results are largely independent of the time step with the current method.
The reason to choose another time step on the 40-3 and 80-3 grids is the diffusive stability
limit which restricts the time step: recall from estimation (3.286) that this stability limit
decreases quadratically with the mesh size.
So, the results of the current study compare well with the results in the literature as
presented in Table 4.4. The reflections do not seem to have much effect on the general
characteristics of the flow. This is also reflected by the time signals of the drag and lift
coefficients, which are partly shown in Figure 4.23. The signals are very regular and do
not seem affected by the reflections.
To support this observation, the frequency of the signals can be computed by applying
a discrete Fourier transform. When xn, 0 ≤ n < N , denotes the discrete values of a time
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Grid Cells at δt St CDp CDv CD CL;rms
cylinder
80-1 6× 12 0.010 0.1500 1.4755 0.1346 1.6101 0.2366
0.020 0.1500 1.4755 0.1346 1.6101 0.2369
0.050 0.1500 1.4755 0.1346 1.6101 0.2370
40-2 9× 18 0.005 0.1475 1.4436 0.1175 1.5611 0.2125
0.010 0.1483 1.4436 0.1175 1.5611 0.2123
0.020 0.1483 1.4436 0.1175 1.5611 0.2124
Table 4.6: Results of a time step dependency test at Re = 100.



























Figure 4.23: Re = 100, grid 40-3. Left: a part of the development of CD and CL over
time. Right: the frequency of vortex shedding.






N , 0 ≤ k < N. (4.25)
Figure 4.23 shows the result of such a computation. The Fourier transform yields
a very clear frequency signal, which again suggests that the effect of the reflections is
minimal.
Summarizing the case Re = 100, the main finding is that the case is indeed harder than
the case Re = 10. When the grid is chosen too coarse, small reflections will show up. But
these reflections do not influence the results much as the computed flow characteristics are
still in line with the results found in the literature. So, using the current implementation
of local grid refinement is profitable.
4.3.3 Re = 500
According to the literature, Re = 500 is a situation with three-dimensional flow patterns:
the transition to turbulence has set in. In Sohankar et al. [45], the results presented in
Table 4.7 can be found for this situation. Markedly, Sohankar et al. present results for
130 Chapter 4. Results
Investigators 2D 3D
St CD CL;rms St CD CL;rms
Sohankar et al. 0.174 1.89 1.13 0.127 1.84 1.14
various others 0.126-0.153 1.71-2.17
Experiments 0.125-0.133 1.83-1.88
Table 4.7: Results for Re = 500 in the literature. All results (so also those from various
others and the experimental values) have been taken from Sohankar et al. [45].
two-dimensional as well as three-dimensional simulations. Since these two situations are
of a very different nature, the current study will follow the same line of investigation, as
it offers an extra opportunity to check the validity of the proposed method for local grid
refinement.
Two-dimensional flow
Figures 4.24, 4.25 and 4.26 are examples of the two-dimensional behaviour at Re = 500.
These figures show that the boundary layers and the wake are thinner at this value
of the Reynolds number than for Re = 100. These observations are translated into
new dimensions of the calculation domain to increase the efficiency of the computations:
shorter and more slender refinement areas. This increased efficiency is important, because
the demand for resources will increase significantly when the step to the three-dimensional
case is made. Figure 4.27 shows the dimensions of the new calculation domain and the
new refinement areas. The centre of the cylinder is now located at (x, y) = (7.5, 7), while
the cylinder still has a diameter of 1.
Furthermore, for Re = 500, the viscosity has decreased sufficiently to use β = 0.05 in
the modified time integration method. Recall from Figure 2.4 that this means that the
stability region of the method is being pressed against the imaginary axis, which causes
that larger time steps can be used in the calculations. Note that this same value for β
has been used by Verstappen and Veldman [62] in their DNS.
Table 4.8 presents results on the new calculation domain. Most values seem to be
higher than reported by the investigators in Table 4.7, but at the same time it seems that
there is not much order in the results.
Figure 4.28 shows the frequency signals on grids 28-3 and 56-3 over a limited time
period. The difference between the two signals is striking: on grid 28-3 the signal almost
looks like noise, while the signal on grid 56-3 could not be more clear.
The difference between the results on grids 28-3 and 56-3 is more clearly expressed
by the behaviour of CD and CL. Figure 4.29 shows the time-dependent signals of these
two quantities, whereas Figure 4.30 presents them in a phase plot. On grid 28-3, the
movement is irregular, whereas the movement on grid 56-3 is very regular.
In this respect, also notice the difference between the time periods used to create the
figures on both grids. Time period 400-1000, which has been used to create the frequency
signal and phase plot on grid 56-3, is three times longer than the time period used for the
figures on grid 28-3. If the time period of 400-1000 would have been used for the figures
on grid 28-3, the figures would have had a very chaotic appearance.
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Figure 4.24: Re = 500, two-dimensional, t = 1000. The u-velocity.
Figure 4.25: Re = 500, two-dimensional. Flow detail of Figure 4.24 drawn at a different
angle. A different drawing technique makes the grid visible. The flow direction is from
the upper left corner to the lower right.
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Figure 4.26: Re = 500, two-dimensional, t = 1000. The vorticity. For visibility reasons,
the colour scale has been limited to [-3, 3]. Higher or lower values are mapped onto the
extremes of this interval.
Level Refined area
0 [0, 28]×[0, 14]
1 [4, 17]×[4, 10]
2 [5.5, 12]×[5.5, 8.5]
3 [6.5, 10]×[6, 8]
x = 0 x = 28
y = 0
y = 14
Figure 4.27: Refinement levels used at Re = 500 for two-dimensional flow. Left: exact
sizes. Right: graphical representation of the refinement areas showing the (refinement)
boundaries and the cylinder.
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Grid Cells at δt St CDp CDv CD CL;rms
cylinder
28-2 9× 18 0.002 0.150 2.374 0.000 2.374 1.347
0.005 0.155 2.436 0.001 2.437 1.443
0.010 0.150 2.376 0.000 2.376 1.384
56-2 18× 36 0.002 0.138 2.184 -0.007 2.177 1.356
0.005 0.142 2.157 -0.008 2.150 1.335
0.010 0.143 2.188 -0.007 2.181 1.340
28-3 27× 54 0.002 0.160 2.214 -0.011 2.203 1.381
0.005 0.158 2.259 -0.011 2.248 1.341
56-3 54× 108 0.001 0.165 2.154 -0.019 2.135 1.230
28-3* 27× 54 0.002 0.160 2.285 -0.011 2.274 1.371
* 0.005 0.161 2.290 -0.016 2.274 1.369
56-3* 54× 108 0.001 0.165 2.155 -0.019 2.136 1.230
Table 4.8: Results of a time step and grid dependency test at Re = 500 for two-
dimensional flow. The results without * are based on the time interval 400-1000. The
results with * are based on simulations until t = 5000.
Actually, the last consideration has been the only reason to use the limited time
period of 800-1000. Notice that the frequency signal on grid 28-3 suggests a broad range
of frequencies with a focus on St = 0.12. Nevertheless, Table 4.8 presents St = 0.16.
Hence, there seems to be a discrepancy. The difference is caused by the length of the
time interval on which the estimation of the Strouhal number is based. To get the value
presented in Table 4.8, the time interval 400-1000 has been used.
Now someone could say that the time interval 400-1000 is a wrong interval to use
for the determination of the Strouhal number, as it seems that the value of the Strouhal
number is still decreasing over the length of the considered time interval. This has been
verified by running a simulation until t = 5000 instead of t = 1000.
Figure 4.31 is a result of this elongated simulation. This time the frequency signal is
almost as clear as the one on grid 56-3. This better behaviour is also visible in the phase
plot. The chaotic movement has become much more structured and is showing clear
similarities to the phase plot on grid 56-3. One of the most striking similarities is the
shape of the paths: they seem equal, but mirrored. This mirroring is due to coincidence:
depending on the last bit of a number somewhere in the calculation, the vortices start
being formed on one side of the cylinder or the other.
But although the figures have changed, the characteristics of this elongated simulation
are similar to the characteristics of the shorter simulation. Compare the results of the
elongated simulation with those of the shorter simulations (see Table 4.8). Especially
the results on the finest grid (which is generating more accurate results than the coarser
grid) are almost identical to those of the shorter simulation.
The question remains how the difference between the clear signal on grid 56-3 and
the disturbed signal on grid 28-3 can be explained. The answer can be found in the
nature of two-dimensional transitional flows. In transitional flows, the most efficient
way to deal with all the energy and forces is activation of the third dimension. In the
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Figure 4.28: Re = 500, two-dimensional flow, frequency signals. Left: grid 28-3, δt =
0.002 and time period 800-1000. Right: grid 56-3, δt = 0.001 and time period 400-1000.
























Figure 4.29: Re = 500, two-dimensional flow. A part of the development of CD and CL
over time. Left: grid 28-3, δt = 0.002. Right: grid 56-3, δt = 0.001.
























Figure 4.30: Re = 500, two-dimensional flow, phase plot of CD versus CL. Left: grid
28-3, δt = 0.002 and time period 800-1000. Right: grid 56-3, δt = 0.001 and time period
400-1000.
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Figure 4.31: Re = 500, two-dimensional flow, grid 28-3, δt = 0.002 and time period
4000-5000. Left: the frequency signal. Right: phase plot of CD versus CL.
confinement of two-dimensional flows, this is not possible. Actually, the confinement of
the two-dimensional space wants to allow only certain frequencies. Therefore, the flow
tends to a stable flow pattern. However, the flow is sensitive to disturbances. If there is a
source of disturbances, getting a clear signal is difficult. In case of grid 28-3, insufficient
resolution is the cause of disturbances. As the current discretization is free of artificial
diffusion these disturbances can roam around freely. This is reflected in the results. Grid
56-3 has a lot less resolution problems and therefore suffers less from disturbances. As a
consequence, the results are clear and regular.
Three-dimensional flow
First of all, to help understand the results of the present study, the reader is reminded of
two facts:
• Periodical boundary conditions are used in the z-direction.
• Local grid refinement is not being applied in the z-direction.
Further, the development of the flow in the z-direction is stimulated by the application
of an initial velocity profile:




In this formula, Lz represents the height of the calculation domain, which has been set
to 4.
Also, the refinement areas are again being modified a little bit. In the two-dimensional
simulations, they appeared to be a bit short. Therefore, the refinement areas are being
elongated for the three-dimensional flow calculations. The details of the modified areas
are shown in Figure 4.32. Compensating the increase in calculation time needed for this
increase in detail, is a halving of the time interval used for the simulations. Whereas the
time interval 0-1000 for the two-dimensional simulations allowed for a start-up and about
70 shedding cycles, the time interval 0-500 allows the three-dimensional simulations a
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Level Refined area
0 [0, 28]×[0, 14]
1 [4, 25]×[4.5, 9.5]
2 [5.5, 20]×[5.5, 8.5]
3 [6.5, 15]×[6, 8]
x = 0 x = 28
y = 0
y = 14
Figure 4.32: Refinement levels used at Re = 500 for three-dimensional flow. Left: exact
sizes. Right: graphical representation of the refinement areas showing the (refinement)
boundaries and the cylinder.














Figure 4.33: Re = 500, three-dimensional. A part of the development of CD and CL over
time for grid 56 × 28 × 32-3, δt = 0.002.
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Grid Cells at δt St CDp CDv CD CL;rms
cylinder
56 × 56 × 8-1 6× 12 0.005 0.140 2.179 0.004 2.183 1.170
28 × 28 × 16-2 9× 18 0.002 0.148 2.274 -0.000 2.274 1.321
0.005 0.148 2.297 -0.001 2.296 1.368
0.01 0.148 2.289 -0.000 2.289 1.328
56 × 56 × 16-2 18× 36 0.002 0.144 2.238 -0.009 2.229 1.379
0.005 0.144 2.231 -0.009 2.222 1.384
28 × 28 × 16-3 27× 54 0.002 0.140 2.210 -0.015 2.195 1.404
56 × 28 × 16-2 18× 18 0.002 0.124 1.885 -0.012 1.873 1.026
112 × 56 × 32-2 36× 36 0.002 0.132 2.007 -0.021 1.986 1.183
56 × 28 × 16-3 54× 54 0.002 0.136 2.034 -0.022 2.012 1.204
56 × 28 × 32-3 54× 54 0.002 0.137 2.018 -0.024 1.994 1.201
112 × 56 × 32-3* 108× 108 0.0005 0.140 2.027 -0.027 2.000 1.186
Table 4.9: Results of a time step and grid dependency test at Re = 500 for three-
dimensional flow. All simulations ran until t = 500 except for the one marked with a
*, which ran until t = 250. Note that the simulation results presented at the bottom of
the table were obtained using square cells.
start-up and at least 35 shedding cycles (see Figure 4.33). Other settings are kept the
same as for the two-dimensional case.
Figures 4.34 - 4.38 are some examples of the observed flow behaviour. Notice that
the presence of the third dimension causes the flow structures to exhibit more complexity
than the two-dimensional flows.
Table 4.9 presents results for three-dimensional flow at Re = 500. Like the two-
dimensional results, most three-dimensional results seem to be slightly higher than the
ones reported by other investigators. An interesting observation though is that using
square cells (in the xy-plane) for the simulations yields a small but consistent improve-
ment of the results: the results are getting closer to the experimental values. This is
a sign that the x- and y-direction are equally important to the solution: favouring one
direction above another comes at a price.
The differences between two-dimensional and three-dimensional flow are expressed by
Figure 4.39. Instead of a couple of sharply defined frequency peaks, there is now only
one clear peak covering a wider range. Hence there are other frequencies at play than
in the two-dimensional case. The phase plot shows this in a different way: whereas the
confinement of the two-dimensional space causes the solution to follow the same path over
and over again, the third dimension offers the solution the freedom to take a different
path every oscillation.
A side effect is that three-dimensional simulations can deal with less resolution than
in two dimensions. This can be seen by comparing the two-dimensional results on the
grid 28-3 as presented in Figures 4.28-4.30 with the three-dimensional results on grid
28×28×16-2 (which is a grid with 3 times larger cells around the cylinder) as presented in
Figure 4.40. Figure 4.40 shows a frequency signal already containing one clear frequency
instead of the noisy spectrum in Figure 4.28.
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Figure 4.34: Re = 500, three-dimensional, t = 1000. The u-velocity at z = 0.125.
Figure 4.35: Re = 500, three-dimensional. Flow detail of Figure 4.34 drawn at a different
angle. A different drawing technique makes the grid visible. The flow direction is from
the upper left corner to the lower right.
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Figure 4.36: Re = 500, three-dimensional, t = 1000. The v-velocity at z = 0.125.
Figure 4.37: Re = 500, three-dimensional, t = 1000. The w-velocity at z = 0.125.
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Figure 4.38: Re = 500, three-dimensional, t = 1000. The vorticity at z = 0.125. For
visibility reasons, the colour scale has been limited to [-3, 3]. Higher or lower values are
mapped onto the extremes of this interval.






















Figure 4.39: Re = 500, three-dimensional. Grid 56 × 28 × 32-3, δt = 0.002 and time
period 200-500. Left: the frequency signal. Right: phase plot of CD versus CL.
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Figure 4.40: Re = 500, three-dimensional. Grid 28×28×16-2, δt = 0.005 and time
period 200-500. Left: the time signals of CD and CL. Right: the frequency signal; it
shows already one clear frequency on this rather coarse grid.
Concluding remarks Re = 500
Summarizing, the following observations have been made during the study of the flow
behaviour at Re = 500.
• The analysis of two-dimensional flow behaviour showed:
– Resolution is crucial.
– Longer simulations may be needed to achieve a situation of instationary equi-
librium.
• The analysis of three-dimensional flow behaviour showed:
– The third dimension is essential to offer reliable, physical solution behaviour
as observed in (three-dimensional) experiments.
– Three-dimensional flow simulations can be performed over shorter time inter-
vals than two-dimensional flow simulations, because they are showing regular
behaviour earlier.
However, neither the two-dimensional nor the three-dimensional simulations matched
the results of other investigators as well as the results of Re = 10 and Re = 100 did. This
is mainly due to the physics of the problem, which are already quite complex and hard
to capture. Small changes in configuration, the increased strength of the reflections and
the influence of the outermost, too coarse, grid layer can all attribute to the observed
deviations. Still, considering all the possible sources of adverse effects, the obtained
solutions are quite reasonable.
4.3.4 Re = 22000
To really push the limits of the simulation method, Re = 22000 has been studied. For
Re = 22000, a variety of data is available in the literature. Table 4.10 presents a selec-
tion of the available data. Since the flow characteristics at high values of the Reynolds
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Investigators Type Re St CD CL;rms
Lankadasu and Vengadesan [24] num. 21400 0.131 2.18 1.32
Srinivas et al. [46] num. 21400 0.135 2.14 1.12
Lyn et al. [28] exp. 21400 0.13 2.1
Rodi [36] num. 22000 0.13-0.15 2.17-2.77 1.15-1.79
Sohankar et al. [43] num. 22000 0.131 2.32 1.49
Verstappen and Veldman [61] num. 22000 0.133 2.09 1.45
Bearman and Obasaju [3] exp. 22000 0.13 1.2
Table 4.10: Results in literature for Re = 22000. The abbreviations num. and exp.
respectively stand for numerical and experimental.
Grid Cells at δt St CDp CDv CD CL;rms
cylinder
56 × 28 × 16-3 54× 54 0.002 0.127 1.838 -0.0056 1.832 0.873
56 × 28 × 32-3 54× 54 0.002 0.134 1.911 -0.0048 1.906 1.016
84 × 56 × 16-3 81× 81 0.001 0.129 2.008 -0.0045 2.003 1.140
*84 × 56 × 32-3 81× 81 0.001 0.129 2.140 -0.0052 2.135 1.414
Table 4.11: Results of a grid dependency test at Re = 22000. The simulation marked
with a * is a simulation of only 200 time units whereas the others covered 500.
number are less volatile (see for example the overview of experimental data presented by
Lankadasu and Vengadesan [24]), the data of the nearby value Re = 21400 has also been
presented in this table. As can be seen: the characteristics of the flow at either value of
the Reynolds number are very similar.
The dimensions of the calculation domain and the refinement areas and all other
settings for Re = 22000 are kept the same as for the three-dimensional flow simulations
at Re = 500. Results of simulations are shown in Table 4.11.
The presented results seem to show some order even though an optimistic approach
has been chosen as far as the mesh Pe´clet4 number Pe is considered. The mesh Pe´clet
number describes the rate of convection in proportion to the rate of diffusion as
Pe = ReU h, (4.27)
with U being the typical velocity and h the typical mesh width. Usually, it is advisable
to keep Pe < 2 for stability. When Pe becomes larger, the chances are increasing that
numerical methods will become unstable. As Pe > 22000 · 1 · 0.01 = 220 for grid 84 × 56
× 32-3, there is a lack of resolution and unstable behaviour can arise.
The combined effect of insufficient resolution and reflections is clearly visible in Figures
4.41 and 4.42. The level of agitation of the flow of the finer levels has not been diffused
sufficiently when the flow hits a refinement boundary. As a result, the flow pattern seems
to change drastically and some refinement boundaries show very well in the overview
figure. Vorticity plots do not provide any useful information for these grids.
4The (mesh) Pe´clet number Pe is named after Jean Claude Euge`ne Pe´clet (1793-1857), a French
physicist.
4.3 Flow around a square cylinder 143
Figure 4.41: Re = 22000, t = 500. The u-velocity at z = 0.125.
Figure 4.42: Re = 22000. Flow detail of Figure 4.42 drawn at a different angle. A
different drawing technique makes the grid visible. The flow direction is from the upper
left corner to the lower right.
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In spite of these obvious problems, the simulations are still stable, do not need some
sort of outflow buffer and the main characteristics are very similar to those in the lit-
erature. Especially note that the current results have been obtained without the use of
any artificial diffusion, whereas most investigators (for example Srinivas et al. [46] and
Sohankar et al. [43]) need a form of artificial diffusion to obtain stable solutions.
Figures 4.43 and 4.44 take a more detailed look at the simulations. Figure 4.43 shows
that the start-up at Re = 22000 only lasts for about 50 time units and that the time
interval 50-200 already contains about 18 cycles. So, the simulation results for grid
84×56×32-3 are already viable although the simulation is much shorter than the other
simulations.
Figure 4.44 shows a frequency and phase plot of the simulation on grid 84×56×32-3.
Both parts of the figure show the presence of a lot of detail in the flow. The signal reveals
this presence for example by means of a very wide frequency range. Compared to the
clear main frequency, the other frequencies are of little significance, but their presence
is more pronounced than at lower values of Re. This raises the question: is this high
number of insignificant frequencies caused by the reflections on the boundaries of the
local grid refinement areas? At this moment, there is no clear answer to this question as
the sheer nature of the flow itself might have induced the presence of the wide range of
frequencies.
Summarizing, the modest, locally refined grids yield stable simulations with useful
statistical data. Due to the Pe´clet number being too high, the instantaneous flow proper-
ties can be improved upon though. The solution will benefit from either more resolution
or the use of a turbulence model.
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Figure 4.43: Re = 22000, grid 84×56×32-3. The development of CD and CL over time.




























Figure 4.44: Re = 22000. Grid 84×56×32-3, δt = 0.001 and time period 100-200. Left:





Since long, humankind tries to understand or control its surroundings. This desire ini-
tiated the research in the field of fluid dynamics. The amount of knowledge increased
steadily until the Navier-Stokes equations culminated. These equations are generally ac-
cepted to describe fluid flow properly. However, a general solution to these equations is
still unknown.
The introduction of the computer offered new possibilities to explore this field of
science. With their computational power, computers offer a way to literally look into
fluid flows by means of simulations.
However, due to their physical limitations, computers can not simulate just anything.
Especially turbulent flows prove to be difficult due to the high amount of small-scale
phenomena. Direct numerical simulation (DNS) of such flows is very expensive.
Besides the work being done to improve computers, numerical techniques are being
developed that make better use of the computational power of computers. Examples are
the work being done on the Reynolds-averaged Navier-Stokes (RANS) equations and the
large-eddy simulations (LES). These methods focus on resolving the large scale phenom-
ena without resolving the small scales. Other efforts to improve the usage of computers
are being spent on, for example, grid reduction techniques. This thesis is an example of
this last type of effort: it focusses on local grid refinement.
The creation of local grid refinement in a consistent way is a challenge. The coupling
of the equations on coarse and refined grids is not trivial: it must be implemented in
such a way that discrete mass and momentum are preserved. Nevertheless, many im-
plementations of local grid refinement exist already; some are even adaptive. But none
of them (explicitly) considers discrete energy conservation. The research in this thesis
focuses on the design of a local grid refinement technique that not only preserves mass
and momentum, but also energy.
5.2 Modelling
The Navier-Stokes equations pose the mathematical model for fluid dynamics. They
describe conservation of mass and momentum in the absence of symmetric operators. The
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skew-symmetric properties of the remaining operators in the equations lead to energy
conservation. When the discrete operators of the numerical model mimic these skew-
symmetric properties, energy conservation is also part of the numerical model. Chapter
2 shows that, in case of a (stretched) Cartesian grid, such a numerical model can be
derived.
But when a (stretched) Cartesian grid with local grid refinement is considered, every-
thing gets much more complicated. First, this is due to the fact that most of the velocities
on the edge of the refined area are missing direct neighbors. By means of interpolation,
the existing velocities can provide the missing neighbors. Due to these interpolations, the
stencils get wider than normally is being seen. A more important complication is that
conservation of mass and momentum is not a straightforward result of the finite-volume
discretization anymore; these conservation laws have to be built in carefully. Second, local
grid refinement opens up the possibility of spurious reflections at refinement boundaries.
Section 3.2 investigates the origin of these non-physical waves that can originate when
a physical wave crosses a refinement boundary. It turns out that the general discretization
in itself permits the presence of a spurious mode. Whereas the boundary conditions
usually prohibit the spurious mode, a refinement boundary may activate some unwanted
waves.
In response, Section 3.3 discusses the possibilities to suppress the reflections. A range
of possibilities exists in the literature and this thesis adds a few more. Some of these
possibilities are promising (see Sections 3.3.1 and 3.3.3). They generally start from ob-
servations of deficiencies in the discretization or use certain interpolation methods to deal
with the refinement boundary. Methods that try to exploit the freedom in the discrete
operators generally do not work (see Section 3.3.2). However, the methods that work
best have in common that they violate the demand of skew-symmetry of the convective
operator. For this reason, the suppression of the reflections has not been pursued any
further in this thesis.
In the remainder of the thesis the focus is on local grid refinement, starting with the
derivation of a symmetry-preserving discretization. Two options are considered: a 2:1
refinement ratio (i.e. 2 fine grid cells together are as wide as 1 coarse grid cell) and a 3:1
refinement ratio. Of course, the refinement ratio 2:1 is considered because it is the most
economic way to implement the refinement. The reason to consider refinement ratio 3:1
is because it is the most natural way to implement the refinement on a staggered mesh:
every velocity on the coarse grid has a direct neighbour on the fine grid. As such, it is
expected that 3:1 refinement has advantages over 2:1 refinement.
Section 3.5 shows that 3:1 refinement results in a family of possible solutions. A
sensible choice can be made from this family when arguments considering natural-feeling
connections are taken into account. A selection of these arguments is: the flux would be
present if the situation were regular, the flux is located on a neighbouring cell face of an
adjacent conservation cell, the flux is related to an interpolation being used, there should
be equal exposure between similar neighbour velocities and coefficients should not make
far away neighbour velocities dominant over nearby neighbour velocities.
On the other hand, Section 3.6 shows that a (reasonable) discretization for a 2:1
refinement ratio is impossible to achieve when a skew-symmetric, energy-conserving dis-
cretization is required.
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5.3 In practice
Chapter 4 investigates how the constructed discretization for local grid refinement behaves
in practice. Hereto, the flow around a square cylinder has been simulated for values of
the Reynolds number ranging from the laminar to the transitional flow regions.
For Re = 10, which is in the laminar flow region, the discretization performs well and
without surprises. Results show agreement with the literature. A grid dependency test
shows that the convergence behaviour of the solution on locally refined grids is controlled
by the mesh size around the cylinder. So the convergence behaviour of the locally refined
grids equals the convergence behaviour on uniform grids. But at the same time, the
efficiency of the locally refined grids is much better.
The case Re = 100 is a situation with a flow regime of vortex shedding. Here, the first
spurious reflecting waves are showing up. These reflections do not seem to harm much
at this stage as the results still compare well with the literature. A grid dependency test
shows that the reflections disappear when the grid resolution is increased.
At Re = 500, two-dimensional simulations are not sufficient anymore to capture the
flow: the calculated flow characteristics do not match the experimental values. Another
symptom is that low-resolution, two-dimensional simulations will not result in a clear
signal: small errors in this kind of simulation are amplified. In other words, the two-
dimensional case is highly sensitive to disturbances.
Also for three-dimensional simulations, the resolution is becoming more important. To
meet the demand for a higher resolution, the grid sizes have been modified in comparison
to the previous situations: length and width of all grid areas have been decreased in an
attempt to minimize the necessary calculation time. Still, the simulations performed for
this thesis seem to suffer a bit from low resolutions in the coarse areas and reflections are
visible. On the other hand, the statistical flow properties are not too bad when compared
to the literature values. An interesting observation is the fact that square cells produce
better results than rectangular cells. This is an indication that all directions are equally
important.
At Re = 22000, the flow snapshots suffer severely from a resolution and reflection
problem. This is no surprise since the mesh Pe´clet number for the studied grids is much
larger than advisable. However, the statistical properties seem to be largely unaffected.
So, reasonable and stable solutions can be obtained with modest, locally refined grids
without any artificial diffusion.
5.4 Conclusions
An energy-conserving discretization for local grid refinement with a refinement ratio of
3:1 has been designed. The resulting stencil of the discretization is wide and might feel a
bit unnatural. However simpler stencils are not possible since this thesis also proves that
an energy-conserving discretization for a 2:1 refinement ratio cannot be created within
the chosen framework.
The discretization has been tested in the situation of flow around a square cylinder
for a wide range of values of the Reynolds number. It has been shown that the method
can deliver stable solutions without artificial diffusion.
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There is however an issue with spurious reflection waves arising at refinement bound-
aries. It has been shown that the mesh size influences the creation of these waves: when
the resolution is increased, the reflection waves will disappear. A method to allow solu-
tions free of reflection waves at lower resolutions has been proposed in Section 3.3.3, but
it has not been investigated to its full extent since it would break the skew-symmetric
properties of the discretization.
5.5 Research outlook
The most interesting direction of future research is making the method adaptive, as an
adaptive local grid refinement method creates local refinement when you need it and
removes it when you do not need it anymore. As a side effect, this might have the
advantage that most of the reflection waves are avoided, since steep gradients in the
flow do not cross any refinement boundary: if a steep gradient approaches a refinement
boundary, the boundary is being moved before the gradient can cross it. A first step in
this direction has been made by Van der Plas et al. [55, 57].
Indeed, it is hard to imagine any future direction of investigation that does not include
a way to deal with the reflections. Section 3.3.3 already proposed a mechanism to reduce
the reflections. As it seems very promising, it is worthwhile to investigate the behaviour
of the proposed mechanism. Directly linked to the proposed method is the question
whether discrete energy conservation can be maintained, since the proposed method
breaks the skew-symmetry properties. However, the demand of skew-symmetry is only a
convenient way to prove energy conservation, there might exist other ways to show energy
conservation. Or maybe an entirely other explication exists to justify its application.
An adaptive method also requires the simulation method to allow for other shapes of
refined areas to be able to tackle general flow situations. This also requires extensions
to the current method. A research issue in this area might be the little ’extensions’ that
have been introduced in the definition of the divergence. See for an example the terms
with r̂hyj;m in (3.78). These extensions feel a bit unnatural, make things more complex
and their contributions are small compared to those of the other terms. A divergence
without these extra terms simply is more natural: just the sum of all fluxes entering and
leaving two grid cells. But dropping these terms again touches on the aforementioned
topic of discrete energy conservation.
Further, optimization of performance has not been a focus point of the current im-
plementation of the symmetry-preserving discretization. Although preliminary results
seem to show that the calculation time is proportional to the number of grid points, the
performance may be studied a bit more carefully.
Also, it might be worthwhile to investigate the use of stretching of the grid in combi-
nation with local grid refinement. The current discretization allows for this option, but
it has not been tested yet. It is interesting to see whether the stretching will affect the
behaviour; this is currently being investigated by Van der Plas et al [55].
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Al lange tijd probeert de mensheid zijn omgeving te begrijpen of te controleren. Dit ver-
langen initieerde het onderzoek op het gebied van vloeistofdynamica. De kennis ontwik-
kelde zich gestaag totdat de Navier-Stokes vergelijkingen ontstonden. Deze vergelijkingen
worden algemeen gezien als een goede beschrijving van vloeistofstroming. Een algemene
oplossing van deze vergelijkingen is echter nog steeds onbekend.
Het ontstaan van de computer bood nieuwe mogelijkheden om dit wetenschapsgebied
te onderzoeken. Vanwege hun rekenkracht bieden computers een manier om letterlijk in
vloeistofstromingen te kijken met behulp van simulaties.
Door hun fysieke beperkingen kunnen computers echter niet zomaar alles simuleren.
Vooral turbulente stromingen blijken moeilijk te simuleren vanwege het hoge aantal ver-
schijnselen op de kleine schalen van de stroming. Directe numerieke simulatie (DNS) van
zulke stromingen is erg duur.
Naast de inspanningen om computers te verbeteren worden er numerieke technieken
ontwikkeld die beter gebruik maken van de rekenkracht van computers. Voorbeelden van
deze inspanningen zijn het werk aan de Reynolds-gemiddelde Navier-Stokesvergelijkingen
(RANS – Reynolds-averaged Navier-Stokes) en de grote wervelsimulaties (LES – large-
eddy simulation). Deze methodes richten zich op het simuleren van de stromingsver-
schijnselen die op de grote lengteschalen plaatsvinden zonder de verschijnselen op de
kleine schalen te simuleren. Andere inspanningen om het gebruik van computers te ver-
beteren richten zich bijvoorbeeld op roosterreductietechnieken. Dit proefschrift is een
voorbeeld van het laatste type: het gaat over lokale roosterverfijning.
Het op een consistente manier cree¨ren van lokale roosterverfijning is een uitdaging.
Het koppelen van de vergelijkingen op de grove en fijne griddelen is niet triviaal: het moet
zodanig worden gedaan dat de discrete massa en impuls worden behouden. Desalniet-
temin bestaan er al vele implementaties van lokale roosterverfijning; sommige zijn zelfs
adaptief. Maar geen van die implementaties kijkt (expliciet) naar discreet energiebehoud.
Het onderzoek in deze thesis richt zich op het ontwerpen van een techniek voor lokale
roosterverfijning die niet alleen massa en impuls behoudt, maar ook energie.
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Modellering
De Navier-Stokesvergelijkingen vormen het mathematische model voor vloeistofdyna-
mica. Ze beschrijven behoud van massa en impuls als symmetrische operatoren geen
rol spelen. De scheefsymmetrische eigenschappen van de overige operatoren in de verge-
lijkingen leiden tot energiebehoud. Als de discrete operatoren van het numerieke model
deze scheefsymmetrische eigenschappen nabootsen, dan maakt energiebehoud ook deel
uit van het numerieke model. Hoofdstuk 2 laat zien, dat zo’n numeriek model kan worden
afgeleid in het geval van een (gerekt) Cartesisch rooster.
Maar wanneer een (gerekt) Cartesisch rooster met lokale roosterverfijning beschouwd
wordt, dan is alles veel moeilijker. Ten eerste is dit te wijten aan het feit dat de meeste
snelheden op de rand van het verfijnde gebied een directe buurman missen. Door mid-
del van interpolatie kunnen de bestaande snelheden voorzien in de missende buren. Ten
gevolge van deze interpolaties worden de stencils wijder dan gebruikelijk. Een belangrij-
ker complicatie is, dat behoud van massa en impuls niet meer een rechtstreeks gevolg is
van de eindige volumediscretisatie; die behoudswetten moeten zorgvuldig worden inge-
bouwd. Ten tweede kunnen door lokale roosterverfijning onechte reflecties ontstaan op
verfijningsranden.
Sectie 3.2 onderzoekt de oorsprong van deze niet-fysische golven, die kunnen ontstaan
wanneer een fysische golf een verfijningsrand oversteekt. Het blijkt dat de algemene
discretisatie zelf de aanwezigheid van een onechte golf toestaat. Normaalgesproken zorgen
de randvoorwaarden ervoor dat er geen onechte golven ontstaan, maar een verfijningsrand
kan wat ongewilde golven activeren.
In reactie hierop beschrijft Sectie 3.3 de mogelijkheden om de reflecties te onderdruk-
ken. In de literatuur bestaat er een reeks mogelijkheden en deze thesis voegt er nog een
paar toe. Sommige mogelijkheden zijn veelbelovend (zie Secties 3.3.1 en 3.3.3). Ze vinden
over het algemeen hun oorsprong in observaties van tekortkomingen in de discretisatie
of ze gebruiken bepaalde interpolatiemethoden om met de verfijningsrand om te gaan.
Methoden die de ruimte in de discrete operators proberen te benutten werken over het
algemeen niet (zie Sectie 3.3.2). De methoden die het best werken hebben echter gemeen
dat ze niet voldoen aan de eis van scheefsymmetrie. Daarom wordt het onderdrukken
van de reflecties niet verder onderzocht in deze thesis.
In de rest van de thesis ligt de focus op lokale roosterverfijning, beginnend met de
afleiding van een scheefsymmetrische discretisatie. Twee opties worden onderzocht: een
verfijningsratio van 2:1 (wat betekent dat 2 fijne roostercellen samen net zo breed zijn als
1 grove roostercel) en een verfijningsratio van 3:1. Natuurlijk wordt de verfijningsratio
van 2:1 beschouwd omdat het de meest economische manier is om de verfijning te imple-
menteren. De reden om een verfijningsratio van 3:1 te beschouwen is dat het de meest
natuurlijke manier is om roosterverfijning te implementeren op een versprongen rooster:
elke snelheid op het grove rooster heeft een directe buurman op het fijne rooster. De
verwachting is daarom dat een verfijningsratio van 3:1 voordelen biedt ten opzichte van
een ratio van 2:1.
Sectie 3.5 laat zien dat 3:1-verfijning resulteert in een familie van mogelijke oplos-
singen. Een verstandige keuze uit deze familie kan worden gemaakt door rekening te
houden met argumenten die natuurlijk aanvoelende verbindingen betreffen. Een selectie
van deze argumenten is: de flux zou aanwezig zijn als de situatie regelmatig zou zijn,
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de flux bevindt zich op een aangrenzend celvlak van een naastliggende behoudscel, de
flux is gerelateerd aan een interpolatie die gebruikt wordt, gelijksoortige buursnelheden
zouden een gelijke blootstelling moeten hebben en coefficie¨nten zouden ver weg gelegen
buursnelheden niet dominant moeten maken ten koste van nabijgelegen buursnelheden.
Daarentegen laat Sectie 3.6 zien, dat een (redelijke) discretisatie onmogelijk verkrijg-
baar is voor 2:1-verfijning wanneer een scheefsymmetrische, energiebehoudende discreti-
satie gezocht wordt.
In de praktijk
Hoofdstuk 4 onderzoekt hoe de geconstrueerde discretisatie voor lokale roosterverfijning
zich gedraagt in de praktijk. Voor dit doel is de stroming rond een vierkante cylinder
gesimuleerd voor waarden van het Reynoldsgetal die varie¨ren van het laminaire stro-
mingsregime tot en met het transitieregime.
Voor Re = 10, dat in het laminaire stromingsregime ligt, gedraagt de discretisatie zich
goed en zonder verrassingen. Resultaten laten overeenstemming zien met de literatuur.
Een roosterafhankelijkheidstest laat zien dat het convergentiegedrag van de oplossing op
lokaal verfijnde roosters gecontroleerd wordt door de maaswijdte rond de cylinder. Het
convergentiegedrag van de lokaal verfijnde roosters is dus gelijk aan het convergentiege-
drag op uniforme roosters. Tegelijkertijd is de efficie¨ntie van de lokaal verfijnde roosters
echter veel beter.
Het geval Re = 100 is een situatie in het stromingsregime waarin een stabiel wervel-
patroon wordt gegenereerd. Voor dit geval treden de eerste onechte reflecties op. Deze
reflecties lijken nog niet veel invloed te hebben, omdat de resultaten nog steeds goed
vergelijkbaar zijn met de literatuur. Een roosterafhankelijkheidstest laat zien dat de
reflecties verdwijnen als de roosterresolutie wordt verhoogd.
Bij Re = 500 zijn tweedimensionale simulaties niet meer genoeg om de stroming te
vangen: de berekende stromingskarakteristieken komen niet overeen met de experimen-
tele waarden. Een ander symptoom is dat tweedimensionale simulaties met een lage
resolutie geen duidelijk signaal laten zien: kleine verstoringen worden versterkt in dit
soort simulaties. Met andere woorden: het tweedimensionale geval is hoogst gevoelig
voor verstoringen.
Ook in het driediemensionale geval wordt de resolutie belangrijker. Om te voldoen aan
de vraag naar een hogere resolutie zijn de roosterafmetingen aangepast ten opzichte van
de voorgaande situaties: de lengte en breedte van alle roostergebieden zijn verkleind in
een poging om de benodigde rekentijd te verlagen. De simulaties, die zijn uitgevoerd voor
deze thesis, lijken echter nog steeds een beetje be¨ınvloed te worden door lage resolutie
in de grove gebieden en reflecties zijn zichtbaar. Daar staat tegenover dat de statistische
stromingseigenschappen niet slecht zijn als ze worden afgezet tegen de waarden uit de
literatuur. Een interessante observatie is het feit dat vierkante cellen betere resultaten
produceren dan rechthoekige cellen. Dit is een indicatie dat alle richtingen even belangrijk
zijn.
Voor Re = 22000 hebben de momentopnamen van de stroming sterk te lijden onder
een resolutie- en reflectieprobleem. Dit is geen verrassing, omdat het maas-Pe´cletgetal van
de bestudeerde roosters veel hoger dan raadzaam is. De statistische eigenschappen lijken
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echter nog grotendeels onaangetast. Dat betekent dat redelijke en stabiele oplossingen
kunnen worden verkregen met bescheiden, lokaal verfijnde roosters zonder kunstmatige
diffusie.
Conclusies
Er is een energiebehoudende discretisatie voor lokale roosterverfijning ontworpen met
een verfijningsratio van 3:1. Het resulterende stencil van de discretisatie is wijd en zou
een beetje onnatuurlijk kunnen aanvoelen. Eenvoudiger stencils zijn echter onmogelijk,
doordat deze thesis ook bewijst dat een energiebehoudende discretisatie voor een verfij-
ningsratio van 2:1 niet verkregen kan worden binnen het gekozen raamwerk.
De discretisatie is getest in de situatie van stroming rond een vierkante cylinder voor
een groot bereik aan waarden van het Reynoldsgetal. Er is aangetoond dat de methode
stabiele oplossingen kan leveren zonder artificie¨le diffusie.
Er is echter een probleem met onechte reflectiegolven die ontstaan op verfijningsran-
den. Er is aangetoond dat de maaswijdte invloed heeft op het ontstaan van deze golven:
als de resolutie wordt verhoogd, zullen de reflectiegolven verdwijnen. Sectie 3.3.3 presen-
teert een methode om oplossingen zonder reflectiegolven te verkrijgen op lagere resoluties,
maar deze methode is niet volledig onderzocht, omdat het de scheefsymmetrische eigen-
schappen van de discretisatie zou breken.
Toekomstige onderzoeksrichtingen
De meest interessante richting van toekomstig onderzoek is het adaptief maken van de
huidige methode, omdat een adaptieve, lokale roosterverfijningsmethode lokale rooster-
verfijning cree¨ert wanneer je het nodig hebt en verwijdert wanneer het overbodig is ge-
worden. Als een neveneffect kan dit het voordeel hebben dat de meeste reflectiegolven
worden vermeden, doordat steile gradie¨nten in de stroming verfijningsgrenzen niet over-
schrijden: als een steile gradie¨nt een verfijningsrand nadert, wordt de verfijningsgrens
verschoven voordat de gradie¨nt hem kan overschrijden. Een eerste stap in deze richting
is gemaakt door Van der Plas et al. [55, 57].
Het is inderdaad moeilijk om aan een toekomstige onderzoeksrichting te denken waarin
niets wordt gedaan aan de omgang met de reflecties. Sectie 3.3.3 stelde al een mechanisme
voor om de reflecties te verwijderen. Omdat deze methode erg veelbelovend lijkt, is het
waardevol om het gedrag van het voorgestelde mechanisme te onderzoeken. Direct hieraan
gelinkt is de vraag of discreet energiebehoud behouden kan worden, omdat de voorgestelde
methode de scheefsymmetrische eigenschappen verbreekt. De eis van scheefsymmetrie is
echter alleen een gemakkelijke manier om energiebehoud te bewijzen; er kunnen andere
manieren zijn om energiebehoud aan te tonen. Of misschien is er wel een heel andere
reden om het gebruik van de voorgestelde methode te rechtvaardigen.
Een adaptieve methode vraagt ook om een simulatiemethode die andere vormen toe-
staat voor de verfijnde gebieden, zodat algemene stromingssituaties behandeld kunnen
worden. Dit vraagt ook om uitbreiding van de huidige methode. Een onderzoeksthema
in deze richting zouden de kleine ’uitsteeksels’ kunnen zijn, die zijn ge¨ıntroduceerd in
de definitie van de divergentie. Zie bijvoorbeeld de termen met r̂hyj;m in (3.78). Deze
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uitsteeksels voelen een beetje onnatuurlijk aan, zorgen ervoor dat alles complexer wordt
en ze dragen maar heel beperkt bij in verhouding tot de andere termen. Een divergentie
zonder deze termen is eenvoudigweg natuurlijker: alleen de som van alle fluxen die twee
cellen in- en uitgaan. Het laten vallen van deze uitstekende termen brengt ons echter
weer bij het hiervoor genoemde onderwerp van discreet energiebehoud.
Verder is optimalisatie van de performance geen focuspunt geweest van de huidige
implementatie van de symmetriebehoudende discretisatie. Hoewel voorlopige resultaten
lijken aan te geven dat de rekentijd evenredig is met het aantal roosterpunten, kan de
performance echter wel wat zorgvuldiger bestudeerd worden.
Het kan ook nuttig zijn het gebruik van rekken van het rooster te onderzoeken in
combinatie met lokale roosterverfijning. De huidige discretisatie staat deze mogelijkheid
al wel toe, maar het is nog niet getest. Het is interessant om te zien of het rekken het
gedrag be¨ınvloedt; dit wordt momenteel onderzocht door Van der Plas et al [55].
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