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In this paper we present the general formulation and numerical aspects of an augmented multicrack elas-
toplastic damage model aiming to reﬂect the crack induced anisotropy in concrete like quasi-brittle
materials. Consistent evolution laws for the involved internal variables are derived based on the aug-
mented Lagrangian method. The (time) discrete formulation and the corresponding variational structure
are investigated, with the Euler–Lagrangian equations deﬁning the closest-point projection approxima-
tion of the proposed model. The numerical aspects, such as the stress updating algorithm and the algo-
rithmic consistent tangent moduli, are also discussed in details. It is found that in the developed
numerical algorithm the active loading surfaces are determined in such a posterior manner that potential
numerical problems due to the iteratively updating procedure in classical algorithms can be avoided. The
proposed model is applied to the modeling of tensile cracking in concrete. The behavior of a single crack
is characterized by an elliptical cracking surface and a hyperbolic softening function, with the orienta-
tions of potential cracks determined by Mohr’s postulate. The model is veriﬁed by calculating the single
point stress vs. strain relations of concrete under several typical proportional and non-proportional load-
ing cases. Finally, two benchmark tests of concrete structures, i.e. four-point bending beam under cyclic
loading (Hordijk, 1992) and double edge notched specimens under mixed tension/shear forces (Nooru-
Mohamed, 1992), are numerically simulated. Both predicted load vs. displacement curves and crack pat-
terns agree well with the experimental data.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
Stiffness degradation due to microcracks/microvoids evolution
and irreversible deformations caused by plastic slips are the main
mechanisms responsible for the nonlinear behavior of both quasi-
brittle geotechnical materials and ductile metals. Taking the tensile
cracking in plain concrete as a typical example, localized micro-
cracks generally form in the interfacial transition zones between
cement pastes and coarse aggregates. Macroscopically, the mate-
rial exhibits a stress vs. strain (or displacement) curve with a soft-
ening regime right after the stress apex. The fact that these
microcracks mainly evolve ‘‘in the direction perpendicular to the
maximum tensile strain or stress’’ (Krajcinovic and Fonseka,
1981) inevitably induces an anisotropic stiffness degradation in
the initially isotropic material, i.e. the so-called damage or crack
induced anisotropy. Moreover, irreversible deformations caused
by the frictional slips along some preferred crack lips and by the
incomplete closure of cracks upon unloading are also experimen-
tally observed. The realistic consideration of above inelastic behav-ll rights reserved.ior is of great signiﬁcance to the numerical modeling of tensile
cracking in concrete.
Thereby, it is not surprising that plasticity and damage mechan-
ics have been widely adopted in the constitutive modeling of engi-
neering materials; see Chen (1994) and Krajcinovic (2003) and the
references therein. The concepts of plasticity and damage mechan-
ics are rather similar and share some common features, e.g. a yield
or damage loading surface and an evolution law for the plastic or
damage internal variable. The similarities and differences between
the plastic model (Chen, 1994) and the damage (elastic degrada-
tion) theory (Dougill, 1976; Hueckel and Maier, 1977; Ortiz,
1985; Simo and Ju, 1987; Ju, 1989; Yazdani and Schreyer, 1990;
Simo et al., 1993; Lubarda et al., 1994) were discussed in details
by Carol et al. (1994).
To reﬂect the nonlinear behavior of many engineering materi-
als, a single smooth loading surface is in general insufﬁcient.
Accordingly, on the one hand, models with non-smooth surface
composed of several smooth functions have been proposed, such
as Tresca model for metal, Cam–Clay model for soil, Mohr–Cou-
lomb model for rock (Chen, 1994), models with combined Rankine
and Drucker–Prager surface for concrete (Feenstra and de Borst,
1995; Meschke et al., 1998), and so on. On the other hand, multiple
yield or damage criterion have also been adopted in constitutive
models, e.g. ‘‘slip theory of plasticity’’ for crystals (Batdorf and
1 If indicial subscripts are used, the summation convention on repeated indices is
not enforced in this paper.
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(Zienkiewicz and Pande, 1977; Pande and Sharma, 1983), multiple
ﬁxed crack model (de Borst and Nauta, 1985; Rots, 1988), micro-
plane model (Bazˇant and Prat, 1988; Carol et al., 1991; Carol
et al., 1992; Wu, 2009) and multicrack model (Carol and Prat,
1990; Carol and Prat, 1995) for concrete, etc. Theoretically, the
model with a non-smooth or multiple loading surfaces can be for-
mulated as an extension of the single surface formulation by fol-
lowing the work of Koiter (1953) and Mandel (1965). For
instance, the elastic degradation theory can be extended to estab-
lish the multisurface damage model (Govindjee et al., 1995) and
the multisurface plastic-damage model (Meschke et al., 1998),
respectively, in the context of rotating cracks.
An important ingredient of a plastic or damage model is to de-
ﬁne consistent evolution laws for the involved internal variables.
Generally, an associated evolution law can be derived from the
postulate of maximum energy dissipation (Simo and Ju, 1987) con-
strained by the loading surface. Mathematically, this is a typical
constrained optimization problem and can be tackled by several
strategies, e.g. the classical Lagrangian approach, the penalty
scheme and the augmented Lagrangian method (Bertsekas,
1982). Among them the classical Lagrangian approach has virtually
become a standard approach in developing constitutive models. In
the numerical implementation the (time) discrete forms of the
evolution laws are numerically integrated at the local quadrature
points. Brieﬂy speaking, during a speciﬁc increment step, if the
loading surface is detected active, a subsequent corrector sub-step
is required to determine the ﬁnal stress state which satisﬁes the
consistency conditions. The system of nonlinear equations can be
solved by the closest-point projection method or the cutting plane
method; see the monograph of Simo and Hughes (1998). For the
model with a single surface, the active/inactive status of the load-
ing surface can be completely determined by the state variables in
the elastic trial sub-step. Thereby, the classical Lagrangian method
based numerical algorithm is in general effective and efﬁcient in
both hardening and softening regimes. Nevertheless, the extension
of the above numerical algorithm to a multisurface model is not so
straightforward. Due to the interactions between multiple surfaces
of different active/inactive states, an additional iterative step has to
be performed to determine the set of active surfaces (Simo et al.,
1988; Simo and Hughes, 1998) if the classical Lagrangian method
is used. However, this iterative algorithm is not robust enough
since the Lagrangian multipliers have to be constrained as non-
negative values. What is even worse, for a multisurface plastic or
damage model with softening regimes, the actual active surfaces
do not necessarily belong to the set of active surfaces determined
by the elastic trial state variables. To solve this problem, a specially
constructed strategy has to be introduced; see Pramono and Wil-
lam (1989), Carol and Prat (1995) and Meschke (1996). This inefﬁ-
cient procedure greatly increases the computational cost and
decreases the robustness of the overall numerical algorithm (Borja
and Wren, 1993; Anand and Kothari, 1996).
The penalty scheme is an alternative to partially alleviate the
aforementioned deﬁciency. In this method, the original con-
strained optimization problem is converted into a modiﬁed,
unconstrained one. A well-known application of the penalty
scheme is the Perzyna-type viscoplasticity (Perzyna, 1966, 1971).
Desirable precisions can be achieved if a substantially large posi-
tive value is assigned to the penalty factor. However, this require-
ment conversely decreases the robustness of the obtained
numerical algorithm. In contrast to the classical Lagrangian meth-
od and the penalty scheme, in the augmented Lagrangian method
the augmented multipliers are not sign-constrained and the value
of the penalty factor has few inﬂuences on the solution precisions.
Thereby, the aforementioned deﬁciencies can be effectively elimi-
nate. In the literature this method was mainly adopted to improvethe local convergence rate of the Newton iteration scheme (Armero
and Pérez-Foguet, 2002; Pérez-Foguet and Armero, 2002) or to en-
hance the robustness of the global equilibrium iteration (Contraf-
atto and Cuomo, 2005). To the best knowledge of the authors, it
is in Schmidt-Baldassari (2003) that the augmented Lagrangian
method was ﬁrst used to develop a plastic model for single
crystals.
Noticing the necessity of developing a multisurface model for
concrete and the accompanied difﬁculties in the numerical imple-
mentation, we develop an augmented multicrack elastoplastic
damage model in this work. Consistent evolution laws for the in-
volved internal variables are established based on the postulate
of maximum dissipation and the augmented Lagrangian method.
The corresponding discrete formulation is presented, and the var-
iational structure of the closest-point projection method is then
discussed. The obtained results motivate the subsequent numerical
algorithm for multisurface models with either hardening or soften-
ing regimes. As an example, the proposed model is applied to the
numerical modeling of tensile cracking in concrete. The behavior
of a single crack is represented by an elliptical cracking surface
and a hyperbolic softening function, whereas Mohr’s postulate
(Mohr, 1906) is used to determine the orientations of potential
cracks. The model is veriﬁed by calculating the single-point stress
vs. strain relations of concrete under several typical proportional
and non-proportional loading scenarios. The numerical predictions
demonstrate that the pathological tensile behavior exhibited by
the kinematically constrained microplane models (Bazˇant and Prat,
1988; Carol et al., 1991; Carol et al., 1992; Wu, 2009) can be com-
pletely eliminated. Moreover, the complex responses accompanied
with rotations of principal strain/stress directions can also be cap-
tured. Finally, the model is applied to two benchmark tests of ten-
sile cracking in concrete structures. Both the predicted load vs.
displacement curves and the crack patterns agree well with the
experimental data.
The remainder of this paper is organized as follows. The general
formulation of the proposed model, including the stress vs. strain
relations, the thermodynamical framework, the evolution laws
for the internal variables as well as the rate constitutive relation,
is presented in Section 2. Section 3 is devoted to the numerical as-
pects of the proposed model, e.g. the discrete formulation and the
equivalent variational structure, the stress updating algorithm and
the consistent tangent moduli, etc. The application of the proposed
model to tensile cracking in concrete is given in Section 4, in which
the characterization of a single crack and the determination of the
orientations of potential cracks are discussed. We present numer-
ical simulations of concrete materials and structures in Sections 5
and 6, respectively. Finally, some relevant conclusions are summa-
rized in Section 7 to close the paper.
Notation. Compact tensor notation is used in this paper as far as
possible.1 As a general rule, scalars are denoted by light-face italic
letters (e.g. a or k); vectors and second-order tensors are signiﬁed by
italic boldface minuscule and majuscule letters like a and A,
respectively. Fourth-order tensors are identiﬁed by blackboard-bold
characters (e.g. A). Speciﬁcally, I and I represent the second-order
and the fourth-order symmetric identity tensors. Superscript ‘T’
indicates the transpose operation. The inner products with single
and double contractions are denoted by ‘’ and ‘:’, respectively, while
‘’ represents the tensor product. The symbol rf denotes the
gradient with respect to all arguments of function f to be considered,
and r2f corresponds to the second-order gradient. The ﬁrst-and
second-order derivatives with respect to a speciﬁc argument
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respectively. Finally, McAuley bracket is deﬁned as hxi = max(0,x),
and Heaviside function H(x) is deﬁned as H(x) = 1 for x > 0 and
H(x) = 0 otherwise.Fig. 1. Deﬁnitions of continuum strain rate and degradation strain rate.2. Augmented multicrack elastoplastic damage model
2.1. Stress vs. strain relations
Let the conﬁguration occupied by the solid with reference posi-
tion vector x in Rndim ðndim ¼ 1;2;3Þ be represented by B  Rndim .
Moreover, deformations of the solid are described by the displace-
ment ﬁeld u : B! Rndim , and distributed body forces per unit vol-
ume are denoted by the vector ﬁeld b : B! Rndim . In the setting
of inﬁnitesimal strains, the macroscopic strain ﬁeld
 : B! Rndimndim is deﬁned as the symmetric part of the displace-
ment gradient ru, i.e.
 ¼ rsymu ð1Þ
For quasi-static loading cases interested in this work, the conjugate
stress tensor r : B! Rndimndim satisﬁes the balance of linear
momentum
div  rþ b ¼ 0 ð2Þ
where the stress ﬁeld r is speciﬁed by the constitutive equation
r ¼ r^ð;aÞ, for the set of strain-like internal variables a character-
izing the hardening/softening behavior of the material under
consideration.
To account for the irreversible deformations upon unloading,
the inﬁnitesimal strain tensor  is additively decomposed into an
elastic part e and a plastic part p, i.e.
 ¼ e þ p ð3Þ
For a hyperelastic material, the constitutive relation can be ex-
pressed as
e ¼  p ¼ C : r; r ¼ E : e ¼ E : ð pÞ ð4Þ
where C and E are material compliance and stiffness tensors that
satisfy the relation C : E ¼ I.
The differentiation of Eq. (4)1 with respect to time yields
_ ¼ C : _rþ _C : rþ _p ¼ _co þ _d þ _p|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
_cr
¼ _co þ _cr ð5Þ
where _co is the continuum strain rate that would be obtained by
preventing microcracks from evolution further, and _d denotes
the degradation strain rate resulted from the stiffness degradation,
respectively, deﬁned as
_co ¼ C : _r; _d ¼ _C : r ð6Þ
In Eq. (5), the cracking strain rate _cr consists of two parts: (i) the
degradation strain rate _d that is recoverable, and (ii) the irrevers-
ible plastic strain rate _p, both of which are caused by the micro-
cracks evolution. The above deﬁnitions of strain rates are
illustrated in Fig. 1, where a 1-D stress vs. strain diagram in terms
of a differential loading increment is shown. It can be seen that,
the continuum part _co is just the strain increment that produces
the stress increment _r for an unchanged compliance C, and the deg-
radation component _d signiﬁes the strain increment produced (un-
der current stress r) due to the increase of the compliance C.
Therefore, the stress vs. strain relation (4)2 is then rewritten as
_r ¼ E : _co ¼ E : ð _ _crÞ ð7Þ
which resembles the formulation in classical plasticity. The differ-
ence is that in Eq. (7) the stiffness tensor E is a variable instead of
a constant tensor and its evolution law has to be speciﬁed.2.2. Thermodynamics consideration
Similar to the decomposition (5) of the strain rate _, the Helm-
holtz free energy (HFE) potential of the solid,w, is also expressed as
an additive form of the continuum part wco and the cracking part
wcr
wðe; E;aÞ ¼ wcoðe;EÞ þ wcrðaÞ ð8Þ
Here, it is assumed that the continuum and cracking HFE potentials
are decoupled. For a hyperelastic material, the continuum HFE po-
tential wco and the cracking HFE potential wcr, respectively, are de-
ﬁned as
wcoðe;EÞ ¼ 1
2
e : E : e; wcrðaÞ ¼
Z a
0
qða^Þda^ ð9Þ
where q(a) = @awcr denotes the stress-like internal variables con-
jugated to a. Conﬁning our attention to a purely mechanical theory,
the Clausius–Duhem inequality takes the form
r : _ _wP 0 with _w ¼ @ewco : _e þ 12
e : _E : e  q  _a ð10Þ
for any admissible process. Making use of standard arguments and
assuming an elastic unloading/reloading behavior, one obtains the
constitutive relation (4), i.e.
r ¼ @ewco ¼ E : e with E ¼ @2eewco ð11Þ
as well as the following energy dissipation inequality
DðRÞ ¼ r : _p þ 1
2
r : _C : rþ q  _aP 0 ð12Þ
where, for the sake of notational conciseness we have introduced
the compact notation R :¼ {r,q} for the stress-like variables.
In analogy to the classical plasticity theory, the evolution laws
for the compliance tensor C and the strain-like variables
C :¼ {cr,a} can be derived based on the postulate of maximum
dissipation (Simo and Ju, 1987): for given admissible stress
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imize the dissipation D, i.e.
R ¼ argmax½D 2 E ð13Þ
where a non-smooth admissible domain E in the stress space is
compassed by NcrP 1 smooth, convex and differentiable cracking
surfaces fi(R) 6 0
E ¼ fR 2 Rndimndim  RNcr jfiðRÞ 6 0; 8i 2 Gg ð14Þ
for the set G :¼ f1;2; . . . ;Ncrg of all potential cracks. In another
word, the stress states R are determined as the solutions of the fol-
lowing inequality constrained optimization problem
minimize : DðRÞ ¼ r : _p  1
2
r : _C : r q  _a
subjected to : f iðRÞ 6 0 8i 2 G ð15Þ
which will be used to establish the consistent evolution laws.
2.3. Evolution laws for internal variables
As mentioned in the introduction, the constrained optimization
problem (15) can be solved by the classical Lagrangian method.
However, for a multisurface model the sign-constrained property
of the Lagrangian multipliers will cause the algorithm less robust
and even lead to severe numerical problems. To eliminate this deﬁ-
ciency, we ﬁrst convert the inequality constrained problem (15)
into an equality constrained one
minimize : DðRÞ ¼ r : _p  1
2
r : _C : r q  _a
subjected to : f iðRÞ þ jzij ¼ 0 8i 2 G ð16Þ
for the coefﬁcients zi 2 R to be condensed out later. The solutions of
the original problem (15) are obtained by minimizing the following
functional
LaðR; _ci; jzijÞ ¼ DðRÞ þ
XNcr
i¼1
_ciðfi þ jzijÞ þ 12g fi þ jzijð Þ
2
 
ð17Þ
In the square brackets of the right hand side, the ﬁrst term with the
augmented Lagrangian multipliers _ci 2 R guarantees the strict ful-
ﬁllment of the loading conditions fi(R) = 0, and the second term
with the augmented penalty factor g 2 Rþ determines the active/
inactive status of a speciﬁc crack. The minimization condition of
Eq. (17) with respect to jzij yields
@La
@jzij ¼ 0 ) jzij ¼
1
g
h _ci þ gfið Þi 8i 2 G ð18Þ
The substitution of Eq. (18) into (17) leads to the following aug-
mented Lagrangian functional
LðR; _ciÞ ¼ r : _p 
1
2
r : _C : r q  _aþ 1
2g
XNcr
i¼1
h _ci þ gfii2  _c2i
h i
ð19Þ
A straightforward calculation of the optimality conditions of the
augmented Lagrangian functional (19) with respect to the stress
variables R gives arise to
@L
@R
¼ 0 ) _C ¼
XNcr
i¼1
_ki rfi or _cr ¼
XNcr
i¼1
_ki@rfi; _a ¼
XNcr
i¼1
_ki@qfi
ð20Þ
for the classical Lagrangian multipliers _ki P 0 expressed as
_ki ¼ h _ci þ gfii 8i 2 G ð21Þwhere the unconstrained augmented Lagrangian multipliers _ci 2 R
are determined by
@L
@ _ci
¼ 0 ) _ci ¼ h _ci þ gfii 8i 2 G ð22Þ
The combination of Eqs. (21) and (22) yields
_ci þ gfi 6 0 ) _ci ¼ 0 ) _ki ¼ 0
_ci þ gfi > 0 ) f i ¼ 0 ) _ki ¼ h _cii > 0
(
ð23Þ
which is exactly the classical Kuhn–Tucker conditions
_ki P 0; f i 6 0; _kifi  0 8i 2 G ð24Þ
Thereby, we arrive at a problem equivalent to the original one (15),
with the unconstrained multipliers _c 2 R and an arbitrary aug-
mented penalty parameter g 2 Rþ whose value has few inﬂuences
on the solution precisions. As before, the ith cracking surface is ac-
tive if the condition _ki > 0 is satisﬁed. The augmented evolution
equations (20)–(22) will be used later.
Noticing the fact that both the stiffness degradation and the
irreversible deformations in concrete are associated with micro-
cracks evolution, we assume that the plastic strain rate _p is a con-
stant part of the cracking strain rate _cr. Accordingly, we have
(Ortiz, 1985; Meschke et al., 1998)
_d ¼ _C : r ¼ n _cr ¼ n
XNcr
i¼1
_ki@rfi; _p ¼ ð1 nÞ _cr
¼ ð1 nÞ
XNcr
i¼1
_ki@rfi ð25Þ
for the damage parameter n 2 [0,1] introduced to separate the ef-
fects of microcracks evolution into the recoverable (degradation)
and irreversible (plastic) parts. The decomposition (25) allows a
simple approach to account for both the stiffness degradation and
irrecoverable deformations. For instance, for the case of n = 0 the
compliance C is a constant and the softened plasticity model is
recovered. In contrast, the case of n = 1 corresponds to the elastic
degradation model. For values of n in-between 0 and 1, both the
compliance C and the plastic strain p are internal variables and
an elastoplastic damage model will be obtained.
Although Eqs. (7) and (20) are rather similar to their counter-
parts in the classical multisurface plasticity (Simo et al., 1988;
Simo and Hughes, 1998), an important difference is that the stiff-
ness E (or the compliance C) is not a constant and its evolution
law has to be postulated. To this end, we assume an associativity
in the compliance space (which also implies associativity in the
strain space, but not vice versa; see Carol et al. (1994) for more dis-
cussions), leading to (Govindjee et al., 1995; Meschke et al., 1998)
_C ¼ n
XNcr
i¼1
_ki
@rfi  @rfi
@rfi : r
ð26Þ
We note that, the evolution law (26) is strictly valid only if the load-
ing surfaces fi(R) are deﬁned in the following format
fiðRÞ ¼ /iðrÞ þ qiðaÞ  ft 6 0 8i 2 G ð27Þ
for the failure strength ft of the material under consideration, where
the loading functions /i(r) are homogeneous functions of degree
one, i.e.
@rfi : r ¼ @r/i : r ¼ /iðrÞ 8i 2 G ð28Þ
This is the case interested in this work.
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The crucial aspect of a multisurface model is to characterize
precisely the loading/unloading conditions (24). For this purpose,
let Ncra 6 N
cr be the number of active cracking surfaces at a given
stress state R and denoteA the set of sub-indices associated with
these surfaces, i.e.
A :¼ fi 2 Gj _ki > 0g ¼ fi 2 GjfiðRÞ ¼ 0; _f iðRÞ ¼ 0g ð29Þ
From Eq. (24), it is concluded that _ki > 0 for i 2A and _ki ¼ 0 other-
wise. Calling for Eqs. (7) and (20), we obtain the following stress
rate _r
_r ¼ E : ð _ _crÞ ¼ E : _
X
i2A
_ki@rfi
" #
ð30Þ
The substitution of Eq. (30) into the consistency condition _f iðRÞ ¼ 0
leads toX
j2A
Jij
_kj ¼ @rfi : E : _ 8i 2A ð31Þ
for the positive-deﬁnite Jacobian matrix Jij given by
Jij ¼ rfi G  rfj ¼ @rfi : E : @rfj þ @qfi  H  @qfj ð32Þ
In Eq. (32) we have introduced the Hessian matrix G of the HFE po-
tential function w
G :¼ r2eaw ¼
E 0
0 H
 
ð33Þ
where the hardening/softening moduli H characterize the evolution
of the stress-like internal variables q, i.e.
_q ¼ H  _a; H ¼ @aq ¼ @2aawcr ð34Þ
In summary, the consistency parameters _ki P 0 are expressed
as
_ki ¼
P
j2A
Jijð@rfj : E : _Þ iff i 2A
0 iff i RA
8<: ð35Þ
where Jij ¼ ½Jij1. The substitution of Eq. (35) into (30) yields the
rate constitutive relation _r ¼ Etan : _, with the continuum tangent
moduli Etan given by
Etan ¼
E iff A ¼ ;
E P
i2A
P
j2A
JijðE : @rfiÞ  ð@rfj : EÞ iff A–;
8<: ð36Þ
Note that the continuum tangential moduli Etan exhibit major sym-
metry due to the associated evolution laws (20).
3. Numerical aspects
3.1. Discrete formulation
In numerical implementations the constitutive equations devel-
oped in Section 2 are in general integrated in a strain-driven pro-
cedure. More precisely, we consider a typical time step [tn, tn+1],
with the time increment Dt :¼ tn+1  tn. All the state variables are
known at tn and a strain incrementDn+1 is given, leading to a total
strain
nþ1 ¼ n þ Dnþ1 ð37Þ
at tn+1. The purpose is to update the strain-like variables
Cnþ1 ¼ crnþ1;anþ1
 
, the stress-like variables Rn+1 = {rn+1,qn+1} and
the compliance Cnþ1 (or equivalently, the stiffness Enþ1) at tn+1.To this end, we use the backward-Euler method to rewrite the
stress-like variables Rn+1 = {rn+1,qn+1} in Eqs. (30) and (34) as the
following discrete format
rnþ1 ¼ ðrn þ En : Dnþ1Þ  En : Dcrnþ1
qnþ1 ¼ qn  Hn  Danþ1

ð38Þ
Similarly, the evolution equations (20)–(22) become
Cnþ1 þ Ctrialnþ1 þ
PNcr
i¼1
hDci þ gfiirfi ¼ 0
Dci þ hDci þ gfii ¼ 0 8i 2 G
8><>: ð39Þ
with the discrete consistency multipliers DkiP 0 related to the
unconstrained augmented counterparts Dci by
Dki ¼ hDci þ gfii 8i 2 G ð40Þ
for fi = fi(Rn+1) 6 0. The combination of Eqs. (39)2 and (40) recovers
the discrete format of Kuhn–Tucker conditions (24), after noticing
the fact that for 8i 2 G
Dci þ gfi 6 0 ) Dci ¼ 0 ) Dki ¼ 0
Dci þ gfi > 0 ) f i ¼ 0 ) Dki ¼ hDcii > 0

ð41Þ
The system of Eqs. (38)–(40) is in general solved by a predictor/cor-
rector strategy. A common procedure is introducing an elastic trial
state under which all the variables take the values from Eqs. (38)
and (39) with Dki = 0 for 8i 2 G. In another word, the elastic trial
stress-like variables are deﬁned as
rtrialnþ1 ¼ rn þ En : Dnþ1 ) Dcrnþ1 ¼ Cn : ðrtrialnþ1  rnþ1Þ
qtrialnþ1 ¼ qn ) Danþ1 ¼ H1n  ðqtrialnþ1  qnþ1Þ
(
ð42Þ
and the corresponding elastic trial strain-like variables are given by
Ctrialnþ1 ¼ cr;trialnþ1 ;atrialnþ1
n o
¼ fcrn ;ang ¼ Cn ð43Þ
In the context of convex multiple cracking surfaces, the above elas-
tic predictor state is characterized as follows
IF f triali ¼ fiðRtrialnþ1Þ 6 0 8i 2 G; THEN ðÞnþ1 ¼ ðÞtrialnþ1 ð44Þ
That is, the elastic trial variables in Eqs. (42) and (43) are taken as
the ﬁnal solutions if none of the cracking surfaces is active. Other-
wise, the condition
IF f triali ¼ fiðRtrialnþ1Þ > 0 for at least one i 2 G ð45Þ
implies a loading state. In the subsequent corrector step the solu-
tions of the non-linear equations (38)–(40), with Dki > 0 for at least
one i 2 G, are to be sought, usually by the Newton iterative scheme.
This topic will be discussed in Section 3.3.
3.2. Variational formulation
To gain further insight into the numerical algorithm to be devel-
oped, we discuss in this subsection the variational formulation of
the discrete equations (38)–(40), following the work done on the
plastic model with a single yield surface (Simo and Hughes,
1998; Armero and Pérez-Foguet, 2002). The following discrete aug-
mented Lagrangian functional L is considered
LðR; ciÞ :¼ 12R G
1
n  R r : Cn
: rtrialnþ1  q Hn  qtrialnþ1 þ
1
2g
XNcr
i¼1
hci þ gfii2  c2i
h i
ð46Þ
for arbitrary ci 2 R. Setting the gradients of Eq. (46) to zero yields
the following Euler–Lagrange relations
BOX 1. Augmented Lagrangian method based numerical algo-
rithm.
1. Compute elastic predictor state variables
rtrialnþ1 ¼ En : ðnþ1  crn Þ and f triali;nþ1 ¼ fiðRtrialnþ1Þ for i 2 G
2. Check for cracking process
IF f triali;nþ1 6 0 for all i 2 G THEN
Set rnþ1 ¼ rtrialnþ1;crnþ1 ¼ crn ;anþ1 ¼ an;qnþ1 ¼ qn;
Cnþ1 ¼ Cn; EXIT. h
ELSE:
Set k ¼ 0;Dki ¼ 0;Dcð0Þi ¼ 0 for i 2 G and
rð0Þnþ1 ¼ rtrialnþ1; qð0Þnþ1 ¼ qn; cr;ð0Þnþ1 ¼ crn ; að0Þnþ1 ¼ an
3. Evaluate the evolution residuals.
RðkÞnþ1 ¼ CðkÞnþ1 þ Ctrialnþ1 þ
XNcr
i¼1
hDcðkÞi þ gf ðkÞi;nþ1i rf ðkÞi;nþ1
rðkÞi;nþ1 ¼
1
g
hDcðkÞi þ gf ðkÞi;nþ1i  DcðkÞi
h i
; i 2 G
4. Check whether the solutions converge
IF kRðkÞnþ1k < TOL1 and krðkÞi;nþ1k < TOL2 for all i 2 G GO
TO (7).
5. Calculate increments of the augmented Lagrangian
multipliers
E
ðkÞ
nþ1 ¼ G1 þ
XNcr
i¼1
hDci þ gfiir2fi þ g
XNcr
i¼1
HðDci
"
þ gfiÞrfi rfi
1
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trial
nþ1 þ
PNcr
i¼1
hDci þ gfiirfi ¼ 0
@ciLjfRnþ1 ;Dcig ¼ 1g ½hDci þ gfii  Dci ¼ 0
8><>: ð47Þ
which are exactly the discrete governing Eq. (39).
The above closest-point projection approximation of the aug-
mented Lagrangian method is summarized as the following
proposition.
Proposition 3.1. The closest-point projection approximation deﬁned
by Eqs. (38)–(40) can be solved from the variational problem
min
R2E
max
ci
LðR; ciÞ ð48Þ
The stress-like variables Rn+1 and the argument Lagrangian multipliers
Dci are obtained as the solutions of Eq. (48), with the Lagrangian mul-
tipliers Dki given by Dki = hDcii.
Strictly speaking, this proportion is valid if the global boundary
value problem is well-posed, i.e. a positive deﬁnite Hessian matrix
G, though the numerical algorithm to be developed is not re-
stricted by this assumption.
3.3. Numerical algorithm
In this subsection, we will solve the nonlinear equations (38)–
(40) using the Newton iterative scheme in the corrector sub-step.
The residual form of the strain-like variables corresponding to
Eq. (39)1 is expressed as (we omit the subscripts n + 1 in the fol-
lowing two subsections)
R ¼ Cþ Ctrial þ
XNcr
i¼1
hDci þ gfiirfi ð49Þ
This residual equation can be linearized so that the stress-like vari-
ables R and the strain-like variables C at the (k + 1)th iteration are
updated as
Rðkþ1Þ ¼ RðkÞ þ dR; Cðkþ1Þ ¼ CðkÞ þ dC ¼ CðkÞ G1n : dR ð50Þ
where the increment dR is given by
dR ¼ EðkÞ : RðkÞ þ
XNcr
i¼1
H Dci þ gfið Þrf ðkÞi dðDciÞ
" #
ð51Þ
for the augmented elastic algorithmic tangent moduli E
E ¼ G1n þ
XNcr
i¼1
hDci þ gfiir2fi þ g
XNcr
i¼1
H Dci þ gfið Þrfi rfi
" #1
ð52Þ
Similarly, Eq. (39)2 can also be rewritten into the following residual
form
ri ¼ 1g hDci þ gfii  Dci½  8i 2 G ð53Þ
which can be linearized as
ri þ 1g ½HðDci þ gfiÞ  1dðDciÞ þ HðDci þ gfiÞrfi  dR ¼ 0 8i 2 G
ð54Þ
The substitution of Eq. (51) into (54) yields the system of linear
equations
XNcr
j¼1
Jalgij dðDcjÞ ¼ rðkÞi  HðDci þ gfiÞrf ðkÞi  EðkÞ  RðkÞ 8i 2 G ð55ÞAccordingly, the increments of the discrete augmented multipliers
Dci for 8i 2 G are solved as
dðDciÞ¼
XNcr
j¼1
Jalgij r
ðkÞ
j HðDcjþgfjÞrf ðkÞj EðkÞ RðkÞ
h i
; Jalgij ¼ Jalgij
h i1
ð56Þ
for the augmented algorithmic Jacobian matrix Jalgij
Jalgij ¼ HðDci þ gfiÞHðDcj þ gfjÞrfi  E  rfj þ
1
g
½1 HðDci þ gfiÞdij
ð57Þ
The augmented multipliers Dci and the consistency multipliers
DkiP 0 are then updated by
Dcðkþ1Þi ¼ DcðkÞi þ dðDciÞ; Dkðkþ1Þi ¼ hDcðkþ1Þi i 8i 2 G ð58Þ
Using the updated values at the (k + 1)th iteration, we calculate
the residuals {R,ri} to check whether the speciﬁc tolerances are
reached. If not, additional iterations will be performed. Once the
ﬁnal solutions converge, the compliance C and the stiffness E
are updated as
C ¼ Cn þ n
X
i2A
Dki
@rfi : r
@rfi  @rfi; E ¼ C1 ð59Þ
The above numerical algorithm is summarized in Box 1.
J algij ¼ HðDci þ gfiÞHðDcj þ gfjÞrf ðkÞi;nþ1  EðkÞnþ1  rf ðkÞj;nþ1
þ 1
g
1 HðDci þ gfiÞ½ dij
dðDciÞ ¼
XNcr
j¼1
J algij r
ðkÞ
j;nþ1  HðDcj þ gfjÞrf ðkÞj;nþ1  EðkÞnþ1  RðkÞnþ1
h i
;
J algij ¼ J algij
h i1
6. Update incremental cracking strains and internal variables
Dcðkþ1Þi ¼ Dcðkþ1Þi þ dðDciÞ; Dkðkþ1Þi ¼ hDcðkþ1Þi i
R
ðkþ1Þ
nþ1 ¼ Rnþ1 þ dR; Cðkþ1Þnþ1 ¼ Cðkþ1Þnþ1 þ dC;
dC ¼ G1 : dR
dR ¼ EðkÞnþ1 : RðkÞ þ
XNcr
i¼1
HðDci þ gfiÞrf ðkÞi dðDciÞ
" #
:
Set k ¼ kþ 1 and GOTO ð3Þ:
7. Calculate the consistent tangent moduli and update the
compliance/stiffness tensors
dRnþ1 ¼ Enþ1 
X
i2A
X
j2A
Jalgij
Enþ1 : rfið Þ  rfj : Enþ1
 " #
dnþ1;0f gT
Cnþ1 ¼ Cn þ n
X
i2A
Dki;nþ1
fi
@rfi  @rfi; Enþ1 ¼ C1nþ1
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case of fi(Rtrial) > 0 does not guarantee the relation Dki > 0 for the
ith cracking surface. The existence of strain softening makes the
problem even more complex. Accordingly, the efﬁciency and
robustness of the numerical algorithm depend crucially on the
determination of active surfaces. In the classical numerical algo-
rithm the set A of active surfaces has to be updated during each
Newton iteration, leading to a fundamental change in the system of
equations to be solved. As there is no general rule how the set A
should be changed during the iteration, the updated A is not
necessarily better than the old one. In contrast, in the numerical
algorithm developed above, owing to the unconstrained property
of the augmented multipliers D ci, the set of active surfacesA can
be detected during the iteration step in an entirely post-processing
manner, i.e.
A ¼ fi 2 GjDki ¼ hDci þ gfii > 0g ð60Þ
In another word, the system of equations to be solved keeps un-
changed during each Newton iteration, which makes the algorithm
more stable and robust.3.4. Algorithmic consistent tangent moduli
To ensure a quadratic convergency rate for the above numerical
algorithm to be used in the discrete context of FEM, the algorithmic
consistent tangent moduli have to be used. For this purpose, we
ﬁrst linearize Eq. (38)1 and (39)1, i.e.dr ¼ En : ðd dcrÞ
dC ¼PNcra
i¼1
Dkir2fi  dRþrfi dki
h i
8><>: ð61Þ
which leads to
dR ¼ eE : d;0f gT XNcra
i¼1
rfi dki
" #
ð62Þ
for the elastic algorithmic tangent modulus eE
eE ¼ G1 þXNcr
i¼1
Dkir2fi
" #1
ð63Þ
The coefﬁcients dki in Eq. (62) are determined by the consistency
conditions dfi(R) = 0, i.e.
rfi  dR ¼ 0; i 2A ð64Þ
The combination of Eqs. (62) and (64) yields the following expres-
sions for dki
dki ¼
0 i RAP
j2A
Jalgij rfj;nþ1  eE  fd;0gTh i i 2A
8<: ð65Þ
Finally, substituting the result (65) into Eq. (62) we obtain the fol-
lowing algorithmic consistent tangent moduli
dR ¼ eE X
i2A
X
j2A
Jalgij
eE : rfi 	 rfj : eE 	
" #
d;0f gT ð66Þ
Note that, as the numerical algorithms based on either the classical
Lagrangian method or the augmented method lead to the exact
solutions of Eqs. (38)–(40), the algorithmic consistent tangent mod-
uli (66) are applicable for both methods.
4. Application to tensile cracking in concrete
In the theoretical and numerical aspects of the model developed
in Sections 2 and 3, it remains to represent the nonlinear behavior
of a single crack and to determine the orientations of potential
cracks. In this section we will discuss both topics in the context
of 2-D tensile cracking in concrete, though it can be easily ex-
tended to 3-D cases.
4.1. Cracking surface and softening function
In this work, it is assumed that the cracks behave indepen-
dently, with the cracking surface is expressed in the same form
as Eq. (27), i.e.
fiðr;qÞ ¼ /iðrÞ þ qiðaiÞ  ft 6 0 ð67Þ
where ft represents the tensile strength of concrete. In Eq. (67) the
loading function /i is prescribed as an elliptical function in terms of
the normal and shear tractions (ri,si) on the ith crack plane
/iðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hrii2 þ cs2i
q
with ri ¼ N i : r; si ¼ T i : r ð68Þ
The normal and tangential projection operators, Ni and Ti, are ex-
pressed as
N i ¼ ni  ni; T i ¼ 12 ðni mi þmi  niÞ ð69Þ
Fig. 2. Softening functions used in the proposed model.
2518 J.Y. Wu, S.L. Xu / International Journal of Solids and Structures 48 (2011) 2511–2528for the normal vector ni and tangent vectormi of the ith crack plane
(i.e. nimi = 0). The parameter c > 0 is assumed to be the ratio
between the mode-I fracture energy GIf and the mode-II fracture en-
ergy GIIf (Nooru-Mohamed, 1992), allowing for a simple method to
control the shear strength and shear stiffness in mode-II fracture.
If the mode-II fracture energy is unavailable, c = 0.25 is assumed.
Note that, similar functions were also adopted in the ﬁnite elements
with embedded cracks (Ohlsson and Olofsson, 1997; Mosler, 2005).
In accordance with Eq. (20) the cracking evolution laws are
given by
_cri ¼ _ki@rfi ¼
_ki
/i
N ihrii þ cT i  si½ ; _ai ¼ _ki@qi fi ¼ _ki ð70Þ
It can be easily veriﬁed that @r/i: r = /i, i.e., the loading function /i
(r) is a homogeneous function of degree one in terms of r. This fact
justiﬁes the evolution law (26) for the compliance C.
In Eq. (67), the stress-like internal variable qi(ai) is a monoton-
ically increasing function of the conjugate strain-like internal var-
iable ai. In this work the following function is adopted
qiðaiÞ ¼ ft½1 ð1þ ai=bÞk ð71Þ
and the corresponding hardening/softening modulus Hi is evaluated
as
Hi ¼  @qi
@ai
¼  k
b
ftð1þ ai=bÞk1 ð72Þ
where k > 1 is a dimensionless parameter (see Remark 4.1) and b > 0
can be related to parameter k by the crack band theory (Bazˇant and
Oh, 1983) to minimize the mesh size-dependence of numerical re-
sults. To this end, we particularize the proposed cracking surface to
the uniaxial tension state, leading to the following hyperbolic soft-
ening function
ri ¼ ft  qiðaiÞ ¼ ft 1þ cri =b
 k ð73Þ
which vanishes asymptotically as the crack strain cri approaches to
inﬁnity. The crack band theory states that the energy dissipation per
unit volume or the speciﬁc energy dissipation (i.e. the area under
the ri  cri curve) during the cracking process is equal to the
mode-I fracture energy GIf per characteristic length lch of the ele-
ment used in the numerical simulation, i.e. the speciﬁc mode-I frac-
ture energy gIf . This transforms to
gIf ¼
GIf
lch
¼
Z 1
0
ri ^cri
 
d^cri ) b ¼
ðk 1ÞgIf
ft
ð74Þ
Accordingly, b can be determined for each element once the expo-
nential parameter k is calibrated.
Remark 4.1. The softening function (73) deserves more discus-
sions. To this end, we expand it into Taylor’s series so that
ri ¼ ft
X1
n¼0
an  ftgIf
cri
 n
; an ¼ kðkþ 1Þ    ðkþ n 1Þn!ðk 1Þn ð75Þ
For the limit case of an inﬁnity exponential parameter k, the resid-
ual stress ri in Eq. (73) approaches to the following exponential
softening function, i.e.
lim
k!1
ri ¼ ft
X1
n¼0
lim
k!1
an   ftgIf
cri
 n
¼ ft
X1
n¼0
1
n!
 ft
gIf
cri
 n
¼ ft exp  ftgIf
cri
 
ð76ÞNote that, the exponential function (76) has been widely adopted in
the plasticity type smeared or cohesive crack models (Weihe et al.,
1997, 1998; Mosler et al., 2004), among many others. Nevertheless,
Meschke et al. (1998) demonstrated that, as the speciﬁc energy dis-
sipation approaches to inﬁnity instead of the speciﬁc mode-I frac-
ture energy gIf , the exponential softening function (76) is not
appropriate for a pure damage model (n = 1.0 in this work). In view
of the above facts, the hyperbolic function (73) is adopted in this
work.
Fig. 2(a) shows the evolution curves of the residual stress ri vs.
the cracking strain cri for different values of the exponential
parameter k and a constant speciﬁc mode-I fracture energy
gIf ¼ 600 N=m2. It can be seen that, the hyperbolic softening
function (73) corresponding to k = 10 is very close to the expo-
nential one (76) that almost coincides with the hyperbolic curve
with k = 100. In this work, k = 2 is assumed unless otherwise
speciﬁed. Accordingly, the stress-like internal variable qi given in
(71) reduces to the one adopted in Meschke et al. (1998), and the
corresponding softening curves for different values of the speciﬁc
mode-I fracture energy gIf are illustrated in Fig. 2(b).4.2. Orientations of potential cracks
The orientations of potential cracks may be determined by the
singularity conditions of the acoustic tensor (Steinmann and
Fig. 3. Uniaxial tension: evolution of the axial stresses.
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oretically sound since it accounts for both the kinematic and static
conditions. Nevertheless, its numeric implementation is relatively
complex and the computational cost is burdensome. In this work
Mohr’s postulate (Mohr, 1906) is used. Though only the static con-
straint is accounted for, the relatively simpler Mohr’s postulate can
give predictions of sufﬁcient precisions (Ottosen and Runesson,
1991) if the intension is to model the tensile cracking in concrete
like quasi-brittle materials. Note that, the Rankine or maximum
principal stress criterion can be regarded as a special case of Mohr’s
postulate.
According to Mohr’s postulate (Mohr, 1906), a crack is initiated
in the orientation on which the local tractions maximize the crack-
ing criterion fi(r,q). To this end, we ﬁrst write the normal and shear
tractions (ri,si) in terms of the major and minor principal stresses
(rI,rIII) and the angle hi between the normal vector ni and the
direction of the major principal stress rI
ri ¼ r
I þ rIII
2
þ r
I  rIII
2
cosð2hiÞ ¼ fþ cosð2hiÞfþ 1 r
I ð77aÞ
si ¼ r
I  rIII
2
sinð2hiÞ ¼ sinð2hiÞfþ 1 r
I ð77bÞ
where f represents the so-called load-type parameter (Weihe et al.,
1997, 1998), deﬁned as
f :¼ r
I þ rIII
rI  rIII ð78Þ
Accordingly, the orientations hcri of potential cracks are determined
by
hcri ¼ argmax f 0i ðf; hiÞ 2 ½0;pÞ ) @hf 0i jhcri ¼ 0; @
2
hhf
0
i jhcri < 0 ð79Þ
where f 0i represent the initial cracking surfaces with qi = 0, i.e.
f 0i ¼ /iðrÞ  ft ¼ 0. Note that, the inﬂuences of intermediate princi-
pal stress rII are not accounted for in Mohr’s postulate. This
assumption is acceptable, since the intension is to model the tensile
cracking in concrete.
For a general cracking surface fi, the orientations h
cr
i of potential
cracks depend on both the loading properties. With respect to the
cracking surface (67) and (68), Eq. (79) recovers the Rankine crite-
rion and mode-I crack pattern which are realistic for the tensile
cracking in concrete. In another word, the normal vector ni of the
ith potential crack coincides with the direction of the major princi-
pal stress rI, i.e. hcri ¼ 0. Accordingly, a new crack will be intro-
duced if the initial cracking surface f 0i is violated under the
current direction hcri ¼ 0, i.e.
f 0i jhcri ¼0 ¼ r
I  ft P 0 () rI P ft ð80Þ
Note that, the Rankine criterion is not necessarily the exclusive re-
sult of Mohr’s postulate. If a more complex cracking surface, e.g. the
hyperbolic cracking surface (Carol et al., 1997; Weihe et al., 1997), is
used, a new crack will be introduced in the orientation other than
hcri ¼ 0 and a mixed mode failure will be obtained.
Finally, we note that in this work the orientation of a crack
plane is assumed to be ﬁxed once it is initiated. Thereby, the pro-
posed model belongs to the category of multiple ﬁxed crack mod-
els (de Borst and Nauta, 1985; Rots, 1988). In order to avoid
potential numerical problems, it is also necessary to introduce
the so-called threshold angle hth between two neighboring crack
planes. In the numerical simulations presented in subsequent sec-
tions, the threshold angle is assumed as hth = 45, i.e. Ncr = 4.
Namely, at most 4 cracks are admissible in 2-D cases interested
herein. The inﬂuences of different threshold angle hth on the
numerical results will be discussed in Section 5.3.5. Veriﬁcations of single-point stress–strain relations
In this section, the proposed model and the numerical algo-
rithm are applied to calculating the single-point stress vs. strain
relations of concrete subjected to several typical proportional
and non-proportional loading paths. The numerical results are
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ences of some model parameters.
In all numerical simulations, the material properties are as-
sumed as follows: Young’s modulus E0 = 30 GPa, Poisson’s ratio
m0 = 0.2, tensile strength ft = 3 MPa. Plane stress state is assumed
in all simulations.
5.1. Uniaxial tension
We ﬁrst consider the nonlinear behavior of concrete subjected
to uniaxial tensile stresses, say, along axis x. In the numerical sim-
ulations, the parameter k = 2 is assumed, whereas the inﬂuences of
the speciﬁc mode-I fracture energy gIf and the damage parameter n
are to be investigated. Note that, a single crack normal to the load-
ing direction (axis x) will be activated for this loading case. There-
by, the value of parameter c does not affect the numerical
predictions.
For different values of the speciﬁc mode-I fracture energy gIf and
a constant n = 0.5, the evolution curves of axial stresses rxx vs. axial
strains xx are shown in Fig. 3(a). Similarly, the inﬂuences of
parameter n can be identiﬁed from Fig. 3(b) which gives the results
corresponding to different values of n and a constant speciﬁc
mode-I fracture energy gIf ¼ 600 N=mm2. It can be seen that, each
stress vs strain curve is characterized by a linear ascending branch
and a hyperbolic softening regime approaching to zero asymptoti-
cally. As we expect, for a smaller gIf or a larger n a more steep soft-
ening branch is obtained.
Experimental data (van Mier, 1984) show that, for concrete un-
der uniaxial tension the evolution curve of axial stress rxx vs. lat-
eral strain yy (always negative) is characterized by an
(approximately) linearly ascending branch followed by an elastic
unloading to the origin point. Compared with the axial behavior
that is always in loading state accompanied with softening regions,
the elastic loading/unloading behavior in the lateral direction is a
typical characteristics of crack induced anisotropy observed in con-
crete. Though it is very simple, this phenomenon can be reﬂected
by neither the isotropic damage model nor the kinematically con-
strained microplane theory, and the so-called pathological tensile
results will be given (Jirásek, 1993; Jirásek, 1998). In contrast, from
Fig. 3(a) and (b) where the evolution curves of axial stresses rxx vs.
lateral strains yy are plotted, it can be seen that the elastic loading/
unloading lateral behavior can be well accounted for in the pro-
posed model. This conclusion can be further demonstrated from
Fig. 3(c) which shows the evolution curves of the ratio between lat-
eral and axial strains. As the axial strain xx increases, the negativeFig. 4. Uniaxial cyclic tension: axial stresses for different n (with constant
gIf ¼ 600 N=mm2).value of this ratio,yy/xx, asymptotically decreases from Poisson’s
ratio m0 = 0.2 to zero. Namely, as the axial strain approaches to
inﬁnity the lateral behavior does unload elastically to the original
point.
5.2. Uniaxial cyclic tension
The inﬂuences of parameter n can be further clariﬁed by simu-
lating the nonlinear behavior of concrete under uniaxial cyclic ten-
sion. The material is ﬁrst subjected to uniaxial tension along axis x
until the axial strain xx = 0.00012 (in the softening region) and is
then unloaded to zero stress. Once it is completely unloaded, the
material is stretched again until xx = 0.00018 and then the unload-
ing/reloading procedure is repeated at xx = 0.00024. Finally, the
material is stretched until xx = 0.0005.
Three typical values, i.e. n = 0.0,0.5 and 1.0, are considered. The
speciﬁc mode-I fracture energy gIf ¼ 600 N=mm2 and the exponen-
tial parameter k = 2 are assumed in all simulations. Similarly, the
value of parameter c does not affect on the results. In Fig. 4, the
evolution curves of axial stresses rxx vs. the prescribed axial strains
xx are shown. For the case n = 0 the unloading modulus is the same
as the elastic modulus E0. In another word, no stiffness degradation
occurs and the material can be represented by the softening plastic
model. As parameter n increases to 0.5, the softening branch be-
comes more steep and the material exhibits both stiffness degrada-Fig. 5. Pure shear: principal stresses for different gIf (with constant n = 0.5).
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lue of 1.0, the softening branch is even more steep and the material
unloads elastically to the origin point. Namely, the material be-
haves like an elastic damage model.
5.3. Pure shear
For the loading case of pure shear, the major and minor princi-
pal stresses are prescribed with the same intensity s > 0 and oppo-
site signs, i.e.
rI ¼ s; rII ¼ 0; rIII ¼ s ð81Þ
Note that, this loading path is also applicable for the equi-biaxial
tension/compression stress state.
In numerical simulations the parameters n = 0.5 and k = 2 are
assumed, whereas the speciﬁc mode-I fracture energy gIf varies. A
single crack normal to the major principal stress rI will be acti-
vated during the entire loading history, and the value of parameter
c does not affect the results. Fig. 5(a) shows that, as we expect, in
the direction of the major principal stress rI the strain always in-
creases (i.e. in the loading state) and the material enters softening
regimes once the crack is formed. Comparatively, in the direction
of the minor principal stress rIII, the material exhibits an elastic
loading/unloading response similar to the lateral behavior of con-
crete under uniaxial tension; see Fig. 5(b).Fig. 6. Pure distortion: principal stresses and stress co5.4. Pure distortion
For the loading case of pure distortion, the major and minor
principal strains are prescribed with the same intensity c/2 > 0
and opposite signs
I ¼ c
2
; II ¼ 0; III ¼  c
2
ð82Þ
which is also applicable for the loading case of simple shear.
In numerical simulations, the parameters n = 0.5 and k = 2 are
assumed, whereas the speciﬁc mode-I fracture energy gIf varies.
Similarly, the value of c does not affect the results. Fig. 6(a) shows
the presences of compressive normal stresses under shear strains.
That is, the model is capable of capturing the Reynolds effect. The
evolution curves of shear stress rxy vs. shear strain xy shown in
Fig. 6(b) can be explained by considering the maximum shear
stress in Eq. (77b), i.e.
rxy ¼ r
I  rIII
2
ð83Þ
where the evolution curves of principal stresses rI and rIII are
shown in Fig. 6(c) and (d), respectively. The interaction between
the softening major principal stress rI and the hardening minor
principal stress rIII leads to the shear stress rxy that exhibits initially
softening but ﬁnally hardening behavior. As the shear strainmponents for different gIf (with constant n = 0.5).
Fig. 7. Willam’s numerical test: principal stresses and stress components.
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and shear stress simply becomes rxy = rIII /2. The above explana-
tions were ﬁrst given in Carol et al. (2001) with respect to an ortho-
tropic damage model.
5.5. Willam’s numerical test
Willam’s numerical test (Willam et al., 1987) is an artiﬁcially
constructed test characterized by rotations of the principal
strain/stress axes. It has been widely used to assess the perfor-
mances of a constitutive model for concrete (Rots, 1988; Carol
and Prat, 1995; Feenstra and de Borst, 1995; Weihe et al., 1997;
Carol et al., 2001; Pivonka et al., 2004). The strain-controlled load-
ing scenario of Willam’s numerical test consists of two steps: (i)
the material is stretched uniaxially along axis x, leading to strains
with the incremental ratio Dxx:Dyy:D xy = 1:m0:0, until the
stress rxx reaches its maximum value (i.e. the tensile strength) ft;
(ii) a combination of strains with the incremental ratio Dxx
:Dyy:Dxy = 1:1.5:1 is then applied until the complete failure of
the material. In general, a constitutive model is said to pass Wil-
lam’s numerical test if (a) the predicted maximum principal stress
rI does not exceed the uniaxial tensile strength ft and (b) all com-
puted stress components tend to zero asymptotically (Pivonka
et al., 2004).
In the numerical simulation, the speciﬁc mode-I and mode-II
fracture energies are assumed as gIf ¼ 450 MPa and gIIf ¼ 600 MPa
(i.e. the ratio c = 0.75). Moreover, the softening plastic formulation
(i.e. n = 0) is adopted and k = 10 is used to approximate the exponen-
tial softening function (76). The above data correspond to those gi-
ven in Weihe et al. (1997), except that a hyperbolic cracking
surface was adopted therein. The evolution curves of the principal
stresses rI and rIII with the prescribed normal strain xx are shown
in Fig. 7(a). For comparison, the result under uniaxial tension is also
plotted. The evolution curves of stress components rxx, ryy and rxy
given in Fig. 7(b) demonstrate that, both aforementioned criterion
are satisﬁed and the proposed model passes the Willam’s test.
The obtained numerical results deserve further discussions. At
the end of the ﬁrst step, a primary crack normal to the stress rxx
is initiated and the shear stress rxy remains as zero. In the second
step, the normal strain xy on the primary crack plane continues
increasing, leading to a strain softening accompanied with certain
amounts of shear strains/stresses. At the same time, the strains and
stresses begin to grow in other directions and the current major
principal stress becomes progressively inclined to the primary
crack. The rotation of the principal stress axes initiates a secondary
crack in an inclination of 77.4with respect to the primary one. The
additional softening mechanism caused by the secondary crack
deactivates the primary one. The interaction of the decreasing
stress rxx and the other increasing stress components (i.e. ryy
and rxy) leads to an initially decreasing principal stress rI which
sooner or later will increase to a second stress apex. In contrast,
due to the initial softening and subsequent unloading mechanism
the stress component rxx nearly always decreases, accompanied
with an oscillation regime until the primary crack is reactive.
Thereafter, both the primary and secondary cracks remain active
during the rest loading history, with all stress components progres-
sively vanishing. The above results are qualitatively similar to
those obtained in Weihe et al. (1997) and Carol et al. (2001).
Finally, the inﬂuences of the threshold angle hth will be dis-
cussed. Fig. 7(c) shows the evolution curves of the major principal
stress rI for different values of hth, e.g. hth = 30, 45, 60, 75 and
85. It can be seen that, an unrealistic result will be obtained if
the assumed threshold angle hth is larger than the actual angle be-
tween the primary and secondary crack planes (77.4 in this case).
For the cases presented herein, the threshold angle of hth = 85
yields a major principal stress larger than the tensile strength ft,whereas all the other threshold angles give the same result which
passes both aforementioned criteria.
6. Representative numerical examples and discussions
In this section the proposed model is applied to two benchmark
tests of tensile cracking in concrete structures. The predicted load
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experimental data. Moreover, some relevant issues on the numer-
ical modeling of tensile cracking in concrete are discussed.
Since the experimental details are not completely available, the
parameters n = 0.5, c = 0.25, k = 2 and hth = 45 are assumed and all
the other material properties are taken from the literature. Numer-
ical simulations are performed using the commercial ﬁnite ele-
ment software ABAQUS/Standard (ABAQUS, 2005). The proposed
model is implemented into ABAQUS via the interface of user de-
ﬁned materials (UMAT). The computational domains are discret-
ized into structured meshes of four-noded quadrilateral plane
stress elements in which the reduced integration scheme with
hourglass stiffness controls is used.
6.1. Four-point cyclic bending notched beam
Firstly, the test of a four-point bending beam experimentally
performed by Hordijk (1992) was considered. The geometry of
the beam is depicted in Fig. 8(a), with dimensions of
500 mm  100 mm  50 mm (length  height  thickness) and a
notch of 5 mm  30 mm (width  depth). The beamwas supported
by a hinge and a roller, respectively, at locations 25 mm away from
both ends of the beam. Two concentrated loads 12 P were applied by
imposing vertical cyclic displacements at the points one and two
thirds of the span, and the deﬂection u at the notch tip was mea-
sured. This benchmark test is selected since it represents a nice
example of tensile cracking in concrete, in which both stiffness
degradation and irreversible deformations were observed.
In the numerical simulation the material properties were ob-
tained from the deformation-controlled uniaxial tests (Hordijk,Fig. 8. Numerical simulation of the four-point cyclic bending notched beam
(Hordijk, 1992).1992): Young’s modulus E0 = 40 GPa, Poison’s ratio m0 = 0.2, tensile
strength ft = 3 MPa, and Mode-I fracture energy G
I
f ¼ 125 N/m.
The ﬁnite element mesh of a half beam used in the simulation is
shown in Fig. 8(b), whereas in Fig. 8(c) the predicted distribution of
the cracking parameter a = jaj is illustrated. As we expect, the crack
path propagates straightly from the notch to the top of the beam.
The numerically obtained curve of load P vs. deﬂection u is shown
in Fig. 8(d). Both the peak load and the stiffness degradation ob-
served in the softening regime can be well captured.
6.2. Double edge notched specimen (DENS)
In this second example we will analyze the test of double edge
notched specimens (DENS) reported in Nooru-Mohamed (1992).
This test has been numerically simulated by many other research-
ers (DiPrisco et al., 2000; Parzák and Jirásek, 2004; Pivonka et al.,
2004; Cervera, 2006). The square shaped DENS are characterized
by dimensions of 200 mm  200 mm  50 mm (length  height 
thickness) and two notches of 25 mm  5 mm (depth width).Fig. 9. Numerical simulations of the double edge notched specimens (DENS)
(Nooru-Mohamed, 1992).
Fig. 9 (continued)
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side below the notch. The specimen geometry and the testing set-
up is shown in Fig. 9(a). In this work two loading scenarios, i.e.
DENS-4a (48-03) and DENS-4b (46-05), are considered. In both
cases the DENS were ﬁrst subjected to a ‘‘shear’’ force Ps (5 kN
for DENS-4a and 10 kN for DENS-4b, respectively) along the left-
hand side above the notches in the ﬁrst stage, and then a normal
force P was applied on the top of the specimen while the shear
force Ps was maintained constantly. During the test the DENS were
supported and the forces were applied via two steel frames glued
to the specimens. The relative vertical deformations were mea-
sured between two pairs of points marked in the diagram, and
the average value d was used to characterize the responses of the
DENS.
The following material properties were adopted in the numeri-
cal simulations of both DENS: Young’smodulus E0 = 30GPa, Poison’s
ratio m0 = 0.2, tensile strength ft = 3 MPa, and Mode-I fracture en-ergy GIf ¼ 110 N/m. In the numerical simulations, the right edge be-
low the notch and the bottom edge of the DENS were ﬁxed in the
horizontal and vertical directions, respectively. Moreover, to
approximate the actions of the steel frames, the left edge above
the notch and the top edge of the DENS were constrained to deform
uniformly in the horizontal and vertical orientations, respectively.
No data ﬁtting was carried out in the numerical simulations.
Fig. 9(a) shows the calculated curves of load P vs. relative dis-
placement d. Though the peak values of the normal forces P for
both DENS-4a and DENS-4b are somewhat over-predicted com-
pared to the experimental values, the overall responses are rather
similar to the reported results. The mismatches are mainly as-
cribed to some subtle differences between the simulations and
experiments which were discussed in Cervera (2006). The com-
puted crack paths for both DENS-4a and DENS-4b corresponding
to d = 0.1 mm, characterized by the distributions of the cracking
parameter a = jaj and the deformed shapes (with the displacement
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The numerical results are comparable to the experimentally ob-
served crack paths shown in Fig. 9(e). Note that, the classical iso-
tropic damage model will fails in predicting the curved crack
trajectories, unless some auxiliary procedures, e.g. the crack track-
ing algorithm, are enforced a prior (Cervera, 2006).
Finally, we present some preliminary investigations on the
inﬂuences of mesh alignments. To this end, a second simulation
is performed with respect to DENS-4b, using the same material
properties but a different ﬁnite element mesh with some deliber-
ately introduced biases. Fig. 9(f) compares the results of load P
vs. relative displacement d obtained from both ﬁnite element
meshes with and without biases. It can be seen that, the ascending
branches and the peak loads almost coincide in both cases, and the
softening regimes are also close to each other. The comparison of
the calculated crack patterns (i.e. the distributions of the cracking
parameter a = jaj corresponding to d = 0.1 mm) is shown in
Fig. 9(g). The overall agreement is also satisfactory. Nevertheless,
the mesh bias-dependence and spurious stress lockings can still
be observed; see the next subsection.
6.3. Relevant comments
We note that, though the obtained numerical results agree well
with the experimental data, the proposed model can not be over-
evaluated. For a continuum constitutive model, such as the one
developed in this work, to be used in the numerical or discrete
modeling of cracking/fracture in concrete, several crucial aspects
should be addressed:
	 Mesh size-dependence: Namely, numerical predictions are not
objective with respect to mesh sizes. This problem can be
solved by assuming that the amount of energy released during
the formation of a unit area of crack surface is a material prop-
erty (i.e. the fracture energy). This assumption yields several
methods widely used in the scientiﬁc community, e.g. the crack
band theory (Bazˇant and Oh, 1983) in the smeared crack models
and the cohesive (or ﬁctitious) crack model (Hillerborg et al.,
1976) in the discrete crack models.
	 Mesh bias-dependence: In another word, numerical results are
dependent on the mesh alignments. Introducing an additional
length scale into a material constitutive law, such as the non-
local models (Bazˇant and Jirásek, 2002), the gradient-enhanced
models (Peerlings et al., 1998) and the micropolar models (de
Borst, 1993), etc., is an ad hoc method that can alleviate this
problem. It was reported in Jirásek and Grassl (2008) that a
properly developed anisotropic damage model could also
improve the numerical results. This conclusion, however,
deserves further investigations. A better alternative is to enforce
the continuity of crack propagation path by, e.g. introducing a
crack tracking algorithm (Ventura et al., 2003; Oliver et al.,
2004; Dumstorff and Meschke, 2006). The complementary
investigations performed in Mosler et al. (2004) and Cervera
(2006) show that, it is the extrinsic crack tracking algorithm,
not anything else, that contributes in removing the mesh bias-
dependence which would, otherwise, occur in the classical
smeared crack model and also in the more advanced embedded
ﬁnite element method (EFEM) and extended ﬁnite element
method (XFEM). More recently, it was found (Cervera et al.,
2011) that the mixed FEM which gives more precise stress/
strain ﬁelds and exhibits higher convergency rate than the stan-
dard displacement based FEM, might be a promising method to
remove the mesh bias-dependence.
	 Spurious stress-lockings: Namely, the stress transferred across a
fully opened crack does not vanish. This problem has been well
documented for smeared crack models (Rots et al., 1985; Jirásekand Zimmermann, 1998). The intrinsic reason leading to spuri-
ous stress-lockings is that the displacement/strain discontinu-
ities during the cracking process have not been correctly
represented. A partial remedy is to use an isotropic damage
model (Cervera, 2006; Wu et al., 2006) which however, can
not reﬂect the crack induced anisotropy on the material level.
Both EFEM and XFEM represent explicitly the discontinuous
displacement ﬁeld across a crack, so that the problem of spuri-
ous stress-lockings can be solved (Wells and Sluys, 2001; Merg-
heim et al., 2005; Linder and Armero, 2007). Recently,
incorporating the concept of EFEM several researchers (Borja,
2000; Mosler et al., 2004; Cervera, 2008) proposed the so-called
embedded-smeared crack model which actually, is an orthotro-
pic constitutive model in the discrete context of FEM. Unfortu-
nately, up to now this method is restrict to a constant strain
triangular or tetrahedral (CST) element with a constant dis-
placement jump ﬁeld across the crack. Its extension to the con-
sideration of non-uniform discontinuities in higher-order
elements deserves more investigations.
In this work, we only deal with the mesh size-dependence by
regularizing the proposed model with the crack band theory.
Thereby, it is not surprising that the other two problems, i.e. mesh
bias-dependence and spurious stress-lockings, are still observed in
the numerical results. Applying the proposed anisotropic model to
the stabilized mixed strain/displacement elements (Cervera et al.,
2011) with embedded cracks would be a feasible approach to
eliminate these problems. We will address such a possibility
elsewhere.7. Conclusions
In this paper we presented the theoretical, numerical and appli-
cation aspects of a multicrack elastoplastic damage model which
intends mainly for the numerical modeling of tensile cracking in
concrete. From the aforementioned discussions the following con-
clusions can be drawn:
	 Both stiffness degradation (damage) and permanent deforma-
tions (plasticity) due to microcracks evolution are well
accounted for in the proposed model. Thermodynamically con-
sistent evolution laws for the damage and plastic internal vari-
ables are derived from the augmented Lagrangian method. An
effective numerical algorithm for a general multisurface model,
such as the one developed in this work, is developed by extend-
ing the classical closest-point projection method. Owing to the
unconstrained property of the augmented Lagrangian multipli-
ers, the set of active cracking surfaces is determined in a poster-
ior way. Thereby, during a Newton iteration step the system of
nonlinear equations is kept unchanged, leading to a stable and
robust numerical algorithm.
	 The tensile cracking in concrete can be described by the pro-
posed model with an elliptical cracking surface and a hyperbolic
softening function. The model is capable of reﬂecting the typical
behavior of plain concrete under tensile loading cases, including
the lateral elastic loading/unloading behavior under uniaxial
tension, stiffness degradation and irreversible deformations
upon unloading, Reynolds effects and particular softening/hard-
ening regions under pure torsion (or simple shear), second apex
of the major principal stress for Willam’s numerical test, etc.
The proposed model is applied to two benchmark tests of ten-
sile cracking in concrete structures. The predicted load vs. dis-
placement curves and crack patterns agree well with the
experimental data, demonstrating the validity of the proposed
model.
J.Y. Wu, S.L. Xu / International Journal of Solids and Structures 48 (2011) 2511–2528 2527Note that, the nonlinear responses of concrete in compression,
shear and cyclic loadings, etc., are also of great signiﬁcance. In gen-
eral the compressive/shear behavior can be well represented by
microplane models with kinematic constraint (Bazˇant and Prat,
1988; Carol et al., 1991, 1992). The combination of the proposed
model with microplane models will be discussed elsewhere.
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