In this paper, we address sampled-data control problems on which the sampling and hold devices are not fixed beforehand, but are chosen as part of the design process. The idea is to apply the lifting transformation to the plant and then characterize the set of generalized sampled-data controllers, i. e., those that can be implemented as the cascade of a generalized sampler, a discrete-time controller and a generalized hold. We argue that our approach offers significant advantages over previous works, and will illustrate this by considering three applications: the input/output stabilization by generalized sampled-data controllers, the solution of the H ∞ optimal control problem and the combination of analog and digital controllers.
Introduction
The design of discrete-time controllers for continuous-time plants is harder than pure continuous or discrete-time design. This is because i) even when both the plant and the controller are time-invariant, sampling makes the interconnection time-varying, and ii) one has to deal simultaneously with continuous and discrete-time signals. These difficulties can be alleviated by introducing the "lifting" transformation which exploits the periodicity of the time-variance to reduces the problem to a time-invariant one [4, 5, 21] (see also [19, 20] ). If the sampling and the hold devices are fixed (e. g., if they are an ideal sampler and a zero-order hold) then recent research efforts have produced solutions to the H 2 , H ∞ and 1 -optimal control problems; in the former two cases, the solution is particularly elegant, since the effort involved in computing a controller is comparable to the one for the pure continuous or discrete-time cases [3, 4, 14, 19] .
Comparably less attention has been placed on studying the additional degrees of freedom available if the sampler and the hold are chosen as part of the synthesis problem. This idea was originally introduced by Chamas and Leondes [6] , although they only considered the discretetime behavior. The inter-sample behavior was addressed in the context of linear-quadratic control in [11] , while Tadmor gave in [19] necessary and sufficient conditions for the solvability of the H ∞ problem; a similar problem was considered in [18] for free hold function. A more general problem, which includes 1 optimization as a particular example, was considered in [2] , where either the hold or the sampler (but not both) are left free. The purpose of this paper is to present an approach for formulating optimal control sampleddata problems, without the need of imposing a priori constraints on the structure of the sampleddata controller (except for finite dimensionality). The idea is to apply the lifting transformation to the plant, and then design a controller directly in the lifted domain, including in the design stage constraints to guarantee that the controller can be implemented as the cascade of a generalized sampler, a discrete-time controller and a generalized hold. This leads to a characterization of the set of sampled-data controllers in the lifted domain, which allows the systematic treatment of numerous sampled-data control problems. The notion that sampled-data controllers can be characterized by constraining the rank of some operators has been known for some time (compare, for instance, with the comment in [19, pp. 104-105] ), but the fact that the rank condition is hard to deal with on applications has obscured if not prevented further developments. In this respect, the approach in this paper offers a significant advantage since the only constraint in the characterization is that a given operator has to be zero. To illustrate the approach, three applications are discussed: the input/output stabilization by generalized sampled-data controllers, the solution of the H ∞ optimal control problem, and the combination of analog and digital controllers. These examples reflect the interests of the authors, but similar benefits can be obtained in other recent applications (e. g., [2] ).
The notation in the paper is fairly standard. A "bar" above a variable (ζ) denotes discretetime signals in R n , while "breve" (ζ) -denotes discrete-time signals in the lifted domain. Also, we put forward the following operator notation which we find useful to improve the readability of formulae when both finite and infinite dimensional input/output spaces are involved: a bar indicates an operatorŌ with both input and output spaces finite dimensional; grave accent -O, when the input space is finite dimensional and the output infinite dimensional one; acute accent -Ó, when the input space is infinite dimensional and the output finite dimensional one; and breve -Ȏ, when both input and output spaces are infinite dimensional. The lower and upper linear fractional transformations [22] of K on P are denoted as F P, K and F u P, K , respectively. Finally, script capital letters are used to indicate operators in time-domain.
Sampled-data systems in continuous time
Consider the general sampled-data control system setup illustrated in Fig. 1 , where P c denotes a continuous-time generalized plant, controlled by a sampled-data controller consisting of a discrete partK d , a sampling device S h , and a hold device H h . As usual, we assume that the continuous and discrete time scales are synchronized, i. e., the k-th sample is available at time t = kh.
For ease of exposition, only zero-order sampling and hold devices are considered in this paper. This entices little loss of generality, and all the results can be extended for higher-order sampling and/or hold in a straightforward manner. The generalized sampler is of the form:
while the generalized hold is:
The operators F S (t) and F H (t) are defined on the interval [0, h) and serve to weight the measurements and shape the form of the control signal during the inter-sample, respectively. As usual in the literature, these operators are generically not "square", i. e., they operate between input and output spaces of different dimensions (when taken as vector spaces). The generalized hold H h defined in (1b) is quite standard, and is used, for example, in [1, 12] and references therein. However, our definition of generalized sampler in (1a) is nonstandard and violates the principle of causality, since the k-th sample ofȳ depends on the value of the signal y over a the "future" interval [kh, (k + 1)h) rather than on the previous one [(k − 1)h, kh) as customary [1] . This apparent difficulty is instrumental in our approach, since it can be exploited to avoid increasing the state dimension of the generalized plant model by a time delay as in [1] , and simplifies the characterization of sampled-data controller in the lifted domain.
Consider now the discrete partK d of the controller, and assume thatK d is to be implemented on a digital computer. The implementability requirement imposes certain constraints on the discrete part of the controller. From these constraints, some will in general depend on the hardware available for control, but some should be met by any implementable controller. The following two assumptions onK d reflect the latter intrinsic limitations. The first assumption is rather obvious, and reflects the fact that any digital device can only process finite amount of data at each time. The second assumption appears as a direct consequence of causality, given our choice of sampling device (1a) and the assumption that continuous and discrete signals are synchronized. The effect of (A2) is to make the cascade of S h andK d causal and implementable as the interconnection of a causal sampler and a proper, but not necessarily strictly proper, discrete-time controller. We again stress that this apparently strange arrangement pays when characterizing sampled-data controllers.
3 Sampled-data systems in the lifted domain Treating sampled-data systems in continuous time is made complicated by the periodic timevarying nature of the interconnection H hKd S h , and by the difficulties associated with dealing simultaneously with continuous and discrete-time signals. Most of these difficulties can be overcome by using the lifting technique described in [5, 4] (see also [21, 20, 19] ). Lifting converts a periodic system operating in continuous time into a shift invariant system acting on a class of discrete-time signals. More specifically, lifting is based on converting real valued signals in continuous time into functional space valued sequences, i. e., sequences that take values not from R n but from some general Banach space like
denote the space of all such sequences. Given an h > 0, define the lifting operator W h as follows: Since W h is a linear bijection and an isometry [4] , it is possible to think of ζ = Gω not as an operation mapping ω to ζ but as one mappingω toζ. Formally, since lifting preserves system stability and norms [4] , a system G may be replaced with its equivalent in the "lifted domain"
h . The advantage of representing a systems in the lifted domain is that if G is h-periodic in continuous time, then its liftingG is time invariant in discrete time [4] . In particular, for the sampled-data interconnection illustrated in Fig. 1 , if P c andK d are LTI, then the closed-loop mapping betweenw = W h w andz = W h z is also time invariant. Moreover, if the internal signals y and u are also lifted, all the blocks in the diagram become discrete-time shift invariant, so that the system can be represented as in Fig. 2 , wherȇ
is the LTI lifting of the plant P c and
are the LTI lifted sampler and hold, respectively. Since the input, output and input/output spaces ofŚ h ,H h andP c respectively are L p [0, h], dealing with the system in Fig. 2 is more involved than with a standard discrete-time LTI systems. However, this infinite dimensionality is made less problematic by the fact that the finite state-space dimension of a system is preserved under lifting [4] . If the sampler and hold are assumed to be fixed, this can be exploited to solve various H ∞ and H 2 problems as in the references cited above. The interested reader is also referred to [16] , for a discussion on a new representation of the parameters of lifted systems, which allows to handle infinite dimensionality in a relatively simple manner.
Although these topics have interest in their own right, the purpose of this paper is to analyze the constraints impose by assuming that a system given in the lifted domain, corresponds to a sampled-data interconnection. For instance, in the case where both sampler and hold are free, the lifted controller for the system in Fig. 2 has the form
If the sampler and the hold are given by (1), andK d is finite dimensional, then it is straightforward to verify thatK is LTI and has a finite dimensional state-space (FDSS in the sequel). However, the converse is not in general true: although any LTIK : 
The 0's in place of the A, B and C operators are written to highlight the memoryless nature. Also by definition, the converse is true: any operatorŚ h :
is the lifting of a generalized hold of the form (1b) if and only if it has the transfer function:
where
It follows from (2) that bothŚ h (z) andH h (z) have finite operator rank since the domain and the range are finite dimensional respectively. so that any operatorK :
, has necessarily a finite rank transfer functionK(z). On the other hand, prompted by the fact that the lifting of an LTI continuous-time system has an infinite rank transfer function [4, 5] , we claim that a sampled-data controllers in the lifted domain is characterized by the finite rank property of their transfer functions. To prove this claim, we only need to show sufficiency, since the argument above establishes necessity. Consider then a causal, LTI, FDSS operatorK with transfer function:
such that the rank ofK(z) is finite. Since in particular rankD K = n ≤ rankK(z), this operator can be factorized asD K =D lDr , whereD r :
With this notation,K(z) can be written as:
which proves the following lemma. ii) The transfer functionK(z) ofK has finite rank.
From Lemma 1, a FDSS operatorK given in the lifted domain is the lifting of a continuoustime operator of the form H hKd S h if and only if the rank of its feedthrough term is finite. This condition, which also appeared in [19] , is hard to deal with in applications and does not guarantee that the resulting sampled-data controller will be causal (and hence implementable). Including assumption (A2) not only guarantees causality, but also simplifies the finite rank condition, giving rise to a complete characterization of the set of implementable sampled-data controllers in the lifted domain. i) The LTI controllerK is the lifting of an LTI sampled-data controller.
ii) The LTI controllerK has finite dimensional state-space and is strictly causal.
Proof. In the lifted domain, both the operatorsH h andŚ h are causal. Since by assumption
is necessarily strictly proper, so that i) implies ii). To prove the converse, note that the transfer function of every strictly causal, FDSS operatorK has finite rank. Applying Lemma 1, the set of implementable sampled-data controllers in the lifted domain can be characterized just on the basis of the strict causality property.
From the point of view of applications, Theorem 1 offers a clear advantage over the Lemma 1, which was previously available in the literature. This is because a rank condition is replaced by the much more tractable strict causality of the lifted controller; Theorem 1 hence paves the way for designing sampled-data controllers directly in the lifted domain.
The characterization in Theorem 1 can be extended to the cases when either the sampler or the hold are fixed, which are also considered in [2] . In the former case, the sampler can be absorbed into the plant and the controller takes the formK . =H hKd ; in the latter, the hold can be absorbed and the controller becomesḰ . =K dŚh . With this notation, we have:
The following two statements are equivalent:
i) The LTI controllerK (Ḱ) is the lifting of the cascade of a generalized sampler and an LTI discrete-time controller (an LTI discrete-time controller and a generalized hold).
ii) The LTI controllerK (Ḱ) has finite-dimensional state-space and is strictly causal.
Notice that the second statements in Theorem 1 and Corollary 1 coincide, in the sense that the strict causality condition should hold if, instead of being free, either S h or H h are fixed. However, there is an essential difference between these two situations. Indeed, if a design is performed for the augmented plant 1 zP (z) and an unconstrained controllerK a (z) (Ḱ a (z)) with a finite state dimension, then the transfer function 1 zK a (z) ( 1 zḰ a (z)) necessarily satisfies the conditions of Corollary 1. Therefore, in this case the constraint can be removed by augmenting the generalized plant with a delay z −1 . This is not true for the case of free sampler and hold, since it not necessarily true that 1 zK a (z) will have a finite dimensional state-space.
Applications
We will substantiate our claim that the characterization of sampled-data controllers in the lifted domain can be used to solve relevant control problems by briefly discussing three examples. First, we will discuss stabilizability and compare it with the KHN (Kalman-Ho-Narendra) conditions for critical sampling. Second, we will present a solution to the H ∞ problem which offers significant advantages over [19] . Third, we will briefly discuss some aspects of using hybrid analog/digital controllers, which can be applied, for instance, in asymptotic tracking problems.
Stabilizability and the KHN conditions
When a sampled-data controller is used to control a continuous-time plant, it is of primary importance to know whether additional constraints are imposed on the set of plants that can be stabilizable by output feedback. In other words, the question is whether any plant which can be stabilized by a continuous-time controller, can also be stabilized by a sampled-data one. If S h is an ideal sampler and H h an ideal hold, a negative answer to this question was first given by Kalman, Ho, and Narendra [13] , since they found that, depending on the location of the plant poles, there may exist critical (pathological) sampling frequencies at which the system might lose controllability and observability under sampling (the so-called KHN conditions). The KHN conditions have been extended to the case of generalized sampling and hold devices in [15, 17] where two kinds of pathological sampling periods have been pointed out: one connected with the "zeros" of the sampler and hold devices, another depending only on the poles of the plant. Even though the KHN conditions show that the system might loose stabilizability, i. e., the condition is sufficient but by no means necessary, they also suggest that there might exist some systems which cannot be stabilized by any sampled-data controller if the sampling period is pathological.
Yet following the approach presented above, it is easy to see that this conclusion is incorrect.
Lemma 2.
If the continuous-time plant P c can be stabilized by an output feedback continuoustime controller, then it can also be stabilized by an output feedback sampled-data controller.
Proof. Assume that P c can be stabilized by an output feedback controller. Since stability in continuous-time is equivalent to stability in the lifted domain, there exists a lifted controller, sayK, which stabilizes the lifted plantP c . According to Theorem 1, in order to prove the Lemma it suffices to show that if a plant in the lifted-domain is stabilizable by any controller, then it is also stabilizable by a strictly causal one. To prove this fact, consider the extension of the Youla parameterization of all the stabilizing controllers [9] to the lifted-domain, following the lines of [4] . The parameterization is obtained in terms of a free parameter Q, and yields a strictly causal controller whenever the parameterQ is strictly causal.
An interesting remark, which follows from the reasoning above, is that in the lifted domain any observer-based controller is sampled-data. This perhaps surprising observation can be explained by the fact that, although P c is equivalent in an input-output sense to its liftingP c , the state vectorx ofP c is a sampled version of the state vector x of P c , that isx[k] = x(kh). The output injection "gain" (actually, an operator) will then be the generalized sampler and the state feedback "gain" will give the generalized hold.
Sampled-data H ∞ problem
In this subsection we will show how Theorem 1 can be used for solving the sampled-data H ∞ problem, when both sampling and hold devices are free. Comparing the material here with [19] , shows the remarkable advantage of using the theorem as opposed to Lemma 1, in terms of simplifying the derivations and the additional insight obtained. We assume that the reader is familiar with the state-space solution of the H ∞ problem given in [8] , from where the notation and the simplifying assumptions are taken. First, recall the main result of [8] concerning the parameterization of all continuous-time H ∞ suboptimal controllers. Given an LTI continuous-time plant
and a scalar γ > 0, H ∞ control is concerned with finding necessary and sufficient conditions for the existence of a controller K such that F P c , K H ∞ < γ, and parameterizing the set of all controllers that satisfy this bound. Assuming that a controller exists, this set is given by F G ∞ , Q , where Q is an arbitrary stable LTI system so that Q(s) H ∞ < γ and
and X ∞ and Y ∞ are the stabilizing solutions of two H ∞ algebraic Riccati equations [8] . Note that this parameterization can be extended to the set of possible periodically time varying controllers, by allowing Q to be periodic Q and so that its L 2 -induced norm Q 2 < γ.
The main idea of our treatment of the sampled-data H ∞ problem is to start from such a parameterization of all suboptimal continuous-time controllers, "lift" both G ∞ and Q, and then findQ (if it exists) such that F G ∞ ,Q is strictly proper (and hence, according to Theorem 1, is the lifting of a sampled-data controller).
To this end note, that according to [22, Lemma 10.4] , the mapping F G ∞ , Q is bijective. Hence, so is the mapping F G ∞ ,Q and furthermoreQ = F u G−1 ∞ ,K . SinceG ∞ is causal, the feedthrough term ofK(z) can be affected only byQ(∞). Therefore, anyQ that makes the lifted controller strictly causal must satisfy the constraint
Now (3), together with the requirement Q (z) H ∞ < γ, gives an additional condition for the existence of a sampled-data suboptimal H ∞ controller. Indeed, since for a discrete-time systems G, Ḡ (z) H ∞ ≥ Ḡ (∞) 2 (see e. g. [22] ), there existsQ such that Q H ∞ < γ if and only if so is the L 2 [0, h]-induced norm of the operatorD Q . In order to get a representation for the operatorD Q , note that the right hand side of (3) is the "22"-sub-block of the feedthrough part ofG −1 ∞ , where the partitioning is compatible with that for G ∞ . It is easy to see that the operatorG −1 ∞ is the lifting of the LTI operator G −1 ∞ . Therefore, since for any LTI G the feedthrough operator of its lifting is just the truncation G to (3) is the truncation of the "22"-sub-block of G −1 ∞ , that is of the LTI system
Thus, we have the following Condition (b) in this theorem is similar to the one that arises in sampled-data H ∞ problem with fixed sampling and hold functions [4] , in the sense that in addition to the standard conditions, the H ∞ norm of an open-loop system should be smaller than the bound γ. The reader is referred to [4] and [7, Sec. 13.5] for different approaches to computing this norm.
A parameterization of all γ-suboptimal controllers can be obtained by augmentingG ∞ with the operatorD Q . In other words, forming the operatorG a . = F G ∞ ,D Q , the parameterization is given by F G a ,Q a ,Q a (z) strictly proper and such that D Q +Q a (z) H ∞ < γ.
A representation forG a can be obtained by using the novel techniques presented in [16] , and due to space reasons is not presented here. We just note that sinceD Q is memoryless, the LTI systemG a has a state-space dimension equal to the one of the operatorG ∞ , which in turn is equal to the state dimension n P of the plant P c . This is in contrast with [19] , where the generator of all suboptimal controllers depends onQ a and has a state-space dimension n P + n Q , where n Q is the state dimension ofQ a . Finally, the calculation of the H ∞ norm of the operatoȓ D Q +Q a for any given FDSSQ a can be reduced to the calculation of the H ∞ norm for a finite dimensional discrete system. To this end one just needs to repeat the steps in [4] , to which the reader is referred for more details. See also [16] for a computationally efficient approach.
Remark. Although the sampled-data H ∞ problem with free sampler and hold has already been solved in [19] , the solution above gives more insight into the connection between the continuous and sampled-data problems, and into why and how an additional condition for the existence of a solution appears. Also, the characterization of the set of all sampled-data suboptimal controllers is simpler.
Hybrid controllers
Consider the controller configuration shown in Fig. 3 . Two new continuous-time components have been added to the sampled-data controller we have considered so far: a pre-compensator C S and a post-compensator C H . There are several problems in sampled-data control that make this structure desirable. For instance, if one is interested in guaranteeing L p stability, pre-filtering by a strictly proper analog filter may be required to ensure bounded sampling operations [7] . As another example, consider a sampled-data tracking problem [10, 21] . The control goal there is to provide the asymptotic ripple-free tracking of a continuous-time reference signal generated by a known LTI system. If S h and H h are fixed beforehand, and a sampled-data controller of the form H hKd S h is used, this goal may be unachievable As a remedy, [10] proposed to include an analog internal model in the feedback loop.
In many situations, there is freedom in the choice of C S and C H , and it is reasonable to incorporate this freedom into the design process. However, the analog parts are usually taken as fixed, and therefore absorbed into the description of the generalized plant. This is because dealing with the analog and discrete-time parts simultaneously is difficult, and this is true even in the lifted domain, since there the analog parts are described by infinite rank operators. Using our approach, it is possible to circumvent this difficulty by designing instead appropriate generalized sampling and hold functions, as shown by the next lemma. 
Proof. To prove the lemma is suffices to lift the controller and note that if the transfer functionś and thus the discrete-time finite dimensional partK S contains the discrete-time dynamics of C S while S a h shapes the inter-sample behavior. This shows some contacts with the work of Yamamoto [21] (see, in particular, Theorem 6.6 there).
Lemma 3 shows that any performance that can be achieved by the hybrid controller in Fig. 3 can also be achieved by the generalized sampled-data controller in Fig. 1 . In some cases, though, the hybrid controller in Fig. 3 may have some other advantages, e. g., ease of implementations. Although our approach shows that passing from Fig. 3 to Fig. 1 is straightforward, the opposite direction has not been considered and appears more involved. This is a topic of current research.
Concluding remarks
In this paper, we have discussed the design of generalized sampled-data controllers for which the sampling and hold devices are not fixed a priori, but can be chosen as part of the design process. We have shown that all such controllers can be easily characterized in the lifted domain, since the necessary and sufficient conditions for a state space system in the lifted domain to be the lifting of the cascade of a sampler, a discrete controller and a hold are i) finite dimensionality of the state-space, and ii) the "D" operator equal to 0. By displaying clearly the difference between sampled-data and continuous-time controllers, our approach allows a clean treatment of various relevant problems. This has been illustrated by briefly considering three examples of application. In the first, it has been shown that any plant that can be stabilized by a continuous-time controller can also be stabilized by a sampled-data one. In the second, necessary and sufficient conditions for the existence of H ∞ sub-optimal sampled-data controller have been presented. Our derivations in this case are remarkably transparent, specially as compared to [19] . In the third, it has been shown that if the controller also comprises continuous-time blocks, then these dynamics can be absorbed into the discrete controller and the generalized sampler and hold. A complete discussion of these examples will appear elsewhere.
