We consider the mixed ray transform of tensor fields on a three-dimensional compact simple Riemannian manifold with boundary. We state an elastic travel-time tomography problem for qS -waves and recall how the linearization of this problem in certain anisotropic medium leads to mixed ray transform for 2 + 2 tensor fields. We prove the injectivity of the transform, up to natural obstructions, and establish stability estimates for the normal operator on generic three dimensional simple manifold in the case of 1 + 1 and 2 + 2 tensors fields. These are the first key steps towards solving the anisotropic elastic travel time tomography problem.
Introduction
1.1. Motivation. The seismic waves are modelled by the anisotropic elastic wave equation in R 1+3 . This elastic system can be microlocally decoupled to 3 different polarizations [32] . We study study travel time tomography problems for the polarized waves We use the typical notation and terminology of the seismological literature, see for instance [5] . We let c ijkℓ (x) be a smooth stiffness tensor on R 3 which satisfies the symmetry (1) c ijkℓ (x) = c jikℓ (x) = c kℓij (x), x ∈ R 3 .
We also assume that the density ρ(x) is a smooth function of x and define density-normalized elastic moduli a ijkℓ (x) = c ijkℓ (x) ρ(x) .
The elastic wave operator P , related to a ijkℓ , is given by
∂ ∂x j ∂ ∂x ℓ + lower order terms. For every (x, p) ∈ R 3 × R 3 we define a square matrix Γ(x, p), by (2) Γ ik (x, p) := j,k a ijkℓ (x)p j p ℓ . This is known as the Christoffel matrix matrix. Due to (1) the matrix Γ(x, p) is symmetric. We also assume that Γ(x, p) is positive definite for every (x, p) ∈ R 3 × (R 3 \ {0}). The principal symbol δ(t, x, ω, p) of the operator P is then given by δ(t, x, ω, p) = ω 2 I − Γ(x, p), (t, x, ω, p) ∈ R 1+3 × R 1+3 .
Since the matrix Γ(x, p) is positive definite and symmetric, it has three positive eigenvalues G m (x, p), m ∈ {1, 2, 3}, which are homogeneous of order 2 in directional variable p. We assume that It was shown in [10] that √ G 1 is a Legendre transform of some Finsler metric F . Thus the bicharacteristic curves of Hamiltonian 1 2 G 1 (x, p) are given by the co-geodesic flow of F . Moreover the qP group velocities are given by the Finsler structure. If material is isotropic, that is c ijkℓ is given by two functions λ(x), µ(x) known as the Lamé parameters, then G 2 ≡ G 3 and √ G m , m ∈ {1, 2} are both co-Riemannian metrics.
In anisotropic case the unit level sets (G m ) −1 {1} ⊂ ∩(R 3 × R 3 ), m ∈ {2, 3}, or as often called slowness surfaces, do always intersect. The size of the intersection set depends on the additional symmetries that the elastic tensor may have. We denote by D c = (G 2 ) −1 {1} ∩ (G 3 We choose (x 0 , p 0 ) ∈ (U ∩ G −1 {1}) and say that the elastic travel time τ c from (x 0 , p 0 ) to (x, p) ∈ θ(R + , (x 0 , p 0 )) ∩ U is the smallest t for which θ(t, (x 0 , p 0 )) = (x, p). Let q = q(x, p) be a unitary (with respect to Euclidean metric) eigen vector field of G on U . Then we can can write the eigenvalue function G = Γ ik q i q k = a ijkℓ q i q k p j p ℓ Let us denote a characteristic curve of Hamiltonian H by (x(t), p(t)). Recall that they are solutions of the Hamilton's equationṡ
We do a standing assumption that D p H does not vanish in U . In other words we exclude the occurrence of inflection points in U . We suppose that there exists an open set M ⊂ R 3 and open sets Σ, Σ ′ ⊂ ∂M such that for any x ∈ Σ, x ′ ∈ Σ there exists a unique characteristic curve of H contained in T * M ∩ U that connects x to x ′ , where T * M is the cotangent bundle of M . Thus for any x ∈ Σ, x ′ ∈ Σ there exists a unique triple (τ c ; (x, p); (x ′ , p ′ )) ∈ R + × U × U which satisfies θ(τ c , (x, p)) = (x ′ , p ′ ) ∈ G −1 {1}.
We call τ c =: d G (x, x ′ ) the elastic distance between x and x ′ . We arrive in an inverse problem of anisotropic elastic travel time tomography: Problem 1. What can you tell about G in T * M when a boundary distance data (5) {d G (x, x ′ ) ∈ R + : x ∈ Σ, x ′ ∈ Σ} is given?
We state also a global version of the problem. Let M be a smooth compact manifold with boundary and H be a smooth two-homogeneous Hamiltonian on T * M \ {0} without inflection points. We say that the set M is H-convex, if for any x, x ′ ∈ M there exists a unique characteristic curve of H contained in T * M that connects x to x ′ . The global version of inverse problem 1 is the following Here d H (·, ·) is defined as earlier.
Problems 1 and 2 are highly non-linear and perturbations to anisotropic elasticity have been largely unresolved.
Next we recall the linearization scheme for d G . This procedure has been introduced earlier in geophysical literature (see for instance [6] ) using Fermat's principle. It is well known that characteristic curves of Hamiltonian flow satisfy this principle (see for instance [3] ). For the convenience of the reader we give the proof and the exact claim below.
Since D p G does not vanish on U the Legendre transform, that maps a co-vector to a vector, is well defined. Using the inverse of this map we define a Lagrangian function L on the image of U under this transform. That is L(x, y) := p i (x, y)y i − H(x, p(x, y)).
Above we used the summing convention. If (x(t), y(t)) = (x(t),ẋ(t)) is the image of a characteristic curve of H then on this curve L ≡ 1/2 and the following Euler-Lagrange equations hold true ∂ ∂x i L(x, y) − d dt ∂ ∂y i L(x, y) = 0, for every i ∈ {1, 2, 3}.
Let (x(t)) be a base projection of a characteristic curve and x(s, t) any smooth one parameter variation of this curve that fixes the start x(s, 0) and end points x(s, τ c ). We choose the notation V for the variation field V (t) = ∂ ∂s x(s, t)| s=0 of x(s, t). Then using integration by parts we obtain d ds τc 0 L(x(t, s),ẋ(t, s))dt
Thus Euler-Lagrange equations imply that characteristic curves are extremas of the energy functional L(γ) = 2 τc 0 L(γ(t),γ(t))dt,
where γ is any C 1 -smooth curve. This is the version of Fermat's principle we need. We note that the characteristic curves are not necessarily local minimizers of the energy functional.
We are ready to linearize the travel time tomography problem 1. Let a s be a smooth one parameter family of elastic moduli. Suppose that we can choose sets U, M, Σ, Σ ′ such that the discussion above holds for any s, if a is replaced by a s . If the data (5) is independent of s, then due to Fermat's principle, Hamilton's equation and the assumption, q s is a unit vector on U , we obtain
where a ′ ijkℓ = d ds a ijkℓ | s=0 . We note that a similar linearization scheme works also in the case when {a s } are all isotropic. Recall that in isotropic medium the elastic moduli can be written as
Therefore p and any q that is perpendicular to p are eigen vectors of the isotropic Chirstoffel matrix. We repeat the earlier linearization scheme with respect to slower polarization to obtain
Here the last equation holds as we have set the initial condition (x, p) ∈ G −1 {1}. Moreover in this case τ c is the Riemannian distance between x, x ′ ∈ ∂M with respect to Riemannian metric µ ρ e, where e is the Euclidean metric. This metric is the shear wave speed in the reference isotropic medium. Therefore we have shown that the linearization of elastic travel time tomography problem in isotropic case leads to an integral geometry problem on functions. Finally we consider a special family of elastic tensors where the reference model c 0 = I is either isotropic or elliptically anisotropic. In the latter model the slowness surfaces of G m (x, ·) −1 ⊂ R 3 , m ∈ {2, 3} are circles for any x ∈ R 3 . Thus the corresponding Hamiltonians are co-Riemmanian. If A is an anisotropic elastic tensor, then for s ∈ R close to 0, c s = I + sA is a family of elastic tensors, with symmetric and positive definite Chirstoffel matrices Γ s . We assume that there exits an open set U ⊂ (R 3 × R 3 \ {0}) such that for any s close to 0 and (x, p) ∈ U the eigenvalues G 2 (s, (x, p)) and G 3 (s, (x, p)) are not the same. In contrast to the general anisotropic case we let the polarization vectors q m have a unit length with respect to reference Riemannian structure. After running through the same linearization process as earlier we obtain
Above q = q(x(t), (p(t)) is given by the parallel transport of q ⊥ p(0) with respect to the reference Riemannian structure [26] . Therefore we have shown that the linearization of elastic travel time tomography problem in certain anisotropic medium leads to an integral geometry problem on 4tensor fields. The natural first steps towards solving problems 1 and 2 are to characterize the kernel of the transform at the right hand side of the (7) . In this paper we find the kernel for generic simple 3-dimensional Riemannian manifolds. Although the logic of the proof follows the previous works [26, 27, 28] , the techniques used here are new and different in details in essential ways.
The anisotropic elastic travel time tomography problem has an extensively studied counterpart in Riemannian geometry. This is to recover the Riemannian metric from the boundary distance function. It is well known that the problem is not uniquely solvable for two reasons. The boundary distance function is invariant under any diffeomorphism that is an identity at the boundary. This is a natural gauge of the problem. Thus the best that can be hoped for is to recover the metric up to the diffeomorphism invariance. A Riemannian manifold M is called boundary rigid, if the boundary distance function determines the isometry class of M . Another obstacle for the uniqueness arises, if the wave speed in some part of the interior is very low. In this case it is always faster to travel from one boundary point to another by avoiding this area. Thus the boundary distance function is unaffected in small perturbations of the Riemannian metric inside the slow area. To avoid the second issue it was proposed by Michel [17] to study the problem under so called simplicity assumption. A compact smooth Riemannian manifold is simple, if the exponential map at every point has a global inverse and the boundary is strictly convex. These assumptions in particularly imply that there are no trapped geodesics. Lots of progress has been made with this problem [4, 7, 16, 20] . However it is not kown wether all simple manifolds are boundary rigid. It was proven by Pestov and Uhlmann [24] that a simple surface is always boundary rigid. More recently, boundary rigidity results are established on manifolds of dimension 3 and higher that satisfy certain global convex foliation conditions [30, 31] .
The linearization of boundary rigidity problem leads to an integral geometry problem of 2-tensors (see for instance [25] ). That is to invert the geodesic X-ray transform I 2 , defined by
where γ is the unit speed geodesic given by initial conditions (x, ξ) ∈ ∂T M, |ξ| g = 1 and τ (x, ξ) is the exit time of γ. This transform maps a smooth symmetric 2-tensor field f to a smooth function on the unit sphere bundle ∂SM on the boundary. If a correct measure dµ is given on ∂SM the transform I 2 extends to a bounded linear operator between the corresponding L 2 -spaces [26] .
As the original problem also the linearization has a natural gauge. Due to Helmholtz decomposition we can write any L 2 -regular tensor field as a sum of a solenoidal tensor (divergence free) and a potential tensor (symmetric differential of some 1-tensor vanishing at the boundary). Using the fundamental theorem of calculus it is straightforward to prove that I 2 anhilates any potential fields. This property is in line with the gauge of the boundary rigidity problem, as a 1-tensor field vanishing at the boundary is an infinitesimal generator of a flow of diffeomorphisms that keep the boundary fixed. Therefore the best to hope for is to prove that I 2 is injective over solenoidal tensors (s-injective).
(1) Lf = 0, then f = d ′ v + λw;
(2) f s is uniquely determined by Lf ;
(3) Lf = 0, µf = 0 and δ ′ f = 0 imply f = 0. In this paper we prove generic s-injectivity of L using the approach introduced in [27] , by proving the second statement for a generic simple metric. Next we state the main result of this paper.
Let us write L g = L k,ℓ to emphasize the dependence on the metric g. We denote the normal operator of mixed ray transform by N g (see Section 3 for the definitions). Since (M, g) is simple we can without loss of generality assume that M ⊂ R 3 with simple metric g. Then we can find a small simple extension (M 1 , g) of (M, g). A tensor field f defined on M will be extended by a zero field to M 1 \ M . We note that this creates jumps at the boundary ∂M . To tackle this theH 2 -norm was introduces in [28] . See also Section 4.
The main result of this article is:
. There exists an integer m 0 such that for each m ≥ m 0 , the set G m (M ) of simple C m (M ) metrics in M , for which L g is s-injective, is open and dense in the C m (M )-topology. Moreover, for any g ∈ G m ,
, with a constant C > 0 that can be chosen locally uniform in G m (M ) in the C m (M )-topology.
1.3.
Outline of the proof. We give a detailed proof of Theorem 1 for the case k = ℓ = 1 in sections 2-6, and discuss the required modifications for the k = ℓ = 2 case in the last section. We begin Section 2 by refining the decomposition (12) in a way that is more suitable for the analysis of mixed ray transform. We show that in the case
such that the trace free condition µf B = 0 holds. In the second part, we prove that, on the null space of µ,
2} admits a unique Helmholtz decomposition, related to an elliptic operator ∆ B , where the potential part is always annihilated by L k,ℓ .
In sections 3-6 we only study the mixed ray transform on 1 + 1 tensor fields f satisfying the trace free condition. The Section 3 is dedicated to the study of the normal operator N L of mixed ray transform on 1+1 tensor fields. We prove that the normal operator is a pseudo-differential operator (ΨDO) of order −1. We also give an explicit coordinate dependent formula for the principal symbol of this operator. If the metric g has constant coefficients, then this formula gives the full symbol of the corresponding normal operator.
Since any potential tensor field is annihilated by N L , the normal operator of mixed ray transform is not an elliptic ΨDO. In the first part of the Section 4 we introduce an auxiliary elliptic operator M of order 0 acting on tensor fields defined on some extended simple manifold. We use this operator to recover the solenoidal part (with respect to the extended manifold) of L 2 -regular tensor field f from N L f upto a smoothing operator. We note that the Helmholtz decompostion depends on the domain where the corresponding second order boundary value problem is defined. In the second part of Section 4 we compare the solenoidal parts given with respect to the original manifold and the extension. Then we establish a reconstruction formula for the solenoidal part of tensor fields with respect the original manifold. We also give a stability estimate for the normal operator in terms of the solenoidal tensor fields (cf. Theorem 2).
In Section 5 we study the mixed ray transform of (real) analytic metrics. We show first that under analyticity assumption the mixed ray transform is an analytic ΨDO. We use this to rewrite the reconstruction formula of the solenoidal tensor fields of the extended manifold modulo analytic regularizing operator. In the second part of the section we show that, if trace-free tensor field f is in the kernel of mixed ray transform, then there exists a tensor fieldf , that differs from f by a potential tensor field, and the full jet off vanishes at the boundary. If g, ∂M and f are analytic, thenf has to vanish in some neighborhood of the boundary. At the end of Section 5 we combine these two observation to prove that the mixed ray transform of simple analytic Riemannian manifold is always s-injective (cf. Theorem 3). Since analytic metrics are C k -dense in the space of all simple metrics, Theorem 3 can be used in Section 6 to prove Theorem 1 for 1 + 1 tensor fields. To do this we show that parametrix (∆ B ) −1 of ∆ B depends C k -continuously on the metric. We note that this requires a refining for (∆ B ) −1 since the space ker µ, where this operator is defined, is metric dependent.
1.4. Literature. We note that if k = 0 in (8) , the operator L 0,ℓ is the geodesic ray transform I ℓ for a symmetric ℓ-tensor f . The s-injectity of I ℓ has been studied extensively. Let us list here some cases where s-injectivity is known.
• (M, g) simple, dim ≥ 2, ℓ = 0 [18, 19] , ℓ = 1 [2] .
• (M, g) simple, dim ≥ 2, under curvature conditions [9, 22, 23, 26] .
• (M, g) simple, dim = 2, ℓ arbitrary [21] .
• (M, g) simple, dim ≥ 2, generic s-injectivity [27] .
• (M, g) admits a strictly convex foliation, dim ≥ 3, ℓ = 0 [34] , ℓ = 1, 2 [29] , ℓ = 4 [12] .
The literature on the mixed ray transform (k = 0) is on the contrary quite limited. For (M, g) simple, the s-injective is established in [26] under restrictions on sectional curvature. Without curvature conditions, s-injectivity is proved for two-dimensional simple manifolds [11] .
Decomposition of the Tensor fields
In this section we reformulate the decomposition (12).
2.1. Domain of mixed ray transform. Let us assume for now that for some f ∈ S k τ ′ M ⊗ S ℓ τ ′ M the following decomposition exists
We show that w in (14) is given uniquely under the assumption k ≥ ℓ ≥ 1. To begin we derive the following formula for the commutator of λ and µ µλw = Sym(i 1 , . . . , i k )Sym(j 1 , . . . , j ℓ )(w i 1 ,...,i k−1 j 1 ,...,j ℓ−1 )g i k j l g i k j l
In the case k = ℓ = 1, w is a function, and formulas (14) and (15) imply
To proceed for the higher order tensors we assume max{k, ℓ} ≥ 2 and use the commutator formula (15) to prove that for m ∈ {2, . . . , min{k, ℓ}} we have
We note that the case m = 2 is the same as (15) . If m > 2 we do an induction over h. The initial step of the induction follows from (15) . For the induction we note that
Therefore if (18) holds for h ∈ {1, . . . , m − 2}, it also holds for h + 1.
Next we note that for any m ≤ min{k, ℓ} the formulas (14) and (17) imply
We denote K = m − 1. Thus for any K ∈ {1, . . . , min{k, ℓ} − 1}, it holds
Now we assume that ℓ ≤ k since we are mostly interested in the case k = ℓ = 2. The case ℓ > k can be dealt with similarly.
We choose K = ℓ − 1 and apply µ to both sides of the equation (19) to get
We note that for any v ∈ S m τ ′ M , µλv = m+3 m+1 v. This implies
and we have found the formula
By the recursion formula (19) we get
We summarize the conclusion of previous discussion in the following lemma.
. Proof of Proposition 1. The proof is an adaptation of the proof of [26, Theorem 3.3.2] . We suppose first that (22) holds and derive a second order elliptic boundary value problem to find v. We apply δ B to (22) , and get an equation
Therefore to find v we only need to show the existence and the uniqueness of the solution to this equation. This is done in the following lemma. However we only give an explicit proof under the assumption k = ℓ = 2, in which case the equation (24) has the form 
Moreover there exists C > 0 such that the following estimate is valid
.
Before embarking on the proof of previous Lemma we recall some facts about the solvability of boundary value problems for elliptic systems. See for instance [35, Section 9] for a thorough review. The boundary value problem
The Lopatinskij condition holds for any z ∈ ∂M .
If the problem (27) is elliptic it holds due to [35, Theorem 9 .32] that the operator (A, Tr) :
is a Fredholm operator (continuous with finite kernel and co-kernel). Here Tr : H m (M ) → H m− 1 2 (∂M ) is the trace operator. Moreover there exists a uniform constant C > 0 such that the following a priori estimate holds for any u ∈ H m (M )
As the embedding H m (M ) ֒→ H m−1 (M ) is compact it holds due to [28, Lemma 2] that we can write (28) in the form (27) is uniquely solvable. This implies that the solution operator of (27) is continuous, if it exists.
We aim to use these techniques to prove Lemma 3. In the next Lemma we find the principal symbols for d B , δ B and ∆ B .
and
In the case k = ℓ = 2 the principal symbols of 1
Proof. We refer to [35, Section 8] for the definitions of the principal symbols of ΨDOs over vector bundles. Recall that in local coordinates differential d ′ u of a tensor field u ∈
Here Γ k ij are the Christoffel symbols. Therefore the principal symbol of d ′ is exactly the map
Thus the principal symbol of δ ′ is given by
The proof of (32) is a direct computation recalling that µu = 0. However we give it here as we need the computations later.
Now we are ready to proceed with the proof of Lemma 3.
Proof of Lemma 3. The proof is long and divided into several parts. Part I: We check first the ellipticity of the principal symbol of ∆ B . If we denote
Hence we obtain
which proves the ellipticity of σ(∆ B ). Part II: Next, we verify the Lopatinskij condition. For that, choose a local coordinates (x 1 , x 2 , x 3 = t), t ≥ 0 in a neighborhood of a point x 0 ∈ ∂M , such that the boundary ∂M is locally represented by t = 0, and g ij (x 0 ) = δ ij . Then we denote
We need to show that the only solution for the system of ordinary differential equations
which satisfies v(t) → 0 as t → +∞, is the zero function. Above we wrote
, where S means that the function u(t) has a rapid decrease when t tends to +∞ and B 0 means that u belongs to the kernel of the operator µ associated to the Euclidean metric. If v(0) = 0 then Lemma 2 implies the following Green's formula
Due to denseness of rapidly decreasing tensor fields, the formula (34) holds for any u and v both vanishing in the infinity and v(0) = 0.
Let v(t) be a solution of (33) . Taking u(t) :
Finally we show that only zero field solves this initial value problem.
We note that (35) implies the following equation in coordinates
In the previous formula we set j 2 = 3 and ξ 3 = −i d dt . Then we obtain the following system of ordinary differential equations.
and, for j 1 = 3,
Finally we solve these equations with initial value v(0) = 0, which is done in the following sequence:
-If i 1 , i 2 = 3, the equation (36) gives
This implies v i 1 i 2 3 = 0 for i 1 , i 2 = 3.
and thus v 333 = 0. We have proved that v i 1 i 2 3 = 0 and therefore the equation (37) simplifies to
(38)
-We take i 1 , i 2 = 3 in (38), and get
Thus
and then v 33j 2 = 0 for j 2 = 3. Thus we have proven that the zero field is the only solution of (35) and we have verified the Lopatsinkij condition for (25) . Alas we have proved the ellipticity of the boundary value problem (25) . Part III: In order to show the existence of the boundary value problem (25) and to verify estimate (26) we still need to show that (∆ B , Tr) has a trivial kernel and co-kernel. Let u solve (25) with a source h ≡ 0 and boundary value w ≡ 0. Since we have proved that ∆ B is elliptic, it holds that u is smooth. As d B and δ B are formally adjoint we get
Next we note that for any
Let x 0 ∈ M \ ∂M and z 0 be a closest boundary point to x 0 . We use the notation ξ 0 ∈ S x 0 M \ {0} for the direction of the unit speed geodesic connecting x 0 to z 0 . Since the boundary of (M, g) is strictly convex, there exists a neighborhood U ⊂ T x 0 M of ξ 0 such that the exit time function τ is finite and smooth in U . Then for any ξ ∈ U and η ⊥ ξ, equation (39) and the fundamental theorem of calculus imply
Here η(t) is a parallel field along the geodesic γ x 0 ,ξ with η(0) = η and ξ(t) =γ x 0 ,ξ (t). In the following we use a short hand notation u = u(x 0 ). Therefore
We choose an orthonormal basis B = {ξ, η, η} for the three dimensional space
For any ǫ > 0 that is small enough, the equation (40) gives
Therefore the coefficients of the ǫ 3 , ǫ 2 , ǫ, 1 of the expansion of (42) have to vanish. Clearly the same holds if η is replaced by η in (42). Now we have proven
Also we have u ijk η i η j (ξ + ǫ η) k = 0, from which we derive
and the roles of η and η can be interchanged. Collecting the coefficients for 1, ǫ, ǫ 2 terms we get by (41)-(44)
To continue we note that since B is an orthogonal basis, it follows that
It remains to show that each term in (46) vanishes. As (43) and (45) give 6 additional equations, the following linear systems hold true:
Each system consists of three linearly independent equations for three variables, and thus can only have trivial solutions.
Finally, we show that the boundary value problem (25) has a trivial cokernel. If f ∈ H −1 we can choose a series of f j ∈ L 2 , j ∈ N that converges to f in H −1 sense. For the existence of such sequence see for instance [1, Section 3] . Let φ j k be a sequence of smooth tensor fields approximating f j in L 2 . Let ǫ > 0 and k, j ∈ N be so large that
Thus smooth tensor fields are dense in
To prove that (∆ B , Tr) has a trivial co-kernel it suffices, due to denseness of smooth tensor fields, to show that (48) implies f ≡ 0. This proof is very similar to the proof of an analogous claim in [26, Theorem 3.3.2], and thus omitted here.
By Proposition 1, we have the following decomposition for 1
Above d stands for the covariant differentiation and −δ is its formal adjoint. For the decomposition (49), v satisfies the equation
Remark 2. The operators S and P are both projections, i.e., S 2 = S, P 2 = P. These projections are formally self-adjoint since ∆ B is formally self-adjoint and thus its inverse (∆ B ) −1 is also formally self-adjoint, see [15, Theorem 10.2-2].
3. The normal operator of mixed ray transform of 1 + 1 tensors
For now on we denote L 1,1 = L for brevity. In this section, we calculate the normal operator N L of mixed ray transform and show that it is a pseudo-differential operator (ΨDO) of order −1.
We also find the principal symbol for N L . In order to do this we assume without loss of generality that M ⊂ R 3 is a smooth domain and the metric tensors g extends to R 3 in such a way that any geodesic exiting M never returns to M . We make a standing assumption that any tensor field defined in M is extended to any larger domain with the zero extension.
We choose the following measure for ∂ + (SM ),
where dS z is the surface measure of ∂M and dS ω is the surface measure of S z M . That is if (z ′ , z n ) is a boundary coordinate system we have dS z = (det g(z)) 1/2 dz 1 · · · dz n−1 and dS ω = (det g(z)) 1/2 dS n−1 ,
where dS n−1 is the Euclidean measure of the unit sphere S n−1 ⊂ R n . We consider L as an operator
; dµ), and compute its normal operator.
Remark 3. Since is L a bounded operator its adjoint
exists and is bounded. Therefore the normal operator N L = L * L exists and is bounded on
In the following we denote the geodesic γ, issued from (z, ω) ∈ ∂ + (SM ), by (x(t), ω(t)). Let
Where we wrote
, and used the fact that g −1 is parallel.
We introduce new variables x = x(s, z, ω) ∈ R 3 and ξ = ξ(s, t, z, ω) = tω(s) ∈ T x R 3 . Since (M, g) is simple the map
can be restricted to a diffeomorphism onto T M \ (0 ∪ T ∂M ). Moreover since the geodesic flow preserves the measure (det g)dξdx of T M , we get dtdsdµ(z, ω) = (−1) 3 |ξ| 2 g (det g)dξdx. For more details about this change of coordinates we refer to [13] . We denote y = exp x ξ = γ z,ω (s ± t) and ξ = ξ |ξ| g .
It straightforward to see that ω j (s) = ξ j , and ω j (s ± t) = (grad g y ρ(x, y)) j = g ij (y)
where ρ(x, y) is the Riemannian distance function of g. Thus
and we get
Therefore
∂ρ(x, y) 2 ∂x j , and moreover |ξ| g = ρ(x, y), ξ m = − ∂ρ(x, y) ∂x m and dξ = (det g −1 ) det ∂ 2 ρ(x, y) 2 /2 ∂x∂y dy.
To simplify the integral (50) even more we compute
Therefore the normal operator of mixed ray transform can be written as
Here
. We note here that T 0,ρ(x,y) γ x,−grad g
x ρ(x,y) is the parallel transport along the geodesic connecting y to x. Thus N L is an integral operator with an integral kernel
In the following we will show that the normal operator is a ΨDO of order −1 and find its principal symbol. To do so we use the following relations introduced in [28, Lemma 1]:
where G
ij , G
ij are smooth and on the diagonal
ij (x, x) = g ij (x).
We also use the notationsG (2) ij (x, y) := G
After writing z := x − y, we get the following formula for the kernel of N L
det g(x) .
Lemma 5. For any x, y, z ∈ R n we define
The distribution M ijkℓ belongs to L 1 loc (R 3 ) with respect to z variable and is positively homogeneous
Proof. We note that the equation (54) imply that G (2) z and G (2) z are 1-homogeneous with respect to z. Let K r be the compact set that is the image of the closed ball B r (0), r > 0 under the diffeomorphism z ′ = H −1 z, where H is the square root of G (1) (x, y). By a change to spherical coordinates we obtain
. Since the last integrand is continuous we have proven the first claim.
The second claim follows since M ijkℓ (x, y,
for every test function ϕ and t > 0.
Due to previous lemma we can write
where
Therefore M ijkℓ is homogeneous of order −1 in ξ. To conclude the study of the normal operator, we state the main result of this section. Proposition 2. The normal operator N L of mixed ray transform is a pseudo-differential operator of order −1 with an amplitude M ijkℓ (x, y, ξ) and principal symbol
Here z i = g ij (x)z j and |z| 2 g = g ij (x)z i z j .
Remark 4. We note that terms g kl g ij and g kl ξ i ξ j in (60) do not contribute to the action of the symbol as we are working on the kernel of the map µ. From now on we omit these terms.
Proof. Since M ijkℓ is smooth in M ×M ×(R 3 \{0}) and homogeneous of order −1, it is an amplitude of order −1. Thus N L is a ΨDO of order −1. We emphasize that N L is not properly supported. However there exists properly supported ΨDO A ijkℓ of order −1 such that (N L ) ijkℓ − A ijkℓ is smoothing. Neglecting this technicality we obtain the principal symbol of N L by setting x = y in (59). Then formula (55) implies
Therefore after raising indices formulas (57) and (59) imply the first equation of (60). We proceed on to compute the Fourier transform in (59). We recall the following formula for the n−dimensional Fourier transform of the powers of a norm given by a positive definite matrix g:
Here Γ is the Gamma function. In dimension 3 we have
Thus the Fourier transform in (60) equals to
Finally we compute the derivatives in the formula above to find that CN ijkl is the right hand side of the second equation of (60).
Remark 5. If g is a constant coefficient metric, then (60) gives the full symbol of the normal operator. The proof is similar to [28, Section 4].
Reconstruction formulas and stability estimates
In this section we show that the normal operator N L is elliptic on the subspace of solenoidal tensors and construct a parametrix with respect to this subpspace. We also study the stability of the normal operator. 4.1. Reconstruction formula. Since (M, g) ⊂ R 3 is simple, we can assume that M and g extend to simple manifolds (M 1 , g) and (M 2 , g) such that M int ⊂⊂ M int 1 ⊂⊂ M int 2 . By this extension the normal operator N L is defined for 1 + 1 tensor fields over M 2 , and N L f (x) remains the same for x ∈ M if supp f ⊂ M . Recall that any tensor field defined in M is extended to any larger domain with the zero extension.
First, we construct a parametrix in M 1 for the zeroth oder ΨDO M given by
here |D| g is a pseudo-differential operator with the full symbol |ξ| g and P M 2 = d B (∆ B M 2 ) −1 δ B is the projection operator onto the potential tensors with respect to the boundary value problem
In addition we define the projection operator S M 2 := Id − P M 2 onto solenoidal tensor fields. In the following we use • for the product of symbols. The principal symbol σ(M) of M is given in
We show now that σ(M) is elliptic in M 1 . To do so we lower the (ij)-indices in (60) to get:
Remark 6. A straightforward calculation shows that
Thus we need to characterize the reminder term in (62). Since −∆ B is elliptic with principal symbol
We note that inside M 1 the parametrix (∆ B ) −1 and the solution operator (∆ B M 2 ) −1 coincide up to a smoothing operator. This implies
and we have shown that M is elliptic in M 1 .
From now on we study the mapping properties of M. We use the notationσ for the full symbol of a ΨDO. Then for m > 1, we construct a ΨDO A of order −2 such thatσ(A)•σ(∆ B ) = Id mod S −m near M 1 . We getσ
Since M is elliptic in M 1 there exists a pseudo-differential operator L = (L 1 , L 2 ) of order 0, with principle symbol (E, Id), such that
near M 1 . We set two operators Λ = Id − d B Aδ B , and T 1 = ΛL 1 |D| g Λ, and note
Then we applyσ(Λ) from right and left to (63) to obtaiñ
near M 1 . Therefore for any fixed m > 1 we have shown the existence of a bounded operator
M 1 ) −1 be the solution operator for the boundary value problem
We set w :
and note that w| ∂M 1 = Aδf | ∂M 1 depends continuously from f and is smooth due to pseudolocal property of ΨDO's. Thus w solves the boundary value problem: (22) and (64) imply the first main result of this section:
Proposition 3. For any m > 1 there exists a first order ΨDO, T 1 and a bounded operator
, such that the first reconstruction formula for the solenoidal part is valid:
. Moreover there exists a smoothing operator
Stability estimates for the normal operator. In the previous section we found a reconstruction formula for the solenoidal part f s M 1 with respect to the extended manifold M 1 . In this section we prove a stability estimate for the normal operator and find a reconstruction formula for the solenoidal part f s M . However as it turns out we need higher regularity for f to do so. Since f = 0 on M 1 \ M , the microlocal property of (∆ B
. Moreover we have by (14) and (65) that
In the following we will find a L 2 -estimate for v M 1 at M 1 \ M . Let x 0 ∈ ∂M . Then for any x ∈ M 1 \ M in a small neighborhood U of x 0 , we choose a unit vector ξ such that the geodesic γ(t) = γ x,ξ (t) in M 1 \ M issued from x meets ∂M 1 before it meets ∂M . We use the notation τ = τ (x, ξ) > 0 for the time this geodesic hits ∂M 1 . Since v M 1 vanishes at ∂M 1 we have as in the proof of Lemma 3 that
where η(t) is a unit length vector field, parallel along γ and η(0) = η is perpendicular to ξ. The substitution (66) and the continuity of the integrand give
where C depends only from the distance to ∂M 1 . Perturbing the initial direction ξ, we see that the inequality above holds for linearly independent {η (k) } 3 k=1 . As |v M 1 (x)| 2 g can be estimated by
where the constant C is uniform in a neighborhood of x 0 , we get
first in U and then globally by using a finite covering for the pre-compact set M 1 \ M .
Next we estimate the H 1 -norm of v M 1 in M 1 \ M . As we can again estimate |∇v M 1 | 2 g by
for any η, ξ perpendicular to each other. Then (66) implies
and it remains to estimate α i
. We choose x 0 ∈ ∂M , and local coordinates x ′ on ∂M near x 0 . Let (x ′ , x 3 ) be the boundary normal coordinates given in a neighborhood
where ν is the exterior unit normal to ∂M and we have chosen x 3 = t as the third coordinate. We denote ξ =γ (x ′ ,0),ν (t). For η ∈ T x M 1 , that is of unit length and perpendicular to ξ, the formula (67), in the given coordinates, has the form
We can replace the exit time by ∞ in upper bound of integrationin (69) since v M 1 has a line integrable zero extension outside M 1 . We denote the coordinate vector fields with respect to x ′ variables as {X (k) } 2 k=1 . We note that these fields are orthogonal to the third coordinate frame d dt =γ (x ′ ,0),ν (x 3 ) and η can be given by a linear combination of {X (k) } 2 k=1 . We extend η near γ in such a way that ∇ X (k) η = 0 at γ(t). This can be done for instance with parallel transport using Fermi coordinates given by the coordinate frame { d dt , X (1) , X (2) } along γ. Then we apply X (k) to both sides of (69). Since v M 1 ∈ H 1 0 (M 1 ) we obtain
Let χ be a smooth cut-off function such that χ = 1 near ∂M and χ = 0 near ∂M 1 and outside 
Therefore the continuity implies the existence of C, depending only on the distance to ∂M 1 , such that the following pointwise estimate holds:
It remains to estimate ξ j ∇ j [v M 1 (x, x 3 )] i ξ i . We takeη such that {η,η, ξ} form an orthonormal parallel basis along γ. In this basis we can write
By (68) and (71) we have proved
To conclude this section we introduce a normH 2 (M 1 ) originally given in [27, 28] to be implemented in the main result of this section. By shrinking M 1 if necessary we choose a finite open cover (U j ) J j=1 for M 1 \ M , such that in U j we have boundary normal coordinates (x ′ j , x 3 j ), as above. Let (χ j ) J j=1 be a collection of functions that satisfy χ j ∈ C ∞ 0 (U j ), χ := J j χ j equals to 1 near ∂M and each χ j vanishes near ∂M 1 . We set
where V j is the tangent vector to γ (x ′ j ,0),ν (x 3 j ). We note that here
The equations (66) and (72) imply the first estimate
Finally we are ready to estimate the solenoidal part f s M . We write
The construction of the potential parts implies
By Lemma 3, equations (66), (74) and the trace theorem we obtain the second estimate
We note that the last estimate is valid since T 1 is an operator of order 1. The following lemma guarantees that H 1 -regularity for f implies the finiteness of N L f H 2 (M 1 ) . This result has been presented earlier in [28] .
where K 5 = −(Id+d B RT 2 )K 2 . We conclude the proof of (77) by setting Q = S M (Id+d B RT 2 )T 1 and K = S M K 5 . We emphasize that by Proposition 1 the solenoidal projection S M :
The remaining parts of the theorem can be proven as in [28, Theorem 2].
5. S-injectivity for analytic metrics 5.1. The analytic parametrix. In this section we assume that (M, g) is a simple manifold with (real) analytic metric g. As in Section 4 we extend M and g to simple manifolds (M 1 , g) and (M 2 , g) such that M int ⊂⊂ M int 1 ⊂⊂ M int 2 , g| M i is analytic and M i , i ∈ {1, 2} have an analytic boundary. We construct an analytic parametrix for operator M. We denote the set of analytic functions on M by A(M ). That is every f ∈ A(M ) has an analytic extension to some open domain containing M . For the basic theory of analytic ΨDO we refer to [33, Chapter V] . Recall that a continuous linear operator from E ′ (M ) to D ′ (M ) is analytic regularizing, if its range is contained in A(M ).
Our first result in this section is a re-formulation of Proposition 2 in the analytic setting. Moreover we can assume that g| Ω is analytic.
Since g is analytic, there exits δ > 0 such that the functions A defined by (52) and {0}) , and due to Lemma 5 distribution M ijkℓ is positively homogeneous of order −2 in z variable. Here we use the fact that A is analytic in U , since the solution to an ODE with analytic coefficients is analytic Thus M ijkℓ (x, y, ξ) is analytic in V × V × (R 3 \ {0}) as a Fourier transform of M ijkℓ in z variable. To see this, one only need to notice that M (x, y, z) is even in z, and [14, Theorem 7.1.24] implies
where M is an analytic function of all its variables.
To prove that M (x, y, ξ) is analytic symbol we proceed as follows. Let χ ∈ C ∞ 0 (R 3 ). We write M ijkℓ (x, y, ξ) = χ(ξ)M ijkℓ (x, y, ξ) + (1 − χ(ξ))M ijkℓ (x, y, ξ), and show that the first term is an amplitude of analytic regularizing operator and the second one is an analytic amplitude (see [33, 
To prove that the operator of χ(ξ)M ijkℓ (x, y, ξ) is analytic regularizing, we need to show that the corresponding integral kernel
is analytic. To do this we use the fact that M ijkℓ (x, y, ξ) is positively homogeneous of order −1 in ξ. Then a change to spherical coordinates gives
Since a product of analytic functions is analytic and χ is compactly supported, this proves that K 1 ijkℓ is analytic.
Clearly we can extend F := (1 − χ)M ijkℓ to V C × V C × C 3 such that the extension is analytic with respect to (x, y, z), if ξ is large enough. Here V C is an extension of V to C 3 . Let R 0 > 0 be a radius of a ball containing the support of χ. Then we can write F (x, y, ξ) = f x, y, ξ |ξ| e |ξ| −1 e , |ξ| e > R 0 .
Since f in the previous equation is analytic, it follows from the uniqueness of the analytic continuation that the analytic extension of F to
This implies that for any compact K ⊂ V C × V C there exist C > 0 such that
2R |ξ| e }. We apply Cauchy's integral formula on B R (ξ) to find
Therefore F is an analytic amplitude. Then we can follow the lines in the proof of [27, Proposition 3.2] to conclude that N L is actually an analytic ΨDO in the whole M 2 .
Next we proceed to prove that 2 ), and we have proven that (∆ B M 2 ) −1 is an analytic ΨDO in M 2 . Since |D| g is analytic, we have proven that operator M in (61) is analytic.
In the following lemma we extend the result of Lemma 3 to an analytic case. The proof is similar to [27, Lemma 3.3 ].
Lemma 7. Let x 0 ∈ ∂M , and assume that the metric g and the tensor fields u and v 0 are analytic in a (two-sided) neighborhood of x 0 and that ∂M is analytic near x 0 . Let tensor field v solve
Then v extends as an analytic function in some (two-sided) neighborhood of x 0 .
The main result of this subsection is the following.
Proposition 5. There exists a bounded operator W :
Proof. Since M is elliptic analytic ΨDO in M 1 we can construct a parametrix L = {L 1 , L 2 } of M in M 1 such that
with L an analytic ΨDO of order 0 in a neighborhood of M 1 , and K 1 analytically regularizing in M 1 . Apply S M 2 to the left and right, to (81) and notice N L S M 2 = S M 2 N L = N L , P M 2 S M 2 = 0. We denote W = S M 2 L 1 |D| g , and have
Here K 2 is analytic regularizing in M 1 .
We need to compare f s
We note that since ∂M 1 is analytic we have Tr M 1 h ∈ A(∂M 1 ) for any h analytic near ∂M 1 . As suppf is disjoint from ∂M 1 , analytic pseudo locality yields v M 2 ∈ A(∂M 1 ). By Lemma 7, u ∈ A(M 1 ); thus f → d B u is a linear operator mapping L 2 (M ) into A(M 1 ). Then we use the relation
5.2.
S-injectivity of 1 + 1 tensors for analytic metrics. In this subsection we will prove sinjectivity for analytic metric g. Moreover, if g and f are analytic in a (two-sided) neighborhood of ∂M , and ∂M is also analytic, then v can be chosen so thatf = 0 near ∂M .
Proof. We fix x 0 ∈ ∂M and take boundary normal coordinates x = (x ′ , x 3 ) in a neighborhood U ⊂ M of x 0 . Then in U we have g i3 = δ i3 for any i = 1, 2, 3. We aim first to find a tensor field v, vanishing on ∂M , such that forf :
in some open neighborhood U ⊂ U of x 0 .
Due to (21) , this is equivalent to
Remember that ∇ j v i = ∂ j v i − Γ k ji v k , and the Christoffel symbols in the boundary normal coordinates, satisfy Γ k 33 = Γ 3 k3 = Γ 3 3k = 0. We first solve the system of initial value problems
for v 1 and v 2 , which are given along boundary normal geodesics γ (x ′ ,0),ν (x 3 ). Then using g i3 = δ i3 we write the last equation of (83) in a form of the following initial value problem
where G depends only on v i , ∂ j v i , g jk , Γ k jℓ for i ∈ {1, 2}. We have found v near the boundary. Clearly, if g and f are analytic near ∂M , so is v.
We note that the convexity of the boundary implies that for (x, ξ) ∈ ∂ + (SM ) where x ∈ ∂M ∩ U , is close to x 0 , |ξ| g = 1 and the normal component of ξ is small enough, the geodesic issued from (x, ξ) hits the boundary again in U . Then the boundary value of v and Lf = 0 imply Lf (x, ξ) = 0. We choose the boundary coordinates x ′ such that g ij | x=x 0 = δ ij . We claim
for α = 1, 2, β = 1, 2 and α = β. If this is true, then (82) and 3 i=1 f ii (x 0 ) = µ f (x 0 ) = 0, givẽ f (x 0 ) = 0. To prove (84) we let ξ ∈ T x 0 (∂M ), |ξ| g = 1, and take a curve δ : (−ǫ, ǫ) → ∂M adapted to (x 0 , ξ). Let γ = γ ǫ : [0, 1] → M be the shortest geodesic of the metric g joining the points x 0 and δ(ǫ), i.e., γ(0) = x 0 and γ(1) = δ(ǫ). Let η ∈ T x 0 M be perpendicular to ξ, and η ǫ be the orthogonal projection of η toγ ǫ (0). We also set η(t) = η ǫ (t) to be the parallel transport of η ǫ along γ ǫ . Since the points (γ(t),γ (t) |γ(t)|g ) and (γ(t), η(t)) tend to (x 0 , ξ) and (x 0 , η), respectively, uniformly for t ∈ [0, 1] as ǫ → 0, we have
We set e 3 = ν(x 0 ), and e α = ∂ ∂x ′α | x 0 for α = 1, 2. The previous equation implies
To obtain the last equation in (84) we set ξ = 1
This completes the proof of (84). Since x 0 was an arbitrary point in ∂M ∩ U we have shown that f vanishes at ∂M ∩ U . It remains to show (85) ∂ k x 3f ij | x=x 0 = 0, k = 1, 2, · · · . We do not prove this directly but note that, if The proof of (86) is similar to the proof of [16, Theorem 2.1]. We give it for the sake of completeness. Let k > 0 be the smallest integer for which (86) does not hold. We consider a 2-tensor h ij := ∂ k 3 f ij | x=x 0 acting on T x 0 M . Since (86) does not hold for k, there exists ξ 0 ∈ T x 0 M of unit length, tangent to ∂M , and η 0 ∈ T x 0 M that is perpendicular to ξ 0 , such that η i 0 h ij ξ j 0 = 0. Then the Taylor expansion off implies that η if ij ξ j is either (strictly) positive or negative for x 3 > 0 and |x ′ − x ′ 0 | e both sufficiently small and (ξ, η) close to (ξ 0 , η 0 ). Therefore, Lf (x, ξ), η is either (strictly) positive or negative for all (x, ξ) ∈ ∂ + (SM ) close enough to (x 0 , ξ 0 ) and η ⊥ ξ close to η 0 . This is a contradiction.
We have completed the construction of v near x 0 . As in the proof of [27, Lemma 4 .1], we can extend the construction of v anywhere near ∂M . Thus Lemma 3 implies v ♯ = 0, and f s M 1 = 0. To prove that v ♯ = 0 on ∂M 1 we proceed as follows: Let x ∈ (∂M 1 ) + and y ∈ (∂M 1 \ (∂M 1 ) + ). Since (M 1 , g) is simple there exists a unique geodesic γ connecting y to x. Let η ∈ T y M 1 be perpendicular toγ(0). Since v ♯ = 0 in (∂M 1 ) + and Lf s M 1 = 0 we have the following equation by (67) Then v(y) = 0 for any y such that f (y) = 0, and y can be connected to a point on ∂M by a path that does not intersect supp f .
Generic s-injectivity
In this section we prove Theorem 1 for 1 + 1 tensor fields using a similar Fredholm property to (77) of the normal operator, and the s-injectivity result for analytic metrics. We note that the volume form dV g depends on the metric tensor g. However the Sobolev norms H k g and H k g are equivalent for any metrics g, g ∈ C m (M ) on M and k ≤ m since M is compact.
Recall that we are working with 1 + 1-tensors that are in the kernel Sτ ′ M ⊗ B Sτ ′ M of the operator µ related to metric tensor g. To avoid this issue, we introduce operator
Then the following subspace of 1-covariant 1-contravariant tensor fields
is defined independent of the metric g. We let κ ♭ g be the inverse of κ ♯ g . The C 1 -continuity of the maps κ ♭ g , κ ♯ g with respect to metric g is evident.
Lemma 10. The maps
Proof. Let g and g 0 be two smooth metrics. Then
We choose u, v ∈ H 1 0 (Sτ M ) with respect to g 0 . Then u, v ∈ H 1 0 (Sτ M ) also with respect to g. By Cauchy-Schwarz inequality we obtain
In the last inequality we used the uniform Lipschitz equivalence of the H k -norms.
As in the proof of [27, Lemma 2.1], we can conclude
where C can be chosen uniformly in any small enough C 1 -neighborhood of g 0 . The continuity of operators κ ♯ g • P • κ ♭ g , κ ♯ g • S • κ ♭ g follows from this.
We are ready to present the proof of Theorem 1.
Proof of Theorem 1 . By formula (77) we have
with SQ = Q, N S = N . After applying S from the left to the above identity, we have QN = S + SK.
Thus K = SK and similarly KS = K. As S is self adjoint we also have K * = SK * = K * S. If we set Q := S(Id + K * )Q, then previous observations yield QN =S(Id + K * )QN =S(Id + K * )(Id + K)
We note that by possibly conjugating all the above operators with κ ♯ g from left and κ ♭ g from right, we can work with the space Sτ M ⊗ B Sτ ′ M , which is defined independent of the metric. Then the proof is similar to that of [27, Theorem 1.5] and thus omitted here.
Ellipticity of the normal operator and adaptation of the proofs for 2 + 2 tensor fields
In this section, we will first show the ellipticity of the normal operator for 2+2 tensors (restricted to the subspace of solenoidal tensors). To be more specific, we will show that the operator M = (|D| g N L , P M 2 ) T is elliptic. Then we will sketch adaptions needed to prove Theorems 1, 2 and 3 for 2 + 2 tensor fields. 7.1. Parametrix of the normal operator for solenoidal 2 + 2 tensor fields. In the following we study the action of the principal symbol σ(N L ). We note that in 1+ 1 case, the principal symbol (60) can be written as
Recall the notation (P ω ) i j :
We do not derive an explicit formula for the principal symbol of the normal operator in the case of 2 + 2 tensors, but sketch the main steps to conclude that for any f ∈ S 2 T ′ x M ⊗ B S 2 T ′ x M , we have analogously to the 1 + 1 case,
By an analogous argument to one in Section 3 we show that N L is an integral operator with an integral kernel
Therefore N L is a ΨDO of order −1, and formula (88) is valid. For now on we use the short hand notation P = P M 2 and aim to show that
7.2.
A sketch of proof for Theorem 2 in 2 + 2 case. For x ∈ M 1 \ M , choose ξ such that the geodesic γ x,ξ hits the boundary ∂M 1 before ∂M and minimizes the distance between x and ∂M 1 . As we have proven Proposition 3 for 2 + 2 tensor fields, formula (66) holds and (67) is to be replaced by
We need to show that there exists C > 0, uniform for any
As |v M 1 (x)| 2 g can be estimated by the sum of all the terms
, the following
To prove (93) we need to repeat the steps between (41) and (47). First, we have
For x in a neighborhood of x 0 ∈ ∂M , there exists ǫ 0 > 0 such that γ x,ξ−ǫη meets ∂M 1 before meeting ∂M for any ǫ < ǫ 0 . Then we can obtain
Choosing four distinct real numbers 0 < ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 < ǫ 0 , by invertibility of the Vandermonde matrix 
we have the estimates
Here, the constant C depends on ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 , which could be chosen such that C is uniform in a neighborhood of x 0 . One can then just continue the steps and get the estimates (93) with C uniform in a neighborhood of x 0 . We omit the details here. Finally, by a compactness argument, we have (93) with C uniform in M 1 \ M .
Next we estimate the H 1 -norm of v M 1 in M 1 \ M . As earlier we can estimate |∇v M 1 | 2 g by the sum of all terms
Recall that we have
We only need to estimate the terms
We start with the term ( * ) and as earlier we work in boundary normal coordinates (x ′ , x 3 ) of M near some fixed boundary point x 0 ∈ ∂M . We have the following identity analogous to (69):
and (70) has become
That is we estimate ( * ) when w = ξ. To estimate for the remaining case of ( * ) we denote w = ξ and w = η. Then it must hold that w m h ∈ {ξ, η} and
Straightforward computation yields
Taking w 1 , w 2 ∈ {ξ, η} in the above formula, we can get desired estimates for ξ ℓ ∇ ℓ [v M 1 (x)] ijk w i m 1 w j m 2 η k . It remains to estimate the terms appearing in ( * * ). Set w = ξ in ( * * ) and write
We drop out all the terms in the right hand side of (96) that do not have the normal derivative, to obtain
If w = ξ the simplified version of the right hand side of (96) is
Which always is a nonzero multiple of ∇ ℓ [v M 1 (x)] ijk w i ξ j ξ k ξ ℓ , and thus can be estimated. For w = η or w = η, the situations are analogous, and we only consider the first case. We get
for the simplified version of the right hand side of (96). Here the last two terms have already been estimated and the first term vanishes if w = ξ. Therefore we have also found a formula for ∇ ℓ [v M 1 (x)] ijk w i η j η k ξ ℓ that contains the only tangential derivatives and d B v M 1 . As earlier we can find C > 0 depending only on the distance to ∂M 1 , which satisfies the following pointwise estimate:
To complete the proof of the second claim of Theorem 2 we refine operator T 2 using equation (92). The rest of the proof of Theorem 2 is analogous to what we did earlier.
7.3.
A sketch of proof for Theorem 3 in 2 + 2 case. We sketch here the required changes needed for the proofs of Theorems 3 and 1 for 2 + 2 tensors fields.
First we note that the formula (89) implies the claim of Proposition 4 for 2 + 2 tensor fields. We note that Proposition 5 is analogous to 1 + 1 case, since we have proved Theorem 2 for 2 + 2 tensor fields. Then we arrive at Lemma 8, which requires some modifications.
Proof of Lemma 8 in 2 + 2 case. We fix x 0 ∈ ∂M and take the boundary normal coordinates x = (x ′ , x 3 ) in a neighborhood U ⊂ M of x 0 . In this coordinates we have g i3 = δ i3 , in U , for any i = 1, 2, 3. We aim to find a (trace-free) 3-tensor field v, vanishing on ∂M , such that forf := f −d B v we have (97)f ijk3 = 0, in some openŨ ⊂ U, that contains x 0 , which is, due to (21) , equivalent to
δ j3 g mn ∇ n v imk + δ i3 g mn ∇ n v jmk + g jk g mn ∇ n v im3 + g ik g mn ∇ n v jm3 = 0, inŨ .
The order for determining the components of v is quite similar to what is outlined in Part II of the proof of Lemma 3. Let us first consider the case k = 3. Then the above equation becomes
Remember that
kℓ v ijm , and the Christoffel symbols, in the boundary normal coordinates, satisfy Γ k 33 = Γ 3 k3 = Γ 3 3k = 0. If i, j = 3 we can write (99) as an ODE system, with respect to the travel-time variable x 3 , for the unknowns v αβ3 , α, β = 3, which can thus be determined.
If i = 3 and j = 3 we write (99) in the form
Thus v 3j3 can be found by solving the corresponding initial value problems. Finally we set i = j = 3 and the system (99) takes the form f 3333 − 7 5 ∇ 3 v 333 + 2 5 g αβ ∇ α v β33 = 0, in U, α, β ∈ {1, 2}. Now we have determined v ij3 , next we consider the case k = 3. For i, j = 3, the equation (98) gives an ODE system for v αβk , α, β ∈ {1, 2}. Then take i = 3 and j = 3, we get a system for v 3αk , α = 3. Finally, take i = j = 3, we get a system for v 33k .
Thus we have found a tensor field v that vanishes at the boundary and solves (97). We claim that constructed v is trace-free. To see this, we multiply g jk to both sides of (98) and get − 1 2 ∇ 3 (v ijk g jk ) + 1 10 δ i3 ∇ m (v mjk g jk ) = 0.
First take i = 3, we have ∇ 3 (v ijk g jk ) = ∂ 3 (µv) i − Γ k 3i (µv) k = 0. Since Γ k 3i = 0 for k = 3, the above identity gives an ODE system for (v 1jk g jl , v 2jk g jl ). Consequently, v ijk g jk = 0 for i = 3. Then we take i = 3 and conclude that v 3jk g jk = 0. The claim is proved.
It is easy to see that if f and g are analytic near ∂M , so is v.
Similar to the proof of Lemma 8, we can show that (100) η i η jf ijkℓ ξ k ξ ℓ = 0, at the chosen boundary point x 0 , whenever ξ is tangential to the boundary and η ⊥ ξ. We set e 3 = ν(x 0 ), and e α = ∂ ∂x ′α | x 0 for α = 1, 2. Setting ξ = e α and η = e i , α ∈ {1, 2}, i ∈ {1, 2, 3}, i = α, then the previous equation implies This means that the following terms vanish f 1122 ,f 2211 ,f 3311 ,f 3322 .
Then take ξ = e 1 , η = 1 √ 2 (e 2 + e 3 ), we can conclude thatf 2311 = 0. Similarlyf 1322 = 0. Let us summarize what we have right now: f ijαα = 0, i, j ∈ {1, 2, 3}, α ∈ {1, 2}, i, j = α.
Take ξ = 1 √ 2 (e 1 + e 2 ) and η = e 3 , we obtain that f 3312 = 0. Let ǫ > 0. If we set η = e 1 +ǫe 2 and ξ = e 2 −ǫe 1 , then equation (100) implies that the coefficients of the powers of the ǫ satisfy (101)f αααα − 4f αβαβ +f ββββ = 0, andf βααα −f βββα = 0, α = β, α, β ∈ {1, 2}.
By (97) and the trace-free condition, we havef αααα = −f αβαβ =f ββββ andf βααα = −f βββα . Together with (101), we havẽ f αααα =f αβαβ =f βααα = 0 α = β, α, β ∈ {1, 2}.
Taking ξ = e 1 + ǫe 2 and η = e 3 + e 2 − ǫe 1 in (100) and collecting coefficients of 1, ǫ, ǫ 2 , ǫ 3 , we have −f 3222 + 2f 3112 = 0, −f 3111 + 2f 3221 = 0.
Together with the relation resulted from trace-free conditionf 3222 +f 3112 =f 3111 +f 3221 = 0, we obtainf 3222 =f 3112 =f 3111 =f 3221 = 0. Now we can conclude thatf vanishes at x 0 . Since x 0 was an arbitrary point in ∂M ∩ U we have shown that f vanishes at ∂M ∩ U .
Similar to the proof of Lemma 8, we can prove (102) ∂ p x 3f ijkℓ | x=x 0 = 0, p ∈ N, i, j, k, ℓ ∈ {1, 2, 3}, and conclude the proof.
The adaptations needed for the proof of Theorem 3 in the 2 + 2 case are straightforward and therefore omitted. The rest of the proof for Theorem 1 is analogous to 1 + 1 case.
