Abstract-Phase modulation is a commonly used modulation mode in digital communication, which usually brings phase sparsity to digital signals. It is naturally to connect the sparsity with the newly emerged theory of compressed sensing (CS), which enables sub-Nyquist sampling of high-bandwidth to sparse signals. For the present, applications of CS theory in communication field mainly focus on spectrum sensing, sparse channel estimation etc. Few of current researches take the phase sparse character into consideration. In this paper, we establish the novel model of phase modulation signals based on phase sparsity, and introduce CS theory to the phase domain. According to CS theory, rather than the bandwidth, the sampling rate required here is scaling with the symbol rate, which is usually much lower than the Nyquist rate. In this paper, we provide analytical support for the model, and simulations verify its validity.
rather than the bandwidth. With the compressed measurements, it is possible to reconstruct the original signal by solving a convex optimization problem.
In this paper, based on the analysis of the phase modulation, we establish the sparse model of digital signals, whose constellation diagrams are sparse in the complex plane. As can be seen below, our model can be applied to all phase sparse signals, whose constellations are some discrete points, such as PSK, MSK, OQPSK, QAM, APSK, et al. Considering all the modulation parameters, the reconstruction can also be regarded as a joint demodulation procedure. In this model, the number of nonzero elements equals that of symbols. From CS theory, this means the rate of nonuniform Compressive Sampling (NCS) scales with the symbol rate. Whereas, according to the Nyquist sampling theorem, sampling rate should at least be two times of the bandwidth to avoid aliasing, which can be much higher than the symbol rate, especially for the wideband signals.
The remainder of this paper is organized as follows. In section II, we introduce the signal model and establish the sparse phase model. Section III describes the CS theory and the compressive sampling model. Discussions are made in Section IV, followed by simulation results in Section V. Finally, Section VI concludes the paper.
II. SPARSE PHASE MODEL
For digital modulation, phase is a key parameter. And for many types of modulation utilizing phase, the constellation diagrams are some discrete points in the complex plane, showing sparse character.
A. Signal Model
It is known that, the bit streams will be processed in order of mapping into constellation, square root raised cosine (SRRC) filtering and quadrature modulating.
Here, we define f is the carrier frequency, E is the carrier wave matrix. s is the vector of symbols after baseband modulation. It can be seen that, (2) functions as the procedure of quadrature modulation.
If we denote the number of symbols after constellation as M. We can rewrite as follows:
where b is the sequence of constellated symbols. F is the baseband shaping matrix, containing the procedure of SRRC filtering and interpolation. In order to express these two functions more clearly, we can decompose F into separate matrices, 1 F and U , which are filtering matrix and interpolation matrix respectively. And the expression of 1 F and U are:
and
where c is the coefficients vector of SRRC, L is the number of coefficients.
L is decided by the order of SRRC, and c is decided by the order and the roll-off factor  of SRRC. I is an identity matrix, whose order equals the number of symbol number. y is the interpolation vector, M is the symbol number, 
where ' ' denotes the inner product, and And for 12
, there is similar conclusion.
It is obvious that, there is only one non-zero component of
, and the value is 1. This conclusion also works for 16QAM and 12
From the discussion above, we can see that, for the phase sparse modulation types, PSK, QAM and APSK, the constellated sequence has the following decomposition: From Figure 1 and the constellation model (7)- (9), it can be seen that, the constellation points of PSK, QAM and APSK signals are sparse in the complex plane. Here, we purpose a new constellation expression:
According to (16) and (17), the th k element of b is calculated as follows:
, '  ' denotes the inner product.
For MPSK (M=2, 4, 8) , there only exists one non-zero element of k θ and its value is 1. As the symbols are randomly chosen from the symbol set, the location of non-zero element is also random. Therefore, the number of non-zero elements in θ is M , while the length of θ is JM  , which means θ is sparse.
However, for QAM and APSK signals, the situations may be a little different. Seeing from the constellation diagram, it is clear that, for those constellation points being identical with MPSK constellations, same conclusion can be drawn. But for other points, they can be expressed by the linear combination of two vectors of d , which means there are two non-zero elements of k θ , and their value may also be not 1.
Thus, for QAM and APSK, the number of non-zero elements of θ is more than that of MPSK, but we can safely claim that the times are in the range of (1, 2), and the non-zero elements in k θ ranges between M and 2M . Therefore, θ is also sparse for QAM and APSK signals.
Considering all the discussion above in this section, can be rewritten as: If we regard the matrix Ψ as a basis, then we can get the conclusion that, r is sparse on the basis, and the sparsity concerns with the signal type and the parameter J . Now, we've established the phase sparse model, and it is natural to connect it with the CS theory.
III. COMPRESSED SENSING OF PHASE SPARSE SIGNALS

A. Compressed Sensing
In CS theory, if the measured signal x is sparse on a basis Ω : 
B. Signal Reconstruction based on Compressive Sampling
In CS theory, random matrices, e.g., Gaussian matrix and Bernoulli matrix, are commonly used measurement matrices. Here, in this paper, we can design the measurement matrix as Gaussian random matrix, whose coherence with a fixed orthonormal basis is very low [].
According to (19) and (21), the problem of recovering phase sparse signals from compressive measurements is a convex problem as follows: 
IV. DISCUSSION A. Amendment for the Sparse Phase Model
Now, we've established the sparse phase model for most phase sparse signals, such as PSK, QAM and APSK discussed above, this model also works for other signals, whose constellation diagrams are some discrete points in the complex plane, e.g. ASK, MSK and OQPSK. In fact, we have to point out that for some types of modulation, the model needs a little amendment. Here, we just discuss OQPSK for example.
For OQPSK, the signal model is as follows:
( (2 1 From the signal model above, it can be seen that, the only difference between OQPSK and QPSK is that the in-phase components have a delay of half symbol period relative to the quadrature components. Thus, we have to decompose the matrices D , U , 1 F into in-phase part and quadrature part:
where D Z is a zero matrix of the same size of D .
where U Z is a zero matrix of the same size of U . Z is a zero matrix of the same size of 1 F . As to the matrix E , there is no need to change. What's more, in order to fulfil the relative delay between in-phase components and quadrature components, a delay matrix P needs to be added between E and 1 F :
where the column with ' * ' is the / 2 1 th s n  column. We can that, the delay matrix realizes the function of half symbols' delay by a deliberately mismatch of in-phase and quadrature components.
Thus, the phase sparse model for OQPSK is: We can see that MSK signal model is similar to that of OQPSK, except for the shaping filter is different. So the difference of phase sparse model between MSK and OQPSK is the coefficients of filtering matrix 1 F . Due to the limited space here, we can't discuss all the signals. And for all the phase sparse signals, the model should
B. Sparse Phase Model for Multi-Signals
All the discussions above deal with the single signal situation, when it comes to the multi-signals situation, the model should be as follows: where 
(36) In CS theory, one key concept is so-call 'Information', and in the phase sparse model proposed here, it is clear that the 'Information' is in fact the symbols. According to (36), the compressive sampling rate scales with the symbol rate s R , and the ratio is c logJ
c is a constant ranging in [1, 2) ). Whereas, from the Nyquist sampling rule, the sampling rate should be more than 2 times of the bandwidth, which usually scales with the highest frequency of the signal and much higher than the symbol rate. That means, compressive sampling can greatly reduce the sampling rate.
V. SIMULATIONS
In this section, we give some simulation results about model we proposed. Simulation scenarios are set as follows: Figure 6 (d) and Figure 6 (e) are the sparse vectors. As discussed above, for QPSK signal, the sparse vector has only one amplitude, and for 16QAM signal, the sparse vector has more than one amplitudes. 
VI. CONCLUSION
Based on the analysis of digital signal's modulation procedure, we proposed the phase sparse model. Introducing the CS theory, compressed sampling is applied to phase sparse signals, which can greatly reduce the required sampling rate. Relative simulation verified the proposed model.
What we have to admit is that, some issues, such as how to obtain the exact carrier frequency, carrier phase deviation, and how to realize symbol timing and carrier frequency synchronization before applying our model still remain to be further studied in our future work. 
