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In flexible fitting, the high-resolution crystal structure of a molecule is de-
formed to optimize its position with respect to a low-resolution density map. Solving
the flexible fitting problem entails answering the following questions: (A) How can
the crystal structure be deformed? (B) How can the term “optimum” be defined? and
(C) How can the optimization problem be solved?
In this dissertation, we answer the above questions in reverse order. (C) We
develop PFcorr, a non-uniform SO(3)-Fourier-based tool to efficiently conduct rigid-
body correlations over arbitrary subsets of the space of rigid-body motions. (B) We
develop PF2fit, a rigid-body fitting tool that provides several useful definitions of the
optimal fit between the crystal structure and the density map while using PFcorr to
search over the space of rigid-body motions. (A) We develop PF3fit, a flexible fitting
tool that deforms the crystal structure with a hierarchical domain-based flexibility
model while using PF2fit to optimize the fit with the density map.
vi
Our contributions help us solve the rigid-body and flexible fitting problems in
unique and advantageous ways. They also allow us to develop a generalized framework
that extends, breadth-wise, to other problems in computational structural biology, in-
cluding rigid-body and flexible docking, and depth-wise, to the question of interpret-
ing the motions inherent to the crystal structure. Publicly-available implementations
of each of the above tools additionally provide a window into the technically diverse
fields of applied mathematics, structural biology, and 3D image processing, fields that
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between the domains; the primary hinge axis points out of the plane
of the page, and the secondary hinge axis points right to left. (B) Con-
formation obtained after search over hinge bending motions. Rotations
about the primary and secondary axes are respectively 2◦ and 45◦. The
final correlation coefficient is 0.88. (C) Final fit structure superimposed
on 1IBO. The final Cα RMSD is 2.5 Å. . . . . . . . . . . . . . . . . . 134
5.6 Fitting the closed structure (1EX7) of Guanylate kinase into a 8Å
synthetic density map of its open structure (1EX6). (A) Initial rigid-
body fit. The domains detected by HDD are colored red and green. The
initial Cα RMSD is 4.76 Å , and the initial correlation coefficient with
respect to the Gauss CCS is 0.72. Hinge bending motions are assigned
between the domains; the primary hinge axis points out of the plane
of the page, and the secondary hinge axis points right to left. (B)
(B) Conformation obtained after search over hinge bending motions.
Rotations about the primary and secondary axes are respectively 33◦
and 37◦. The correlation coefficient is 0.93, and the Cα RMSD is 1.43 Å.
(C) All-atomistic molecular dynamical flexible fitting with GROMACS,
using the structure in B. The final correlation coefficient is 0.99. (D)
The final fit structure superimposed on 1EX6. The final Cα RMSD is
0.7 Å. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.7 Flexibility trees for a few proteins on which PF3fit is applied. (A)
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5.8 Flexibility trees for a few proteins on which PF3fit is applied. (A)
Adenylate-kinase. (B) Citrate synthase; the final level is the SSE level.See
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5.9 Fitting 1URP into a 15 Å simulated density map of 2DRI. (A) Initial
rigid-body fit. Domains detected by HDD are colored red and green
respectively. The initial Cα RMSD is 4.5 Å, and the initial correlation
with respect to the Gauss-CCS is 0.85. Hinge bending motions are
assigned between the domains; the primary hinge axis points out of
the plane of the page, and the secondary hinge axis points right to left.
(B) Conformation obtained after search over hinge bending motions.
Rotations about the primary and secondary axes are respectively 98◦
and 20◦ for the red domain, and 70 and 13◦ for the green domain.
The correlation coefficient is 0.92. The Cα RMSD is 2.7 Å. (C) All-
atomistic molecular dynamical flexible fitting with GROMACS, using
the structure in B. The final correlation coefficient is 0.989. (D) Final
fit structure superimposed on 2DRI. The final Cα RMSD is 1.16 Å. . 138
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5.10 Fitting the unbound structure of Aspartase RNA-Synthetase (1EQRa)
to a synthetic density map of its RNA-bound conformation (1C0Aa) at
8 Å. (A) Domains at multiple hierarchical levels. The domains at the
first hierarchical level are colored red, and yellow; the one colored green
belongs to the red domain at hierarchical level 1, and the ones colored
purple and cyan belong to the red colored domain at level 2. The initial
correlation with respect to the Gauss CCS is 0.58, and the initial C α
RMSD is 1.99Å. Shearing motions are assigned between the yellow/red
and the green/red domains respectively. (B) Improvement in flexible fit
after search over shearing motions. The yellow domain moves 3.2 and
2.2 Åin the plane of the page, with a slight rotation of 2.8◦ about the
normal axis pointing out of the page. The green domain also undergoes
a shearing motion with in-plane motions of 2.8 and 3.7 Å respectively,
and 5.3◦ rotation about the normal axis. (C) Hinge-bending motions
are assigned to the purple domain at hierarchical level 3, resulting in
a final RMSD of 1.1Å. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.11 Fitting 1HKG into a 7 Å simulated density map of 2YHX. (A) Initial
rigid-body fit, top view. Domains detected by HDD are colored red
and green respectively. The initial Cα RMSD is 2.8 Å, and the initial
correlation with respect to the Gauss-CCS is 0.72. Shearing motions
are assigned between the domains; the normal to the shearing plane
points out of the plane of the page. (B) Conformation obtained after
search over shearing motions. Translations along the shearing plane
are respectively 6 and 2 Å . The correlation coefficient is 0.89. (C) Side
view of fit. (D) Fit structure superimposed on 2YHX. The Cα RMSD
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5.12 Fitting 4AKEa into a 10 Å simulated map of 1AKEa at multiple hier-
archical levels. (A) Initial rigid-body fit. Domains detected at level 1
by HDD are colored red and green respectively. The initial Cα RMSD
is 7.8 Å, and the initial correlation with respect to the Gauss-CCS is
0.49. Hinge-bending motions are assigned between the domains; the
primary hinge axis points out of the plane of the page, and the sec-
ondary hinge axis points right to left. (B) Conformation obtained after
search over hinge bending motions at hierarchical level 1. Rotations
about the primary and secondary axes are respectively 68 and 30 ◦.
The Cα RMSD is 4.3 Å. (C) Second hierarchical level, side view. The
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hinge bending motions at level 2. Rotations about the primary and
secondary axes are respectively 12 and 20 ◦. The Cα RMSD is 3.3 Å.
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5.13 The SIV spike protein complex. (A) The 17b and gp120 domains are
seen to the bottom in green, while the CD4 domain is in red. The
large interface between CD4 and gp120 indicates shearing motions be-
tween them. (B) CD4 sheared by in-plane translations of 0.5 and 1
Årespectively, superimposed on its original copy. The normal vector
to the shearing plane approximately points from the bottom to the
top of the page. (C) Top and (D) side views of final flexible fit of all
three monomeric complexes using shearing motions. For each of the
complexes, CD4 is sheared by in-plane translations of 1Å and 1Å, and
17b is sheared by in-plane translations of −0.9Å and 1Å. There are
no in-plane rotations. The fit results in an improved correlation coeffi-
cient with respect to the one by Liu et. al (0.85 to 0.787). The resulting
flexible fit excludes 36 fewer atoms inside the zero isocontour of EMD




Why don’t you look at flexible
fitting?
Chandrajit Bajaj, ca. March
2008.
(A) (B)
Figure 1.1: Flexible fitting. (A) Crystal structure (red) and density map (pale green)
in initial position. (B) Crystal structure and density map after flexible fitting. This
dissertation develops techniques to take the crystal structure from its state in (A) to
to its state in (B).
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1.1 Ron, who isolates crystal structures
Meet Ron. A graduate student in biophysics and computational chemistry, he
works for Assistant Professor James Geist, a leading biophysicist whose latest hobby
horse is crystallizing the protein XYZ. Ron, no expert at crystallization, heads down
to the Macromolecular Crystallography Facility at his university, where he discovers,
to no one’s chagrin except his own, that crystallization is a beast on the sunniest of
days, involving several painstaking steps that need expert execution. Discouraged, he
googles “ protein XYZ isolation”, to discover that XYZ has already been crystallized—
albeit in a different conformation—and that there’s also a low resolution cryo-EM-
isolated density map of the conformation he is interested in. He types another query
into the search bar: “Can I use the crystal structure and the density map in different
conformation to” . . . “to obtain the crystal structure of the conformation specified by
the density map?”
1.2 Answering Ron
Ron would have been better served by the simpler query: “Molecular fitting”.
Given the crystal structure of a protein, the molecular fitting problem seeks to discover
the state represented by a density map of the same protein. It does so by geometrically
deforming the crystal structure to maximize a chosen score with the density map. The
deformations induced may be rigid-body, including only translations and rotations of
the crystal structure, or flexible, allowing relative motion between the atoms of the
crystal structure.
If Ron had taken our advice and typed “molecular fitting” into his search bar,
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he would have gotten tens of relevant results. Fitting, whether rigid-body or flexible,
is a mature problem, and has seen many solutions over the past two decades. In fact,
Ron would be bewildered at the array of choices before him, from techniques based on
simulated annealing to those based on molecular dynamics; a summary of these and
other existing techniques, one such as he might at this point crave, is in Chapter 2.
But Ron needs more than this. What he needs, in fact, is a “good” molecular
fitting tool. This dissertation provides Ron, and users like him, with not just a fitting
tool but a few different ways to to define the word “good”. Specifically, this disserta-
tion contributes to existing work on rigid-body and flexible fitting, with a particular
focus on aspects common to both these problems.
1. Contribution 1: Non-uniform Fourier-based rigid-body search. The
first of these is the abstract rigid-body search problem, which, given a measure
of optimality and a pair of “entities”, seeks the rigid-body motion that optimizes
the position of one entity relative to the other. We present a new solution,
based on the fast non-uniform SO(3) Fourier transform, to the rigid-body search
problem in Chapter 3, and show how it improves over existing solutions in two
important ways. This work also appears in Bajaj et. al [5].
2. Contribution 2: Rigid-body fitting. The second aspect uniting rigid-body
and flexible fitting is the scoring function. The scoring function measures the
optimality of placement between the crystal structure and the density map, and
its form is typically determined by the chosen search scheme. In Chapter 4, we
present four new scoring functions and combine these with the search scheme
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in Chapter 3 to develop a rigid-body fitting tool. The scoring functions we
introduce are not only original but display several desirable properties relative
to existing scoring functions for fitting. This work also appears in Bettadapura
et. al [12].
3. Contribution 3: Flexible fitting. The approaches developed in Chapters 3
and 4 are combined with a hierarchical protein flexibility model to develop a
new flexible fitting tool in Chapter 5. We show how this scheme improves over
existing flexible fitting schemes in terms of universally accepted measures of
flexible fitting accuracy, and additionally provides users like Ron with an intu-
ition about the kinds of motion that proteins undergo. This work also appears
in Bettadapura et. al [13].
Which of the techniques developed here would be most useful to Ron? Over
the course of the next few chapters, the reader will see compelling evidence to support
the claim that all of them are. For instance, the most theoretical, and hence most
removed from biology, of our contributions, the solution to the rigid-body search
problem in Chapter 3, applies not just, as we show in Chapters 4 and 5, to rigid-
body and flexible fitting, but to other areas of computational structural biology,
including, most notably, rigid-body and flexible docking. The other tools are also
more straightforwardly applicable to specific problems in computational structural
biology.
Readers may wish to skip to Chapters 3, 4, and 5, which constitute the bulk
of this dissertation, and refer to Chapter 2 if a discussion is particularly opaque. We
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note that the chapters to follow are thematically coherent but technically diverse,





A protein in solvent is in continual motion. Motion is of two kinds: bulk,
in which the atoms of the protein move as a whole, and vibrational, in which the
atoms oscillate about their equilibrium positions. The protein’s vibrational behavior,
or flexibility, is determined by the mechanical properties of its atoms as well as the
surrounding solvent; this flexible behavior causes it to assume one of many stable
states. Given a protein-solvent pair as input, the goal of a flexibility model is to predict
and compute these states. Each state, or conformation, is determined completely by
the relative spatial positions of the atoms in the protein; the prediction of the solvent-
induced flexibility of a protein is thus as much a geometric problem as it is a dynamical
one.
The rest of this chapter is structured as follows. The following section defines
concepts basic to protein flexibility models; readers already familiar with these con-
cepts should skip to Section 2.4.1, which summarizes prior work on coarse graining.
Sections 2.4.2 and 2.4.3 explain the dynamical and kinematic flexibility models re-
spectively, after which Section 2.6 and 2.7 summarize prior work on rigid-body and
flexible fitting.
Due to the variety of approaches available to solve each of the above problems,
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we review prior work in a two-pronged scheme. First, we provide an overview of each
problem, and summarize several well-known approaches to it. Then, we focus on a few
(two-three) papers, which we explain in detail. We choose papers that (we believe)
are both relevant to this work as well as interesting in their own right.
2.1 Crystal structures and density maps
Figure 2.1: The chemical structure of a tripeptide showing its backbone and
sidechains. Image courtesy Schlick[91].
A residue, or amino acid, is a covalently bonded network of carbon, nitrogen,
oxygen and hydrogen atoms. Amino acids link together in groups known as chains,
or polypeptides. A protein is a complex of one or more polypeptide chains.
The backbone of a residue is the chain of C, N , O atoms along which the
structure of the entire protein can be traced. Residues can also contain side-chain
groups, which are attached to a single carbon atom, known as the alpha carbon
atom, and branch off from the backbone of the protein (Figure 2.1).
• PDB (Protein Data Bank). A PDB, or crystal structure (Figure 2.2 (a)),
contains information about the relative positions of each of the atoms of a pro-
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(a) (b)
Figure 2.2: Visualizations of (a) the crystal structure of the HIV spike protein, and
(b) volume rendering of density map of the Penicilium Stoloniferum Virus(PSV).
tein. Obtained from X-ray crystallography, a PDB is a snapshot of the protein
in its crystalline state and by definition contains information at atomic resolu-
tion. Throughout this document, we use the terms ‘PDB’ and ‘crystal structure’
interchangeably.
• EM image/Density map. An EM (electron microscopy image), or density map
(Figure 2.2 (b)) is a three-dimensional reconstruction of many 2D images, which
are obtained by scattering beams of electrons through a sample of protein em-
bedded in vitreous ice. The EM image consists of a 3D grid with scalar intensity
values defined at each grid-point (i, j, k), where i,j, and k are positive integer in-
dices called voxels. Obtained by cryo-electron microscopy (cryo-EM), EM images
are necessarily at a lower resolution than their corresponding crystal structures;
on the other hand, they represent the protein in its native, solvent-induced state,
a state which the crystal structure does not necessarily capture. The resolution of
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Figure 2.3: A polypeptide chain with backbone torsional angles (ψ, φ, ω) and side-
chain torsional angles (χ) shown.
an EM image is the distance in angstrom between successive voxels in real space.
Throughout this document, we use the terms ‘EM image’ and ‘density map’ in-
terchangeably.
Density maps can be visualized in two ways: either by coloring each grid-point
according to the intensity value on it, or by viewing an isocontour corresponding
to a particular intensity value.
2.2 Protein geometry
The backbone of a protein residue consists of−NH−C(H)R−CO− sequences,
where R is one of several side-chains that characterize the residue. The degrees of free-
dom available to the residue are thus restricted to changes in 1. bond length, 2. bond
angle, and 3. torsional angles. Bond lengths and bond angles, each being constrained
by covalent interactions between the atoms, do not undergo very large changes, and
can be thought of as unvarying. This means that the primary drivers of conforma-
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Figure 2.4: Torsional motion about bond bi by angle θi. Note how all atoms to the
right of bi will be rotated.
tional change are the torsional angles, which cause rotation of groups of molecules
about bonds (Figure 2.3, Figure 2.4). The torsional angle refers to the angle between
consecutive planes containing three or more atoms. The residue backbone consists of
three torsional angles φi, ψi, and ωi, described below for consecutive residues Ri−1
and Ri.
φi. The angle between the planes Ci−1 −Ni − Cαi and Ni − Cαi − C ′i, i.e., the angle
of rotation (−180◦ ≤ φi < +180◦) about the Ni − Cαi bond.
ψi. The angle between the planes Ni −Cαi −C ′i and Cαi −C ′i −Ni+1 , i.e., the angle
of rotation (−180◦ ≤ ψi < +180◦) about the Cαi − C ′i bond. Both φi and ψi are
positive for counter-clockwise rotations about the Ni − Cαi bond; the correlation
between them is given by the Ramachandran plot.
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ωi. The angle between the Cαi−1 − C ′i−1 − Ni and C ′i−1 − Ni − Cαi planes, i.e., the
angle of rotation about the C ′i−1−Ni bond, also known as peptide bond. ωi, unlike
its counterparts, is either 180◦, corresponding to the trans position, or −180◦,
corresponding to the cis position. Apart from proline, more than than 99.9% of
all residues are trans-peptides, and hence have ωi ≈ 180◦. Approximately 5% of
all proline peptide bonds have ωi ≈ 0◦.
Figure 2.5: A peptide plane with all bond lengths and bond angles shown.
Since the peptide bond cannot rotate, the Oi−1 − Ci−1 − Ni − Hi atoms on
either end of the bond are restricted to a plane. This is the peptide plane (Figure 2.5).
The side chains also flex through torsional angles, denoted as χi, i ∈ {1 . . . n}.
Depending on the type of residue, there can be as many as four torsional angles per
side chain; by contrast, Glycine and Alanine, whose side-chains consist of a single
hydrogen atom, do not have torsional angles. For all other residues, χi,1 is defined as
the torsional angle between the planes N − Cα − Cβ and Cα − Cβ −X, where X is
either Cγ, or Cγ1 (Val, Ile), Oγ (Ser), Oγ1 (Thr), or Sγ (Cys). All side chain torsional
angles have values clustered near three conformers known as gauche+ or g+ (+60◦),
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Figure 2.6: Side-chain torsional angles (χi,1, χi,2, χi,3, χi,4) are shown for 18 of the 20
amino acids. The remaining two, i.e., Glycine (Gly) and Alanine (Ala), do not have
any side-chain torsional angles. Image courtesy [91].
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trans or t (180◦), and gauche− or g− (−60◦).
Figure 2.6 shows the side-chain torsional angles of all amino acids except
Glycine and Alanine.
2.3 Secondary structures: alpha helices, beta sheets, and skele-
tons
(a) (b)
Figure 2.7: Schematics of an (a) alpha-helix and (b) a beta sheet.
A protein’s primary structure is its sequence of residues. A protein also forms
secondary structures, in which groups of atoms combine, due to hydrogen bonding, in
one of several patterns. The most common of these patterns is the alpha helix, a tightly
packed sequence of backbone atoms held together by hydrogen bonding between the
N −H of residue i + 4 and the C O of residue i; as Figure 2.7 shows, the pattern
formed resembles a helix, with pitch ≈ 1.5Å. Another common secondary structural
pattern is a beta sheet, a set of nearly planar strands of residues held together by
hydrogen bonding between N − H and C O of adjacent strands. Together, alpha
helices and beta sheets account for more than 80% of the secondary structural content
of proteins; other secondary structures include beta strands and beta sandwiches. (See
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also Figure 2.9.)
Figure 2.8: The Ramachandran plot for a protein. Note how the (φ, ψ) values cluster
in discrete regions: red stands for allowed, and yellow for generously allowed. The
white regions are disallowed.
The secondary structural composition of a crystal structure can be inferred
from the Ramachandran plot. The R-plot is a plot of one of the variable backbone
torsional angles ψ with respect to φ, the other. For a protein in a stable conformation,
the R-plot reveals clusters of (φ, ψ) angles, each of which corresponds to a secondary
structure such as an alpha helix or a beta sheet. As Figure 2.8 indicates, an R-plot also
consists of disallowed regions, where φ and ψ cannot take on simultaneous values; the
presence of (φ, ψ) values in this region indicates clashes between atoms of the same
residue.
Alpha helices and beta sheets may be detected accurately from a crystal struc-
ture, but not from a EM image, which is at a far lower resolution. The skeleton of an
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(a) (b) (c)
Figure 2.9: GroEL chaperonin protein. (a) Alpha helices (helices) and beta sheets
(solid arrows) of GroEL subunit, from 1OEL.pdb[19]. (b) 3D volume rendering of the
subunit density map at 4.4Å [57]. (c) 1D skeleton (in green) superimposed on volume
rendering.
EM image may be used to localize the alpha helices and beta sheets of the protein
it represents. A skeleton of an image is a geometric entity, comprising lines (1D) and
surfaces (2D), that is equidistant from the boundaries of the image. The 1D skeleton
of an EM image (Figure 2.9) bears a rough correspondence to the alpha helices of the
underlying protein, and the 2D skeleton to the beta sheets. The process of detect-
ing a skeleton from an input image is known as skeletonization; there exist several
techniques to skeletonize 3D images; see, for example, [8, 33, 34].
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2.4 Protein flexibility models
A protein flexibility model provides a means by which several conformations
of the crystal structure of an input protein can be generated; this is the process
of deforming the protein. Each of these conformations must correspond to a physi-
cally observable state of the underlying protein, i.e. one which respects the geometric
constraints induced by its presence in solvent. Flexibility can be modeled either a.
dynamically, using the kinetic and potential energy of the protein to compute its
motions, or b. kinematically, by displacing each atom while maintaining each of the
geometric constraints in question.
The contrast between a. and b. above can be explained by an analogy. Con-
sider a spring-mass system S with a mass m fixed to the ground by a spring k and
constrained to move along a vertical path. The conformations available to S, i.e.: the
possible positions of m, can be found either by a. dynamically, by computing and
superimposing its modes, or b. kinematically, by displacing m by arbitrary amounts
as allowed by the sole geometric constraint, i.e., in the vertical direction.
The dynamical and kinematic approaches are usually used in conjunction with
a reduced description of the protein, called a coarse-graining. In the following sub-
section, we discuss prior work on coarse-graining, as it is integral to several of the
dynamical and kinematic approaches that follow.
2.4.1 Coarse graining
The simplest coarse-graining is one in which the input protein crystal structure
is divided into domains Di, 1 ≤ i ≤ n, of adjacent blocks of amino acids (where n is
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the number of desired domains), i.e., a group of one or more amino acids is a domain.
The motion of the protein is then described by rotations and translations of Di. Tama
et al. [102] validate this approach by comparing the coarse-grained motion of a set
of eleven proteins of vastly differing sizes with their respective all-atomistic motions.
The method, known as BB (short for building-block), has the advantage of being
fast and parallelizable, motivating its use in larger, more expensive routines such as
flexible fitting [103]. Its accuracy, as measured by comparing the low-frequency modes
of the coarse-grained and all-atomistic models, ranges from acceptable to excellent.
Its weaknesses lie in two areas. a. BB-based coarse-graining, though proven to work
in many scenarios, is unmotivated. Domains obtained from BB do not reflect the
flexible behavior of the protein in question. In particular, adjacent domains Di and
Di+1 are constrained to be rigid, allowing only the contact of a single spring between
them. b. The previous limitation also restricts the available potential energy models
(discussed in Chapter 2.4.2) to those which allow only single springs between rigid
entities. In particular, BB is not a good candidate for a flexibility technique that
takes into account geometric constraints between atoms (Section 2.4.3). Subsequent
work on coarse-graining proteins attempts to address these drawbacks. Their tech-
niques fall into three categories: 1. Database-driven coarse-graining, in which an input
protein’s domains are derived from a database containing experimentally observed
domain behavior of thousands of proteins[53]. 2. Conformational comparison based
coarse-graining, in which two or more conformations of a protein are used to identify
its rigid and flexible domains[38]. 3. Single conformation based coarse-graining, in
which the rigid and flexible domains of a protein are identified from only one of its
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conformations[123, 41].
2.4.1.1 Example: Floppy Inclusion and Rigid Substructure Topography
(FIRST).
Approaches under item 3 in the paragraph above are usually motivated by
the question: What is the definition of a domain that best reflects the protein’s ‘in-
trinsic’ flexibility? Jacobs et al.[41] provide, in an algorithm called FIRST(floppy
inclusion and rigid substructure topography), what is apparently the most interest-
ing and comprehensive answer to this question so far. Their work proceeds on the
central assumption that a protein can be represented as a 3D truss, composed of bars
representing chemical bonds, and nodes representing atoms.
To examine the concept of intrinsic flexibility, let us first consider a 2D truss
T , a network of rigid bars attached to each other at nodes; the motion of the bars is
additionally restricted to a plane. A force F , when applied to T , induces the following
effects. a. Motion in flexible regions Rf ∈ T that are free to move. An example of Rf
is a four-bar linkage, which possesses—including possible rigid-body motion, in which
the four bars move to maintain the same relative position—four degrees of freedom
(DOF). b. No motion in rigid regions Rr ∈ T that are constrained by their geometry
to be stationary. An example of Rr is a three-bar, three-node linkage, which possesses
only three DOF corresponding to rigid-body motion. c. Stress in regions Rs ∈ T2
that are over-constrained. An example of Rs is a four-node, six-bar linkage, with two
linkages connecting diagonally opposite nodes.
FIRST uses a 3D truss to represent a network of bonds and atoms, i.e. a
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protein. The coarse-graining model is then a decomposition of the protein into regions,
or domains, Rr, Rf and Rs, corresponding to rigid, flexible, and stressed domains in
the protein. In order to detect these regions, a pebble game algorithm is used.
We can make the following observations about FIRST. 1. It uses a pebble
game heuristic to compute the number of constraints in a 3D truss; in so doing, it
suggests a coarse-graining model of a protein that subdivides it into rigid, flexible and
stressed regions. 2. The assumption fundamental to the heuristic—that variables such
as bond lengths and angles are fixed—precludes its ability to model high-frequency os-
cillations that induce changes in those variables. However, since these high-frequency
oscillations are in any case of little interest (see Section 2.4.2.1), the assumption is not
unrealistic. 3. The most significant achievement of FIRST is its definition of a ‘nat-
ural’ coarse graining model, one that is motivated by intrinsic mechanical properties
of the underlying protein, and one that does not, unlike its rivals, depend on ad hoc
parameters or an otherwise unrealistic subdivision based only on evidence gathered
from a number of simulations.
2.4.2 Dynamical flexibility models; normal mode analysis (NMA)
All protein NMA algorithms in the literature share the the following structure.
0. Choose a suitable potential function V . V represents the cumulative effect of the
potential energies of the solvent and the atoms of the protein. 1. Coarse-grain the
input protein (in the form of a crystal structure) to obtain a number of regions Di,
1 ≤ i ≤ n. 2. Assign displacements xi = [x0i , x1i , x2i ]T to each Di (the superscripts
represent the coordinate axes x, y and z respectively). Compute the 3n× 3n Hessian
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are constants scaled such that certain modes are preferred over others.
We can infer from the discussion above that NMA models the protein as an
harmonic, undamped oscillator with no external forcing. However, a protein in sol-
vent is under the influence of several restoring forces, short and long range, which
render the overall potential energy function anharmonic and hence unsuitable for the
purposes of NMA. A harmonic approximation to the potential energy function is thus
motivated. We examine one such approximation, the elastic network model (ENM),
in the following discussion.
2.4.2.1 Example: Elastic network Model
The Tirion elastic network model (ENM) [105] approximates the potential
energy of a pair of atoms by the expression Venm(xi,xj) =
1
2
C(xij − x0ij)2; here C is
an empirically determined constant, xij is the Euclidean distance between atoms xi
and xj, and x
0
ij is the equilibrium distance between them. The full potential function
Venm is the sum of V (xi, xj) over all pairs (i, j), i 6= j, within a cutoff distance rc. The
approximation is verified by comparing the lowest frequency eigen-pairs generated by
the Hessian of Venm against those generated by a full potential function V ; the protein
G-actin is used as the trial molecule. The trial uses two measures of importance: 1.
Measure M1 is termed the modal density, and refers to the number of eigenvalues
ω2i within a given frequency band ω1 ≤ ωi ≤ ω2. 2. Measure M2 refers to the RMS
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deviation of the backbone atoms of the trial molecule for a particular mode. Venm
compares favorably with V with respect to both these measures over the slowest 10%
modes.
The ENM has the following features. 1. Venm is a harmonic approximation to
V . Formally, it resembles the potential energy of the familiar Hooke linear spring, and
its second derivatives—the entries of the accompanying Hessian—can be efficiently
computed. 2. The success of Venm in modeling the slow modes of a protein can be
explained as follows. Low frequency modes are responsible for the motion of large
groups of atoms in a protein, and such bulk motions average out the influence of the
true potential function V [105]; the average obtained, due to the random nature of the
motions, approaches in its limit a harmonic function, or more specifically the function
Venm with a suitable C. Conversely, we can observe not only that Venm degrades in
accuracy with increased frequency, but also that such higher frequencies describe the
motions of proportionally smaller groups of atoms and are thus less influential on
determining the overall state of the protein in solvent. 3. Venm, in the Tirion paper,
refers to the potential function computed with respect to the masses of each atom of
a protein. It can be adapted in a straightforward manner to coarse-grained models;
the only modification is that the pairwise potential energy is defined over domains
in the protein, each of which can contain several atoms. 4. The constant C can be
calibrated to incorporate the electrostatic influence of the solvent. In particular, it
has been proven that low-frequency solvent contributions to the potential energy can
be fit to Venm’s functional form. On the other hand, Venm cannot predict the timescale
of these low-frequency transitions due to its inability to model the degree of damping
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induced by the solvent [59].
2.4.2.2 Example: Gaussian Network Model (GNM)
Discussions of the ENM are rarely unaccompanied by those of its immediate
successor, the Gaussian Network Model, or GNM[4, 36]. The GNM derives from the
ENM its model of a molecule as an elastic network of springs, in which springs are
attached between pairs of atoms within a cutoff distance rc; unlike the ENM, it
considers only the motion between C-alpha atoms. Since there is only one C-alpha
atom per residue, the GNM can be thought of as using a coarse-graining model of
the protein, in which each domain corresponds to a residue.
In the GNM, a C-alpha atom in a network undergoes equilibrium thermal fluc-
tuations which cause an inherent uncertainty in its position. Let Ri
1 be its position,
and ∆Ri describe the uncertainty due to thermal fluctuation. The interaction energy
between a pair of residues within a cutoff distance (set empirically to 7Å) is then
measured as the correlation between their equilibrium fluctuations. This correlation





where kB is the Boltzmann constant, T is the temperature, γ
∗ is a parameter
analogous to C in the ENM, and Γ is the Kirchhoff adjacency matrix of the graph of
residues, given by




−1 if i 6= j and Rij ≤ rc
0, if i 6= j and Rij > rc
−
∑
Γij, i 6= j if i = j.
The ijth entry of Γ indicates if residues i and j are within the cutoff distance,
whereas the iith entry counts the number of residues that are within the cutoff dis-
tance of residue i, thus measuring the density of residues, or packing density, in the
region of residue i. On the other hand, the ij th entry of Γ−1, by Equation 2.1, is
directly proportional to the correlation between the motions of two residues; if the
motion of a pair of residues is highly correlated, they can be grouped together into a
domain.
The GNM provides the useful ability to partition the correlation in Equa-
tion 2.1 into contributions from each of the eigenvectors of Γ−1. Let






be an eigenvalue decomposition of Γ−1, where U = [u1| . . . |un] is the matrix
of eigenvectors of Γ, and Λ is the matrix of eigenvalues λ of Γ. Then the correlation









The eigenvectors of Γ−1 can thus be likened to modes of vibration of residues,
where the contribution of each mode to the displacement of a particular residue is
given by the summand in the above equation. This fact has been used to good effect
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in hinge-prediction software[24], where a change in sign of the correlation between
residues i and j for a given mode (usually the first or second mode) is interpreted as
a hinge between residues i and j.
2.4.3 Kinematic flexibility models
In general, a kinematic flexibility model has to answer three questions: 1. How
can the input crystal structure be deformed? 2. How can constraints be enforced?
3. Is it an all-atomistic or domain-based flexibility model? In addition, a kinematic
model may also choose answer a fourth question: 4. how energetically stable is the
resulting ensemble of conformations? Kinematic models can be usefully classified de-
pending on whether, and how, they answer these questions. An influential, and early,
example of a kinematic flexibility model is the one in Lei et. al[55], which deforms
the input crystal structure by varying its torsional angles; its major contribution is
the implementation of a loop flexibility model which enforces loop-based constraints
by solving an optimization problem. The approach has largely been superseded by
the one in Wells et. al[113], which, while varying torsional angles to deform the crys-
tal structure, eliminates the need to solve loop closure. Both these approaches are
all-atomistic, i.e., they depend on deforming all the atoms, and both of them remain
essentially silent on the matter of energetic stability. We discuss the latter approach,
known as FRODA, in further detail in Section 2.4.3.1.
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2.4.3.1 Example: FRODA
In FRODA [113], a protein is deformed by randomly displacing its atoms
while maintaining the geometric constraints induced by the chemistry of the situa-
tion. These constraints are restricted to the following for simplicity: a. Bond length,
in which the distance between two bonded atoms is maintained. The bond in ques-
tion can either be covalent or hydrogen. b. Bond angle, in which the angle between
consecutive covalent bonds is maintained, c. Excluded volume, in which a certain vol-
ume surrounding each atom cannot be occupied by another atom. d. Hydrophobic, in
which a pair of hydrophobic, or interior, atoms always maintains a minimum relative
distance. These constraints are sufficient to ensure the availability of several confor-
mations. The conformational sampling itself proceeds in two stages. 1. FIRST-based
coarse graining. The input protein is decomposed into rigid, stressed and flexible re-
gions using FIRST (Section 2.4.1). Each rigid/stressed region is then identified by a
‘ghost template’ that contains the relative positions of the atoms within the region.
For example, if a rigid region is a three-bar, three node element, then the correspond-
ing ghost template is triangular in shape. A template is responsible for ensuring bond
length and angle constraints. At the beginning of the simulation, each atom is at one
of the vertices of its ghost template; each atom can belong to more than one tem-
plate. 2. Random displacement and subsequent fitting to ghost templates. Each atom
is displaced randomly, inducing a number of constraint violations; the atoms are no
longer at the vertices of their templates. The random displacements induced are such
that the remaining constraints (c. and d. in the previous paragraph) are satisfied. A
re-fitting process proceeds iteratively in the following manner: 2a. Fit templates to
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new atom positions. Some of the violated constraints will be recovered in this step.
2b. Re-fit atom positions to new positions of templates. 2c. Repeat steps 2a. and
2b. until atoms are within a certain (small) distance of their original positions on
the templates. The newly obtained atomic positions represent a new conformation.
We note that the use of FIRST implies that FRODA, like NMA-based techniques, is
limited to sampling low-frequency conformational space.
2.5 Fitting
All fitting (whether rigid or flexible) algorithms solve the following problems,
either by new techniques or already existing ones.
1. Representation, i.e., representing both the crystal structure P and density
map M in terms of a third data structure. Representation is central to all
fitting programs, and a representation, also known as an affinity function, re-
flects a property of the entity being represented. For instance, in the most com-
mon representation technique, known as Gaussian blurring, P is converted to a
scalar-valued representation A : R3 7→ R by placing weighted Gaussians at each
of its atomic centers; M is left unchanged, i.e. its scalar-valued representation
B =M. The process of blurring thus maintains the spatial arrangement of the
atoms in P , while introducing uncertainty in their actual positions by the pro-
cess of blurring; this uncertainty mimics and compensate for the low-resolution
nature of M.
2. Scoring, i.e., quantifying the degree of fit between T(A) and B, where T is
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a rigid-body transformation or flexible deformation of A. In fitting, the scor-
ing function used is either an overlap integral of the form
∫
R3 T(A)Bdx, or a
correlation coefficient, which is similar to an overlap function, except that it is
normalized to have a maximum of 1. A recent paper introduces scoring functions
other than overlap/correlation[109]. A primary contribution of this dissertation
(See Chapters 4) is a set of new scoring functions, which are themselves based
on new representations.
3. Search, i.e. finding the transformation T that maximizes the score. Implicit to
the search stage is a technique to search over the degrees of freedom available
to P .
There are several examples of fitting in the literature. The first of these, in the
early nineties, is of manual fitting, in which certain icosahedral viruses are matched
to their receptors[70, 10]. These manual fitting exercises involve applying transfor-
mations to the crystal structure until its alignment with the EM map looks visually
correct. Situs[119, 116], a suite of automated techniques for rigid-body/flexible fitting,
uses a vector quantization approach, with a number of codebook vectors representing
both the crystal structure and the density map, to efficiently fit the former into the
latter. Volkmann and Hanein[110], in their rigid-body fitting program COAN, use
global correlations between the the crystal structure and the density map, along with
an exhaustive search. Roseman[86] refines this global correlation to a local one, which
avoids certain scaling issues. More recently, Tama et. al[103], Suhre et. al[100], and
Ahmed and Gohlke[2] each develop a flexibility model based on normal mode anal-
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ysis, which they use for flexible fitting; these approaches differ only in their choice
of coarse-graining model used. There have also been a glut of papers on molecular
dynamical flexible fitting[108, 71, 107], the new-found popularity of which can be
explained by the availability of very high performance CPUs.
In the following sections, we provide an overview of rigid-body fitting, and
review select work on flexible fitting. Throughout, A and B are scalar-valued repre-
sentations of the crystal structure P and the density map M.
2.6 Rigid-body fitting
Given a crystal structure P and a density map M, a rigid-body fitting algo-
rithm finds the rigid-body transformation of P that maximizes an overlap, or correla-
tion withM. The rigid-body fitting problem can be solved in an efficient way by using
fast Fourier Transform (FFT)-based speedups. A classical FFT-based algorithm in-
volves computing the score between T(A) and B by computing the inverse FFT of the
product of the FFTs of T(A) and B (See Chapter 3 for a discussion of FFT-based
speedups). A variant of this technique involves using rotational rather than trans-
lational FFTs[49, 30]. Non-FFT-based approaches include manual fitting or vector
matching, both of which have been mentioned above. Recent techniques use classical
gradient-ascent-based optimization approaches in conjunction with novel representa-
tion schemes, based on the difference of gaussians or feature descriptors [45, 90], to
bring about rigid-body fitting.
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2.7 Flexible fitting
Flexible fitting is the process of deforming the crystal structure of a protein
to maximize its correlation with its EM image. The few examples of flexible fitting in
the recent literature can each be distinguished by either the coarse-graining method
or potential function it uses. In this section, we discuss NMFF, which is based on the
dynamical approach to flexibility modeling, FRODAFF, which is based on the kine-
matic approach to flexibility modeling, and a family of techniques known as MDFF,
which resembles a dynamical approach in most important aspects except its potential
energy function.
NMFF and FRODAFF share their advantages and drawbacks with the flexi-
bility models and coarse-graining techniques that underly them; these have already
been discussed in the sections above. On the other hand, MDFF, being a relatively
new entry in the flexible fitting field, is distinct from other such techniques, and we
discuss it in detail in Section 2.7.3 below.
2.7.1 Dynamical approaches to flexible fitting
Dynamical approaches to flexible fitting use dynamical flexibility models, as
discussed in Section 2.4.2. Here we discuss normal mode flexible fitting (NMFF, Tama
et al. [103]), a technique that uses BB (Chapter 2.4.1) and Venm for its coarse-graining
model and potential function respectively.
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2.7.1.1 Example: Normal Mode Flexible Fitting (NMFF)
Given a crystal structure P and density map M as input, NMFF yields the
flexible deformation of P that maximizes a certain correlation withM. It involves the
following steps. 1. Coarse graining. The BB model is used to coarse grain the input
crystal structure into a number of domains Di, 1 ≤ i ≤ n. 2. NMA is used to obtain
the low frequency modes qi, 1 ≤ i ≤ n of the coarse-grained model. 3. The crystal
structure is deformed using the obtained modes such that an appropriate correlation
measure is increased. 4. The algorithm is terminated when the increase in correlation
measure over consecutive iterations is below a certain value.
The correlation procedure involves the following steps. 3a. A 3D Gaussian
is placed at each atom center in the crystal structure to obtain a synthetic image
A. Let g(x,xn) = e
− 3
2σ2
(x−xn)2 be the Gaussian centered at atom position xn; then





g(x,xn)dx, where Na is the number of atoms and Vijk the
volume of each voxel. The standard deviation σ of the Gaussian is a parameter that
determines the resolution of the resulting blurred image. 3b. The correlation coefficient
c.c =
∑
i,j,k B(i, j, k)A(i, j, k)
(
∑
i,j,k |A(i, j, k)|2)0.5(
∑
i,j,k |B(i, j, k)|2)0.5
(2.3)




computed. 3c. The structure is deformed as
∑
i αgiqi, where α is a constant that
minimizes local distortions. The deformation ensures that the modes which favor the
increase in c.c. are used preferentially.
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2.7.2 Kinematic approaches to flexible fitting
Kinematic approaches to flexible fitting are less widespread than dynamical
approaches. Here we discuss the application of FRODA, discussed in Section 2.4.3,
to flexible fitting.
2.7.2.1 Example: FRODA-based Flexible Fitting (FRODAFF)
Jolley et al. [42] discuss a Monte Carlo flexible fitting algorithm (FRODAFF)
that uses FRODA to generate new conformations of the input protein. This algorithm
is similar in its essentials to the one in NMFF; in particular, the same correlation
coefficient c.c is used, and the control flow of the algorithm is similar, namely, 1.
Coarse-graining and 2. Deformation using FRODA and maximization of CC. The
only major difference is the manner in which the c.c is maximized. The Monte Carlo
maximization used is a simple variant of simulated annealing, with c.c playing the
role of the objective function. A random deformation is accepted if it increases the
correlation and accepted with probability e
∆c.c
s if it decreases the correlation by ∆c.c <
0. The algorithm proceeds with decreasing s (corresponding to the temperature in
simulated annealing), and terminates when it attains a pre-specified value. FRODAFF
is validated for three proteins across a variety of resolutions; in each case, the fitting
process is able to increase the initial correlation coefficient by amounts comparable
to NMFF.
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2.7.3 Molecular Dynamics Flexible Fitting (MDFF)
Molecular dynamical approaches to flexible fitting (MDFF) involve the use
of potential functions. A potential function V = V (x1,x2,x3 . . .), where xi is the
position of the ith atom in the crystal structure, combines the MD potential energy
with a correlation function, which maximizes the fit of the crystal structure to the
density map, and a constraint function, which maintains stereochemical constraints




force on the ith atom, and is used to guide the motion of the crystal structure. V
and fi are used in an MD simulation, in which accelerations from fi are integrated
twice to obtain atom-positions, to deform the crystal structure such that an extremum
(typically a minimum) of V is reached. The generic form of the MD potential function,




























The main advantage of MDFF is its ability to realistically model protein mo-
tions. An MD potential function is empirically validated, and takes into account the
several interactions that influence the motion of a protein in solvent; these include
the so-called bonded interactions, which cause variations in bond lengths and angles,
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and non-bonded interactions, which cause electrostatics and van der Waals motions.
MDFF is also inherently simple, involving as it does the application of Newton’s
second law to accelerating bodies, and is hence less subject to model-based error.
MDFF also has its limitations. Being based on MD, all MDFF simulations
either take a relatively longer time to finish, or require relatively greater comput-
ing power than their non-MD based counterparts; time/performance constraints also
mean that MD-based approaches can only model small deformations, i.e., ones that
correspond to high frequency motions. Additionally, the quality of the results is de-
pendent, to a weak degree, on the empirical correlation used; the papers here use the
CHARMM[60] force field, for instance, whereas other approaches in the past have
been known to use AMBER[112].
2.7.3.1 Examples: Orzechowski and Tama, Trabuco et.al, Topf et.al
The approaches in Orzechowski and Tama [71] and Trabuco et.al [108] differ
only in their potential function, whereas the approach in Topf et.al [107] involves not
only a different potential function but also adds an initial domain-based fitting step.
Orzechowski and Tama specify the potential function as
V = V (x1,x2,x3 . . .xn) = Vmd + Vfit (2.5)
where Vfit corresponds to the Pearson correlation function between A and B.
Vfit = k(1− c.c.), (2.6)
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where c.c is given by Equation 2.3, and k is a parameter that governs the degree
of influence of Vfit relative to Vmd. This approach omits the use of stereochemical
constraints in the potential function.
The potential function in Trabuco et.al includes two fitting terms other than
the MD potential:
V = Vmd + Vem + Vss. (2.7)
where Vem corresponds (inversely) to intensity values in the input cryo-EM
density map, and and Vss maintains the integrity of secondary structural features in











where ζ > 0 is a scaling factor, ρthr is a threshold intensity value, ρmax is
the maximum intensity value in M, and Ac is the Coulombic electrostatic potential
of P . The inclusion of Vem is justified by the observation that cryo-EM intensity
values at grid points are directly proportional to Coloumbic electrostatic potentials
at those points; Vem is thus responsible for steering the atoms of the crystal structure
away from low-intensity values, or low potential values, towards points with higher
intensity.
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where Xµ stands for protein backbone torsional angles φ and ψ, RNA torsional
angles α, β, γ, δ, ε, χ, and RNA distances d1 and d2, and X
0 are the respective
equilibrium values. X0 are generally taken from the initial atomic structure.
The potential function in Topf et.al combines the ideas in [71] and [108], with
V = w1Vmd + w2Vfit + w3Vss
where Vfit and Vss is given by Equations 2.6 and 2.9 respectively, and w1, w2
and w3 are weights governing the contribution of each of the potentials.
Of the three papers discussed above, the results of Topf et.al are the most
comprehensive. Topf et.al adopt a two-fold approach to validating their MDFF algo-
rithm. First, a number of benchmark sets are created. Each set consists of a protein
in two different conformations, one of which is known to be native. A density map
is simulated from the native conformation, and the non-native conformation is fit to
this density map. The RMSD of the resulting flexibly fit non-native conformation is
measured relative to the native one, and is found, in most cases, to be significantly
less than 5Å. A second metric, known as the orientation score (OS), which measures
the difference in orientation (position and angle) between the native and flexibly-fit
structures, is also found to be minimized in the benchmark set.
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Second, the FF approach is applied to two sets of experimental data: monomeric
GroEL and EF-Tu. In both cases, the addition of flexibility to the fitting routine is
found to significantly improve on the results obtained, both in terms of RMSD as well
as OS.
The other papers use similar techniques to validate their MDFF routines; how-
ever, they apply these techniques to fewer data sets. In general, the results reported
in all papers discussed here, relative to the metrics discussed above, are very good.
2.8 Still to come
Now that the subproblems inherent to the molecular fitting problem have
been discussed, we can begin to solve the problem of flexible fitting. The following
chapter presents PFcorr, the first piece in this puzzle: a new non-uniform Fourier-
based technique to efficiently optimize, over the space of rigid-body motions, the
correlation between a pair of scalar-valued functions A and B, where A and B are
representations of either the crystal structure or the density map.
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Chapter 3
PFcorr: Non-Uniform Fourier Transforms for
Multi-Dimensional Rotational Correlations
Note: Theorem 4 in this chapter, and the result (Figure 3.5) that follows from
it, was obtained by Benedikt Bauer, one of the author’s collaborators. We include it
here for completeness.
3.1 Introduction
The task of evaluating correlations is central to computational structural biol-
ogy. The correlation problem—finding the best relative orientation between a pair of
“entities”—manifests itself concretely in various stages of biological structure elucida-
tion, from molecular replacement [87], where the entities in question are interatomic
vector maps known as Patterson maps, to protein-protein docking [6], where the en-
tities are a pair of crystal or NMR structures.
The problem of rigid-body correlation is one of optimization: given a pair of
real- or complex scalar-valued functions A and B defined on a grid , find the rigid-body
transformation of B that optimizes its correlation with A. The primary contribution
of this work is PFcorr, a Fourier-based solution to the rigid-body correlation problem
that addresses two major deficiencies in existing Fourier-based approaches; we discuss
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(A) (B)
Figure 3.1: Sample applications of the correlation algorithm we develop in this work.
(A) Protein-protein docking and alignment. (B) Protein-density map fitting.
these deficiencies in the following section, which also provides a brief overview of
present work in this area.
Our secondary contribution has to do with flexible correlations, a problem com-
plementary to rigid-body correlations. Biomolecules undergo flexible deformations in
solvent, and thus most problem domains that begin by assuming that the protein is
rigid go on to consider its flexibility. The flexible correlation problem can be solved
with a suitable parametrization of the space of flexible motions of the protein, after
which each element of that space is just a rigid entity, conducive to rigid-body cor-
relations. We present for the first time an exhaustive algorithm that, with a suitable
biomolecular flexibility model, can also perform flexible correlations.
38
3.2 Related and prior work
The vast number of extant solutions to the rigid-body correlation problem can
be distinguished by a few basic approaches. Iterative approaches vary in sophistica-
tion, ranging from a simple version of steepest ascent [74] to more powerful techniques
such as Powell optimization [115]. Most such approaches result in locally optimal so-
lutions that, depending on the initial guess, may or may not be close to the globally
optimal correlation. They are thus usually used along with an exhaustive approach
that provides the requisite initial guess.
Feature-based approaches compute and correlate reduced representations of A
and B. An early example of a feature-based approach is the method of vector quan-
tization [120], in which sets of vectors are used to represent A and B. A similar
approach is geometric hashing [52], whereby critical features on both of A and B are
hashed into a table of values, and a score—related to the correlation score—measures
the match between A and B for a particular relative orientation. Feature-based ap-
proaches, used in docking [92] and fitting [114], result in improved performance due
to the reduced search space, at the possible expense of poor resolution scaling.
Exhaustive approaches attempt to compute the global maximum of the corre-
lation between A and B. Early exhaustive methods to solve the rigid-body correlation
problem relied on a simple and profound insight: by the Fourier cross-correlation the-
orem, computing a discretized, uniformly spaced version of the rigid-body correlation
is equivalent to computing O(1) forward and inverse FFTs [44], turning an effectively
impractical O(N6Nrot) algorithm into a feasible one that scales as O(N3 logNNrot),
where N is the maximum grid-size and Nrot the number of rotations. Combined with
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a fast, multi-platform implementation of the FFT [28, 97], this technique, which re-
sults in speedups over the translational search space R3, has found widespread use
in rigid-body docking and fitting routines [6, 62, 75, 118, 125]. For completeness,
we mention the SE(3) = R3×SO(3) Fourier transform introduced and developed by
Chirikjian et. al [20], which, while applying to topics ranging from the workspace den-
sity of robotic manipulators to the conformational statistics of macromolecules [21],
has so far not been applied to the focus of this work, i.e., correlations over the space
of rigid-body or flexible motions of a protein.
FFT-based techniques are very efficient at surveying the space of translations;
unfortunately, though, this space consists for the most part of obviously poor corre-
lations. In most problem domains, the range of plausible solutions exists in a highly
localized band of translations. On the other hand, the band of plausible relative rota-
tions spans the range 0 to 2π for each translation. It is thus more important to be able
to efficiently sample rotational space. Rotational speedups depend on representing A
and B in a basis more amenable to rotational sampling. In Kovacs and Wriggers [49],
Kovacs et. al [48], and Garçon et. al [30], that basis is the basis of functions on the unit
sphere S2, i.e., the family of spherical harmonic functions Y m` (θ, φ), whereas in the
work of Ritchie [82, 84], a radial basis function R`k(r) related to the Gaussian accom-
panies the spherical basis. Like their translational counterparts, rotational speedups
compute a multiple exponential sum, or an FFT; unlike translational speedups, the
FFT is computed on a uniformly spaced grid of z-y-z Euler angles.
Current exhaustive Fourier-based techniques suffer from two drawbacks.
Drawback 1. The first drawback relates to local refinement: depending as
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(A) (B) (C) (D)
Figure 3.2: The uniformity conundrum. (A) A uniform z-y-z Euler Angular grid with
angular resolution = 20◦ leads to (B) a non-uniform sampling of SO(3), with very
high angular resolution in certain regions and “holes” in certain others. By contrast,
(C) a highly non-uniform Euler angular grid leads to (D) a more uniform sampling
of SO(3). (C) and (D) were obtained by the techniques in [65]; they contain fewer
samples, exhibit a separation very close to the required angular resolution of 20◦, and
are highly uniform with respect to certain metrics(Section 3.7). Can a rotationally
efficient rigid-body correlation search algorithm aspire to use the samples in (D)?
they do on the equispaced FFT, exhaustive techniques cannot be gracefully used to
refine existing solutions. Say we wish to improve a docking pose, obtained using a
translational FFT speedup with a grid size of xÅ. If we redo the experiment with
a grid size of x
2
, the (3D) FFT becomes eight times as expensive, but more impor-
tantly, it spends much of its time at points on the new grid already excluded by the
initial experiment. A similar argument applies to rotational speedups; in both these
approaches, the concept of a local refinement is largely absent.
Drawback 2. The second, related, drawback, relates to the question of uni-
form sampling in rotational space. While sampling in translational space is straight-
forward, involving Cartesian grids with uniform, possibly differing grid-sizes in each
independent direction, the notions of “uniformity” and “direction” do not translate
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easily to the rotational space SO(3). In particular, equispaced Euler angular grids do
not result in equispaced SO(3) samples (Figure 3.2). Due to this, rotational FFT-
based techniques, despite their raison d’étre, are destined to oversample certain re-
gions of SO(3) while leaving others wholly unexamined1.
3.2.1 Proteins and flexibility
Due to the vastness of the space of flexible motions, protein flexibility can be
practically dealt with by (A) conducting all-atomistic local searches, as in the case
of molecular dynamical algorithms [43, 54, 99, 96, 39], (B) Building a coarse-grained
representation of the protein, also known as a domain decomposition [27, 1, 76, 94],
or (C) A combination of the strategies in (A) and (B) [107, 108, 129].
Domain-based approaches have so far lacked a search scheme that takes ad-
vantage of the translational or rotational speedups that FFT-based approaches can
afford. This has to do with the issue of focusing: in uniform FFT-based techniques,
there is no way to restrict the search space to a small area of interest that can be
occupied by a single domain rather than the entire protein. By contrast, searching
over the entire space for each domain is both time-consuming and results in spurious
and geometrically implausible false positives, and sifting through these grows rapidly
inefficient as the number of domains increases. This is also why domain-based flexi-
bility algorithms such as those in Topf et. al [106, 107] and Trabuco et. al [108] prefer
Monte-Carlo-based or steepest-ascent-based search schemes.




1. Rigid-body correlations. We address the drawbacks in Section 3.2 with a
pair of rotationally exhaustive, non-equispaced techniques to compute rigid-
body correlations. Using the concept of Wigner-d-Chebyshev and Chebyshev-
exponential transforms first articulated by one of the authors in Potts et.al [77],
we convert Equation 3.1 into a multiple exponential sum, which we then com-
pute using a combination of non equispaced SO(3) transforms [77] and non eq-
uispaced FFTs [47]. The resulting family of techniques, which we call PFcorr,
has the following properties:
• Sampling robust. The technique is capable of efficiently computing cor-
relations over arbitrary samples in R3 × SO(3).
• Compatible. It can be used along with existing equispaced FFT-based
techniques.
• General. It unifies the rotationally-exhaustive paradigms in Kovacs and
Wriggers, Ritchie, and Ritchie et. al [49, 82, 30, 84].
PFcorr thus provides an alternative to existing rigid-body correlation tech-
niques.
2. Flexible correlations. The second half of this work presents an algorithm that
uses PFcorr to explore correlations in multi-domain search spaces. The non-
uniformity inherent to PFcorr implies that these correlations can be focused in
a specific subset of R3 × SO(3), while its exhaustive nature guarantees that it
is not sensitive to local optima.
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We believe that the above properties, along with its speed, make PFcorr a re-
alistic and in many ways preferable alternative to existing correlation search schemes.
3.2.3 Secondary contributions
One of the two halves of PFcorr depends on a mixed radial/spherical basis
(introduced in the following section), which in turn depends on looking up translation
matrix (T-Matrix) entries for SO(3). The high complexity of computing the T-matrix
entries means that they often have to be precomputed and stored. We outline an
efficient algorithm, based on polynomial update rules, to compute T-Matrix entries
that, while not obviating the need for precomputation and storage, has nevertheless
a lower complexity than existing algorithms.
Finally, this work also aims to be a self-contained overview of correlation tech-
niques that depend on expressing the input scalar valued functions in terms of ro-
tationally invariant bases. In particular, we prove all relevant properties inherent
to our mathematical framework, even ones that may be seen as elementary and/or
well-known.
Note: We defer most multi-line proofs to the appendix.
3.3 Background
Let A,B : R3 7→ C be a pair of scalar-valued functions. We define the rigid-
body correlation problem as follows.
Definition 1. Rigid-body correlation problem. Let A : R3 7→ C and B : R3 7→ C
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i ∈ {1 . . . Nrot}, j ∈ {1 . . . Ntrans} (3.1)
as the rigid-body correlation between A and B for a given set S = {(Ri, tj)}, Ri ∈
SO(3), tj ∈ R3 of rigid-body transformations. The rigid-body correlation problem is
to maximize C(Ri, tj) over the set S.
The rigid-body correlation problem is a non-convex geometric optimization
problem, and the several problem domains in computational biology to which it ap-
plies can be distinguished by their choice of A and B. In protein-protein docking, for
instance, A and B are affinity functions that represent a relevant property, such as
shape or electrostatics, of the underlying protein; in protein-density map fitting, A is
a blurred representation of the atoms of the protein, while B is (usually) the density
map itself.
All approaches to the rigid-body correlation problem begin by representing A
and B in terms of appropriate orthogonal basis functions. For instance, FFT-based
techniques that produce speedups over translations tj of B are obtained by expanding
A and B in Fourier bases. Similarly, speedups over the space of rotations Ri of B are
effected by first expanding A and B in spherical Fourier bases. We adopt an instance
of the latter approach in this work, and as a preliminary, introduce the basis functions
in question in the following discussion.
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3.3.1 Orthogonal radial and spherical basis functions
Let the spherical coordinates of x ∈ R3 be (r,u), where r ∈ R+ is the radial
coordinate and u = (θ, φ) ∈ [0, π) × [0, 2π] the polar and azimuthal components
of S2 respectively. The weighted Laguerre polynomials are radial bases for complex
scalar-valued functions on S2.
Definition 2. Weighted Laguerre polynomials. For r ∈ R+0 , `, k ∈ N0, k > `,
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where L`k are the Laguerre polynomials [101], and λ ∈ R+ dictates the rate of decay
of the basis function.






The weighted Laguerre polynomials have been described in detail in the quan-
tum mechanics literature, where they arise naturally as radial bases to solutions of
certain harmonic oscillators [15]. They have also recently been used in Ritchie [83] in
the context of 6 dimensional rigid-body docking.
The family of spherical harmonic functions, indexed by degree ` and order m,
form a spherical basis for complex scalar-valued functions in S2.
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Definition 3. Spherical harmonics. For any ` ∈ N0 and m = −`, . . . ` the spher-
ical harmonics of degree ` are defined as








where Pm` : [−1, 1]→ R are associated Legendre polynomials, cf. [101], that arise as
the derivatives of ordinary Legendre polynomials P`(x).




`′ (ξ) dξ = δ``′δmm′ . (3.2)
Combining each of the orthogonality relations, we see that the functionsR`k(r)Y
m
` (u)
for k, ` ∈ N, k > l ≥ |m| are orthonormal with respect to the inner product:
















= δk,k′δ`,`′δm,m′ . (3.3)
3.3.2 Multi-basis framework
As a first step in solving the rigid-body correlation problem in Equation 3.1,
PFcorr represents A and B in terms of orthogonal basis functions. PFcorr offers two
distinct choices of basis functions:
1. Mixed radial/spherical bases. Following Ritchie [84], it can use Laguerre
polynomials R`k for the radial basis and the spherical harmonic functions Y
m
`
for the spherical basis, or,
2. Pure spherical basis. Following Kovacs [49] and Garçon [30], it can use Y m`
for the spherical basis on each radial slice r.
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The orthogonality of the radial and spherical bases functions results in the
following two expansions.
Mixed radial/spherical basis expansion. The mixed radial/spherical rep-
resentation of a scalar valued function A : R3 7→ C is given by























Pure spherical basis expansion. The pure spherical representation of a














Ar(u)Y m` (u)du, (3.7)
where Ar(u) = A(r,u).
For computational purposes, the term L in Equations 3.4 and 3.7 is set to
values between 20 and 30, depending on the application.
3.3.3 Rotations in R3
An orthogonal 3×3 matrix with unit determinant represents a rotation in R3.
The special orthogonal group SO(3) is the collection of these matrices
SO(3) = {R ∈ R3×3 : RTR = I, |R| = 1},
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equipped with the usual group action, and neutral and inverse elements. The Z-Y-Z
Euler angle decomposition of a rotation R ∈ SO(3) is the representation
R = R(α, β, γ) = RZ(α) RY (β)RZ(γ),
with angles α, γ ∈ [0, 2π) and β ∈ [0, π], and the Y -axis and Z-axis rotation matrices
RY (θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 , RZ(θ) =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
 .
The space of Euler Angles (α, β, γ) parametrizes the space SO(3) of rotations.
The space of square integrable functions in SO(3) is denoted L2 (SO(3)) and








f(α, β, γ)g(α, β, γ) sin β dγ dβ dα.
A convenient orthogonal basis for L2(SO(3)) are the Wigner-D functions Dm,n`
with degree ` and orders m,n with max{|m|, |n|} ≤ `:
Dm,n` (α, β, γ) = e
−imα dm,n` (cos β) e
−inγ
where dm,n` are the Wigner-d functions
















`−L∗(x) are the Jacobi polynomials and
µ = |n−m|, ν = |n+m|,
L∗ = max{|m|, |n|}, s = `− L∗,
ε =
{
1, if m > n,
(−1)n−m, if m ≤ n.
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Note that dm,n` is a polynomial of degree ` ifm+n is even. Otherwise, it is a polynomial
of degree `− 1 times a factor of (1− x2)1/2.







3.3.4 Rotating basis expansions of scalar-valued functions
The expansion âklm or âlm of a scalar valued function can be rotated by rotating
the basis functions used to generate it. In particular, since the spherical harmonic
functions Y m` are rotationally invariant, i.e.





` (R), for |m| ≤ `,u ∈ S2,R ∈ SO(3), (3.9)
we have, for R ∈ SO(3),














A similar result holds for the radial-basis independent coefficients âlm.
3.3.5 Translating basis expansions of scalar-valued functions
Let tz = zez be a translation along the z-axis. Then, following Ritchie [82]
and Danos and Maximon [22]























jh,kl are the SO(3) translation matrix entries for the translation ∆z. Note that
the translation matrices apply only to mixed radial-spherical basis expansions âklm;
for pure spherical basis expansions, the coefficients âlm for each radial slice r have to
be recomputed after each translation t ∈ R3.
Ritchie derives an analytic expression for the translation coefficients T
|m|
kl,k′l′ in
the case of Laguerre basis functions [82].
Definition 4. Translation matrix entries for SO(3). The translation coeffi-




































j!(k − l − j − 1)!(1/2)l+j+1
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(a+ b− c)!(a− b+ c)!(−a+ b+ c)!
(a+ b+ c+ 1)!
,
x =
t!(c− b+ t+ α)!(c− a+ t− β)!(a+ b− c− t)!(a− t− α)!(b− t+ β)!,
where tmin = max(0, b− c− α, a+ β − c) and tmax = min(a+ b− c, a− α, b+ β).
Naively computing T-Matrix entries for fixed k, l, k′, l′,m takes O(L3Nt) steps,




Radial/spherical harmonic expansions can be used to compute rigid-body cor-
relations. Let A and B be scalar-valued functions, and let B undergo rotations R rela-




where the overbar represents complex conjugation2. The following two lemmas can
be established, respectively, for mixed-basis coefficients âklm, b̂klm and pure spherical
basis coefficients âlm, b̂lm:
2The conjugation is used to simplify algebraic manipulations, and is otherwise redundant.
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(A) (B) (C)
Figure 3.3: Schematic of the rigid-body correlation search scheme introduced in this
work. Here A,B are two complex or real scalar-valued functions. (A) Initial positions
of A and B in different coordinate frames. (B) A and B are translated to share the
same origin. (C) A rigid-body motion comprising a single translation z along the































To derive the expression for general rigid-body correlations (Figure 3.3) C(R, t) =∫
R3
A(x)B(Rx + t)dx, we can use Equation 3.10 along with an elementary fact: ev-
ery rigid-body motion (R, t) can be factored into a combination of five rotations and
a single translation about the z-axis3. Let these five rotations be parametrized by
3It is enough to see that every translation t can be expressed as two rotations and a single
translation along the z-axis. Starting at the origin, the point t can be reached by translating along
the z-axis by ‖t‖, and then rotating about the z and y−axes by θ and φ, the spherical coordinates
of t.
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Following an observation in Garçon et. al [30], it is not as efficient to use the
pure spherical basis expansions to express a general rigid-body correlation. Instead,
Equation 3.14 is used along with a scan of the translational degrees of freedom, in
which the basis coefficients are recomputed for each distinct t ∈ R3.
Lemmas 3 and 4 have also been obtained in Kovacs and Wriggers [48] and
Ritchie [82]. To our knowledge, this is the first explicit establishment of the straight-
forward Lemma 2.
3.5 The tools: Wigner-d-Chebyshev, Chebyshev-exponential
and SO(3) transforms
The Wigner-d polynomials are the main obstacle between Equations 3.13
and 3.15 and their expression as exponential, FFT-amenable sums; existing approaches
to computing rigid-body correlations use one of a pair of well-known transformations
to express these polynomials as exponentials. Here we use a combination of Wigner-d-
Chebyshev/Chebyshev-exponential transforms [77], briefly described below, to effect
the same conversion. This conversion enables us to compute Equations 3.13 and 3.15








Potts et.al [77] convert the above summation to an exponential sum via a two
step process. The first step is the Wigner-d-Chebyshev transform. Let T`(cos β) be
the family of Chebyshev polynomials of the first kind.
Definition 5. Wigner-d-Chebyshev Transform. Let f̂`mn ∈ C. The Wigner-d-













ĝlmnT`(cos β) if m+ n is odd.
(3.16)
The Wigner-d-Chebyshev transform is computed by using a three-term recur-
rence relationship for the Wigner-d functions, along with a fast polynomial transform
[78]. This transform is independent of β, and can be performed in O(L log2 L) steps
for each distinct m,n.
The second step, the Chebyshev-exponential transform, involves converting
Chebyshev coefficients ĝ`mn into exponential coefficients ĥ`mn.
Definition 6. Chebyshev-exponential Transform. Let ĝ`mn ∈ C. The Chebyshev-








The latter is a straightforward computation, taking advantage of the relation-
ship cos β = exp(iβ)+exp(iβ)
2
. Like the Wigner-d-Chebyshev transform, it is independent
of β, and takes O(L) steps. The transformation from Wigner-d coefficients f̂ to expo-
nential coefficients ĥ thus takes a total of O(L log2 L) steps. This pair of conversions
is at the heart of the fast SO(3) transform.
3.5.1 The SO(3) Fourier transform
To efficiently calculate either of Equations 3.13 and 3.15, we use the fast SO(3)
Fourier Transform [77].
Definition 7. SO(3) Fourier transform. Let f̂`mn ∈ C, and (αq, βq, γq) ∈ SO(3), q ∈
{1 . . . , Q}. The SO(3) Fourier transform of f̂`mn is the set of coefficients F (αq, βq, γq) ∈
SO(3) such that









` (αq, βq, γq). (3.18)
This sum can be transformed into an FFT-amenable sum [77]. We have








× exp(−imαq)dm,n` (cos βq) exp(−inγq).
Using the Wigner-d-Chebyshev and Chebyshev-exponential transforms, the
innermost sum can be transformed into a triple exponential sum:







ĥ`mn exp(−imαq) exp(−i`βq) exp(−inγq). (3.19)
56
If the nodes (αq, βq, γq) are equispaced, an FFT can be used to compute Equa-
tion 3.19. If they are non-equispaced, however, the non-uniform fast Fourier trans-
form [47] comes to our rescue.
Definition 8. Non-equispaced Fast Fourier Transform. Let ĥ`mn ∈ C. Then
the non-equispaced Fast Fourier Transform (NFFT) computes Equation 3.19 for ar-
bitrary nodes i ∈ {1 . . . Q} in O(L3 logL+Q) steps.
An explanation of the techniques behind the NFFT is beyond the scope of
this work; however, in the discussions to follow, we shall see how the non-equispaced
nature of the NFFT actually provides PFcorr with a crucial advantage.
We now have a set of techniques to compute the SO(3) Fourier transform
introduced at the beginning of this section.
Lemma 5. The SO(3) Fourier transform can be computed in O(L3 log2 L+Q) steps
(Potts et.al [77]).
Proof. Use the Wigner-d-Chebyshev and Chebyshev-exponential transforms to con-
vert Equation 3.18 to Equation 3.19 in O(L3 log2 L) steps, and then use the NFFT
to compute the remaining sum in O(L3 logL+Q) steps.
3.6 Rigid-body correlations: main results
We use the machinery of the non-uniform SO(3) transform to compute Equa-
tions 3.13, 3.14, and 3.15 (Theorems 1, 2, and 3). We also outline a way to speed up
computations of the SO(3) translation matrix entries (Theorem 4).
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Theorem 1. The pure rotational correlation C(R) (Equation 3.13) can be computed
in O(L4 +NR) steps, where NR is the number of distinct rotations R .
Theorem 2. The pure rotational correlation C(R) (Equation 3.14) can be computed
in O(L3 log2 L + NR + L3I) steps, where NR is the number of distinct rotations R
and I is the complexity of computing the integral
∫
R+
â(r)b̂(r)r2dr for a given pair of
scalar-valued functions â, b̂ : R+ 7→ C.
Theorem 3. The general rigid-body correlation C(R, t) (Equation 3.15) can be com-
puted in O(L6 +L4NRB +NRBNRA)Nt steps, where NRA and NRB are the number of
rotations of A and B respectively, and Nt is the number of 1 dimensional translations.
Theorem 4. The translation matrix entries in Equation 4 for SO(3) can be computed
in O(L7 + L6Nt), where Nt is the number of 1 dimensional translations.
Theorems 1 and 3 are the main correlation-based results of this work, and
are respectively proven by the algorithmic recipes PFCorr 1 and 2, presented in the
appendix. Theorem 2 follows directly from Theorem 1.
With these theorems established, we can now outline algorithms to perform
fast rigid-body correlations given a pair of scalar-valued functions as input. Algo-
rithm 1 uses the mixed radial/spherical basis, while Algorithm 2 uses the pure spher-
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ical harmonic basis functions.
Algorithm 1: Fast Rotational Matching with mixed radial/spherical basis
functions
Input: L : Expansion degree;
G : Spherical grid with sizes Nr, Nθ, Nφ in the radial, polar and
azimuthal directions respectively. Let N = max(Nr, Nθ, Nφ);
A,B : R3 7→ C : scalar-valued functions sampled on G centered at r = 0;
M⊂ R3 × SO(3) : a finite set of rigid-body motions;
foreach (k, `,m) with |m| ≤ ` ≤ k ≤ L do1
Calculate the coefficients âk`m and b̂k`m using Equation 3.5;2
end3
if t == 0 ∀(R, t) ∈M then4
Find the maximum value of C(R) =
∫
R3 A(x)B(Rx)dx ∀R ∈M using5
the steps in the proof of Theorem 1;
else Find the maximum value of6
C(R, t) =
∫
R3 A(x)B(Rx + t)dx ∀(R, t) ∈M using the steps in the proof
of Theorem 3;
Output: The maximum correlation C ∈ C between A and B;
Complexity: O(Ccoeff + CPFcorr) flops, where Ccoeff = O(L3N3) is the7
complexity of computing the coefficients âklm, and CPFcorr = O(L4 +NR)
in the pure rotational case or O(L6 + L4NRB +NRBNRA)Nt in the
general case;
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Algorithm 2: Fast Rotational Matching with pure spherical harmonic
basis functions
Input: L : Expansion degree;
G : Spherical grid with sizes Nr, Nθ, Nφ in the radial, polar and
azimuthal directions respectively. Let N = max(Nr, Nθ, Nφ);
A,B : R3 7→ C : scalar-valued functions sampled on G centered at r = 0;
T ⊂ R3 × SO(3) : a finite set of pairs {(t,R)}, where t ∈ R3 is a
translation and R ⊂ SO(3) is a finite set of rotations corresponding to t;
foreach r ∈ G do1
foreach (`,m) with |m| ≤ ` ≤ L do2
Compute âlm(r) using Equation 3.7;3
end4
end5
foreach (t,R) ∈ T do6
Translate B(x) by t ;7
foreach (`,m) with |m| ≤ ` ≤ L do8




R3 A(x)B(R(x + t))dx ∀R ∈ R using the steps in11
the proof of Theorem 2.
end12
Output: The maximum correlation C ∈ C between A and B;
Complexity: O((Ccoeff + CPFcorr)|T |) flops, where Ccoeff = O(N2L2), and13
CPFcorr = O(L3 logL+NR);
3.7 Rigid-body correlations: numerical results and discussion
There are three sources of error in PFcorr. The first is the expansion error,
i.e., the error induced by truncating the basis expansion at a finite value of L. The
second is the representation error, i.e., the error induced in numerically integrating
the coefficients in Equation 3.5. The third is the NFFT error, i.e., the error induced
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L A/M/MC∗ A/M/MC†
3 1.21e-5/1.48e-5/1.56e-10 1.51e-4 / 1.82e-4 / 1.81e-10
4 1.93e-5/1.22e-4/1.71e-10 1.26e-4 / 1.75e-4/1.84e-10
5 1.91e-5/1.23e-4/1.83e-10 1.38e-4 / 1.68e-4/ 1.85e-10
6 1.37e-5/1.67e-5/1.53e-10 1.44e-4 / 1.88e-4 / 1.76e-10
7 1.58e-5/1.71e-5 /1.78e-10 1.32e-4 / 1.51e-4 / 1.81e-10
8 1.61e-5 /1.78e-5/1.72e-10 1.22e-4 / 1.48e-4/ 1.71e-10
9 1.67e-5/1.70e-5/1.72e-10 1.31e-4 / 1.44e-4 / 1.82e-10
10 1.61e-5/1.9e-5 /1.77e-10 1.34e-4/ 1.39e-4 / 1.85e-10
11 1.73e-5/ 1.88e-5/1.79e-10 1.32e-4/ 1.38e-4/ 1.84e-10
12 1.72e-5/ 1.82e-5 /1.41e-10 1.32e-4 / 1.4e-4 / 1.81e-10
Table 3.1: Errors between the naively computed correlation and the correlation as
computed by the methods PFcorr 1 and 2 for two real-valued functions A,B : R3 →
R at varying expansion degrees over 500 randomly-generated rigid-body rotations.
In each case, error = |naive−our method||naive| .
∗ : Average error/maximum error/maximum
complex value for PFcorr 1. † : Average error/maximum error/maximum complex
value for PFcorr 2. Beyond L = 12, the naive correlation is exceedingly slow to
compute. The above experiment was conducted with radial/spherical bases; similar
results hold for pure spherical bases, as the speedup scheme for these bases is the
same as that used for PFcorr 1.
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L A/M∗ A/M†
3 1.33e-5/1.92e-5 1.79e-4 / 2.3e-4
4 1.19e-5/1.89e-4 1.74e-4 / 2.01e-4
5 1.52e-5/1.78e-4 1.88e-4 / 2.31e-4
6 9.25e-6/1.8e-5 1.87e-4 / 1.99e-4
7 9.22e-6/1.39e-5 1.90e-4 / 2.41e-4
8 9.89e-6 /1.29e-5 1.91e-4 / 2.23e-4
9 1.12e-5/1.99e-5 1.93e-4 / 2.43e-4
10 1.72e-5/1.99e-5 1.99e-4/ 2.41e-4
11 1.71e-5/ 2.3e-5 1.98e-4/ 2.32e-4
12 1.88e-5/ 2.8e-5 2.01e-4 / 2.48e-4
Table 3.2: Errors between the naively computed correlation and the correlation
as computed by the methods PFcorr 1 and 2 for two complex-valued functions
A,B : R3 → C at varying expansion degrees over 500 randomly-generated rigid-body
rotations. See Figure 3.1 for information about each column of the table.
(A) (B)
Figure 3.4: Time taken by each of the algorithms in Section 3.6. (A) Time taken
by PFcorr 1 at a fixed degree. (B) Time taken by PFcorr 1 at a fixed number of
rotations. (C). Time taken by PFcorr 2 at fixed degree. (D) Time taken by the T-
Matrix algorithm. See also Figure 3.5.
by approximating the exponential sums by the NFFT.
Following Ritchie, Ritchie et. al, and Garçon et. al [82, 84, 30], the first two
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(A) (B)
Figure 3.5: Time taken by each of the algorithms in Section 3.6, part 2. (A) Time
taken by PFcorr 2 at fixed degree. (B) Time taken by the T-Matrix algorithm. See
also Figure 3.4.
sources of error can be respectively mitigated by choosing an expansion degree be-
tween 20 ≤ L ≤ 25, and using a single-point quadrature rule. We provide further
evidence supporting the former assertion in the following subsection.
The NFFT approximates exponential sums with a kernel basis expansion, pro-
viding a choice of several kernels, and several parameters govern the actual error of
the expansion. In our implementation, we choose the Gaussian kernel with an over-
sampling factor of 3 (See Potts et. al [79]), resulting in the errors in Tables 3.1 and 3.2.
We note that, in solutions to the correlation problem, the absolute value of a corre-
lation is less important than its value relative to other rigid-body rotations, i.e., the
ability of the search scheme to discriminate between two different rigid-body motions.
A measure of this ability is presented in the following subsection in the context of
sampling arbitrary subsets of SE(3).
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We provide timing information in Figure 3.4 and 3.54. For PFcorr 1 (Fig-
ure 3.4), we see that the linear scaling with respect to the number of rotations and
the quartic scaling with respect to expansion degree predicted by Theorem 1 are re-
produced by the implementation. For PFcorr 2 (Figure 3.5), the scaling with respect
to expansion degree is not very important, as typically L6, the leading expansion
term, is much less than L4NRB , which, for practical correlation problems, is in turn
less than the product of the number of rotations NRANRB . We hence examine how
PFcorr 2 scales with respect to the product NRANRB ; Figure 3.5(A), shows that the
scaling is linear, as expected.
For the T-Matrix computation in Theorem 4 (Figure 3.5 (B)), a dramatic
speedup with respect to the naive algorithm is observed in L ≥ 10 regime, where
the L7 v/s L8 scaling is apparent. However, for typical values of L (see following
paragraph), the computation times are still too slow to be usable in the inner loop of
any Fourier-based correlation approach, including our own. Like prior work that uses
the T-Matrix (see the introduction for an overview), we thus prefer to precompute
and store T-Matrix entries for given values of z and λ (See Definition 4).
From a practical standpoint, our rigid-body correlation search is seen to be
a viable, if somewhat slower, alternative to existing rigid-body correlation search
techniques. Most of the degradation in performance is due to the NFFT, which uses,
in its implementation, an oversampled FFT to enable the non-uniformity inherent to
it. Following Ritchie [84], we choose L to typically lie between 20 and 25, in which
4All timing information is from a single-threaded, dual core Macbook Pro at 2.5 GhZ with 8GB
of RAM.
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case typical run times for an exhaustive correlation involving about 1.5e7 distinct
rigid-body samples lie between 2 and 3 minutes. We also note that, other than the
argument in Section 3.7.1, there is no reason to prefer the non-uniformity inherent to
PFcorr, and, if performance is a concern, each of the steps involving the NFFT can
be replaced by the equispaced FFT.
3.7.1 Sampling arbitrary subsets of SE(3); addressing the drawbacks of
existing techniques
Figure 3.6: Average top-ranking Z-Scores for PFcorr 1 at varying degrees. The rota-
tional sampling fineness is fixed at 8◦.
The main advantage of PFcorr is in sampling arbitrary (finite) subsets of the
space SE(3) = R3 × SO(3) of rigid-body motions. In our implementation, this is
as simple as specifying a set of rigid-body motions on which correlations are to be
performed. By contrast, all prior techniques require an equispaced Euler Angular grid
for rotational search, a property that results in a highly non-uniform search of the
space of rotations (See Drawback 2 in the introduction).
What subset of R3×SO(3) is best? For exhaustive correlations between a pair
of scalar-valued functions, one good answer to this question is: one that uniformly
65
samples the space of rotations SO(3). As we mention in the introduction, most of
the uncertainty in the rigid-body correlation problem lies in the space of rigid-body
rotations, and it is thus more important to sample this space as uniformly as possible.
There are several existing techniques that, given an angular sampling criterion, pro-
vide a set of samples that are uniform with respect to accepted metrics of uniformity.
We use the approach in Mitchell [65], in which the metrics of local separation and
global coverage compete to provide a set of highly uniform samples in SO(3). See also
Figure 3.2.
The ability to sample and correlate over arbitrary subsets of SE(3) is only
useful if, for a particular expansion degree, the fineness of the rotational sample size
does not exceed the accuracy with which âklm and b̂klm represent A and B respectively
(See Equation 3.6). Such a scenario would give rise to correlations that are so close
to each other as to be essentially indistinguishable, and would result in a set of
correlations clustered around the average. To measure this tendency, we compute the
z-score z = x−µ
σ
, a measure of the distance of each individual correlation from the
average. The results, in Figure 3.6, indicate that (A) the top-ranking Z-score increases
with increase in degree, as expected, leveling off at L ≥ 20, where the error due to
floating-point calculations begins to rival the error due to representation, and (B)
even at very low expansion degrees, the top-ranking score is 3 standard deviations
from the mean, indicating a very high confidence. Figure 3.6 also presents another
argument as to why the regime 20 ≤ L ≤ 25 is best, as the latter provides a balance
between the errors of representation and floating-point computation.
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3.8 Flexible correlations: main results
We present an algorithm (Algorithm 3) for domain-based protein matching.
This algorithm, given as input
1. A protein P ,
2. A hierarchical domain decomposition, defined in Section 3.8.1, of P ,
3. A scalar-valued function B : R3 7→ R representing a stationary target, and,
4. A scalar-valued representation A of P ,
produces as output the optimal correlation between A and B under rigid-
body motions of the domains of P . Algorithm 3 makes use of the ability of PFcorr
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to uniformly sample arbitrary subsets of R3 × SO(3).
Algorithm 3: Greedy multi-domain matching
Input:
1. P : Protein;
2. DD = {Di,MG}, i ∈ {1 . . . ND} : A domain decomposition of P ;
3. R(DDi) :
An operator that converts Di ∈ DD into a representation Ai : R3 7→ R;
4. A : R3 7→ R : Scalar-valued function representing P , computed using R;
5. B : R3 7→ R : Target scalar-valued function;
6. PQ :
Empty priority queue with elements (j, r), j ∈ Z+, r ∈ R ordered least-first w.r.t r;
Output: The optimal correlation between Ai and B under rigid-body
transformations of Ai, i ∈ {1 . . . ND}.
Use PFcorr to find the optimal rigid-body transformation (R, t) relating1
A to B;
foreach Di ∈ DD do2
Compute the correlation Ci ←
∫
R3 AiBdx between each domain Di3
and the target B;
Push (i, Ci) to PQ;4
end5
i← 1;6
while i ≤ ND do7




foreach Di ∈ DD, i 6= 1 do12
Using flexors Fi−1,i, compute the set of relative motions13
Ti−1,i ← {(Rki−1,i, tki−1,i)}, k ∈ {1 . . . N iT} of Di relative to Di−1;
Compute the set of absolute motions Ti ← {(Rki , tki )}, k ∈ {1 . . . N iT}14
for each rigid-body transformation in the set Ti−1,i relative to the
stationary domain D1;
end15
foreach (i, Ci) ∈ PQ do16
Use PFcorr to find the optimal rigid-body transformation17
(Ri, ti) ∈ Ti relating Ai to B;
end18
Complexity: O(CPFcorrND) flops, where CPFcorr is the complexity of19
PFcorr.
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3.8.1 Domain-based protein flexibility framework
We assume a generic framework for domain-based protein flexibility. This
framework consists of ideas from domain-decomposition of proteins that have existed
in various forms over the past decade (see especially Maiorov and Abagyan [61]), as
well as a set of techniques, described, for instance, in Bajaj et. al [7], to assign motions
to each of these domains.
Let a protein crystal structure P comprise a set of atoms. Designate a subset
of P as a domain D. A domain decomposition of P is a set DD = {Di}, 1 ≤ i ≤ nDD,
where Di is a domain. A hierarchical domain decomposition HD = {DDi}, 1 ≤ i ≤
nHD is a set of domain decompositions DDi such that each domain in DDi is a
subdomain of some domain in DDi−1 (See, for example, Bettadapura et. al [13]).
For each DDi of the hierarchical domain decomposition HD, a motion graph MG
specifying relative motions between domains of DDi can be specified. The motion
graph consists of a set of edges Fij, called flexors, between pairs of domains i, j that
undergo relative motion. The geometric properties of each flexor imply a set of rigid-
body transformations (Rki,j, t
k
i,j), k ∈ {1 . . . NT} applied to Dj relative to Di [7].
3.8.2 Algorithm for flexible matching
Algorithm 3 applies to a particular domain decomposition of P , i.e, it applies
to a particular index in the hierarchical domain decomposition of P . It uses the ability
of PFcorr to sample arbitrary subsets of SE(3) to match representations of domains
Ai ∈ A to a target scalar-valued function B : R3 7→ R. Note by contrast that a
classic equispaced Fourier-based correlation scheme would not be able to perform the
69
tasks in Algorithm 3 without also producing several results that do not belong to the
chosen subset of SE(3). This focusing property enables PFcorr to combine the merits
of both local and global optimization schemes in the following sense. The algorithm
is local in that it is restricted to the chosen subset of SE(3), but global in that it
samples that subset exhaustively. It thus combines the speed of a local search without
being sensitive, as local search algorithms are, to local optima.
3.9 Conclusion
We have presented PFcorr, a non-uniform correlation search scheme. PFcorr
displays the following properties: (A) It is sampling robust, making searches over
arbitrary subsets of SE(3) efficient while retaining the capabilities of classical ex-
haustive Fourier-based search schemes, (B) It is compatible with existing equispaced
FFT-based techniques, in the sense that its non-equispaced nature is desirable but
not necessary, and (C) Its algorithms extend to the rotationally exhaustive paradigms
in Kovacs and Wriggers, Ritchie, and Ritchie et. al [49, 82, 30, 84]. We have also pre-
sented an algorithm to compute translation matrix entries for SO(3) that achieves a
better scaling than existing naive algorithms. Finally, we have presented an algorithm
for multi-dimensional flexible correlations that leverages the sampling robustness of
PFcorr. PFcorr applies to several fields within computational biology, including, most
notably, molecular fitting and docking, where the above properties make it a natural
and efficient tool for correlation-amenable search.
70
3.10 Still to come
We are now ready to tackle the first of two applications of PFcorr. In the
following chapter, we combine PFcorr with a set of new representations and a new
framework to present PF2fit, a new tool for rigid-body fitting.
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Chapter 4
PF2fit: Fitting Atomic Structures in 3D EM
(A) (B) (C)
Figure 4.1: An example of a rigid-body fitting exercise. Here a crystal structure of the
Rotavirus subunit is fit into a segmented density map. (A) Crystal structure of Ro-
tavirus, PDB ID 1QHDa [63]. (B) Bilaterally smoothed rotavirus subunit segmented
from EMD 1461 [128] at 3.8 Å using the techniques in Yu and Bajaj [124]. (C) 1QHDa
placed into the density map subunit using PF2fit.
4.1 Introduction
Protein data is available in primarily two forms. Crystal structures, isolated
through X-ray crystallography, contain information fine enough to localize the posi-
tion of most, if not all, the atoms of the protein, but are painstaking to obtain and
may not reflect the protein’s solvent-induced state. Density maps, isolated by cryo-
or tomo- electron microscopy, are at a lower resolution but are relatively easier to
obtain and probably closer to the functional native state. One of the central prob-
lems of computational biology is to reconcile these forms of data, producing a protein
model that combines the high-resolution information in the former with the native-
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Figure 4.2: Control flow of the density map fitting algorithm developed in this work.
The boxes and ellipses in pure white highlight our contributions.
state information in the latter; this is the fitting problem. The fitting problem can be
solved for either rigid-body or flexible motions of the crystal structure. In this work,
we address aspects common to both problems, and demonstrate results on rigid-body
fitting.
Approaches to the fitting problem begin by defining a score between an orien-
tation of the the crystal structure P and the density mapM. A majority of past work
uses the cross-correlation score (CCS) between M and a synthetic density map MP
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generated from P . The CCS is popular because it’s intuitive, easy to implement, and
amenable to FFT-based correlations (discussed below); variants of the CCS include
the core-weighted or the Laplacian-filtered CCS [86, 117, 49, 122, 30, 114]. There
have also been a host of other scoring functions; to list just two, the external-total
ratio (ETR) measures the total number of atoms of P outside a given isocontour of
M [74], while the vector matching score measures the inner product between a set
of vectors representing P andM [118]. A recent review of scoring functions for cryo-
EM fitting can be found in Vasishtan and Topf [109]. All scoring functions depend
on representing P (respectively M), in terms that render it mutually intelligible to
M (respectively P); usually, the representation step involves blurring P by placing a
Gaussian at each of its atomic centers.
Once a scoring function is chosen, it is then maximized, with a search algo-
rithm, over a search space that includes rigid-body transformations of the protein.
Search algorithms can be usefully distinguished by whether they find local or global
maxima of the scoring function. Local optimization is typically synonymous with (an
arbitrarily sophisticated variant of) steepest ascent [74, 45], although more power-
ful techniques such as Powell optimization [116] and quadratic programming [126]
have also been used. In global optimization, the contest is between Monte Carlo-
and fast Fourier Transform(FFT)-based algorithms. Monte Carlo-based fitting algo-
rithms [25, 106, 114] are able to step past local optima on their way to a close-to-
optimal solution; they are easy to implement and derive from a body of literature that
is nearly a century old. On the other hand, FFT-based approaches [117, 49, 30, 125]
guarantee that the solution found is within a distance x of the optimum, where x,
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the grid size, is user defined, but scale poorly with decreasing x.
We introduce the following innovations to the density map fitting (Figure 4.1)
framework (Figure 4.2).
1. FFT-amenable scoring. We introduce three new FFT-amenable scoring func-
tions. Two of these, the elastic scattering potential and the non-uniform exterior
penalty, represent the volumes occupied by P and M. The third scoring func-
tion, named the pocket penalty, represents the volume complementary to P and
M.
2. Non-uniform FFT-based search. We leverage the non-uniformity inherent
to our scoring functions with a non-uniform, SO(3)-FFT-based search algorithm
that is capable of uniformly sampling the space of rotations SO(3).
3. Rerank. Finally, to improve the accuracy of our fitting predictions, we rerank
results from the search stage with respect to a scoring function based on match-
ing the skeleton of M with the secondary structural elements of P .
Put together, the framework we introduce is superior to existing ones in the
following ways:
1. Improvement in prediction accuracy. Our FFT-amenable scoring functions
result in significant improvements over Gaussian-blur-based scoring across a va-
riety of resolutions, in the presence and absence of noise. Since these scoring
functions capture independent information about the quality of fit, their com-
bination implies an increased degree of confidence in the obtained fit.
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2. Speed. Our scoring functions and search scheme are faster than most rivals,
taking 2-3 mins on an average computer per fitting exercise. The speed is mostly
independent of the size of the input data.
3. Generality. Our framework is general enough to incorporate traditional FFT-
based approaches while providing a sensible alternative to them.
4. Applicability. Our framework applies to vast range of problem types, from
subunit-subunit to subunit-assembly to multiple simultaneous subunit fitting,
all with no significant degradation in either speed or accuracy.
4.2 FFT-amenable scoring functions
(A) (B)
Figure 4.3: Schematic of representations used in PF2fit. (A) PDB schematic, showing
the target volume VP and the complementary volume VP . (B) Density map schematic,
showing the target volume VM and the complementary volume VM.
Let the inputs to the fitting algorithm be a crystal structure P and a density
mapM. Further, let A : R3 7→ C and B : R3 7→ C be scalar-valued functions derived
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from P and M respectively. In this work, A and B comprise two components. The
first is the target score, subscripted by target, which represents the volumes VP and VM
occupied by P and M respectively (Figure 4.3). The second is the complementary
score, subscripted by comp, which represents the volumes V P and VM complementary
to VP and VM respectively.
The aggregate scalar-valued function A (respectively B) is a weighted sum
of the target and complementary scores, i.e. A = wtargetAtarget + wcompAcomp (and
respectively for B), where wtarget, wcomp ∈ R+ are positive weights.
Once A and B are obtained, our FFT-amenable scoring functions take on the




A(Rx + t)B(x)dx, (4.1)
where (R, t) is a rigid-body transformation.
The rest of this section is devoted to explaining how the functions A,B are
obtained from P andM. We first explain the scattering potential and the non-uniform
exterior penalty, two different ways to obtain the target score target; we then explain
the pocket penalty, used throughout as the complementary score comp.
Cross-correlation score with elastic scattering potential. A classical















corresponding to atom centers xi are summed at each grid point x; here β is
the blobbiness parameter, R is the resolution of the target density map, and




A Gaussian blur is thus a representation that reproduces the electrostatic
potential of an atom at points very close to it. However, it possesses a single parameter,
used for all atoms. An elastic scattering model of the electrostatic potential uses
five parameters for each atom, thus yielding a more realistic reconstruction of the
electrostatic potential. According to the elastic scattering model [88], the potential

























where 2π~ = h is the Planck constant, m0 and e are respectively the mass of
and charge on the electron, aj and bj are empirical parameters [73] that depend on
the element type of atom i, and R is the desired resolution of the representation A of
the crystal structure P .
In the scattering potential score, Atarget(x) is given by Equation 4.5, and
Btarget(x) is just M or a filtered version of M.
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Non-uniform exterior penalty. Let Ps be a chosen subset of atoms of P ,
and let Xs be the union of spheres of the atoms of Ps. Then
Atarget(x) := Anu(x) =
{
1, x ∈ Xs
0, otherwise.
(4.6)
Similarly, let m ∈ R be a chosen scalar intensity value. Then





For these definitions of Atarget and Btarget, Equation 4.1 is proportional to
the number of atoms in Ps within the isocontour M = m of the density map. A
reasonable definition for Ps is the set of backbone atoms of the density map, while
m can be defined, following Vasishtan and Topf [109], as that intensity that results
in an isocontour enclosing a volume equal to the volume enclosed by the molecular
surface of P .
In classical FFT-based approaches, functions like Anu(x), once defined, would
have to be mapped onto a uniform grid.This mapping would result in one of two
features, both undesirable. (A) The grid-size x would have to be small enough to in-
corporate the smallest distance between a pair of (not necessarily consecutive) atoms
in Ps, increasing the time spent on redundant or uninteresting points far from Ps, or
(B) The grid-size x would have to be set to a reasonable value, resulting in several
atoms in Ps being assigned the same point x on the resulting uniform grid. By con-
trast, in our technique, the grid-size can be arbitrarily fine in the region of interest
while being non-existent elsewhere. This is the main difference between our definition
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of the above score and ones that currently exist. The envelope score in Vasishtan and
Topf [109] is a uniform-grid-based version of the non-uniform exterior penalty.
Pocket penalty. Existing work on rigid-body fitting focuses on representing
and correlating the volumes VP and VM occupied by P and M respectively. We
introduce an addition to the fitting score that uses the volumes complementary to
VP and VM respectively. We define the complementary volumes as follows. Let VP
be the volume occupied by the Gaussian molecular surface of P , and VM ⊂ R3 is
the volume occupied by a suitably chosen isosurface ofM. Then the complementary
volume V P ⊂ R3 = conv(VP) − VP , and similarly for VM. Smooth, scalar-valued
representations of V P and VM can be extracted from, respectively, the molecular
surface of P and a suitable isosurface ofM [127]. Given these representations, we can
assign Acomp and Bcomp in Equation 4.1 as follows:
Acomp(x) :=
{√







−1, x ∈ VM
0, otherwise.
(4.9)
Combining the scoring functions. Equation 4.1 has a high positive real
value for large overlaps between target-target and complementary-complementary
volumes, whereas overlaps between the complementary volume and the target volume
result in positive or negative imaginary values. The object of our search algorithm
would be thus to maximize the real part of Equation 4.1 over a set of rigid-body
transformations.
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It remains to choose the weights wtarget and wcomp. In this work, we compare
the performance of target fitting with target + complementary space fitting, setting
wtarget = 1 and wcomp to either 0 or 1.
4.3 The non-uniform search scheme
In the second stage of rigid-body fitting, we use a new search algorithm, chris-
tened PF2fit [5](polar fast-Fourier Fitting) , for fitting over the space of rigid-body
motions of P . PF2fit is a family of rigid-body correlation algorithms based on non-
uniform SO(3) Fourier Transforms, and it has many favorable attributes relative to
classical FFT-based search algorithms, the most salient of which we discuss here.
Multi-basis framework. PF2fit uses a framework in which scalar-valued
functions A : R3 7→ C are expressed in terms of basis-expansion coefficients â ∈ C.
Let u = (θ, φ), θ ∈ [0, π], φ ∈ [0, 2π], and r ∈ R+. A scalar valued function A(r,u) :













where R`k(r) and Y
m
` (u) are the radial and spherical basis functions respectively, and
L is a finite expansion degree. Following Ritchie et. al [84], we choose generalized
Laguerre-polynomial-scaled Gaussians for R`k(r), whereas Y
m
` (u) are the well-known
spherical harmonic functions.
PF2fit can also discard the radial-basis functions, following Garçon et. al [30],
and express each spherical slice Ar(u) in terms of the spherical harmonic basis coef-
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PF2fit thus supports a multi-basis framework, in which a user can choose
between either of the two most commonly used bases for rotational speedups. While
convenient, the multi-basis framework is not central to our search scheme, and in the
interests of brevity, we restrict our discussions below to situations in which the more
general radial/spherical bases R`k(r)Y
m
` (u) are used. All of our algorithms extend in a
straightforward, if non-trivial way, to cases where the radial basis function is absent.
Rotational and Rigid-body Correlations; Non-Uniform SO(3) Trans-
forms. Let A(x) and B(x) be two scalar valued functions with basis coefficients âklm




































` , the Wigner-D functions, are a set of basis functions for L
2(SO(3)),
and (RA,RB, z) is the factorization of the rigid-body transformation (R, t) into ro-
tations of A and B and a single translation of A along the z-axis [49, 84, 5]. Let L
be the expansion degree in either Equation 4.10 or 4.11, and T be the number of
translations of A along the z-axis. PF2fit [5] provides the following pair of recipes to
compute each of the above sums.
Recipe 1. Compute Equation 4.12 in O(L4) steps.
Recipe 2. Compute Equation 4.13 in O((L6 + L4NRB + NRBNRA)T ) steps,
where NRB and NRA are respectively the sizes of the sample sets {RA} and {RB}.
The technical content of these recipes can be found in our work on non-
uniform multi-dimensional correlations [5]. For the purposes of this work, the most







l (Ri), i ∈ {1 . . . NR} (4.14)
where f̂lmn ∈ C are the input SO(3) Fourier coefficients, F ∈ L2(SO(3)) is the
SO(3) Fourier transform for a given Ri, D
m,n
l , the Wigner-D functions, form a basis
for scalar-valued functions in L2(SO(3)), and i indexes NR non-uniformly spaced z-
y-z Euler Angles in SO(3). The NFSOFT can be used to compute the above sum
in O(L3 logL + NR) steps, in contrast to the generally far slower naive O(L3NR)
approach.
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Like the NFSOFT, its progenitor, PF2fit scales well under non-uniform dis-
cretizations of the space of z-y-z Euler Angles. This is a significant improvement over
existing fitting tools. Due to the limitations of the uniform-FFT techniques that un-
derly them, all current rotationally efficient methods [49, 30, 84] depend on a uniform
discretization of Euler angular space. Unfortunately, because the space of Euler an-
gles is a non-linear parametrization of the target space of rotations SO(3), this leads
to a highly non-uniform set of samples in SO(3). For a given angular step size, cur-
rent methods will always generate sample sets in SO(3) that examine parts of that
space very finely while leaving others undiscovered. By contrast, the primary virtue
of PF2fit is its ability to work efficiently with an arbitrary set of samples in Euler
angular space; using a sampling technique such as in Mitchell [65], this set can, as it
should, be uniform in the target space SO(3). The non-uniformity inherent to PF2fit
thus enables a uniform sampling of the rotation space SO(3). This is the primary ad-
vantage of PF2fit as a search algorithm. We discuss other advantages in the sections
to follow.
The fitting search algorithm. At the outset, we can see that Recipe 2, an
exhaustive survey of rigid-body transformation space, can be incorporated without
much fuss into a fitting search algorithm.
Preprocessing. Compute the basis-expansion coefficients âklm and b̂klm of
A(x) and B(x) respectively.
PF2fit 1: Exhaustive R3 × SO(3) fitting.
1. Use Recipe 2 to compute Equation 4.13 over appropriate sample sets {RA},
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{RB}, and {dz}.
PF2fit 1 can be used along with any sampling technique, but its advantages
are most apparent when used with a uniform sampling of SO(3) [65] for the sets
{RA}, {RB}, along with equispaced grid values for {dz}. The question of sampling
is an important one, and we defer a more detailed discussion of it to the concluding
section.
What if we needed to maximize rotational scanning at the expense of transla-
tional scanning? This question is also posed in Kovacs and Wriggers [49] and Garçon
et. al [30], although they use a framework that excludes the radial basis function R`k.
Here we provide an algorithm that does not depend on whether R`k is used to compute
the basis expansion coefficients.
PF2fit 2. Exhaustive SO(3) fitting with R3 scan.
1. For each t over a set of samples in R3, translate A by t and recompute b̂klm.
i. Use Recipe 1 to compute Equation 4.12 over a set of samples in SO(3).
4.4 The reranking scheme
In the third stage, results obtained in the correlation-amenable search stage are
reranked with respect to scores that exhibit the following features: (A) They cannot
be expressed in the general form of Equation 4.1. (B) The information they capture
about a particular fitting orientation is additional to, or, ideally, independent of, each
of the scoring functions maximized in the search stage.
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The reranking stage serves two purposes. The first is to identify spurious re-
sults. Any fitting method that depends purely on a set of correlation-amenable scoring
functions has the potential to yield high-scoring results that are nevertheless obvi-
ously incorrect. The second, related, goal of the reranking stage is to bring the process
of rigid-body fitting closer to automation. We see fitting as a single stage in the elu-
cidation of structure from biological data. The elucidation process comprises several
data processing stages, and it is critical that the output of each stage is as accurate
as it can be. One very popular way to measure the accuracy of a fitting algorithm
is to perform a simple visual check; however, it may be time-consuming or otherwise
impractical to visually check every single fitting pose generated by an automated
fitting algorithm such as the one presented here. In these situations, the reranking
procedure provides either additional guarantees that the top result is in fact the one
that fits the best, or flags results whose scores do not agree about the quality of the
fitting.
Skeleton-secondary structure score. We introduce a reranking score that
depends on the detection of secondary structural features from M. This has been
a vigorous area of research in the past decade; for a recent review, see, for instance
Bajaj et. al [9]. We use the skeletonization technique in Bajaj et. al [9] to detect
secondary structures from M, and the publicly available Stride [29] to detect the
secondary structures of P . Let HM and HP respectively be the set of helices detected
from M and P . Each helix consists of an axis r, with ‖r‖`2 = 1, and a mid point p.
Let hMi be a helix in HM, and let hPj be a helix in HP . Let d(., .)be the Euclidean
distance function, 〈., .〉 be the dot product, and w1 ∈ R−, w2 ∈ R+ be respectively
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negative and positive weights. Then the per-helix score and the secondary structural











In this work, we set w1 = −1, w2 = 1, in which case the theoretical range of
the per-helix score SSShPj is (−∞, 1]. The best possible per-helix score corresponds
to the situation where the helices are perfectly aligned and have the same mid point,
and SSShPj = 1. In most practical scenarios, SSShPj is typically between 0.25 and
0.7.
Mutual information score. The second reranking function we use is the













where p(x) and p(y) are the percentage of voxels in B and A that take on
intensities equal to x and y respectively and p(x, y) is the percentage of voxels in B
with intensity x that are aligned with voxels in A with intensity y.
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4.5 Validation and datasets
We perform the following experiments to validate PF2fit. Each of the experi-
ments below inherently validate the search scheme introduced in this work. Addition-
ally, they validate specific aspects of one or more of our scoring functions.
Experiment 1, Synthetic Density Map Fitting. We apply PF2fit 1 and
2 to instances of synthetic density map fitting. In each instance, a random rigid-body
transformation T is applied to a PDB P . T(P) is then fit to B, a version of P at
resolution R generated by either the Gaussian CCS, the scattering CCS, or the non-
uniform exterior penalty. The RMSD between the resulting top-ranked fitting pose P1
and the original PDB P is measured. This experiment compares the performance of
the scattering CCS and non-uniform exterior penalty introduced in this work against
the Gaussian CCS. It also compares the performance of each of these scoring functions
when the pocket penalty is used as an additional scoring term, i.e., when wcomp 6= 0.
Experiment 2, Resolution Robustness. We progressively decrease the
resolution R of the target blurred density map B, and plot the RMSD of the top
ranking fitting pose against R. We repeat this experiment with random additive
noise added to B. This experiment is used to validate the scattering CCS against
the Gaussian CCS in the presence and absence of the pocket penalty. Both these
functions have a resolution dependence in their description, and it is instructive to
compare their performances across a varying range of resolutions.
Experiment 3, Real Density Map Fitting. We apply PF2fit to real cry-
oEM data. We use PF2fit 1 and 2 to fit PDB subunits to subunits segmented from
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the density map (subunit-subunit); PF2fit 1 to fit a single PDB subunit into a larger
density map (subunit-assembly); and PF2fit 1 to fit multiple PDB subunits into a
larger density map. We measure the deviation of our fitting poses from those obtained
using Situs and ADP EM. This experiment is used to validate each of the scoring func-
tions introduced in this work, including the scattering CCS, the non-uniform exterior
penalty, the pocket penalty, and the skeleton-secondary structure score.
Datasets. For experiments involving synthetic density maps, we use a variety
of crystal structures from the PDB. Many of these crystal structures overlap with
those in the docking benchmark [40]; they were chosen mainly for their diversity in
size and shape. For real density map experiments, we use datasets from the CryoEM
Challenge. These are typically low to medium resolution cryoEM density maps, from
which segmentations of subunits [125] can be derived.
Z-Scores. The Z-score of a fitting result is given by z = x−µ
σ
, where x is
the score of the fitting result, and µ and σ are respectively the average and the
standard deviation of the population. The Z-score measures the degree to which a
scoring function can discriminate between two different candidate solutions, with
higher scores indicating better discriminatory ability. We report Z-Scores for the SC
and Gauss CCS across varying resolutions.
4.6 Results and discussion
Experiments 1 and 2. Synthetic density maps. PF2fit 1 and 2 pass
the basic tests (Figures 4.6, 4.7), generating fitting poses with low RMSD starting
from any initial random relative configuration. We make a few observations. First,
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A. B. C. D.
Figure 4.4: Experiment 1, Section 4.5, with P = 1CTS and R = 3Å. Throughout, P
and B are colored blue and transparent pale green respectively. (A) Top-ranked result
using PF2fit 1 with 8◦ uniform rotational sampling and 0.5Å translational step size.
RMSD = 0.88Å. The fitted PDB P1 is in red. (B) Top-ranked result using the Situs
package; the nopowell option is turned on. RMSD ≈ 3.2Å. The fitted PDB P1 is in
yellow. (C) Top-ranked result using Situs with default options. RMSD = ≈ 2.3Å. The
fitted PDB P1 is in yellow. (D) Top-ranked result using the ADP EM package, with
bandwidth L = 25. RMSD = ≈ 0.94Å. The fitted PDB P1 is in yellow.
(A) (B) (C) (D)
Figure 4.5: A variant of Experiment 1, Section 4.5. (A) The density map B is a
Gaussian blurred version of the PDB 7CAT (chains A and B), with resolution R = 10
Å, and random noise added to obtain an signal-to-noise ratio of unity. The PDB P
(inset) is chain B of the same protein. (A) Top-ranked result using PF2fit 1 with
8◦ uniform rotational sampling and 0.5 Åtranslational step size. RMSD = 0.73Å.
The fitted PDB P1 is in red. (B) Top-ranked result using Situs with default options.
RMSD = 1.096Å. The fitted PDB P1 is in yellow. (D) Top-ranked result using the




Figure 4.6: Experiment 2, Section 4.4. (A) Average resolution-dependent RMSD of
the top-ranked result returned by PF2fit 1 in the absence and presence of noise.
(B) Average Z-Score for the top ten results in the absence of noise. Z-Scores in
the presence of noise obey the same trend. This experiment involved the follow-
ing PDBs: 1QG4a, 1OUNab, 1D6Oa, 1IASa, 2TGT, 1K9Ba, 1MH1, 1HH8a, 1FPZf,
1B39a, 2CGAb, 1EGL, 1AY1hl, 1CMWa, 1BJ1hl, 2VPFgh, 1A6Zab, 1C68ab, 1GJRa,
1CZPa, 1TNDc, 1FQIa, 1FGNlh, 1TFHa, 1HCL, 1DKSa, 1GJRa, 1CZPa, 2CLRde,
1CD8ab, 1FSKbc, 1BV1, 1IJJb, 3DNI, 1BVLba, 3LZT, 9RSAb, 2BNH, 1TRMa,
1ECZab, 1FSKbc, 1BV1, 1E1Na, 1CJEd, 4PEP, 1F32a, 1BDD, 1FC1ab, 1QHDa,
1OELg, 1AONa, 1CTS, 2CTS and 1Q3Qa.
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(A) (B)
Figure 4.7: Experiment 2, Section 4.4 repeated in the presence of the pocket penalty
(Equation 4.8 and 4.9), with wcomp = 1, wtarget = 1.(A) Gauss Score with and without
the pocket penalty. (B) Scattering Potential with and without the pocket penalty. See
Figure 4.6 for the list of PDBs used in this experiment.












Table 4.1: Experiment 2, Section 4.4. Average rank, rounded to the nearest integer,
of best RMSD result returned by PF2fit 1. The figure in brackets in the second and
third columns denotes the rank in the presence of noise at SNR = 1. See Figure 4.6
for a list of PDBs used in this experiment.
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the expansion degree (L in Equation 4.10) embodies an aspect of the speed-accuracy
tradeoff: higher degrees result in a greater ability to capture shape information in
the density map, while causing an obvious degradation in performance. We find that
setting L anywhere between 20 and 30 suffices for density map fitting exercises. We
repeat an observation noted in Ritchie and Venkatraman [85]: namely, that computing
the basis coefficients âklm in Equation 4.10 is not inherently performance-limiting.
Second, the RMSD of the top-ranking pose does not degrade significantly at
blurred resolutions between 5 and 15 Å (Figure 4.6), remaining stable at about 0.5
Å across a variety of different exercises with differently-sized PDB. The behavior is
robust to the presence of noise, and is essentially unaltered by signal-to-noise ratios
less than or equal to 1 (Figure 4.6).
Third, an average fitting exercise with L = 25 and ∆Θ = 10◦ takes about
2.5 minutes on single-threaded 2.5GhZ processor with 8 GB main memory. This is
somewhat slower than ADP EM, which is about twice as fast for the same value of
L, but faster than Situs, which takes about 3.5 minutes for a similar search without
the local Powell optimization step. We note that most of the performance overhead is
due to the non-uniform nature of our search algorithm, and in particular the NFFT.
Fourth, the top-ranking or second-ranking pose is usually also the one with the
least RMSD(Table 4.6). This feature is, or should be, common to all exhaustive fitting
routines in which crystal structures are rigidly fit to blurred versions of themselves.
However, we observed in our experiments that while the top ranked fitting result in
Situs is usually also the one with the least RMSD, the ones ranked 2−10 have RMSDs
that can range anywhere between 1.1 and 10 times the RMSD of the top-ranked result.
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We surmise that this spuriousness is an artifact of its Powell maximization step.
Experiment 3, part 1. Subunit-subunit fitting with real cryoEM den-
sity maps. PF2fit 1 outperforms both Situs and ADP EM in the following sense
(Figure 4.9): For a given angular resolution of sampling, PDBs fitted with PF2fit
typically have a smaller ETR than the corresponding ones from Situs and ADP EM,
while returning results in a comparable or smaller amount of time. A similar obser-
vation holds for PF2fit 2, with one caveat: the time it takes to return poses with
the same ETR score as PF2fit 1 is typically about five times as large. This is due
the overhead incurred by recomputing the basis coefficients âklm for each translated
instance of t, and overhead that can be mitigated by switching to the basis expansion
in Equation 4.11.
Performance of scoring functions. This work introduces two scoring func-
tions (the non uniform exterior penalty and the scattering potential) in Section 4.2
and one scoring function (the skeleton-secondary structure score) in Section 4.4. Each
of these scoring functions plays a definite role in rigid-body fitting.
The scattering potential score. Properties of the scattering potential (SC)
score can be visualized in Figures 4.6 and 4.7. A cursory glance indicates that it per-
forms better with respect to the Gaussian score, generating results with significantly
lower RMSD for the same resolution, both in the presence and the absence of noise. A
more illuminating trend is the slope of each of the curves in Figure 4.6, which reveals
that results returned by the Gaussian CCS degrade more sharply than those from the
SC CCS. Note that both the Gauss and the SC CCS yield better RMSDs on average
than ADP EM (see Garçon et. al [30], Figure 1), yielding on average lower RMSD
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(A) (B) (C)
Figure 4.8: Fitting P =1AONb to the GroEL density mapM = EMD 1461 at 7.7 Å.
(A) Full density mapM, segmented subunitMs (inset, top), and P fit intoMs using
PF2fit (inset, bottom). (B) Initial guess for rigid-body fit intoM. PF2fit generates
translational samples local to the initial guess to find (C) the correct result, where
correctness is measured by deviation from the rigid-body fit in (A). The result in (C)
has an RMSD of 0.3 Å from the fitting result in (A) and is ranked at number twelve
in a run of PF2fit with angular resolution = 10◦.
results at the same synthetic resolution.
We also compare results obtained from real cryo-EM density map fitting (Ex-
periment 3, Section 4.5) using both the Gaussian and SC scoring functions. In this
experiment, the RMSD cannot be measured, as there is no crystal structure cor-
responding to M. Instead, we use the number of atoms excluded outside a given
isocontour to compare the performances of the rival CC scores. The results, in Ta-
ble 4.2, show that for fitting with real density maps, the SC yields on average results
that exclude 2 − 4 fewer residues than the Gauss CCS. This is in keeping with the
expectation that the SC CCS is closer to real density map reconstructions than the
Gauss CCS, and is thus able to yield a better correlation in situations where such
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(A) (B) (C)
Figure 4.9: Fitting P =1GC1 to the GroEL density map M = EMD 5020 at 20 Å.
(A) Results from PF2fit. (B) Results from Situs with default options. (C) Results
from ADP EM with L = 25.
density maps are involved.
Put together, these observations imply that the SC CCS is an effective al-
ternative to the Gauss CCS in real density-map fitting scenarios, since it is a more
realistic representation of a real density map. This conclusion applies not just to the
problem of rigid-body fitting, considered in this work, but to the harder problem of
flexible fitting, where it is critical that the representation of P be as close to the target
density map as possible. We note that there is a tiny overhead in computing the SC
CCS relative to the Gauss CCS due to the former’s being a sum of five Gaussians.
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Data Gauss CCS SC CCS
GroEL(P = 1OELg, M = EMD 5001 @4.2 Å) 3 0
GroEL(P = 1we3b, M = EMD 1180 @7.7 Å) 3 0
mm-cpn(P = 1Q3Qb, M = EMD 5137 @ 4.3 Å) 2 0
Rotavirus(P = 1QHDa, M = EMD 1461 @ 3.8 Å) 3 0
SIV (P = 3DNO , M = EMD 5020 @ 20 Å) 17 10
Table 4.2: No. of residues outside an isocontour M(x) = m of top-scoring result;
the isocontour is chosen such that its included volume equals the volume enclosed by
the molecular surface of P . A residue is outside an isocontour if any of its atoms are
outside the isocontour. All other variables in the fitting exercise such as the expansion
degree and the fineness of translational and rotational samples are held constant to
provide a fair comparison.
The non-uniform exterior penalty. The non-uniform exterior penalty is
a non-uniform-grid-based version of already existing scores. Along with PF2fit, the
non-uniformity inherent to the exterior penalty enables a very high speed search of the
space of rigid-body motions available to P . We explain this by first noting that since
the quantity of information in Anu(x)(Equation 4.6) is exactly equal to the number
of atoms in Ps, a relatively low degree L in Equation 4.10 suffices to represent it.
In general, while the Gaussian and SC CCS each demand a degree at least equal to
L = 20, with best results for L ≥ 25, the non-uniform exterior penalty requires only
a degree L = 5.
By itself, however, this property is of limited use. In the uniform-FFT frame-
works used in either Ritchie et. al [84] or Garçon et. al [30], the expansion degree is
keyed directly to the coarseness of rotational sampling, because the underlying FFT
grids are only as fine as the expansion degree allows them to be. Using a degree L = 5
in either of these approaches would mean conducting a rigid-body search over an an-
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gular grid with separation 360/(2× 5) = 36◦, an unacceptably coarse value for most
rigid-body fitting exercises. By contrast, PF2fit, functioning as it does through the
non-uniform SO(3) Fourier transform, enables an arbitrarily fine scan of the space of
rigid-body motions at any expansion degree.
These advantages mean that the non-uniform exterior penalty can play a cen-
tral role in rigid-body fitting. If a “quick and dirty” estimate of a fitted position of P
with respect toM is desired, then a low expansion degree version of the non-uniform
exterior penalty can be used, whereas a more accurate estimate can be found using
the SC CCS at L ≥ 20. The typical time taken for a subunit-subunit fitting exercise
on a single-threaded Macbook Pro at 2.5 GhZ with 8GB RAM is about 1.3 minutes.
The pocket penalty. The addition of the pocket penalty (Figure 4.7) to the
scoring function results in tangible improvements to the quality of the obtained fit
across the range of resolutions spanned by Experiment 1. This is seen to be the case
with the Gauss score (Equation 4.3) as well as the scattering potential, in the presence
and absence of noise. The improvement in the quality of the results obtained is most
dramatically seen at values of R beyond 15Å, when the primary effect of the pocket
penalty, namely, that of promoting the least-RMSD result to the the top rank, is seen.
Why does the pocket penalty result in improvements to the fit? The answer
to this question involves the following observation: while the space complementary to
P is an implicit part of P , the same cannot be said, at high values of the resolution
parameter R, of the Gauss or SC representations of P . Adding the pocket penalty
thus reinstates some of that lost information, resulting in better top-ranked results.
98




11 8.93 (13.15) 1.06(1.88)
13 9.97 (25.89) 1.06(1.75)
15 15.89 (48.17) 1.08 (1.83)
Table 4.3: Experiment 2, Section 4.4. Average rank of best RMSD result returned by
PF2fit 1. The figure in brackets in the second and third columns denotes the rank
in the presence of noise at SNR = 1. See Figure 4.6 for a list of PDBs used in this
experiment.
The skeleton-secondary structure score. The usefulness of the SSS (Ta-
ble 4.3) degrades sharply with decreasing resolution. For high-resolution density maps,
such the one corresponding to GroEL at 4.4Å, mm-cpn at 4.3 Å, Rotavirus at 3.8Å,
or GroEL at 7.7Å, it correlates with the MIS, as well as the FFT-amenable fitting
metrics, about the quality of the fitted result, generating scores that range between
0.3 and 0.8 for the top ten fitting results. However, for density maps such as those of
GroEL at 11 Å or SIV at 23 Å , it diverges sharply from the MIS and the other mea-
sures introduced in this work, and yields results that are obviously, visually incorrect,
due simply to the quality of skeleton obtained. Among the > 50 PDBs examined,
there are five cases in which the SSS replaces the top-ranked result with a result that
has better RMSD; all of these cases occur at resolutions < 10 Å. We expect the SSS
to become a more effective gauge of fitting quality as the quality of density maps ob-
tained from cryo-EM increases, and more density maps at resolutions between 3− 5
Å are isolated.
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A case study in local fitting. Suppose an experimenter wants to place the
crystal structure of a subunit of GroEL (P = 1AONa) into its cryo EM density map
at 7.7 Å (M = EMD 1180). One way to proceed would be to segment from M a
subunit of GroELMs, to which he could then fit P using PF2fit 1 (Figure 4.8 A). But
say, for argument’s sake, that our experimenter doesn’t have access to a segmentation
routine. He could turn to a software like Chimera, in which an approximate placement
of P is refined by a local gradient descent optimization routine; or he could use Situs,
which uses global and local optimization to come up with a fit. Thanks to PF2fit, he
now has a fourth option:
Experiment 3, part 2. He could use the local fitting idea in PF2fit. In the
subunit-assembly problem, of which this is an instance, the translational uncertainty is
roughly twice the size of P , whereas the rotational uncertainty is, as always, the range
of rotations from 0 to 2π. Since the GroEL assembly is symmetric, our experimenter
could place the subunit approximately within the density map (Figure 4.8 B), and
then instruct PF2fit 1 to do an exhaustive search in the local region around the
density map (Figure 4.8 C). This has a few advantages. First, the exhaustive search
in the local region essentially guarantees that PF2fit 1, unlike gradient-descent-based
optimization techniques, is not sensitive to an initial guess. Second, our experimenter
doesn’t end up, as he would have with an exhaustive global search routine, with many
spurious rigid-body fits in regions he knows aren’t relevant. Third, the experimenter
pays, time-wise, for only the number of local samples rather than for the (much




This work has contributed to existing work on rigid-body fitting in the follow-
ing ways.
• Scoring functions. We have introduced the non-uniform exterior penalty (Equa-
tion 4.6/4.7) and the scattering potential cross correlation score (Equation 4.5).
These scores have been shown to be preferable to standard fitting metrics in terms
of accuracy as well as speed (Section 4.6).
• Scoring functions, part 2. We have introduced the concept of complementary
space matching, and introduced the pocket penalty function(Section 4.6). The
addition of the pocket penalty results in significant improvements in the prediction
accuracy across a range of resolutions, regardless of the scoring function used.
• Search scheme. We have introduced a search scheme that is resolution-robust,
capable of local fitting, and able to quickly and comprehensively survey the space
of rigid-body motions(Section 4.6).
• Search scheme, part 2. The search scheme we have introduced is capable of
uniformly sampling the space of rigid-body rotations SO(3), where uniformity is
defined according to a chosen metric. For instance, in the sampling technique [65]
we use throughout this work, uniformity involves the competing notions of local
separation and global coverage. Equispaced Euler angular grids, the mainstay of
all current rotationally exhaustive techniques, generate samples in SO(3) that
possess neither of these desirable features. See also Bajaj et. al [5] for a more
detailed consideration of sampling.
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• Reranking functions. We have introduced the skeleton-secondary structure
score (SSS), whose performance we expect to improve as the resolution of ex-
perimental cryo-EM density maps improves.
• Optional multi-basis framework. Our fitting algorithms can use one of two
popular basis expansions to perform an exhaustive search.
• Optional uniform-FFT framework. PF2fit 1 and 2 is compatible with existing
FFT-based computations, while being general enough to subsume the approaches
that use these computations, approaches such as those by Ritchie et. al, Kovacs
et. al, and Garçon et. al [84, 48, 30]. Because the NFFT is currently not as fast as
the FFT, there may be situations in which the use of the FFT-based technique,
regardless of its drawbacks, might be indicated. Suitable modifications of PF2fit
1 and 2 would be applicable in these situations as well.
4.8 Still to come
The rigid-body fitting tool PF2fit allows us to solve the problem posed at the
beginning of this dissertation: flexible fitting. In the following chapter, we combine




PF3fit: Hierarchical Flexible Fitting in 3D EM
A model is a lie that helps you
see the truth.
Howard Skipper, via. Siddhartha
Mukherjee’s The Emperor of All
Maladies
5.1 Introduction
In flexible fitting, a protein crystal structure is deformed to maximize its corre-
lation with a cryo- or tomo-EM density map. The resulting flexibly deformed crystal
structure combines the high-resolution information in the protein with the functional
state information in the density map, providing biologists with an all-atomistic model
of the in vitro state of the protein. Approaches to the flexible fitting problem begin
by defining a scoring function that reflects the goodness of fit between the protein
and the density map, and a flexibility model that parametrizes the space of motions
available to the protein. With an appropriate search scheme, the scoring function
is optimized over the space of motions of the protein, thus flexibly fitting it to the
density map.
At the minimum, a flexible fitting scoring function S measures the fit between
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the protein P and the density mapM. Additionally, S can account for the energetic
interactions between the atoms of P as it is deformed. Scoring functions that use the
former approach predominantly rely on the correlation between a Gaussian-blurred
version of P and a suitably preprocessed version of M [106, 89]. The addition of an
energetics-based term to the scoring function has lately also become computationally
feasible; this term can either be an MD-based force-field, reflecting the molecular
mechanical energy of P [108, 107, 71, 35], or an elastic- or Gaussian-network-based
approximation [103, 129, 100].
The protein flexibility model is the most important aspect of a flexible fitting
approach. A flexibility model must be reasonably accurate, i.e., it must not result
in unrealistic deformations of P . It must also be reasonably efficient, reducing the
degrees of freedom available to P so that the search can be conducted relatively
quickly. Accuracy can be enforced with an MD-based, all-atomistic approach, whereby
the deformation of P at each time step is carried out by exerting minute forces on
each atom, maneuvering it into the density map while ensuring that it is not driven
too far from equilibrium [108, 71]. On the other hand, if efficiency is a concern, P can
be partitioned into rigid domains, each of which is then fit independently into M .
Domain-based approaches can choose to enforce inter-domain constraints during the
search process [107, 35, 72] or afterwards [111].
Flexible search schemes are either local, global, or a combination of the two.
Local search relies on the assumption, often retrospectively justified, that the con-
formation of P that fits optimally into M is close to an initial guess. All-atomistic
MD-based flexible fitting [108, 71], while in theory capable of capturing global con-
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formational change, can be practically used only for local searches. Exhaustive global
searches, on the other hand, can only be performed with an initial domain decompo-
sition of the protein. Often this decomposition consists of only a few domains, and
either a generic search scheme such as gradient descent, conjugate gradients, Monte-
Carlo [106, 107], simulated annealing [104], or a targeted MD simulation [108, 35, 72]
is used.
In addition to the scoring, flexibility parametrization, and search problems,
all flexible fitting approaches require an initial guess of the fit of P into M, i.e.,
they require an initial rigid-body fit. Popular exhaustive [115, 30] or local [74] rigid-
body fitting implementations can be used to provide this fit. Exhaustive algorithms
are typically Fourier-based, taking advantage of translational or rotational FFTs to
compute a set of correlations over the space of rigid-body transformations of P . Local
search algorithms are based on variants of gradient descent, and refine an initial
placement of the protein into the density map.
This work on flexible fitting is motivated by two observations. The first of these
relates to the scoring and search phases. Can a domain-based flexible fitting search
scheme aspire to conduct flexible correlations on a chosen sample set of motions,
while simultaneously ensuring that inter-domain energetic interactions are favorable
according to a chosen score? At first glance, this question seems to be answered by the
MD and GNM-based search schemes discussed above; however, without exception, all
such schemes are iterative and have the potential to oscillate about local extrema. One
way to address the performance issues is through domain-based MD, which however
retains the limitation common to all iterative search schemes.
105
The second observation motivating this work is biological. It has long been
known [32] that a large variety of protein domains undergo two complementary kinds
of motion: shearing across a plane, and hinge bending about a single axis. Whereas a
variety of approaches have sought to characterize hinges in proteins, starting either
from two conformations [121, 94] or a single one [24, 46], shearing motion, either
by virtue of its complex nature, or its relatively low effect on overall conformational
change, remains not as well understood. A recent paper [14] outlines the major fac-
tors governing shearing motion—the existence of a continuously-maintained interface;
the presence of packing constraints—but concludes that it is still difficult to predict
whether, and to what degree, a given protein in a single conformation undergoes
shear. Current MD- and GNM-based flexible fitting approaches are capable of ac-
counting for shearing motions in proteins, but at the expense of significantly altering
the conformations of the domains participating in shear; these alterations make it
difficult to isolate that portion of domain motion explained wholly by shearing across
a plane.
Our hierarchical polar Fourier flexible fitting (PF3fit) approach takes steps to-
wards addressing the above drawbacks. It combines a backbone flexibility model with
a non-uniform rotational Fourier-based search scheme [5, 12]. The flexibility model
assumes that backbone flexibility in proteins is governed by shear and hinge bending
motions, that these motions are mutually exclusive, and that the ranges of motions
in shear are small relative to those of hinge bending; using these assumptions, we ex-
plicitly parametrize shear and hinge bending motions to discover if an improvement
in the flexible fit of the protein with the density map can be found. The rotational
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Fourier-based search scheme is capable of (Bajaj et. al [5]) searching over arbitrary
subsets of the space SE(3) of rigid-body motions; we use this property to flexibly fit
each domain of P under its range of motion.
PF3fit requires a hierarchical domain decomposition of the input protein.
Domains can be detected from crystal structures using techniques based on elastic-
network [38] or Gaussian network [50] normal mode analysis, graph-theory and the
pebble game [41], dynamic programming [1], or a combination of two or more of the
above methods [46]. Most of these techniques include a sensitivity parameter that
controls the size of the detected domains; for instance, the works in Abyzov et. al [1]
and Jacobs et. al [41] respectively define a distance difference cutoff and a flexibility
threshold. This parameter can be varied to obtain a composite picture of the mo-
tion of the protein at several different motion scales. In this work, we present HDD,
an alternative to existing domain decomposition techniques that uses an analogous
sensitivity parameter to come up with not just a single domain decomposition but
a hierarchy of decompositions, each progressively reflecting smaller scales of motion.
HDD detects domains from an initial rigid-body fit into the density map. We empha-
size that PF3fit is largely independent of HDD, and is general enough to be used
with most other domain decomposition techniques.
Our primary goal in this work is to show that, given an input crystal structure
P and density map M, our methods can be used to infer, via flexible fitting to
M, the degree of shear and hinge bending that each domain in P undergoes. Our
secondary goal is to show that our scoring functions, accounting as they do for steric
clashes, provide a basic pairwise energetic model that resolves a large percentage of
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stereochemical errors, mitigating the need for a final energy minimization. At the
very least, PF3fit can be used as a plausible alternative to existing pre-MD or pre-
ENM search phases that involve finding the best fit of each domain in P (See, for
instance, [107]). In certain cases, we also show that PF3fit performs nearly as well as
rival all-atomistic techniques while surveying a smaller but more meaningful search
space.
5.2 Overview of methods
Our flexible fitting algorithm (PF3fit) makes use of several well-known prop-
erties of proteins, and comprises five stages.
We establish some notation. Let the inputs to the fitting algorithm be a crystal
structure and a density map. Throughout, P refers to the set of atoms that belong to
the crystal structure, while M : R3 7→ R is the scalar-valued function corresponding
to the density map. Further, MP : R3 7→ R is a scalar-valued representation of P .
1. Rigid-body fitting. The first stage is rigid-body fitting [5], where a rigid-body
score S(P ,M) is maximized under rigid-body transformations of P(Section 5.3).
2. Flexibility model and search. Our protein flexibility model/search scheme
consists of the following broad steps (Section 5.4).
• Hierarchical Domain Decomposition. We introduce HDD (Section 5.5),
a technique to decompose P into a hierarchy HD = {DD1, . . .DDn} of do-
main decompositions DDi based on the geometric properties of P as well
as a score S(P ,M).
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• Motion assignment and sampling. At each stage in the hierarchy,
we make use of a pairwise shear/hinge bending based flexibility model to
assign motions to domains, generating motion samples of each domain on
the basis of these assignments (Section 5.5.2).
• Flexible search. We maximize a correlation-amenable score for each pair
of domains at each step in the hierarchy, thereby bringing about flexible
fitting (Section 5.7).
• Biased molecular dynamics. As a final, optional step, we use a biased
molecular dynamics step that includes a term S(P ,M) that accounts for
the score between P andM. We emphasize that the MD-based step is not
the thrust of this work, and, as we shall show, it plays a relatively minor
role in improving the flexible fit.
5.3 Scoring
PF3fit uses two different kinds of scoring functions to effect a flexible fit of the
crystal structure into the density map. The first kind are the fitting functions, which
measure the goodness of fit of the atoms of P in M; we denote each of these scores
Sscorefit , where the superscript is replaced by the name of the measure used. The second
kind are interaction functions Sscoreinter , which measure the degree to which a domain of
P intrudes into another.
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Name Brief description
GA Gauss C Gaussian represents P
SC Scattering potential C Scattering potential represents P [12]
NUExtnon-uniform exterior penalty C Non-uniform-grid based version of ETR [12]
PP Pocket penalty C Penalizes pocket-target overlaps [12]
ETR External-total ratio Num. atoms outside chosen isocontour of M [74]
MIS Mutual information Information shared by P and M [93, 109]
SSS Skeleton-secondary structure Correlates skeletal features on M with secondary structures on P [12]
Table 5.1: Scoring functions implemented in PF3fit. The boldface letter C signifies
that the scoring function is an FFT-amenable correlation, and the trailing letter ‘S’
on the MIS and the SSS stand for ‘score’. We do not include a citation for the GA
score as its use is widespread. The SC, NUExt, PP, and SS scores have been described
in a recent paper on scoring functions and rigid-body fitting by the authors.
5.3.1 Scoring functions for fitting
In Bettadapura et. al [12], we introduce several new scoring functions for den-
sity map fitting; we describe these as well as some other well-known scoring functions,
all of which are available in PF3fit, briefly below. See also Table 5.1.
FFT-amenable scoring functions. All FFT-amenable scoring functions




A(Rx + t)B(x)dx, (5.1)
where A and B are scalar-valued functions derived from P andM respectively,
and (R, t) ∈ SE(3) is a rigid-body transformation. For the functions we introduce
in Bettadapura et. al [12], A are B comprise two components, the target score target,
derived from the volumes occupied by P andM, and the complementary score comp,
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derived from the volumes complementary to P andM respectively. The target score
is given by one of the Gaussian, scattering potential, or non-uniform exterior penalty
scores; the complementary score is given by the pocket penalty.
The target scores.
1. Gaussian. In the Gaussian score,

















is the Gaussian centered at atom center i. Btarget is justM or a suitably filtered
version of it.
2. Scattering potential. In the scattering potential score,
























is the scattering potential due to atom i. Btarget is justM or a suitably filtered
version of it.
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3. Non-uniform exterior penalty. Let Ps be a chosen subset of atoms of P ,
and let Xs be the union of spheres of the atoms of Ps. Then, in the non-uniform
exterior penalty,
Atarget(x) := Anu(x) =
{
1, x ∈ Xs
0, otherwise.
(5.6)
Similarly, let m ∈ R be a chosen scalar intensity value. Then





4. The complementary score. Pocket Penalty. Let VP be the volume occupied
by the Gaussian molecular surface of P , and VM ⊂ R3 is the volume occupied
by a suitably chosen isosurface of M. The complementary volume V P ⊂ R3 =
conv(VP)− VP , and similarly for VM. Smooth, scalar-valued representations of
V P and VM can be extracted from, respectively, the molecular surface of P and
a suitable isosurface of M [127]. Then, in the pocket penalty,
Acomp(x) :=
{√
−1, x ∈ V P
0, otherwise.
(5.8)
Bcomp(x) := −Acomp(x) (5.9)
Non-FFT-amenable scoring functions. We also use a number of scoring
functions whose general form does not make them amenable to an Fourier-based
speedup.
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5. External-total Ratio(ETR). The ETR is a ratio of the total number of atoms
of P outside a chosen isocontour ofM to the total number of atoms in P . Lower
ETR scores correspond to better fits.
6. Mutual Information Score(MIS). For a pair of scalar-valued functions A












where p(x) and p(y) are the percentage of voxels in B and A that take on
intensities equal to x and y respectively and p(x, y) is the percentage of voxels
in B with intensity x that are aligned with voxels in A with intensity y. Since
the range of intensities in a density map is typically very high, a binning scheme
with about 20 bins is used. Higher mutual scores correspond to better fits. The
MIS measures the amount of information that one random variable contains
about another [93]. Additionally, it is seen, in Vasishtan and Topf [109], to
possess two features that make it attractive as an alternative scoring function
for cryoEM fitting: a) It correlates with the Gaussian-based cross-correlation
score in Equation 5.1 and b) correlates well with the RMSD in experiments
involving synthetic density maps. It is thus an independent measure of the
goodness of fit.
7. Skeleton-secondary structure score(SSS). Let HM and HP respectively
be the set of helices detected from M and P . Each helix consists of an axis
r, with ‖r‖`2 = 1, and a mid point p. Let hMi be a helix in HM, and let hPj
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be a helix in HP . Let d(., .)be the Euclidean distance function, 〈., .〉 be the dot
product, and w1 ∈ R−, w2 ∈ R+ be respectively negative and positive weights.
Then the per-helix score and the secondary structural score are respectively











where w1 = −1, w2 = 1. The theoretical range of the per-helix score SSShPj is
(−∞, 1].
5.3.2 Scoring functions for steric clashes
To measure the intrusion of the atoms of a moving domain of P with respect
to a stationary domain, we use the following non-uniform-grid-based steric clash func-
tion. Let Ps ⊂ P be a domain. Define the ith layer Li, ∀i ≥ 0 of Ps as the set of






−1, x ∈ Li, ∀i ≥ 0
0, otherwise.
(5.13)
represent Ps. Then maximizing the real part of Equation 5.1, where A =
Amovingsteric represents the moving domain Pmoving, and B = Astatsteric represents the sta-
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tionary domain Pstat, penalizes steric clashes between Pmoving and Pstat. In particular,






is 0, while the minimum value is proportional to −M × N , where M and N
are the number of atoms in the stationary and moving domains.
5.3.3 Total score
The total scoring function is a weighted sum of each of the scoring functions
Stot(A,B) = wfitSfit(A,B) + winterSinter(A,B), (5.15)
where Sfit is one of the scoring functions for fitting in Section 5.3.1, and Sinter
is the clash score in Equation 5.15. Maximizing the real part of this scoring function
yields an optimal fit.
5.3.4 Choice of scoring functions
In Bettadapura et. al [12], we provide compelling evidence that the scattering
potential results in better quality fits than the Gaussian. We thus use the scattering
potential score for real density map fitting, and, to provide a fair comparison with
other works, we use the Gaussian blur score for synthetic density map fitting. Further,
we set wfit = 1, while we discuss the appropriate value of winter in Section 5.9.2.
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5.4 Flexibility model and search
We introduce a hierarchical domain-based flexibility model that is based on
assigning motions to domains of P . Let a domain Di be a set of secondary structural
elements together with a set of connectors that lead from Di to any adjacent domain
Dj; the set of connectors may have one or more members. Let a domain decomposition
DD = {D1 . . . DnD} of P be a collection of domains. We require that domains Di and
Dj for any i, j be disjoint, and that
⋃
j Dj = P . A hierarchical domain decomposition
HD = DD1 . . .DDnDD is a collection of domain decompositions such that each domain
in DDi belongs either wholly or partially to some domain in DDi−1.
There are three broad steps comprising the flexibility model and search scheme
in PF3fit.
1. Hierarchical domain decomposition and pairwise motion assignment.
The input is the protein P and the density mapM, and the output is a hierarchi-
cal domain decomposition HD along with pairwise domain motion assignments
at each hierarchical level (Section 5.5).
2. Flexibility tree. The input is the hierarchical domain decomposition HD and
the density map M,, and the output is the flexibility tree F (Section 5.6).
3. Flexibility tree traversal/search. The input is the flexibility tree F and the
density mapM, and the output is the protein P flexibly fit toM (Section 5.7).
There are also a set of parameters implicit to each step that are controllable
by the user. We discuss these parameters, as well as each of the above steps in turn,
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in the sections to follow.
5.5 Hierarchical domain decomposition and pairwise motion
assignment
(A) (B)
Figure 5.1: Schematic of hierarchical motion domain decomposition and assignment
at the secondary structural level. (A) Secondary structural level. (B) Motion graph,
secondary structural level. The dot-dash line connects a pair of domains undergoing
relative motion. The angular and rectangular glyphs denote hinge bending and shear
respectively.
Hierarchical Domain Decomposition (HDD) detects domains in a crystal struc-
ture based on an initial rigid-body fit into the density map. The process of domain
detection involves three stages. See also Figures 5.1, 5.2, and 5.4.
1. Detection of secondary structural elements(SSEs). Secondary structural
elements SS = {Sj} are assigned to P using the publicly available software
Stride [29]. The set SS is allowed to contain helices (either α or 310) and β
sheets only, i.e., we cluster adjacent β strands into a single β sheet.
Let Si be associated with layer Lj (See Section 5.3.2) if one of its backbone
atoms belongs to Lj. Denote Li as the set of layers with which the SSE Si
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(A) (B)
Figure 5.2: Schematic of hierarchical motion domain decomposition and assignment
at the penultimate level i = 2. (A) Penultimate level. Solid lines indicate contain-
ment; for instance, S1 is contained in D20. Dotted lines indicate partial containment;
S2 is distributed between the disjoint domains D21 and D2m−1. In practice, partial
containment is rarely encountered. (B) Penultimate level, motion graph. See also
Figure 5.1.
is associated. An SSE Siis uni-layer if its associated Li has size equal to one;
otherwise, it is multi-layer.
2. Segmental SSE Subdivision. Long/broad SSEs Sj ∈ SS are replaced by
m segmental SSEs Sj1, Sj2 . . . Sjm using a layered subdivision technique (Sec-
tion 5.5.1).
3. Motion assignment. Motions are assigned between each segmental SSE as
well as normal SSEs using the pairwise motion assignment procedure, resulting
in a motion graph that corresponds to SS. The process of motion assignment
is shared by SSEs as well as domains (Section 5.5.2).
4. Hierarchical motion graph creation. With a cluster criterion, the elements
of SS are clustered into a set DD of domains {Di}. Between each pair of
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domains, a motion is assigned using the pairwise domain motion assignment
procedure. Varying the cluster criterion then results in a set HD of domain de-
compositions {DDj}, i.e., results in a hierarchical domain decomposition (Sec-
tion 5.5.3). The user has control over this stage of the algorithm, i.e., the user
is able to choose the discrete cluster criteria at which he desires a domain de-
composition. See Section 5.9.1.
We discuss items 2, 3 and 4 in further detail below.
5.5.1 Segmental SSE subdivision
The input to this stage of the algorithm is a helix length threshold lH as well
as a beta sheet length lS and width wS threshold, each expressed in Å. If either a
helix or a beta sheet Sj belonging to SS is a multi-layer SSE, it is subdivided into
|Lj| single-layer SSEs, after which the following single-layer subdivision is carried out.
2.1 Helix subdivision. Let the length of a helix Hj ∈ SS be lj. If lj > lH, Hj
is replaced by m segmental helices Hj1 . . .Hjm such that the length of the first
m−1 helices is lH and the sum of the lengths of the m helices equals the length
of the original helix.
2.2 β-sheet subdivision. Assume that a β sheet Sj ∈ SS is an open surface
with four extreme points. Let the length and width of the smallest rectangle
enclosing these four points be lj and wj respectively. Then, in a procedure
identical to helix subdivision, Sj is replaced by m segmental sheets Sj1 . . .Sjm
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in the length (respectively width) direction if lj (respectively wj) is greater than
lS (respectively wS).
5.5.2 Motion assignment to domains
To assign motion to domains/SSEs, we begin with the findings in Gerstein
et.al [32] and Gerstein and Krebs [31], in which the authors conclude that, for a vast
spectrum of proteins, conformational change is brought about by two kinds of domain
motion: shear and hinge bending [31].
Shear (Figure 5.3) is lateral motion between a pair of domain interfaces. Shear-
based conformational change occurs when several domains simultaneously undergo
small ranges (< 2Å) of lateral motion relative to each other, and is indicated whenever
there is a continuously maintained inter-domain interface comprising buried side-
chain atoms. Hydrogen bonding and electrostatic interactions at the interface cause
incremental changes to several backbone torsional angles, leading to relative motion
along the plane of shear.
Hinge bending, the counterpart of shear, occurs when a few domains undergo
large ranges of motion. It occurs when there are few or no packing constraints, and
when inter-domain distances are typically higher. The mechanism underlying hinge
bending is similar to that of shear, i.e., the variation of backbone torsion angles.
However, it has been empirically observed that fewer torsional angles participate in
hinge bending motions, and that these torsional angles vary by large amounts. Hinge
bending also results in the variation of side chain angles by small amounts.
We describe shear and hinge bending by a pairwise parametrization of motions.
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Motion assignment consists of two stages. The first, or detection stage, takes as input
a pair of domains and a desired motion, and produces as output a True/False value
that indicates whether or not the desired motion occurs between the input domains.
If the first stage returns True, the second, or parametrization stage, takes the pair
of domains, the desired motion, and a sampling parameter as input, and returns as
output a set of samples of the second domain relative to the first under the desired
motion. Both the first and second stages are specific to the kind of motion. We set
them down in Algorithms ShearDetect, ShearParam, HingeDetect, and HingeParam.
Let D1 and D2 be a pair of domains at any level in the hierarchy, and let
MS1 and MS2 be triangulations representing the molecular surfaces of D1 and D2
respectively. Let an atom on D1 (resp. D2) be an interface atom of D1 if it is within
a certain distance, termed the interface width, from any atom in D2. Further, let the
interface area between D1 and D2 be the sum of the areas of the triangles in MS1
and MS2 whose vertices are separated by at most the interface width (We discuss the
choice of the interface with in Section 5.9.1).
Algorithm ShearDetect. We detect shear between D1 and D2 if one of the
interface criteria 1 and 2 is met.
1. Interface size. If the number of interface atoms shared between D1 and D2 is
greater than a certain percentage, termed the threshold interface ratio, of the
total number of side-chain atoms on both D1 and D2. (See )
2. Interface area. If the area of the interface between D1 and D2 is greater than a
certain percentage, termed the threshold interface area ratio, of the total surface
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area of the molecular surfaces defined by D1 and D2.
Additionally, if the domains D1 and D2 are secondary structures, we also
require that they satisfy the following packing criterion.
1. Packing criterion. If D1 (respectively D2) shares an interface with a domain
other than D2 (respectively D1). i.e., the number of interface atoms between
D1 (respectively D2) and any Di for i not equal to 1 (respectively 2) is greater
than the threshold interface ratio.
Algorithm ShearParam. We describe a shearing motion of D2 relative to
D1 by a triple (t1, t2,n), where t1 and t2 are vectors in the plane of shear, and n is
the normal to that plane. Let c1 and c2 be the centroid of the shared interfaces on
D1 and D2 respectively. The normal n is the line joining the centroids c1 − c2, and
t1 and t2 are computed by assuming that c2 lies in the plane of shear.
Algorithm HingeDetect. We detect hinge bending between D1 and D2 if
one of the following criteria are met.
1. Interface size. If the number of interface atoms between D1 and D2 is zero for
any interface width below the interface width cutoff (see Section 5.9).
2. Connector length. If the size of the longest connector between D1 and D2
is greater than six residues, or if an unpaired domain between D1 and D2 is




Figure 5.3: (A) Schematic of shearing motion between the interfaces of domains D1
and D2. Shear occurs in the plane of shear P. The normal to this plane, n, is the
vector between the centroids of either of domain interfaces.Two vectors t1 and t2 in
the plane can also be used to parametrize P . (B) Schematic of hinge bending motion
between the interfaces of domains D1 and D2. A hinge bending motion is specified
by a triple (h,p, s), where h is the hinge point, and p and s are the primary and
secondary bending axes.
Additionally, if D1 and D2 are segmental SSEs belonging to the same parent
SSE, then hinge bending motions are assigned between them. No shearing motions
are assigned between segmental SSEs.
Algorithm HingeParam. Hinge bending motions are parametrized by a
triple (h,p, s), where h is the hinge point and p and s are the primary and secondary
bending axes about which rotation occurs. Let the centroids of the domains be c1 and
c2, and the centroid of the connector joining the two domains be c12. Then the hinge
point h := c12, the primary hinge bending axis p is the normal to the plane containing
c1, c2, and c12, and the secondary hinge bending axis is the vector s = c1 − c21.
1All rotation vectors are normalized to have length = 1.
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5.5.3 Hierarchical motion graph creation
(A) (B)
Figure 5.4: Schematic of hierarchical motion domain decomposition and assignment at
all levels, and resulting flexibility tree. (A) Hierarchical domain decomposition/motion
graph of entire protein. (B) Flexibility tree. See also Figure 5.1 and 5.2.
1. Rigid-body fitting. Our rigid-body search algorithm is based on exhaustively
sampling a chosen subset of SE(3), the space of rigid-body motions. In a previ-
ous work [12], we show how our non-uniform search and scoring functions can
be combined into a rigid-body fitting tool that is fast, resolution-robust, and
accurate. The scoring functions have been explained in Section 5.3; we explain
our rigid-body search scheme in Sections 5.7.1, 5.7.2, as it is also part of our
flexible search scheme.
2. Measuring local fit of each secondary structure. For a given scoring
function S (see Section 5.3) , HDD collects all the secondary structures that
score poorly with respect to S, forming n clusters of secondary structures
124
D1, D2 . . . Dn. The scoring function used here is typically the ETR, which re-
turns a list of all the secondary structures with atoms excluded outside a given
isocontour of M. This step is skipped if the ETR is zero for all secondary
structures in the protein. See also Section 5.9.1.
3. Clustering secondary structures. An interface ratio and area threshold is
set (See Section 5.9.1 for a discussion of how to set these parameters). To each
cluster Di, a candidate secondary structure is added if it satisfies the shear
criterion in Algorithm ShearParam, i.e., if it shares an interface with any of
the secondary structural members of Di. The process is repeated for all Di,
i ∈ 1 . . . n until no more secondary structures can be added to any of the
clusters. Each cluster is now a domain; all unassigned secondary structures are
also designated as domains.
To form the hierarchy, the process above is repeated with a higher interface
ratio and area threshold, resulting in a larger number of domains. As the interface
ratio threshold approaches one, the number of domains approaches the number of
secondary structures. The secondary structures are the lowest level in the hierarchy.
Note that in the hierarchy we form, a domain D ∈ DDi at any level i is
not necessarily a strict subset of a single domain at the previous level i − 1, and in
fact may be distributed among several different, necessarily disjoint domains at i− 1
(Figure 5.2). However, we have yet to encounter this partial containment (Section 5.9)
in practice, i.e., each domain at level i is usually a strict subset of a single domain at
level i− 1.
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Motion graph. Given a domain decomposition DD at any level in the hi-
erarchy, we construct the graph of possible motions, or motion graph, of P under
rigid-body motions of Di ∈ DD. Let Di, Dj be two domains between which either
shear or hinge bending motions are assigned. Then the set of linkers between Di and
Dj forms a flexor Fij. The motion graph MG = (Di, Fij), i, j ∈ {1 . . . n} is the the
set of vertices Di and the set of edges Fij. Each flexor Fij is associated with the type
of motion that Di and Dj undergo relative to each other. The process is repeated for
all hierarchical levels to produce the hierarchical motion graph. See also Figures 5.1,
5.2, and 5.4.
5.6 Flexibility tree
The motion graph associated with each DDi ∈ HD enumerates the space of
motions available to the protein, but this space is too vast to sample exhaustively,
and in any case consists of relative orientations of DDi that score poorly with respect
to either Sfit or Sinter (Section 5.3). In order to flexibly fit P to M, we reduce the
motion graph specified by HD to a tree F that we term the flexibility tree. See also
Figure 5.4.
In the following algorithms, the letter i indexes the distance from level 0, i.e.,
the level, and the letter j indexes the node at a given level i.
Let the number of levels in HD be nHD+ 1, with the zeroth level denoting the
entire protein. We begin at the first level DD1 of the hierarchy specified by HD. The
score S(Di,M) of each domain Di in DD1 with respect toM is computed. The most
poorly scoring domain Dj is chosen as the left node of F1, while each of the other
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domains in DD1 are collapsed into a single domain, the right node of F1.
For levels 2− nHD − 1, we use the following scheme to populate F .
Single-child tree. In this scheme, each node at level 1 ≤ i ≤ nHD−1 has
exactly one child. The most ill-fitting domain at each hierarchical level of HD is
chosen as the child of the left node, whereas the rest of the protein is collapsed into a
single domain, chosen as the right node. Note that the number of nodes at any level
i is exactly 2, i.e., 0 ≤ j ≤ 1.
Finally, for the secondary structural level nHD, we group all secondary struc-
tures belonging to a particular domain at level nHD− 1 into pairs, between which we
then assign motions using the scheme in Section 5.5.2. If there are an odd number
of secondary structures in any domain, we choose that secondary structure that has
the highest packing constraint (See Section 5.5.2) as stationary. Note that, if the sec-
ondary structural level is not chosen by the user for motion, then F is a single-child
binary tree.
5.7 Flexibility tree traversal/search
At each level i, we search recursively over the space of relative rigid-body
motions of Fi,j, thus flexibly fitting the protein P into the density map M. Define
the local score of a node of the flexibility tree Fi,j as
Slocal = Stot(Ai,j, B) (5.16)
where Ai,j is the representation of Fi,j, B is the representation ofM, and Stot
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is given by Equation 5.15. Define also the global score
Sglobal = Stot(Ac, B) (5.17)
where Ac is the representation of the current conformation of the crystal struc-






where Ai,j is a representation of any node j at the ith hierarchical level.
For each level i in the tree F , we perform the following operations.
1. Motion assignment. The motions Ti ∈ SE(3) of Fi,j relative to Fi,k are
computed using the pairwise criterion in Section 5.5.2. Here j and k are left
and right nodes.
2. Rigid-body search, left node. The position of Fi,j relative to Fi,k that maxi-
mizes Equation 5.16 is then found using the either the hinge bending or the shear
search algorithms (Section 5.7.1, 5.7.2), depending on the motion assigned.
3. Rigid-body search, right node. Step 2 is repeated with the roles of j and k
interchanged.
4. Rigid-body search, repeat. Steps 2 and 3 are repeated nrepeat times.
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For levels i ≥ 1, the following local search procedure is adopted: the space of
motions available to any child of Fi is restricted to the volume occupied by Fi. Our
technique to compute correlations on arbitrary subsets of of SE(3) = R3× SO(3) [5,
12], makes this local search procedure efficient and practical; note that by contrast a
standard Fourier-based search scheme is not capable of such local refinement.
5.7.1 Search over hinge bending motions
A hinge bending motion is a special case of a pure rotational motion. Let
(h,p, s) specify the hinge bending motion, and let θ and ψ be the angle p makes
with the positive z-axis in the y-z plane and x-z planes respectively, and φ the angle
s makes with the positive y-axis in the x-y plane. Let R = Rz(φ)Rx(θ)Ry(ψ), where
Rx, Ry, and Rz denote rotations about the x-, y-, and z-axes respectively. Then the
rigid-body transformation
T = [ R Rh]
translates the hinge-point h to the origin, and aligns the primary and secondary axes
p, s with the z- and y- axes respectively. Following this transformation, hinge bending
motions about p and s can be expressed as the z-y-z Euler angle triple (α, β, γ), where
β is a rotation about the secondary axis and α, γ are rotations about the primary
axis. A search over hinge bending motions thus entails a search over the Euler angular
parameters α, β and γ. In a previous work [5] , we explain how to conduct a fast search
over a chosen set of samples from the space of rotations SO(3). We briefly recount
that scheme below.
Our search scheme is based on a framework in which scalar-valued functions A :
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R3 7→ C are expressed in terms of basis coefficients â ∈ C where the bases are either
pure spherical or mixed radial/spherical eigenfunctions.2 The mixed representation is
computed, for instance, as follows. Let u = (θ, φ), θ ∈ [0, π], φ ∈ [0, 2π], and r ∈ R+.













where R`k(r) and Y
m
` (u) are the radial and spherical basis functions respec-
tively, and L is a finite expansion degree. Following Ritchie et.al [84], we choose
generalized Laguerre-polynomial-scaled Gaussians for R`k(r), whereas Y
m
` (u) are the
spherical harmonic functions.
The coefficients âklm represent the original function A in the new basis. Given
the representations âklm and b̂klm for two scalar-valued functions A and B, the cor-














where the Wigner-D functions Dm,m
′
` are a basis for functions in L
2(SO(3)).
2The choice of the basis function depends on the application. For pure rotational fitting, we prefer
to use pure spherical bases, whereas the mixed bases are more appropriate for exhaustive rigid-body
motions. See Bajaj et. al [5] for a detailed consideration of basis functions.
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In Bajaj et. al and Bettadapura et. al [5, 12], we introduce a technique to
compute Equation 5.20 in O(L4 +Nrot) steps, where Nrot is the number of rotations
of B.
5.7.2 Search over shearing motions
A shearing motion can be expressed by three parameters. Two of these, c1
and c2, describe translations along the in-plane axes t1 and t2, and the last describes
a rotation θ about the normal axis n = [nx, ny, nz]
T passing through the point c.
Together, these three parameters specify the rigid-body motion (R, t) ∈ SE(3). Let
R̂ =
 0 −nz nynz 0 −nx
−ny nx 0

be the antisymmetric hat operator for rotation about an axis [11].
R = I + R̂ sin θ + R̂2(1− cos θ), (5.21)
and
t = c1t1 + c2t2 + c−Rc, (5.22)
where I is the identity matrix. A set of samples describing rigid-body motion
along a plane is thus a subset of SE(3). In a previous work [5] , we explain how to
conduct a fast search over a chosen set of samples from SE(3). We briefly recount
that scheme below.
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Given the representations âklm and b̂klm (Equation 5.19) for two scalar-valued
functions A and B, the correlation between A and B under a rigid-body transforma-






















k`,k′`′(z) are the translation matrix entries for the basis functions in
Equation 5.19 [22, 82], and (RA,RB, z) expresses (R, t) as a single translation about
the z-axis and a set of rotations about the z- and y-axes.
In Bajaj et. al and Bettadapura et. al [5, 12], we introduce a technique to
compute Equation 5.20 in O((L6+L4NRB+NRBNRA)T ) steps, where T is the number
of z-axis translations.
5.7.3 Biased all-atomistic molecular dynamics
After the initial domain-based flexible search, we conduct an additional biased
molecular dynamics search to improve the flexible fit. This fitting tool is implemented
in GROMACS and uses the CHARMM27 [60] force field in vacuo at a temperature
of 300K and a pressure of 1 atm, maintained using a Langevin thermostat. Following
several recent works (see the introduction for a summary), the biasing function is
additive and is proportional to unity minus the correlation between the Gaussian
blurred representation of P andM. We have also implemented an additional harmonic
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Name PDB Map
Hemagglutinin 1IBN, 1IBO [37] –
Adenylate kinase 1AKE [68], 4AKE [67] –
Guanylate kinase 1EX6, 1EX7 [18]
Ribose binding protein 1URP [17], 2DRI [16]
GroEL 1OEL [19], 1WE3 [95] EMD 5001 [58]
Citrate synthase 1CTS, 2CTS [81]
Hexokinase 1HKG [98], 2YHX [3]
Aspartyl-T-RNA-Synthetase 1EQR [80], 1C0A [23]
SIV 3DNO [56] EMD 5020 [56]
Table 5.2: Datasets used in this study.
term to restrain backbone torsions φ and ψ; following Trabuco et. al[108], the spring
constant is set to 200 kcal mol−1rad−2, thus maintaining the identity of secondary
structural elements.
5.8 Validation
We choose a standard technique to validate PF3fit. Let a protein P available
in two different conformations P1 and P2. We generate a synthetic density map M2
from P2 at a chosen resolution R that varies between 5 and 15 Å. We then flexibly
fit P1 toM2 and measure the final RMSD between the flexibly fit version of P1 and
P2. See Table 5.2 for the list of chosen datasets.
We note that all the results in the following section are obtained with the
following parameters.
• Steric clash. The steric clash score is used, i.e. winter > 0. We discuss the role
of this score and the value of winter in Section 5.9.2.
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• SSE subdivision. We do not subdivide SSEs, i.e, lH and lS are both set to
infinity (Section 5.5.1).
• Number of repetitions. The number of repetitions nrepeat (Section 5.6) is set
to 0.
5.9 Results and discussion
(A) (B) (C)
Figure 5.5: Fitting the pH 5 structure of Hemagglutinin (1IBN) into a 5 Å synthetic
density map of the pH 7 (1IBO) structure. (A) Initial rigid-body fit. The domains
detected by HDD are colored red and green. The initial Cα RMSD is 4.23 Å and the
initial correlation coefficient with respect to the Gauss CCS is 0.62. Hinge bending
motions are assigned between the domains; the primary hinge axis points out of the
plane of the page, and the secondary hinge axis points right to left. (B) Conformation
obtained after search over hinge bending motions. Rotations about the primary and
secondary axes are respectively 2◦ and 45◦. The final correlation coefficient is 0.88.
(C) Final fit structure superimposed on 1IBO. The final Cα RMSD is 2.5 Å.
Hemagglutinin. Hemagglutinin is a small protein available in the pH-7 (1IBO)
and ph-5 (1IBN) conformations. At an interface width of 6.5 Å, the ratio of the number
of shared interface atoms to total atoms on the domains is 0.4, i.e., 40% of the atoms
in Hemagglutinin occur at the interface. However, since both domains are secondary
structural elements, and since there are no packing considerations (See Algorithm
ShearDetect and Figure 5.7 (A)), hinge bending motions are assigned, yielding the
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flexible fit in Figure 5.5. Note that since the 310 helix in the pH 5 conformation doesn’t
exist in the pH 7 conformation, no significant improvement in RMSD is obtained by
subjecting the result in Figure 5.5 (C) to all-atomistic molecular dynamics-based
flexible fitting.
(A) (B) (C) (D)
Figure 5.6: Fitting the closed structure (1EX7) of Guanylate kinase into a 8Å synthetic
density map of its open structure (1EX6). (A) Initial rigid-body fit. The domains
detected by HDD are colored red and green. The initial Cα RMSD is 4.76 Å , and the
initial correlation coefficient with respect to the Gauss CCS is 0.72. Hinge bending
motions are assigned between the domains; the primary hinge axis points out of
the plane of the page, and the secondary hinge axis points right to left. (B) (B)
Conformation obtained after search over hinge bending motions. Rotations about the
primary and secondary axes are respectively 33◦ and 37◦. The correlation coefficient
is 0.93, and the Cα RMSD is 1.43 Å. (C) All-atomistic molecular dynamical flexible
fitting with GROMACS, using the structure in B. The final correlation coefficient is
0.99. (D) The final fit structure superimposed on 1EX6. The final Cα RMSD is 0.7
Å.
Guanylate kinase. For Guanylate Kinase, the two domains detected by HDD
do not share a significant interface (the interface ratio = 0.1 at an interface width =
6.5 Å); the domains are thus assigned hinge bending motions. The resulting flexible fit
yields a conformation that is very close to the target (Figure 5.6). MD-based flexible
fitting is further used to improve the fit; however, PF3fit captures a majority of the
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motion of this kinase (Table 5.3) in a fraction of the time required by the MD-based
flexible fitting tool.
(A) (B)
Figure 5.7: Flexibility trees for a few proteins on which PF3fit is applied. (A) Hemag-
glutinin. (B) Aspartyl-T-RNA-Synthetase. See also Figure 5.8.
(A) (B)
Figure 5.8: Flexibility trees for a few proteins on which PF3fit is applied. (A)
Adenylate-kinase. (B) Citrate synthase; the final level is the SSE level.See also Fig-
ure 5.7.
Ribose-binding protein. The two domains detected from 1URP, one of the
open forms of the ribose binding protein, share a small interface (interface ratio =
0.06 at interface width = 6.5 Å), and hinge bending motions are thus assigned. In
addition, the initial rigid-body fit places each of the domains poorly into the density
map (ETR > 0.1 for both domains), and thus the same hinge axes and hinge point
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Name Init./1/2/3/MD∗ % PF3fit/% MD† th/t
‡
m
Hemagglutinin 4.23/2.5H/− /− /2.3 90/10 40/−
Guanylate kinase 4.76/1.43H/− /− /0.7 82/18 35/200
Ribose binding protein 4.5/2.7H/− /− /1.16 54/46 45/600
Aspartyl-T-RNA-Synthetase 1.99/1.4S/1.2S/1.1H/− 100/− 600/−
Hexokinase 2.8/1.9S/− /− /− 100/− 300/−
Adenylate kinase 7.8/4.3H/3.3H/− /0.4 61/39 20/600
Citrate synthase 3.0/2.5H/1.9S/− /0.6 42/58 230/1100
GroEL 17/3.8H/3.3S/2.9S/0.9 87.5/12.5 400/2500
Table 5.3: Report of motions involved in flexible fitting each protein available in two
conformations to its density map. ∗: Cα RMSD. Init. = Initial. 1/2/3 = RMSD at
first /second/third level in the hierarchy using PF3fit. MD = RMSD after MD-based
fitting. The superscripts in this column stand for hinge (H) or shear (S) respectively.
†: Percentage of overall motion captured. ‡: Time taken in seconds as measured on
a single-threaded dual-core Macbook Pro with 8 GB main memory and a processor
speed of 2.16 GhZ. th = Time taken by PF
3fit. tm = Time taken by MD.
are used to move both domains. The resulting flexible fit captures a great deal of
the overall motion of the protein(Table 5.3), and the MD-based flexible fitting tool
improves the RMSD to 1.16 Å.
Aspartase RNA-Synthetase. HDD detects two spatially distinct domains
in the unbound structure of Aspartase RNA-Synthetase at the first hierarchical level,
three at the second, and four at the third hierarchical level (Figure 5.10, Figure 5.7
(B)). The two domains (yellow and red) at the first level share an interface ratio of
0.18 with each other, and the two at the second level share an interface ratio of 0.11.
Like in the above discussions, hinge bending motions are assigned between each of the
domains at both levels 1 and 2. However, the search over hinge bending motions yields
a conformation, in the case of each of the moving domains, that does not significantly
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(A) (B) (C) (D)
Figure 5.9: Fitting 1URP into a 15 Å simulated density map of 2DRI. (A) Initial
rigid-body fit. Domains detected by HDD are colored red and green respectively. The
initial Cα RMSD is 4.5 Å, and the initial correlation with respect to the Gauss-
CCS is 0.85. Hinge bending motions are assigned between the domains; the primary
hinge axis points out of the plane of the page, and the secondary hinge axis points
right to left. (B) Conformation obtained after search over hinge bending motions.
Rotations about the primary and secondary axes are respectively 98◦ and 20◦ for the
red domain, and 70 and 13◦ for the green domain. The correlation coefficient is 0.92.
The Cα RMSD is 2.7 Å. (C) All-atomistic molecular dynamical flexible fitting with
GROMACS, using the structure in B. The final correlation coefficient is 0.989. (D)
Final fit structure superimposed on 2DRI. The final Cα RMSD is 1.16 Å.
improve the fit. When shearing motions are assigned instead, the correlation increases
by a larger amount (0.24 vs 0.13 in the hinge bending case), suggesting that the true
motion is closer to shear than to hinge bending. At the third level in the hierarchy,
the purple domain in Figure 5.10 is assigned hinge bending motions due to the 20
residue connector that connects it to the rest of the protein, resulting in a further
small improvement in flexible fit. We did not conduct MD-based flexible fitting on
this protein.
Hexokinase. HDD detects two domains from Hexokinase(Figure 5.11). In
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(A) (B) (C)
Figure 5.10: Fitting the unbound structure of Aspartase RNA-Synthetase (1EQRa)
to a synthetic density map of its RNA-bound conformation (1C0Aa) at 8 Å. (A)
Domains at multiple hierarchical levels. The domains at the first hierarchical level
are colored red, and yellow; the one colored green belongs to the red domain at
hierarchical level 1, and the ones colored purple and cyan belong to the red colored
domain at level 2. The initial correlation with respect to the Gauss CCS is 0.58, and
the initial C α RMSD is 1.99Å. Shearing motions are assigned between the yellow/red
and the green/red domains respectively. (B) Improvement in flexible fit after search
over shearing motions. The yellow domain moves 3.2 and 2.2 Åin the plane of the
page, with a slight rotation of 2.8◦ about the normal axis pointing out of the page.
The green domain also undergoes a shearing motion with in-plane motions of 2.8
and 3.7 Å respectively, and 5.3◦ rotation about the normal axis. (C) Hinge-bending
motions are assigned to the purple domain at hierarchical level 3, resulting in a final
RMSD of 1.1Å.
relative terms, these domains share a small interface with each other (Interface ratio
= 0.15); however, the interface area between them is high (720 Å2) due to the four
helices and two beta sheets that exist at the interface. Shearing motions are thus
assigned between the two domains, resulting in a final conformation that improves
the Cα RMSD by 0.8 Å. MD-based flexible fitting failed on this protein due to the
presence, in both conformations, of many instances of amino-butanoic acid, a residue
not parametrized by the CHARMM27 force field.
Adenylate kinase. HDD detects two domains from Adenylate kinase at the
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(A) (B) (C) (D)
Figure 5.11: Fitting 1HKG into a 7 Å simulated density map of 2YHX. (A) Initial
rigid-body fit, top view. Domains detected by HDD are colored red and green re-
spectively. The initial Cα RMSD is 2.8 Å, and the initial correlation with respect
to the Gauss-CCS is 0.72. Shearing motions are assigned between the domains; the
normal to the shearing plane points out of the plane of the page. (B) Conformation
obtained after search over shearing motions. Translations along the shearing plane
are respectively 6 and 2 Å . The correlation coefficient is 0.89. (C) Side view of fit.
(D) Fit structure superimposed on 2YHX. The Cα RMSD is 1.9 Å.
first hierarchical level, and further splits the bottom domain (Figure 5.12, 5.8(A))
into two at the second hierarchical level. Similar to the case of Guanylate kinase,
hinge bending motions are assigned at both hierarchical levels (Figure 5.8), resulting
in an overall improvement in Cα RMSD of about 4Å. MD-based flexible fitting further
lowers the RMSD to < 1Å.
Citrate synthase. HDD detects two domains from citrate synthase at the first
hierarchical level. We further choose each secondary structural element as a domain
for the second level of the hierarchy (Figure 5.8). At the first level, a clear hinge motion
is detected between the two domains, as they share no interface (Interface ratio =
0.01). At the second hierarchical level, shearing motions are assigned due both to
the high interface ratios as well as the packing density (see algorithm ShearDetect).
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(A) (B) (C) (D) (E) (F)
Figure 5.12: Fitting 4AKEa into a 10 Å simulated map of 1AKEa at multiple hier-
archical levels. (A) Initial rigid-body fit. Domains detected at level 1 by HDD are
colored red and green respectively. The initial Cα RMSD is 7.8 Å, and the initial cor-
relation with respect to the Gauss-CCS is 0.49. Hinge-bending motions are assigned
between the domains; the primary hinge axis points out of the plane of the page, and
the secondary hinge axis points right to left. (B) Conformation obtained after search
over hinge bending motions at hierarchical level 1. Rotations about the primary and
secondary axes are respectively 68 and 30 ◦. The Cα RMSD is 4.3 Å. (C) Second
hierarchical level, side view. The yellow domain, which protrudes out of the density
map, is assigned hinge bending motions. (D) Conformation obtained after search over
hinge bending motions at level 2. Rotations about the primary and secondary axes
are respectively 12 and 20 ◦. The Cα RMSD is 3.3 Å. (E) Final MD-based flexible
fit. Final Cα RMSD is 0.6Å.
The improvement in RMSD after both stages of hierarchical fitting is 1.1Å. A further
improvement of 1.4 Å is obtained with MD-based flexible fitting.
GroEL. GroEL presents a case of very large conformational change. The initial
Cα RMSD between the open and closed conformations is 17 Å, and is almost entirely
due to the hinge bending motions of a single domain. HDD detects two domains
at the first hierarchical level, and splits the bottom domain into two at the second
hierarchical level. At the third hierarchical level, we choose each domain as a secondary
structural element. Hinge-bending motions at the first and second hierarchical levels,
and shear at the third hierarchical level between a single helix and its neighbors results
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in an overall improvement in Cα RMSD of 14Å, after which domain-based MD is able
to reduce the RMSD to < 1Å.
5.9.1 Domain decomposition
HDD, the hierarchical domain decomposition technique introduced in this
study, clusters domains based on two parameters. The first of these, the interface
width, measures the distance within which two neighboring domains can be said
to share an interface. Following Miyazawa and Jernigan [66], we set this to the
residue-residue contact distance, 6.5Å. This resembles the decision in Pandurangan
and Topf [72], with the distinction that while that work uses the contact distance to
measure the distance between neighboring secondary structures, we use it to measure
the influence of the interface.
The second set of parameters is the interface ratio and area thresholds, both of
which are related to each other. Varying this threshold has the effect of changing the
number of domains detected, and creates a hierarchy of domain decompositions. In
all the experiments above, varying the interface ratio threshold between 0.3 and 0.5
and the interface area threshold between 700 and 1000Å2 yields domains that either
(A) compare well with domains detected in the same proteins in the literature or (B)
yields a good flexible fit, or (C) both of the above. The degree of user intervention
required to obtain a good domain decomposition, i.e., one that satisfies either A or
B in the previous sentence, depends on the initial quality of the rigid-body fit. If the
initial fit is relatively poor, with several domains possessing an ETR of > 0.1, HDD
uses the protruding atoms in an effective manner to come up with a good guess of the
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Name N1/N2 ∗ E1/E2†
Hemagglutinin 0/0 3/3
Guanylate kinase 3/0 10/4
Ribose binding protein 0/0 7/7
Aspartyl-T-RNA-Synthetase 0/0 30/30
Hexokinase 20/0 –
Adenylate kinase 313/25 357/28
Citrate synthase 846/328 DNC/35
GroEL 791/115 DNC/35
Table 5.4: Information about the steric interaction score (Equation 5.14). ∗: Maxi-
mum number of steric clashes in any result belonging to the top ten flexible fitting
results. N1 = without steric interaction score. N2 = with steric interaction score.
†: Number of energy minimization steps required to bring the molecular mechanical
energy of the flexibly fit conformation to the order of the molecular mechanical en-
ergy of the pre-fit conformation. E1 = without steric interaction score. E2 = with
steric interaction score. The letters DNC stand for ”does not converge”. We could not
run energy minimization on Hexokinase due to its possessing a great many residues
unparametrized by the CHARMM27 force field.
domain decomposition. This is the case in Hemagglutinin, Guanylate Kinase, Ribose
binding protein, Adenylate Kinase (levels 1 and 2), Citrate Synthase (level 1), and
GroEL. However, where the rigid-body fit already places the protein in an approx-
imately correct position with low RMSD, information about protruding domains is
not available, and the domain decompositions then become purely a function of the
interface ratio and area thresholds. In these situations a certain user discretion is
required if unrealistic fits are not to be obtained. This is currently a limitation with
all domain detection techniques that depend on a single conformation.
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5.9.2 Steric clashes, overfitting and protein quality
The steric interaction score (Equation 5.14) proves most successful in multi-
domain situations where the range of hinge or shear motions result in intrusions
with other domains. Let P1 be the initial conformation, and let P1fit be the con-
formation obtained by PF3fit following the flexible search over shear and/or hinge
bending motions. The effectiveness of the steric interaction score can be said to be
directly proportional to the number of energy minimization steps required to bring
the molecular mechanical energy of P1fit, as measured by the CHARMM27 force field,
to the order of the molecular mechanical energy of the initial conformation P1. Along
with the number of steric collisions with and without the steric interaction score,
this information is presented in Table 5.4. We see that the steric interaction score
is successful in eliminating a large number of the clashes that inevitably occur in a
flexibility parametrization such as ours, and results in conformations that are closer
to an energy minimum, as expected. However, there is one important proviso, i.e.,
the choice of the weight winter ∈ R+. The magnitude of this weight should result in a
steric interaction score of the same order as that of the fitting score Sfit. To enable
this, we set winter = (i2 − i1)2, where i1 ≤ i ≤ i2 is the range of intensity values in
the target density map M.
Apart from steric clashes, motions assigned by our flexibility model tend to
impair the quality of the input protein in another significant way, i.e. by producing
long bonds. This is seen typically to be more of an issue with shear rather than hinge
bending, a fact also reflected by the number of energy minimization steps required to
bring the protein back to a sterically feasible state (Table 5.4). However, due to our
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(A) (B) (C) (D)
Figure 5.13: The SIV spike protein complex. (A) The 17b and gp120 domains are
seen to the bottom in green, while the CD4 domain is in red. The large interface
between CD4 and gp120 indicates shearing motions between them. (B) CD4 sheared
by in-plane translations of 0.5 and 1 Årespectively, superimposed on its original copy.
The normal vector to the shearing plane approximately points from the bottom to the
top of the page. (C) Top and (D) side views of final flexible fit of all three monomeric
complexes using shearing motions. For each of the complexes, CD4 is sheared by in-
plane translations of 1Å and 1Å, and 17b is sheared by in-plane translations of −0.9Å
and 1Å. There are no in-plane rotations. The fit results in an improved correlation
coefficient with respect to the one by Liu et. al (0.85 to 0.787). The resulting flexible
fit excludes 36 fewer atoms inside the zero isocontour of EMD 5020 than the fit in
Liu et. al.
limiting the range of shearing motions to < 5Å, there occur no situations in which
bond lengths cannot be reinstated to their correct values by an energy minimization
routine. In addition, since the typical number of steps of energy minimization is < 50,
the energy minimized configuration is very close to the input flexibly fit conformation
P1fit, with all-atom RMSDs that vary between 0.05 and 0.2 Å.
5.9.3 Inferring shearing motions: the SIV spike protein
We consider the SIV (Simian Immunodeficiency Virus) spike protein complex
in Liu et. al [56], which consists of three proteins. The first is the trimeric gp120 spike
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protein, each of whose monomers forms a complex with two other proteins: CD4,
which mediates immune system responses in the viral host, and 17b, a neutralizing
antibody. The gp120 trimer is available in the PDB as 3DNO [56], and the gp120-
CD4-17b trimeric complex is available in the PDB as 1GC1.pdb [51]. Additionally, a
density map is also available in the EMDB (Electron Microscopy Database) as EMD
5020; this density map contains density information for the gp120-CD4-17b complex
as well as other regions on the spike [56].
Liu et. al report a rigid-body fitting of 1GC1 into the density map EMD
5020. For this study, we ask the question: can we improve the fit between the gp120
complex and EMD 5020? Specifically, since gp120 has a significant interface between
both CD4 and 17b, can the assignment of shearing motions lead to a better fit between
the complex and 5020?
The results in Figure 5.13 shows an improved fit resulting from assigning
shearing motions. The improvement is arguably low in magnitude, but dramatizes the
potential of the shear parametrization. Since we can assume that EMD5020 represents
the native state of the spike complex, the conformation corresponding to the improved
fit can be interpreted as being closer to the native state than the initial complex in
Liu et. al. Whether or not shearing is applicable in this case can only be verified
through experiment; the role of this flexible fitting exercise is to surmise that such a
motion is possible by demonstrating an improvement in fit.
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5.10 Conclusions
We have shown that, across a range of resolutions, PF3fit, our flexible fitting
routine, is capable of generating conformations that fit well into the density map
(Section 5.9) while exhibiting steric feasibility (Section 5.9.2). Additionally, we have
shown that most of the motion of the proteins in Table 5.2 can be captured by either
of our parametrizations (Table 5.3), with recourse to an MD-based approach only
at the final stage. PF3fit also contributes to existing work on flexible fitting in the
following ways.
• Search scheme. To our knowledge, ours is the first scheme to use a Fourier-
based approach, rotational or translational, to optimize the fit of P by search-
ing the space of motions available to each of its domains. Additionally, the
non-uniformity inherent to our search scheme enables searching over restricted
subsets of the rigid-body motion space SE(3), where the restriction is deter-
mined by the type of motion (shear or hinge bending). By contrast, uniform
Fourier search schemes, limited as they are to uniform grids, cannot be used for
the same purpose. See also Bajaj et. al and Bettadapura et. al [5, 12].
• Search scheme, part 2: fast rotations. Our fast rotational search scheme
(Equation 5.20) enables a quick scan of the rotational degrees of freedom avail-
able to the domain. This means that a hinge bending search can be conducted
very efficiently by either (A) allowing PF3fit to assign the hinge point and axes,
or (B) requiring that such a motion occurs about a given point and axis, and ex-
amining the resulting improvement in fit. Such searches would find widespread
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application in flexible fitting routines wherein a quick estimate of the hinge
point and amount of rotations about the primary and secondary axes are re-
quired. It would also find application in docking routines where the flexibility
in either or both the docked proteins is known to be explained wholly or mostly
by hinge bending. See Flores and Gerstein [26] for several examples of docking
in the special case of hinge bending flexibility.
• Motion detection. PF3fit detects motions from input domains based on pair-
wise interface statistics. This detection has proven successful with most proteins
surveyed in this work, with one notable ambiguity occurring in the case of As-
partase RNA-Synthetase. To our knowledge, this work is the first to explic-
itly parametrize, and search over, the space of shearing motions available to
the protein without user intervention. It is also the first flexible fitting tool to
parametrize and search over hinge bending motions, also without user interven-
tion.
• Motion detection, part 2. PF3fit results in flexible fits that take a protein
in a particular conformation P1 most of the way to a target conformation P2.
For instance, in the case of Hemagglutinin, Ribose binding protein, Hexokinase,
Guanylate/Adenylate Kinase and GroEL, it is able to explain more than 50%
and in most cases more than 80% of the motion of the protein. The MD-based
flexible fitting is then used only in the final stage. Additionally, results from
Ribose binding protein and GroEL by PF3fit are better than previously re-
ported fits using all-atomistic approaches (see Topf et. al and Pandurangan and
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Topf [107, 72]), and the use of the MD-based tool improves the fit to amounts
that have not been so far obtained. For proteins like Hexokinase, which contain
many residues unparametrized by any molecular dynamics force field, PF3fit
provides an alternative flexible fitting procedure.
Given the above observations, we see PF3fit as fulfilling the following role in
flexible fitting: it can be used as a tool to annotate and quantify the motions available
to the domains of a protein at several hierarchical levels. Thus, if the approximate
hinge axis and rotational angles, or the approximate shearing plane and translational
amounts are desired, the user can turn to PF3fit to determine this information, using
the MD-based flexible fitting tool only at the very end, and only if he needs to. The
time-efficiency of our approach relative to normal MD-based approaches (Table 5.3,
column 4) reinforces this role.
Our scheme to detect shearing motions between domains currently admits of
only two parameters, the interface ratio/area thresholds and, in the case of secondary
structural elements, the degree of packing. As a mechanism, domain-based or sec-
ondary structural-based shear is complicated, involving many small backbone and
side-chain torsional rotations that result in the canonical “sliding across an inter-
face”. We emphasize that we do not claim, in this work, to have solved the problem
of predicting shear in proteins. However, it is relatively easy to introduce a new pa-
rameter, say the angle between participating helices in secondary structural shear,
into PF3fit, with the goal of training it against a set of proteins known to undergo
shear. This may be prove to be a powerful way to understand, and thus predict, the




It wasn’t just this street corner
but the fact of a street corner at
all that seemed, in the light of
the moment, so beautiful.
Alan Hollinghurst, The Line of
Beauty
6.1 Ron revisited
We met a (fictitious, but not unrealistic) graduate student named Ron at the
beginning of this dissertation, and set about developing a molecular fitting tool for his
purposes. In what ways have we succeeded? This dissertation, combining as it does
theoretical contributions (Chapter 3) with practical ones (Chapter 4 and 5), provides
three instant answers to this question.
1. Scoring functions. The scoring and reranking functions we develop in Chap-
ters 4 give Ron several different ways to measure the goodness of fit between
the crystal structure and density map. These scoring functions display several
ideal properties, including resolution robustness, computational efficiency, and
increased accuracy over existing scoring functions. When used together, the in-
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dependence of the information captured by each of the scoring functions leads
to additional confidence in the obtained fit.
2. Rigid-body fitting. We use a non-uniform SO(3)-Fourier-based correlation
search scheme (Chapter 3) to develop a rigid-body fitting tool (Chapter 4), giv-
ing Ron ways to (A) position the crystal structure into a density map available
in the same conformation, (B) position a crystal structure into a larger density
map of which it is a subunit, (C) position an array of crystal structures into
their respective positions within a larger density map, and (D), position a crys-
tal structure into a density map in a different conformation, providing a good
initial guess for flexible fitting.
3. Flexible fitting. Finally, we bring the fitting scoring functions, search scheme,
and rigid-body fitting schemes together to develop a flexible fitting tool (Chap-
ter 5). This flexible fitting tool gives Ron a way to (A) position the crystal
structure flexibly within the density map, (B) Interpret the motions available
to the protein in terms of elementary motions that proteins are known to un-
dergo, and (C) quantify the amount of a suspected type of elementary motion
at a specific location on the crystal structure.
If Ron were of a theoretical bent, he would find the following contribution of
this dissertation useful.
4. Non-uniform SO(3) Fourier correlations. The non-uniform SO(3)-Fourier-
based correlation search scheme we develop in Chapter 3 has the ability to
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sample arbitrary subsets of the space of rigid-body motions, a property that
naturally combines the advantages of existing local and global correlation search
schemes.
Finally, if Ron developed or maintained software, he would regard with some
interest a happy side-effect of Items 1, 2, 3, 4 above.
5. Implementation. Each of the contributions above has been implemented in
C++. The implementation is a modular, generously documented body of code
that spans about 20000 functional lines. Some example libraries are listed below.
(a) ScoringFunctions. Implements each of the scoring functions listed in
Table 5.1 as well as some others. Contains several utilities to manipulate
3D scalar-valued functions sampled on uniform or non-uniform polar or
cartesian grids.
(b) ClusterProtocols/DomainFF. How can I represent a domain? Should I
use C ++ vectors? How do I merge two domains? How do I get the correct
atom ordering? All these questions—and more—answered, and answered
efficiently.
(c) FastRotationsLib. Implements the approach in Chapter 3, together with
binaries to test and verify each modular piece. Polar Fourier transforms





Flexible protein alignment 0.23
Flexible docking 0.45
Table 6.1: Estimated time, as measured in PhDs, required to implement the examples
of future work in this section. 1 PhD ≈ 4.5 years.
6.2 Future work
In one sense, this dissertation can be seen as a focused and self-contained
attempt to solve the molecular fitting problem. In quite another sense, however, it
has the potential to generate a body of work that outweighs itself, both in terms
of bulk as well as importance. We discuss a few examples below. We also provide
speculative estimates (Table 6.1) of the amount of time it would take to implement
each of these examples.
Rigid-body docking. The docking problem seeks potential sites at which
a pair of crystal structures bind. Rigid-body docking differs from rigid-body fitting
only with respect to the scoring functions used. Scoring functions for docking take on
the general form of the pairwise interaction score in Equation 5.13; some examples of
scoring functions for docking can be found, for instance, in Bajaj et. al[6]. The right
combination of the methods in Chapter 4 and 5 can thus lead to a rigid-body docking
tool. In collaboration with Muhibur Rasheed of CVC, efforts to come up with such a
docking tool are on, with about 20% of the implementation done.
Flexible docking. Can the approach in Chapter 5 be adopted to produce
a flexible docking tool? There are some dangers in drawing a straight line between
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these two related problems. For instance, an initial rigid-body fit, in most cases, is
very close to the flexible fit. On the other hand, a rigid-body binding site, due to
the variety of interactions involved, may not be close to the binding site if one or
both of the proteins are significantly flexible. It is thus harder to justify the iterative
algorithm in in Section 5.2.
A second problem relates to the space of flexible motions itself. In flexible
fitting, the density map, i.e., the target, is not deformable. In flexible docking, both
crystal structures are deformable, increasing the search space significantly. This is a
challenge that flexible docking shares with flexible alignment, discussed below.
Flexible protein alignment. The alignment problem seeks the best flexible
alignment between a pair of crystal structures, and thus resembles the fitting problem,
with a crystal structure replacing the density map. The flexible fitting tool in Chap-
ter 5 takes a large step in this direction, as Table 5.3 shows. In fact, using the target
correlation-amenable function Atarget in Equation 4.6 for both the crystal structures
would lead to a serviceable flexible alignment tool, one that already improves, for in-
stance, over the approach in Mavridis and Ritchie [64], which uses a lower-resolution
shape representation of either protein. Similar to fitting, however, there is a need
for improved scoring functions for flexible alignment, and the non-uniform exterior
penalty in Equation 4.6 is only one step in this direction.
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By substituting first r2 = x, and then α = ` + 1
2
, k′ = k − `− 1 and n′ = n− `− 1 ,





























Using the orthogonality of the Laguerre polynomials, and back-substituting k′ and
























2(k − `− 1)!
δkn = δkn
after inserting βk`. The extension to general λ is straightforward.
Proof of Lemma 2.
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into Equation 1 yields the desired result.



































which, after a routine invocation of the orthogonality conditions in Equations 2 and 3,
reduces to the desired result.
Proof of Theorem 1.
















enables us to compute it in two steps.
PFcorr 1.





in O(L) steps, yielding a total cost of O(L4) steps for all such sums.








f̂`mn exp(−imαB)dm,n` (cos β
B) exp(−inγB)
in O(L3 log2 L+NR) steps, where NR is the number of unique rotations R.
The overall cost is O(L4), the cost of the most expensive first step.
Proof of Theorem 2. There areO(L3) integrals
∫
R+ â(r)b̂(r)r
2dr, and once these
have been computed, the triple sum in Equation 3 is an SO(3) Fourier transform,
and can be computed, from Lemma 5, in O(L3 log2 L+Q) steps.


























































3. Using the NFFT, compute


















âk`mêk`n(−∆z, βB, γB)Dn,m` (R
A)
using PFcorr 1 in O(NRB(L4 + L3 logL+NRA)) steps.
The overall cost is O(L6 +L5 logL+NRB(L3 +L4) +NRBNRA)NT , or O(L6 +
L4NRB +NRBNRA)Nt.
Proof of Theorem 4.
The translation coefficients T
|m|
k′l′,kl(z) · exp(z2/4λ) are polynomials of degree
max(n+ 2M) = max(n+ 2(j +
l + l′ − k
2
)) = max(2j + l+ l′) = 2k− l+ 2k′− l′− 4.
Let d = 2k − l + 2k′ − l′ − 4, n = min(p, l + l′)− s and i = p−n
2
Then Equation 3.12



























and s is even iff d is even.
αp can be computed for all p in O(L
3) steps. For fixed k, l, k′, l′,m, the T-
Matrix polynomial can be computed in O(LNt). The complexity for fixed k, l, k′, l′,m
is hence O(L3 + LNt), resulting in an overall complexity of O(L8 + L6Nt).
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A polynomial can be evaluated at a set of equispaced arguments with O(L)
multiplications. Applying Nuttall’s update rule for polynomials [69] reduces these
multiplications to additions without altering the number of operations required. This
affords a small speedup.
Speedup By Dynamic Programming. If A
ll′|m|
n is precomputed for all m,
the other terms in Equation 3.12 have to be calculated only once for fixed k, l, k′, l′.










for all m and fixed n, l, n′, l′. The summation over j and the computation of L
n+1/2
M
each takes O(L) steps, implying a complexity of O(L2) for each bn, and a complexity
for all m of O(L3).









Since the above calculation has to be done for all k, l, k′, l′ and for Nt transla-
tions, the overall complexity for T
|m|
k′l′,kl is now O(L




j can also be computed efficiently. Only these coefficients
and the boundary of the innermost sum depend on k and k′. If k and k′ are switched,
the boundary of the sum does not change, so for switched k and k′ only the value
Ckl,k
′l′
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Combining The Different Speed-Ups. The complexity of computing the
T -coefficients as a polynomial can be reduced by using the dynamic programming
method above. To achieve the reduction in the complexity we consider the calculation













are precomputed. This computation has the complexity O(L3), because of the sum-







are computed. This computation has the complexity O(L2), implying a complexity
of O(L3) for the precomputation of αp for all m. The total computation of the αp for
all m is hence O(L3 + L3) = O(L3).








is for fixed k, l, k′, l′,m and all m is O(L2Nt). Therefore the overall complexity for
fixed k, l, k′, l′ and all m is O(L3 + L2Nt). Thus, for all k, l, k′, l′ the complexity is
O(L4)O(L3 + L2Nt) = O(L7 + L6Nt) .
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