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PREFACE 
Many of the results in this thesis have been established or were 
greatly improved by discussion with Dr Mike Osborne. The work of 
Chapter 6 stemmed from a series of lectures given by Dr Richard Brent 
of the Computer Centre, on his paper (Brent [15]). Discussions with 
Dr Brent have led to a number of improvements in this Chapter. This 
thesis makes use of a number of results in the field of linear 
programm ing. The standard reference is Hadley [28]. The use of stable 
implementations of the simplex method was suggested by Mike Osborne after 
a visit to Stanford University, California, where he learned of the work of 
Dr Mike Saunders. The routines given in Appendix Iare based on some 
originally written by Dr Saunders for Dr Osborne. Dr Saunders visited this 
University on a number of occasions and discussions were carried out with 
him on the development of the linear programming algorithm. 
Unless otherwise stated in the text, the work described is my 
own, and the numer ical examp les presented in support of my arguments 
believe to be original. 
J 
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ABSTRACT 
This thesis examines methods for the solution of a number of 
approximation problems which include multivariate approximation and 
the approximate solution of differential equations. After a brief 
discussion of the literature in Chapter 1, the best linear Chebyshev 
approximation prob l em is discussed in Chapter 2. A brief introduc ti on 
to the genera l theory is given, which includes a number of characterization 
theorems . The di screte linear Chebys hev approximation problem is then 
discussed and it is shown how this may be solved by linear programm ing 
techniques. 
In Chapter 3, the problem of determining, numerically, best linear 
Chebyshev approximations is considered, and two algorithms are given. 
Chapter 4 generalizes the methods of Chapters 2 and 3 to enable the 
numerical calculation of approximate solutions of differential equations 
to be made. A method is developed which can be used when the 
approximating family does not satisfy the boundary conditions. In §4 .2 
linear elliptic partial differential equations are considered in detail, 
and an error bound is derived. Use can be made of this to produce an 
approximation with the best error bound. 
Non-linear problems are considered in Chapters 5 and 6. In §5 .3, 
two methods are presented for non-linear continuous approximation which I 
are analogues of the methods of Chapter 3. The methods depend on an 
algorithm for the solution of a discrete problem. Two such algorithms 
are presented in §5.l, §5.2. In Chapter 6, an investigation is made into 
the question of improving the efficiency of these algorithms. An 
algorithm is presented which is similar to those of Chapter 5, and which 
depends on a parameter, k. Conditions are given under which the 
algorithm has an order of convergence of at least k+l . It is then shown 
how k may be chosen in an attempt to maximize efficiency. 
iv 
Because many of the algorithms in this thesis require the solution 
of discrete Chebyshev problems, a set of linear programming routines is 
included in the appendix. · The code is written to take advantage of the 
special structure of these problems. 
1 . 
CHAPTE R 1 
INT RODUCTION 
Let GeRm be a bounded domain, and consider the problem of 
finding an approximate solution of the (possibly non-l inear) operator 
equation 
~ u = f in G. 
The method of approximat ion considered in this thesis involves the 
determinat ion of an element, u, from a suitably chosen set of approx-
imations such that 
is minimized. The norm, II· "G, is a generalization of the usu al max i mum 
(Loo ) norm, defined such that 
Ilfll = max If(x)1 G x € G _ 
This choice is particularly suitable whenever error estimates of the form 
can be derived, where K is some constant. Such esti mates are available, 
for example, for certain elliptic partial differential equation s , (see 
Schryer [62J, for in stance ). 
An advantage of the maximum no rm over other norms occurs in the 
solution of non - linear problems. For example, consider the probl em of 
minimizing \tJith respect to ~ , the function 
F(x) = II!( ~ )IIG' 
where f is a vector function of x. This problem occurs as a subproblem 
-
in the calculation of non-linear approximations (see §5.3). Under 
appropriate assumptions, an algorithm similar to the usual Newton met hod 
converges for the maximum norm case, and further assumptions guarantee 
2. 
that the order of convergence is at least two. The corresponding method 
for the l east squares norm has, in general, only first order convergence. 
Moreover, Kowa lik and Osborne [32 ] have shown it can be divergent fr6m 
a point arbitrarily close to the solution. 
Further advantages of the maximum norm can be found in the text 
of this thesis, where a number of algorithms are able to make explicit 
use of the linear programm ing formulation of the solution procedures to 
greatly improve the algorithms . For example, a generalization of the 
first algorithm of Remes (see Chapter 3) can be computed in a particularly 
effici ent manner . 
Chapters 2 and 3 deal with the usual linear approximation problem 
in which M is just the identity operator, and the norm II · IIG is the usual 
maximum norm. Approximations, u, are sought in the form 
n 
u L 
i=l 
where the ~ . are su itably chosen functions, defined on G. The main 
1.-
aim has been to develop an algorithm capabl e of solving approximation 
problems in more than on e dimension. This is important as it enables 
generalization to the approximate solution of partial differential 
equations. 
The method of approxi mat ion considered in Chapter 3 is to solve 
a sequence of discrete problems on finite subsets Gk of G using a general-
ization of the first algorithm of Remes. It is shown in §2.3 that the 
discrete probl ems may be formulated as linear programming problems. 
An alternative al gor ithm for solving the discrete problems was 
given by Lawson (see Rice and Usow [55 J). Use is made of the fact that 
the solution of the discrete problem is also' the solution of a certain 
weighted least squares problem . However, it is necessary to assume th~ 
3. 
functions {<Pi} form a Chebyshev set (see §2 .l). Mairhuber [37J (see 
also, Theorem 2.1.4) has shown that Chebyshev sets exist only on very 
special higher dimensional spaces, and hence this assumption is too 
restrictive. Furthermore, the method involves solving a sequence of 
weighted least squares problems, so that the linear programming 
approach should be more efficient. It is not clear whether the method 
still works for the continuous case. 
A different method which is ca pable of solving the continuous 
problem in higher dimensions has recently been given by Fletcher, Grant 
and Hebden [ 22 J. The method is based on a suggestion by P6lya [49 J 
in con nection with polynomial approximation and depends upon considering 
an Loo approxi mation as the li mit as P ~ 00 of LP approximations, where 
Ilf I~ 
Difficulti es with the P6lya algorithm may arise both through the size 
00 • 
of P required to obtain a satisfactory estimate of the L Solutlon, and 
through the subproblems for determining the successive LP approximations. 
Some of the latter difficulties have been overcome through the authors' 
impl ementat ion of an algorithm for solving LP problems (see Fletcher, 
Grant and Hebden [23J). The question of the size of p , howe ver, is 
more difficult, and the above authors have had some success in character-
izin g the asymptot ic behaviour of the LP solutions so that extrapolation 
procedures may be used. A draw-back with their method, however, is that 
the calculation of the LP approx imat ions is difficult and may be quite 
time consuming on a computer. Moreover, the integrals involved must be 
calcul ated numerically , wh ich re-introduces the discrete problem. 
A descent method for the continuous problem has been given by 
Scott and Thorp [64J, however, they consider only approximation in one 
dimension . Generalizations to higher di mens ions may be possible but 
appear not to have been published to date. 
4. 
The linear programming method i s more general and is easily 
implemented. It can also co pe readily with arbitrarily shaped do ma ins 
(see, for example , Barrodale and Young [5 J). 
The special case of Loo appro ximation by multi-dimensional splines 
has been investigated by Schultz [ 63J and by Rosen [58 J. The work of 
Schultz is mainly of a theoretical nature, while Rosen's main contribution 
is in providing estimates for the difference between the uniform error 
over the whole of G, and the discrete error over a finite point set,for 
an approximation computed on the finite set. Such estimates are not 
considered in this thesis as the proposed method is capable of approaching 
arbitrarily closely an approximation with minimum uniform error. 
A multiple exchan ge algorithm for mu lti-variate L
oo 
approximation 
has been given by Watson [69 J. The algorithms considered in this thesis 
use .only single exchanges but they can be easily extended to use multiple 
exchanges. Our approach differs from that of Watson in that he advocates 
finding the local ext rema of the error curve 
n 
L 
i=l 
k a . <p. (x) 
1.- 1.- -
k r (a , x) = f (x) 
at the k-th step by Newton 's method applied to the problem of finding 
the zeros of IJ r (ak , x), starting from the "reference points", {F,; . } C Gk . 
_ _ _ -1.-
The n+l reference points where the current maximum value of the error 
function is attained are identified by the columns in the final basis 
of the dual formu lation of the linear programming problem. However, 
to ensure convergence of the algorithm it is necessary to extend Watson 's 
definition of reference points to include all of the points of G
k 
at 
which the maximum error i s atta ined . If only those points determined 
by the optimal basis matrix are used, then Watson ' s proposed algorithm 
may not converge to the correct solution if two or more of the points 
of the reference coalesce, and the continuous problem is not singular in 
5. 
the sense of Osborne and Watson [46 J. A search would thus be necessary 
to locate the reference points . 
The approach used in §3.2 is to search at each step, for a point 
xk for which the error is greater than any value on the set Gk . It is 
believed that this method will lead to a good approximation in a shorter 
ti me than Watson's algorithm, although no numerical comparisons are 
available. 
Chapter 4 generalizes the concept of best Loo approximations to deal 
with the approximate solution of linear differential equations. Various 
approximation methods are discussed, depending on whether a family of 
appro ximations can be found satisfying the differential equation on the 
boundary conditions, or neither. The main contribution is in developing 
a method that can be used when the approximation satisfies neither 
differential equation or boundary conditions. This is important because 
it allows the use of general approximating families. For example, product 
B-splines (see Rosen [58 J) can be used without the need for the boundary 
conditions to be satisfied. This is particularly advantageous in 
domains of genera l shape, or when the boundary conditions are complicated. 
In §4 .2 linear elliptic partial differential equations are 
considered in detail and an error bound is derived, use of which can be 
made to produce an approximate solution, u, with the best error bound. 
Rosen [58 J also considers an extension to the approximate solution of 
certain linear boundary-value problems. His main concern, there, 
however, is to investigate problems for which his error bounds and 
computational method for approximating functions can be applied with a 
minimum of difficulty. For this reason, he restricts consideration to 
probl ems defined by linear differential operators with polynomial 
coefficients. 
Elliptic boundary-value problems have also been considered by 
Rosen [ 57J and a generalization which includes the case of non-linear 
6. 
differential boundary condition s has been given by Cheung [18 J. The 
approach in these papers is different from the one in this thesis in that 
the above authors use a fixed grid of discrete points and then derive 
error estimates valid over the whole domain, G, which can be obtained by 
solving an associated linear programming problem. In this thesis, use 
is made of the much simpler error bound given in §4.2 and the generalized 
first algorithm of Remes to produce an appro ximation with the best 
uniform error bound. 
The above authors also consider quasi-linear problems to which 
their methods may be extended. The method of Chapter 4 may li kewise 
be extended, using an error bound derived by Schryer [62 J, although this 
extension has not been included here. 
Non-linear Loo approxi mation problems have been considered by a 
number of authors (see , for example, Rice [53, 54J, Dunham [21 J) . However, 
most of the literature deals with exponential and rational appro ximation 
(see, for examp le, Braess [12,13,14]' Rice [51 J, Lee and Roberts [34J) , 
Few general methods are available. In §5 . 3 two methods are presented 
for non- l inear continuous approximation which are analogues of the methods 
of Chapter 3. The methods require the solution of a sequence of discrete 
problems which can be considered as special cases of the more general 
problem : 
fi nd x € Rn to 
where f(x) is a vector funct i on of x, and the norm i s the usual £00 
vector norm, defined by 
\\ u \I = m~x \ u .\ 
_ -z.. -z.. 
For this reason , specia l attention i~ given in §5 .1 and §5 . 2 to 
methods for the so l ution of this general probl em. In §5. 1 a method 
i s gi ven whi ch i s a modificat i on of the usua l Newto n method for f i nding 
7. 
a zero of a vector function of several variables (see, for example, 
Ortega and Rheinboldt [42 J). A similar algorithm has been considered 
by Osborne and Watson [45 J. however, their method requires a one-
dimensional minimizat ion to be made at each step . In §5 .1 , a number 
of assumptions are given which ensure that the sequence {x.} generated 
-t. 
by the algorithm converges. Further assumptions are given to ensure 
the algorithm has second order convergence. 
An alternative algorithm is given in §5.2 which is analogous to 
a method proposed by Levenberg [ 35 J, Marquardt [38 J and Morrison [41 J 
for the least squares solution of the problem. More recently, Madsen 
[36 J has considered a similar algorithm to the one given here . However, 
ou r treatment is more general and we introduce a number of parameters 
which may be adjusted to improve the convergence of the algorithm . 
Moreover, the formulation in §5 . 2 allows the question of order of 
convergence to be considered. The method is exceedingly general and 
requires fewer assumptions to ensure convergence than does the algorithm 
of §5. 1. 
Both of the above methods require the solution of discrete 
linear Loo problems at each step, and the linear programming method of 
§2.3 is used for their solution . 
In Chapter 6, an investigation is made into the question of 
improving the efficiency of the algorithms of Chapter 5, where efficiency 
is a measure of the total work required to compute the solution of an 
iterative procedure. An algorithm is presented which is similar to 
those of Chapter 5 and which depends on a parameter, k. It is shown 
that under essential l y the same conditions as used in §5 .1 , the algorithm 
has an order of convergence of at least k+l . It is then shown how k 
may be chosen to maximize efficiency. 
Because many of the algorithms in this thesis require the solution 
of discrete Loo approximation problems, a set of linear programming routines 
8. 
is included in the appendix . The code is written to take advantage of 
the special structure of these problems . Some introductory material is 
included explaining the method . 
9. 
CHAPTER 2 
BEST LINEAR CHEBYSHEV APPROXIMATION 
2.1 INTRODUCTION 
Let X be a compact subset of ~ with metric d and let C[X] denote 
the space of all continuous real-valued functions on X with norm 
(2.1.1) 
This is the maximum (or Chebyshev) norm. If there is no ambiguity, we 
will often use II fll instead of II fll X· 
Consider the problem of approximating a function fE C[X] by a 
linear combination of some prescribed functions ~1 ' . . . , ~P E C[X]. 
Let 
P F(Ct,x) = l: Ct. ~ .(x) 
- - i=1 ~ ~-
(2.1.2) 
where Ct = (Ct1, ... , Ctp )T E RP, and define the residual function 
r( Ct ,x) = f (x) - F(Ct ,X) (2.1.3) 
The best linear Chebyshev (BLC) problem is to find a vector Ct E RP to 
minimize II r(~,~ ) Ilx' The existence of solutions to this problem is 
guaranteed by the following theorem. 
Theorem 2.1.1 Riesz [ 56 ] 
A finite dimensional linear subspace of a normed linear space 
contains at least one point of minimum distance from a fixed point. 0 
We cannot, however, ensure uniqueness without imposing an 
additional assumption on the functions ~ .(x). This assumption is that 
~ -
the set {~.(x)} is a Chebyshev set. 
~ -
10. 
Definition 2.1.1 
A set of functions {cj>l' ... , cj> } is said to be a Chebyshev set 
. p 
on X if and only if each determinant 
(2.1.4) 
is non-zero for any p distinct points ~l' ... , ~p € X. 
An equivalent definition can be formulated in terms of the number 
of zeros of F(a,x) in X. 
Theorem 2.1.2 
A necessary and sufficient condition that {cj>l ' ... , cj>p} be a 
Chebyshev set on X is that no non-trivial expression of the form (2.1.2) 
have more than p- l distinct zeros in X. 
Proof 
Let the set {cj>l ' 
there are p zeros, ~l' 
, cj> } be a Chebyshev set. Suppose that 
p 
,x of F(a,x) for some a . Then we have 
-p - - -
F(a,x .) = 0, (i = l~ ... ~ p ) . 
_ -1-
This can be expressed in matrix notation as 
o (2.1.5) 
where A = (a . . ), a .. = cj> .( x .) . 
1-~ J 1-~ J 1--J 
(2.1.6) 
The determ inant (2.1.4) is non-zero, since {cj>l ' ... , cj>p} is a 
Chebyshev set, by assumption. Therefore, A i s non-singular and so 
(2.1.5) possesses the unique solution a = 0, by a standard result in 
linear algebra. This proves necessity. 
11. 
Conversely, suppose no non-triv ial expression of the form (2.1.2) 
has more than p-l distinct zeros. Let ~l' ... , ~p be any p distinct 
points in X and construct the matrix (2.1.6). By assumption, 
T A a t 0 for all a to. 
It is a standard result of linear algebra that A is non-singul ar and 
hence the determinant (2.1.4) is non-zero. See, for example Collatz 
o 
[19, p.91]. This proves sufficiency. 
The fundamental theorem concerning uniqueness of BLC approxima-
tions was proved by Haar [ 27]. 
Theorem 2.1.3 Haar [ 27] 
Every function f E C[X] possesses a unique best linear Chebyshev 
approximation of the fonn (2.1 . 2) if and only if {CP1' . .. , cpp} is a 
Chebyshev set. o 
Proofs of this theorem may be found in Achieser [1, p. 67] , 
Cheney [17, p.80], and Meinardus [39, p.16]. 
Cheby shev sets {CP1' ... , cpp } do not exist on all compact metric 
spaces if p ~ 2. This is clear, for if ~l' . .. , ~p are distinct 
points of an open sphere S CXc~ , m > 2~ then ~l and ~2 may interchange 
their positions in X, keeping ~3 ' . . . , ~p fixed, by a continuous 
simultaneous mot ion in S such that xl' ... ,x remain distinct. The 
- -p 
result of this interchange is to change the sign of the determinant 
(2.1.4). Therefore , the determinant must have vanished for some 
intermediate ~l and ~2 so that {CP1' .. . , cpp} is not a Chebyshev set . 
A more precise result is: 
12 . 
Theorem 2. 1.4 Mairhuber [ . 37 ] 
A compact metric space XCRm, containing at least p points, may . 
serve as the domain of definition of a non-trivial (p ~ 2) Chebyshev 
, ~ } of functions if and only if X is homeomorphic to a 
p 
closed subset of the circumfere nce of a circle. o 
The absence of Chebyshev sets on arbitrary metric spaces mean s 
that uniqueness of the best linear Chebyshev approximation cannot be 
guaran teed. This is not usually a serious problem as often any solu-
tipn will suffice. Of much greater importance is the calculation of 
the BLC approximation. This question will be considered in a later 
section. In the special case where X is a finite interval [a,b] we can 
streng then the result of Theorem 2.1.2 by distinguishing between two 
types of zeros, nodal and non-nodal zeros, (Karlin and Studden 
[29 , p.22]). 
Definition 2.1.2 
For any continuous function f(x ) on [a,b] an isolated zero 
Xo € (a,b) of f is said to be a non-nodal zero provided the function 
f does not change sign at xo' All other zeros, including zeros at the 
end points a and b, are said to be nodal zeros. 
Theorem 2.1. 5 Karlin and Studden [29, p.23] 
Let {~l' .,. , ~p} be a Chebyshev set on a fi nite i nterva 1 
[a,b] . Then no non-trivial expression of the form (2.1.2) has more 
then p-l ze ros on [a,b] where nodal zeros are counted once and non-
nodal zeros twice. 
Proof 
Assume {~l' .. . , ~p} is a Chebyshev set on [a,b] and let 
F(a,x ) be any non-trivial expression of the form (2 .1.2). Let 
13. 
{x., i = l~ ... ~ r} be the nodal zeros and let {y o ,j == l~ ... ~ s} be 
~ J 
the non -noda l zeros. Define a. to be the sign of F(Ct,x) near y.. By 
J J 
Theorem ?.l . 2, r+s ~ p~l . Define the additional points 
k == l~ . .. ~ q == p-r- s} 
It follows from the assumpt ion that {~l' ... , ~p} is a Chebyshev set 
that there is a S such that 
F(S,x. ) =0, (i==l~ ... ~r) 
- ~ 
F(S ,y.)= a .~ (j==l~ ~s ) 
- J J 
and F(~ ,zk) = 0, (k == l ~ ..• ~ q) 
Define a = Ct - £S. 
Clearly, for £ > ° sufficiently small, F(~ , X ) wi ll have two zeros near 
each y. and one zero at each x .. Therefore, F(~ , x ) has r+2s zeros. By 
J ~ 
Theorem 2.1.2, r+2s ~ p-l, which is the desired result. 
An alternative proof of the above theorem may be found in Karlin and 
Studden [29, p.23]. 
Examp l e 2.1.1 
a) {l, x, x2 } is a Chebyshev set on [a,b] for any a,b since the 
Vandermonde determinant 
1 
X 2 
1 
X 22 = (x 2 - xl )( x.3 - xl )( x.3 - x 2 ) 
X 2 
.3 
which clearly cannot vanish if xl ' x2' x.3 are distinct. 
o 
14. 
b) {1, X2 , X4} is a Chebyshev set on [a,b] if ab > 0 but not if 
ab < O. This follows since 
1 
1 X 2 ;5 
X 4 
1 
X 4 ;5 
The determinant will therefore be non-zero for distinct xl ' X2 ' x;5 if 
and only if two of the points have opposite signs. 
c) {l, (x-a) 2} is not a Chebyshev set on [O,b], 0< a < b,since the 
polynomial (x-a) 2 has one non-nodal zero, x=a. 
15. 
2.2 CHARACTERIZATION 
Definition 2.2.1 
Let r{a,x) be as defined in §2.1. A point x e X with 
(2.2.1) 
is called an extremal point of r { ~ ,~). 
Theorem 2.2.1 Kolmogoroff [ 30 ] 
A necessary and sufficient condition that F{a ,x) be a best 
approximation to f {x) is that 
min {r{a,x) ( )} 0 xeD • F S,x : (2.2.2) 
for all S e RP, where D is the set of extremal points of r{~,~). 
Proof 
This is a slightly simplified version of a proof given in 
Meinardus [ 39 ]. 
Let (2.2.2) be satisfied for all S e RP. If F{a,x) is not a best 
approximation, there exists a S such that 
(2.2.3) 
Now, for all xeD, 
r {a,x) F{a -S,x) = r {a ,x)[F{a ,x) - F(S,X)] 
= r {a ,x)[r (a ,x) - r (S,x )] 
2 
~ II d~,~) II - II r{~,~) II 
> 0 by (2.2.3). 
16. 
Since D is compact, 
min {r(a,x) . F{a -S,x)} > 0 
. xeD - --
which is a contradiction. This proves sufficiency. 
Conversely, suppose F{a ,x) is a best approximation but (2.2.2) is 
not satisfied for all S € RP. Then there exists S e RP such that 
-0 
min ( ) ( ) 
D {r a ,x . F S ,x } = a > 0 . xe _ _ - 0 -
Clearly, an op en subset, U, of X can be chosen so that DCU and 
Then 
Now, let ~ = ~ + Y§o so that 
and hence 
or 
F{S,X) = F{a3 x) + y F{S ,x) 
- 0 -
r{S,x) = r {a ,x) - y F{S ,x) 
- 0 -
In U we have, using (2.2.4), (2.2.7) 
222 1r( ~,~ )1 < 1 r(~,~ )1 - ya + y211 F { ~o, ~ ) llx 
provided y ~ O. 
Clearly, for sufficiently small y > 0 
In X-U we have, using (2.2.5), (2.2.6) 
(2.2.4) 
(2.2.5) 
(2.2.6) 
{2.2.7} 
(2.2 .8) 
17. 
(2.2.9) 
for sufficiently small y. 
Combining (2.2.8), (2.2.9) we obtain 
which is a contradiction. This proves necessity. o 
The characterization theorem just proved can be stated in an 
equivalent form. 
Theorem 2.2.2 Cheney [17, p.160] 
A necessary and sufficient condition for F(a ,x) to be a best 
approximation to f (x) on X is that there exist points x. € X and scalars 
_t. 
A. t 0 such that 
t. 
and (i i) 
Lemma 2.2.1 
L: A.cp .(X.) = 0, (j = 1~ ... ~ p) . 
i t. J _t. 
If F(a,x ) is a best approximation to f (x) on X and if 
o 
{CP1' ••• , cpp} is a Chebyshev set on X then the set 0 of extremal 
points of r (a,x ) contains at l east p+l points provided X contains at 
least p+l points. 
Proof 
If 0 contains p , or fewer, points there exists a 8 € ~ such that 
F(8,x) = r(a,x) for all x € D. (2.2 .1 0) 
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Also, r( a. ,x) t 0, X € D. (2.2.11 ) 
Otherwise r(a.,x) == 0, 
so that D would contain more than p points. From (2.2.10), (2.2.11) we 
deduce that 
r(a.,x) F(S,x) = r2(a.,x) > 0 (2.2.12) 
for all x € D. By Theorem 2.2.1, this contradicts the assump tion that 
F( a. ,X) is a best approximation to f (x). Therefore, D contains at least 
p+l points. 0 
It can happen that D contains fewer than p+l points. An example 
is provided by the approximation of x2 by 0./ + a.2l over 0 < x < 2 
(see Curtis and Powell [20 J, Osborne and Watson [46J). The best 
approxi mation is given by (to eight figures) 
0.18423193 
0.41 863139 
II r(<;:,~) II ~ 0.53824532 
There are only two extremal points. One of these is x = 2 and the other 
is the root of the equation 
which is (to eight figures) 
x 0.40637574. 
Definition 2.2.2 
Let F(a. ,X) be a best approximation to f ( ~) on X. If the set D 
of extremal points of r(a.,x) contains fewe r than p+l points then the 
BLC problem is said to be singular. (See Osborne and Watson [ 46J.) 
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Lemma 2.2.1 shows that if {~1 ' ... , ~p} is a Chebyshev set 
then the BLC problem cannot be singular if X contains at least p+1 points. 
We now consider an important special case . Let X be the real 
interval [a ,b], a < b. If {~1 ' ... , ~p} is a Chebyshev set on [a,b] 
then the characterization of BLC approximati ons can be given in a muc h 
more conveni ent form. 
Th eorem 2.2.3 Chebyshev [ 16], de la Vallee Poussin [ 68 ] 
Let {~1' ... , ~p} c C[a,b] be a Chebyshev set on [a,b]. In 
order that F(a,x) shall be a best approximation on [a,b] to a given 
f € C[a,b] it is necessary and sufficient that there exist at least 
p+1 points a < x < x 
- 1 2 ... < x < p+l - b such that r (a ,x) satisfies 
(i) Ir (a.) x .) I = II r(~,x) II , (i = 1.) , p+l) 
- t. 
and (i i) r(a,x.) + r(a,x. 1 ) = 
- t. - t.+ 
0, (i = 1, , p ). 
If r (a ,x) satisfies (i) and (ii) then it is said to alternate 
p+1 times. 
Proof 
Let us assume that F(a,x) is a best approximation to f but 
r ( ~,x ) does not alterna te at lea st p+1 times. By Lemma 2.2.1, the 
set, 0, of extrema l points of r (a ,x) contai ns at least p+1 points. 
There are at l east two of these points at which r ( ~ ,x) has different 
sign s . We can assume that t.. = II r ( ~ , x ) II > 0 since otherwise 
r( a ,x) "alternates " at least p+1 times trivially. Therefore, the 
interval [a,b] can be divided into m+1 subintervals 
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with m < p such that either 
or 
r( a ,x) > -~ for x €[a' ~l ] 
r( a ,x) < ~ for x €[ ~2 ' ~3 ] 
r(a,x) < ~ for x €[a'~l] 
r( a ,x) > -~ for x €[ ~1 ' ~2 ] 
(2.2.13) 
(2.2.14) 
We restrict attention to (2.2.13). The proof for (2.2.14) follows 
similarly. Let 0 be the smallest number in D. There are two cases. 
1. Suppose k = p-m-l is even. Then we choose k distinct points n · 
J 
sufficiently close to (but not equal to) a zero of r(a,x) such that 
I r (a , n .) I ~ ~ ~~ (j = 1 ~ ... ~ k ) . 
- J 
(2.2.15) 
Since {<P l , ... , <Pp} is a Chebyshev set, there exists a (unique) vector 
S such that 
F ( ~ ' ~l) = 0, (i = l~ ~ m) 
F(S,n.) = 0, (j = l~ ... ~ k) 
- J 
and F(S,o) = sign (r (a ,o)) 
Using Theorem 2.1.5 we deduce that 
r (a ,x)F(S,x) > 0 for x € 0 . (2.2.16) 
By Theorem 2.2.1 this contradicts the assumption that F(a ,x) is a best 
approximation to f . 
2. Suppose k = p-m-2 is even. Then we choose k points n . as above. J 
Similarly, there exists a vector S such that 
21. 
F(8,t.;.) = 0, (i = 1) m) ~ 1- ... , 
F(8,n .) = 0, (j = 1, ... k) ~ J ) 
F( 8 ,o) = sign ( r ( a , ~ )) 
and F( 8, r;) = sign (r(a , I'J) 
where l; ~ b is the largest number in D. 
Again using Theorem 2.1.5 we deduce that 
r( a ,x)F(8,x) > 0 for xeD (2.2.17) 
~ ~ 
which again contradicts the assumption that F(a,x) is a best approxima-
tion to f. This proves necessity. 
To prove sufficiency, assume that r (a ,x) alternates p+l times on 
{xl' ... , xp+1 } but F ( ~ ,X) is no t a best approximation to f . Then, 
by Theorem 2.2.1 there is a 8 such that 
r( a ,x)F(8,x) > 0 for all xeD. 
Since x. e D we must have 
1-
sign( F ( ~ ,xi)) = -sign(F( ~ ,xi+l))' 
(i = 1, ... , p). 
(2.2.18) 
This implies F(8,x) has p zeros in [a,bJ. Using Theorem 2.1 . 2 we 
deduce that 8 0, which contradicts (2.2.18). This proves sufficiency. 0 
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2.3 DISCRETE LI NEAR CHEBY SHEV APPROXI MAT ION 
If {q,1' ... , q,p } is a Chebyshev set and if the positions of the 
extrema of r( a ,x) are known, the BLC approximation can be calculated by 
solving a linear system of equations. The location of these extrema , 
however, usually involves the solution of some non-linear equations. 
In any case, Chebyshev sets do not exist in more than one di mens ion 
(see Theorem 2.1.4). Therefore, various approx imate methods are 
used, the si mplest of which consists of selecting a finite subset 
Y in X and then solving the approximation on Y instead of X. This is 
the discrete linear Chebyshev (DLC) approximation problem, and it can 
be written: 
find (2.3.1 ) 
mi nimi ze 
This problem can be formulated as: 
find a € RP and h € R to 
minimize h 
subject to the constraints 
Let Y = {~1' ... x } and def ine the matrix F and vector f such 
-n 
that 
F .. = q, .(x.), ( i=l~ ... ~ pj j=l ~ ... ~ n) 
1.-~ J 1.--J 
(2.3.2) 
and f.=f(x.), (j=1~ J -J ~ n ). 
(2.3.3) 
Then, the above problem can be written as a linear programming (LP) 
problem: 
a € RP~ find h € R to 
minimize h 
subj ect to T IF ~ - !I < h e 
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where e denotes the vector each component of which is unity. This 
may be written 
find [~] € RP+1 to 
minimize Z = [~T,l][~J 
subject 
(2.3.4) 
which is a standard form for LP problems. Note that it is not 
necessary to include the constraint h > 0 because any solution of 
(2.3.4) automatically satisfies h : O. The above formulation requires 
the addition of 2n "surplus variables" and a may not be constrained in 
sign . Both of these problems can be overcome by solving the dual 
prob l em: 
find w € R2n to 
maximize z = 
subject to w = [~J (2.3.5) 
and w > 0 
The solution of problem (2 .3.4) is given by 
(2.3.6) 
where n* is the vector of Lagrange multipliers at the optimum of the 
dua l problem (see Appendix I). 
The problem (2.3 . 5) can be so l ved using a modification of the 
Revised Simplex Method which takes advantage of the special structure 
of the problem (see Appendix I) . The particular implementation used 
to compute the numerica l results in this thes i s computes n at every 
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iteration and so n* is available at no extra cost. 
The classical results concerning the solution of this probl em are 
based on the assump t ion that the matrix F satisfies the Haar condi t ion. 
Definition 2.3.1 
If every pxp submatrix of F is nonsingular, F is said to 
satisfy the Haar condition. 
The following result follows immediately from the definition. 
Remark 2.3.1 
The matrix F defined by (2.3.2) satisfies the Haar condition if 
and only if the set of functions {~1 ' , ~p} is a Chebyshev set on 
Y. A sufficient condition for {~1 ' ... , ~p} to be a Chebyshev set on 
Y is that it be a Chebyshev set on X-:J Y. 
An exchange algorithm for solving the problem (2.3.l) was given 
by Stiefel [ 66 J. A sufficient condition for convergence of the 
algorithm is that F satisfy the Haar condition. Osborne and Watson 
[ 47 J pointed out the equivalence of the Stiefel exchange algorithm 
and the linear programming method of solution. 
Theorem 2.3. 1 Osborne and Watson [ 47 J 
The Sti efel exchange al gor ithm is equival ent to the Simp lex 
Method of linear programming applied to the dual formul at ion (2.3.5) 
of the OLe approximation prob l em. 0 
The Haar condition was not used in the proof of equivalence. 
All that was required was t he non-singularity of the successive basis 
matrices. For this we require th at the matrix 
(2.3.7) 
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in (2.3.5) have rank p+l . It is sufficient that F have rank p. This 
is clearly much weaker than the Haar condition. 
An algorithm for solving the OLC approximation problem was given 
by Lawson (see Rice and Usow [ 55 ]). Use is made of the fact that the 
solution of the OLC problem is also the solution of a certain weighted 
least squares problem. However, it is necessary to assume the func-
tions {¢1 ' ... , ¢p} are a Chebyshev set. Furthermore, the method 
involves solving a. sequence of weighted least squares problems so that 
the linear programm ing approach should be more efficient, although no 
numerical comparisons are available. 
Lemma 2.3.1 
If a column of the matr ix (2.3.7) is in the opti ma l dual basis 
then the corresponding inequality in the constraints (2.3.4) holds as 
a strict equality. 
Proof 
The proof follows directly from complementary slackness results 
of linear programm ing (see, for example, Hadley [28, p.239]). o 
Remark 2.3.2 
It is a consequence of the linear programm ing formulation that 
there are at least p+l points ~i such that I r ( ~v' ~i ) 1 = II r ( ~v' ~ ) I ~ 
provided rank (F) = p . This follows from Lemma 2.3.1 since there are 
p+l columns in the opti ma l dual basis. If two vectors [r] and LiJ 
appear in the dual basis then II r( ~v' ~ ) Ilv = 0 so that 
r (av'x.) = 0 for all x. € V. 
- -~ -~ 
An advantage of the linear programming "formulation is that a 
solution can be obtained even when the rank of A is less than p . This 
26. 
capability is not possessed by the Stiefel exchange algorithm. A 
program for implementing the Simplex Method for solving OLe problems is 
given by Barrodale and Young [ 4 J, however their method is based on 
the usual Simplex Method which uses Gauss-Jordan elimination to update 
the inverses of the basis matrices. 
It has been known in numerical linear algebra for over twenty 
years that inverting matrices by using Gaussian elimination without 
suitably choosing the pivots is numerically unstable. By this is 
meant that if a matrix is to be inverted on a computer, which 
represents each number to a finite number of digits only, then 
Gaussian elimination without choice of pivots may lead to large errors 
in the inverse . 
A computationally stable implementation of the Stiefel exchange 
al gorithm has been given by Bartels and Golub [ 7 J who use a 
technique based on LU decomposition with row interchanges. 
The linear programming method is, however, more widely applic-
able and if the LP code is suitably modified, the storage requirements 
are comparable. Numerically stable implementations of the Simplex 
Method have been given by Bartels and Golub [ 8 J, Bartels [ 6 J, 
Bartels, Stoer and Zenger [ 9 J, Gill and Murray [26 J and Saunders 
[59, 60, 61J. 
The numerical results in this thesis were computed using an 
algorithm based on the method of Saunders. An advantage of Saunders' 
method is that it was designed for large, sparse LP matrices and it 
may be possible to take advantage of his method for approximation using 
functions with compact support (especially in more than one dimension). 
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CHAPTER 3 
NUMERICAL DETERMINATION OF BEST LINEAR 
CHEBYSHEV APPROXIMATIONS 
This chapter deals with computational schemes for determining 
BLC approximations. In §3.l we show that BLC approximat ions may be 
computed by using finer and finer discrete sets, Y. This has obvious 
disadvantages . An" alternative is to use the first algorithm of Remes, 
however this involves finding global extrema of multimodal functions. 
An alternative algorithm is presented in §3 .2 and the convergence is 
proved. The remainder of §3 .2 deals with various results concerning 
the algorithm. Specifically, we show how use can be made of the 
line~r programming formulation to compute the sequence of BLC problems 
generated by our algorithm. We also prove conditions under which only 
one additional Simplex iteration will be sufficient to solve the 
successive BLC problems. Finally, we indicate how the algorithm may 
be improved and we give a numerical example to illustrate the algorithm 
and some of the theoretical aspects. 
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3.1 INTRODUCTION 
If the set Y defined in §2 .3 somehow fills out the metric space 
X, we expect the discrete approximation to be "close" to the true 
(continuous) approximation on X. It is possible to make this intuitive 
idea more rigorous. 
De fin it ion 3. 1 . 1 
The density of Y in X is denoted by 
!Y! = max inf d{x ) xeX yeY _,y' 
where d is the metric in X (see §2.1). 
We have the following theorem. 
Theorem 3.1.1 Cheney [17, p.86] 
(3.1.1) 
Let X be a compact metric space and f> <P1> • •• > <Pp e C[X]. For 
each yeX let F { ~y'~) be a best approximation to f{x) on Y of the form 
(2.1.2). If F { ~X'~) is a best approximation to f{~) on X, then 
as !y! + 0, where r {a ,x) is defined by (2.1.3). o 
To ensure the discrete approximations F { ~y '~) converge to 
F { ~X':) we require the uniqueness of F( ~X '~)' for which it is sufficient 
that {<P1 , ... , <pp} be a Chebyshev set (see Theorem 2.1.3) . 
Th eorem 3.1.2 Cheney [17, p.87] 
Let X be a compact metric space and f> <P1 , .. , , <Pp elements of 
C[X]. If f (x) possesses a unique best approximation F ( ~X'~) on X, then 
its best approximations F ( ~y'~) on subsets Y £onverge to F ( ~X'~) as 
!Y! + O. o 
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One consequence of the above results is that computation of a 
BLC approximation can be carried out by computing OLC approximations 
on finer and finer discrete sets. However, to obtain a good approx-
imation it may be necessary to use a large number of points in Y. The 
matrix F would therefore be large, which could cause difficulties when 
solving such problems on a computer. 
Remes (see Cheney [ 17 ]) presented two algorith~which over-
come this difficulty. The second algorithm of Remes makes explicit 
use of the alternation property (see §2.2) and so it is necessary to 
assume {<P l , ... , <Pp} is a Chebyshev set (see Theorem 2.2.3). The 
first algorithm of Remes is more generally applicable since it is not 
necessa ry that {<P l , ... , <P } be a Chebyshev set. It p 
solution of a sequence of discrete problems on finite 
where Ixkl does not 
and 
tend to zero. For convenience 
6(a) = II r( ~ ,:) II X 
6k (a ) = II r ( ~ ,:) II X k . 
we 
requires the 
subsets Xk of X, 
define 
(3.1.2) 
(3.1.3) 
The set of functions {<P l , ... , <Pp} is assumed to be independent. (If 
it is not it can be replaced by a smaller set that is independent 
without increasing the minimum 6(a).) 
The First Al gorithm of Remes (see Cheney [17, p.96]) 
At the k-th step we are given a finite subset Xk of X. Select 
ak to minimize the function 6k(a ). Choose xk € X to maximize Ir(~k,~) I· 
Set Xk+l = Xk U {xk} and continue. 
At the beginning Xl may be arbitrary except that the matrix F 
defined by (2.3.2), where Y = Xl, should be of rank p . It follows from 
the assumption of the linear independence of the <Pi on X that this 
condition will be satisf ied provided Xl contains enough points. 
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One difficulty with this method is the calculation of the points 
xk that maximize Ir(~k,~) I. These points do not have to be located 
exactly, however some condition must be imposed in order to guarantee 
convergence. 
In the next section, we will present an algorithm which is a 
variation of the first algorithm of Remes. Instead of searching over 
the region X for the point /, we search over a sequence of "grids" of 
decreas ing density . 
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3.2 ALGORITHMS 
We wi 11 now present an algorithm given in Anderson [ 3 ] for the 
solution of BLC approximat ion problems. We define a sequence 
{G i , i = 1~ 2~ 3~ ... } of fi nite subsets of X, where G1 c G2 c G3 ... 
and IG11 > IG 2 1 > IG3 1 > '" with IGil + 0 as i + 00 . The assump-
tions are the same as for the first algorithm of Remes (see §3.1). 
Algorithm 3.2. 1 Anderson [ 3 ] 
At the k-th step, we are given a finite subset Xk of X. Select 
ak to minimize the function ~k ( a ). Search on the subsets 
G., i = 
1.-
that 
0k-1 ~ 0k_1 + 1~ ... unti 1 a poi nt l € G 
ok 
max 
xeG 
- ok 
Ir ( ~k ,~) I > ~k(ak) 
is found such 
(3.2.1) 
where ~k(~) is defined by (3.1.3) and 00 = 1. If no such xk can be 
found, the current solution is a best approximation (see Lemma 3.2.2, 
below), otherwise set Xk+1 = Xk U {xk} and continue. 
Lemma 3.2 .1 
Define p 
I ~ I = L 
i=l 
(3.2.2) la ·1 . 1.-
1 k If the matrix F defined by (2.3.2), where Y = X , has rank p , the a 
generated by the previous algorithm are bounded. 
Proof 
Under our assumptions, it follows that the number 
is positive. Thus 
min e = I ~I = (3.2 .3) 
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1I1 (o. ) = max1 
xeX If (x) - F ( :: ,~) 1 
> max1 
- xeX I F ( :: ,~)I - II fll X 
> e 1:: 1 - II flix 
-
Now, if I:: 1 > ~ II fll x ' we have e 
lIk(o. ) > 1I1( o. ) > II f ll x ~ lIk(2) 
- -
- -
so that the vector a. cannot minimize any of the functions lIk. There-
fore, for any k~ 
(3.2.4) 
which shows the o.k are bounded. 
Lemmoa 3. 2 . 2 
If at the k-th step no point xk can be found satisfying (3.2.1) 
k for any ak~ then the current approxi mation F( o. ~x) is a best approx-
imation. 
Proof 
Under the conditions of the lemma we have for all ~ 
k 1 k k Ir (o. ~y) < 1I (a. ) 
-.; - - -.; 
for all y e G .. 
- ~ 
But o.k minimi zes lIk (o. ) and Xkc X, so that, for any a. , 
Therefore, 
Hence, for all i , 
Ir( ~k,~) 1 < i ~f 1I( ~ ), for ally e G. ~ (3.2.5) 
o 
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Let ~ € X give the maximum of Ir (ak ,x)l. Then, because of the 
assumptions on the Gi , for any <5 > 0 there exists an index i<5 such that 
for all i ~ i~ there exists a y. € G. for which 
u -'1,. '1,. 
d (y. - ~ ) < <5 • 
_'1,. - -
Since f , <P1 , ... , <Pp are continuous, 1 r( ~k , ~ ) 1 is continuous. It 
then follows that, fo r any E > 0 and for i large enough 
k k Jr( a ,y.) - r (a , ~ ) I < E • (3.2.6) 
- -'1,. - - -
and using (3.2.5) and (3 . 2.6) we have that for any E > 0 and i large 
enough 
Therefore 
so that ak yields a best approxi mation. o 
We assume at each step an xk exists satisfying (3.2.1) for some 
Ok' otherwise the best approximation is reached in a finite number of 
steps. The convergence theorem below follows closely that given in 
Cheney [17, p.96] for the first algorithm of Remes, however, the 
modifications are such that a proof is justified. 
Theorem 3. 2.1 
Let t = inf 6(a). Then 6k (ak ) t t . Furthermore, the cluster 
a - -
points of the sequence {ak } minimi ze 6(a). 
Proof 
Since xk C xk+l C X, we have 
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for any a. Therefore, for all a, 
- -
So that 
6k (ak ) < 6k+1 (ak+1 ) < ~ . (3.2.7) 
- -
Thus, the sequence 6k (ak ) is non-decreasing and bounded above, hence, 
for some E1 ~ 0, 
(3.2.8) 
We must prove that E1 = O. 
Since p 
Ir(~,~) - r(a,x)1 = I L (S . - a .) <p .(x)1 i=l -z.. -z.. -z.._ 
< M Is - al 
- - -
where M == m~x II <Pi II X ' it foll ows that 
(3.2.9) 
and 6(S) ~ 6(a) + Mis - al (3.2.10) 
for any a and S. 
Suppose now that E1 > O. By Lemma 3.2.1 the sequence {~k} is 
bounded and so possesses a cluster point, S, say. Let ~k € X maximize 
Ir(~k,~) I so that 
(3.2.11) 
By continuity of Ir(~k,~)I, there exists an nk € X such that 
d( ~k ,nk) < IG I 
- """ - ok 
(3.2.12) 
and Ir( ~k '!Jk)1 = I r ( ~k ,~k )l. (3.2.13) 
Also, for any E2 > 0, there exists a 0 > 0 such that, if d(~k,~k) < 0, 
then 
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Now, IGo I -+ 0 as k -+ 00 and is non-increas ing, since each subset G. k & 
contains only a finite number of points and IG. I -+ 0 monotonically. 
& 
Therefore, for any 0 > 0, there exists a K such that 
IG I < 0 for k > K 
ok -
Hence, for any E2 > 0, there exi st s a K su ch t hat 
for k > K. 
(3.2.14) 
From the definition of S, we can find an index k > K such that 
I ~ - ell < E2 (3.2.15) 
and an index i > k such that 
(3.2.16) 
From (3.2.15), (3.2.16) we have 
(3.2.17} 
For any E2 > 0 let k be chosen such that (3.2.14) and (3.2.15) 
hold. From the definition of S, using (3.2.10) and (3.2.15), 
9- = inf ll (a ) 
a -
< Ms) 
- -
Using (3.2.11) this becomes 
k k 
9- < I r ( ~ , ~ )1 + ME2 
< I r ( ~k ,r;/) I + I r ( ~k , ~k ) - r (ak ,nk ) I + ME2 • (3.2.18) . 
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Using (3.2.9), (3.2.13), (3.2.14), (3.2.17 ) , we obtain from (3.2.1 8) 
k k 
= Ir( ~ , ~ )1 + (M+l) €2 
. k 
< Ir(~~,~ )1 + (3M+l) €2 . 
Since xkcXi for all i > k , 
so that 
Using (3.2. 8) we obtain 
Therefore if (3M+l) €2 < €1 we have a contradiction and hence €1 = 0 and 
~ = 6(S). 0 
Remark 3.2.1 
Note that the coefficient vectors ak may not converge unless the 
best approximation is unique, in which case there is a unique a* for 
which 6(a* ) = inf 6(a ). But by the preceding theorem, every cluster 
- a -
point of the sequence {ak } min imizes 6(a ). Thus the bounded sequence 
{ ~k} posse sses precise ly one cluster point, a* , and must therefore 
converge to it. 
The algorithm, then replaces the problem of computing the BLC 
problem on X by an iterat ive procedure. Starting with a reasonably 
small number of discrete points, this procedure tends to choose, at 
each step, a point near where the residual curve deviates most from 
zero. It is apparent that such a procedure ~ill, in general, give a 
better ap proximation than that obtained by solving the OLC problem on 
a fixed number of points, chosen a priori . 
-
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k Including the point ~ at the k-th step is readily accomplished 
by making use of the linea r programming formulation. The LP problem 
(2.3.5) is modified by appending [f( ~k ), - f(~k )J to the "cost" vector 
efT, - fT J and appending the (p+l )X2 matrix 
(3.2.19) 
to the matrix (2.3.7) of "activity" vectors. The solution of the 
modified problem can be obtained using the modified Si mp lex Me thod, 
previously referred to, starting from the solution of the original 
prob}em. This follows because the k-th dual solution is feasible for 
the (k+l) th du al problem. 
One of the activity vectors of (3.2.19) must be in the new 
opti ma l basis, but not both, unless the residuals r (ak+1 ,x) = 0 for all 
Xk+l x € • This follows from Lemma 2.3.1. If we exclude this exceptional 
case, only one of the activity vectors of (3.2.19) will be in the 
final basis, and it will often be sufficient to perform only one 
additional iterat ion of the Si mp lex Method to obtain the new solution. 
This remark can be formu lated more prec isely, however, before doing 
so we shall prove two lemmas . 
Let the primal LP problem corresponding to the k-th OLe problem 
be given by: 
minimize 
(3.2.20) 
subject to ATx > c 
where A is (p+l)x2n . 
38. 
The dual LP problem is then: 
maximize T z = c w 
subject to Aw = b 
and w > 0 . 
- -
Lemma 3.2.3 
If there are just (p+1) points s~ € Xk such that 
-1.. 
(3.2.21) 
Ir( ak , s~}1 = 6k (ak } and if the k-th OLe problem has a unique solution, 
- -1.. 
then 
where ~B is the opti ma l basis vector for (3.2.2l). 
Proof 
Let A = [~r ... .> ~) and assume the ~i are arranged such that 
the final basis for the dual problem (3.2.2l) is 
Standard LP theory (see, for example, Hadley [ 28 J) yields 
B~B = b (3.2.22) 
B \1 = ~B (3.2.23) 
T 
> 0, (i 1, n) a.]..I - c. = ... , 
-1..- 1.. -
(3.2.24) 
(3.2.25) 
and T T ~B ~B = ~ ~ (3.2.26) 
where]..l is the vector of Lagrange mult ipliers' for the optimum of (3.2,21), 
and so lves the primal problem (3.2.20). 
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Suppose that (~B)i = 0 for some i and assume the k-th OLC problem 
has a unique solution. Define 
where e : 0, and 
x = ~ + eu 
-T u = Be., 
-'I-
where e. is the i -th unit vector. 
- 'I-
From (3.2.22), (3.2.27), (3.2.28) 
= bT~ + e T BTB-T wB e. 
- - 'I-
= bT~ + e(~B)i 
Thus, bTx b T~ 
Now, from (3.2.23), (3.2.27), (3.2.28) 
= c + e e. , 
_B -'I-
so that x will satisfy the basic constraints for any e ~ O. 
(3.2.27) 
(3.2.28) 
(3.2.29) 
If we assume there are just (p+l) points f~ € Xk, then just (p+l) 
constraints of (3.2.24) can hold as strict equalities. That is, if 
a. is not a basic vector 
-J 
T a .~ - c. > O. 
- J- J 
Hence, the non-basic constraints will be satisfied for small enough 
e > O. 
Therefore, x satisfies the primal constraints and (3.2. 29) shows 
that it also yields an optimal solution. This contradicts the assump-
tion that the k-th OLC problem has an unique solution. o 
40. 
Corollary 3.2.1 
Under the conditions of Lemma 3.2.3 the Haar condition holds on 
the matrix F, defined by (2.3.2), where Y 
Proof 
k 
= { l; . J i = 1 J ••• J P+ 1 } . 
- 1-
If the k-th OLC problem has a unique solution, and if there are 
1 . t k Xk h h l' f h d 1 LP bl on y p+1 pOln s S . € ~ t en t e so utl0n 0 the k-t ua pro em 
-1-
is unique. This follows from the fact that if a vector is in the opti mal 
dual basis of (3.2~21), the corresponding constraint of (3.2.20) holds as 
a strict equali ty (Lemma 2.3.1). Thus, if there are two distinct solu-
tions of the du al, there are two distinct optimal dual basis matrices. 
Therefore, either there are two distinct solutions of the primal problem 
or there is one solution such that more than p+1 constraints of (3.2.20) 
hold as strict equalities, which is a contradiction. 
Thus the opt ima l basis matrix of (3.2.21) is unique and has the 
form [:TJ- Also, ~ " [~J so that if ~B is the (unique) optimal solu-
tion of (3.2. 21) then 
(3.2 .30) 
and from Lemma 3.2.3, (~B) i 1 0, (i = 1 ~ ... ~ p+1). From (3.2.30) 
B w = 0 (3.2.31) 
-B -
Let B1 contain any p columns of B, and let b be the remaining column. 
Then, from (3.2.31) 
. B w + b w = 0 
1- 1 -
(3.2.32) 
where ~1' ware defined in an obvious way. Since w > 0 we have from 
(3.2.3 2) that if B1 has rank less than p , then B will also have rank 
l ess than p , a contradict ion. Therefore, B1 has rank p and is thus 
non- singular. Since the decomposition (3.2.32) was arbitrary, B 
41 . 
satisfies the Haar condition. By mu lti plying the appropriate columns 
of B by -1 we obtain the matrix F, which must also satisfy the Haar 
condition. o 
Lemma 3.2.4 
Consider the pair of linear programming problems (3.2.20) and 
(3.2.21). Suppose we have a basic feasible solution, ~B' to (3.2.2l) 
with basis B and Lagrange multiplier vector n . If we replace column 
~ B in B by a to obtain a new basis B and a new Lagrange multiplier vector, 
TI , then 
[ 
( T -T" ] ~ £-Q) B (; 
n - TI = B-T ({c) -c)e + B B B 
- - -B B -B l+eTB - l{a-b) 
-B --B 
where :B contains those elements of c corresponding to vectors in B, and 
c is the cost associated with the vector a. ~ B is the B-th unit vector. 
Proof 
From standard linear programming theory {see, for example, 
Hadley [ 28, p.114J)we have 
" _1 1 T -1 B = (I - - {y - e )e )B 
YB - -B-B 
where y is given by the solution of the linea r system 
By = a. 
The Lagrange mu ltiplier vectors n , TI are defined by 
and 
where 
BTn = c 
_B 
B"T ~ = c" II - B' 
(3.2.33) 
(3.2.34) 
(3.2.35) 
(3.2.36) 
(3.2.37) 
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Therefore, using (3.2.33) 
1T - 7T -T B-Te = B ~B 
-B 
-T (I - )8 ~ 8 (~ - ~ 8 )T ~B] = B [~B 
-T[ A ~s (l - ~8 )T~B] = B ~B CB + . 
- Y8 
Now, T ( -1 TA (~ - ~ 8 ) ~B = B ~ - ~ 8 ) ~B 
= (a T -T ~8 ) B ~B' 
So, 1T - 7T = B-T (:B (3.2.38) 
Also, · from (3.2.34), 
-1 
= e + B (a - b ), 
-8 - -8 
and therefore T -1 ( ) Y8 = 1 + ~8 B ~ - ~ 8 . (3.2.39) 
We obtain the desired result from (3.2.38) on using (3.2.37) and (3.2.39).0 
We are now in a position to prove the next theorem. 
Theorem 3.2.2 
If there are just (p+1J points s~ € Xk such that 
-1" 
Ir( ak , s~ )1 = ~k ( ak ) and if the k- th DLe problem has a unique solution, 
- -1" -
then the (k+1J-th so lution can be obtained from the k-th in just one 
Simplex iteration i f xk is close enough to one of the (p+1J points 
s~ , (i = 1, ... , p+1J . 
-1" 
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Proof 
Let the primal LP problem corresponding to the k-th problem be 
given by: 
[OT, 1] [:J minimize Z = 
(3.2.40) [~J ~ : subject to [AT eJ 
The dual LP probl em is then: 
maximize T z = c w 
subject to [:T} GJ (3.2.41) 
and w > o . 
Suppose the dual has been solved, yielding the final basis 
rna tri x [: T J with co rres pond i n9 "cos trow" :B· 
column Of-B, and suppose we append [-:J to the 
IA~TJ to the constraint matrix ~_ 
Define 
s = a - ~ S 
and s = c - (:B) S . 
Let ~ S be the S-th 
[a -a] vector c and - -
- 1 1 
(3.2.42) 
(3.2.43) 
We will now show that if II ~ II and lsi are small enough, column [~J 
will replace [~:J in the basis in one iteration, and the new solution 
will be optimal. 
Now, because of (3.2.1) we have 
1~. T,:"k I h _~ -c > k (3.2.44) 
,.. 
44. 
where [~kJ is the solution of (3.2.40). 
hk 
If we let n be the vector of Lagrange mu ltipliers for the optimal 
solution of the k-th dual problem, then, from standard linear 
programmi ng theory (see, for example, Hadley [28 ]),we have 
(3.2.45) 
From (3.2.44) we have that either 
~T [~] - c < 0 
or ~T [-l~] -(-c) < O. 
Both Qf these inequalities cannot be true since vie exclude the case hk = O. 
Now, from (3.2.42), 
and, since [~:] is in the optimal basis, 
TIT [~~J = (c ) 
- 1 _B (3 
Th erefore, using (3.2.43), (3.2.46), 
T [~] T [ :] ~ 1 - c = ~ 0 - € . 
The other candidate for entry into the new basis is 
[-~J = [-~~J + [-~] 
=-[~ ]{n 
(3.2.46) 
(3.2. 47) 
45. 
Therefore, 
l_T.T [-l~] T f:] 
 - (-c) = E - ~ Lo + 2 hk . 
Since we have assumed hk > 0, if lEI, II Ell are sufficiently small, 
~T [-l~J ~ - (-c) > O. 
Hence, we must have 
Since 1T is optimal for the k-th problem 
- c. > 0 
1.- -
(3.2.48) 
where ~i is the i -th column of A, so that the vector [~]With correspond-
ing cost, c, is the only candidate to enter the basis. We will now 
show that the vector that leaves the basis will be [~] . 
To determine the vector to leave the basis, we first solve the 
system of equations 
The vector [~:J will leave the basis if 
() mi n ( ) ~B S/ys = Yi > 0 ( ~B ) i/Yi 
(see, for example, Had l ey [ 28, p. llO]). 
From (3.2 .46) and (3.2.49) we deduce 
(3.2.49) 
(3. 2.50) 
46. 
so that 
(3.2.51) 
Under the stated assumptions we have, using Lemma 3.2.3 that 
(wB). t O,( i = 1~ ... ~ p+l ). Therefore, the vector to be removed from _ 'l,. 
the basis wi ll be [~:J provided II ~I I is sufficiently small. 
It remains to show that for 11:11 , iEl small enough we will have 
the opti ma l solution. Let TI be as above, and let ~ be the vector of 
Lagrange multipliers obtained by replacing the vector 
[~: ] in the optimal (dual) basis by [~J . From Lemma 3.2.4 using 
(3.2.42), (3.2.43) (3.2.52) 
where 
€ [BT erl -£: B + :B [ ~T OJ[BT :rl~B/~ + :TB ~J -l [~J ) 
(3.2.53) 
and ~B contains the costs corresponding to columns in the new basis.' 
Clearly, 
if II : II is suffici ently small. 
k Ass umin g there are just p+l points ~ . we have 
-'l,. 
if w. is not a basic variable, and 
'l,. 
c. > 0 
'l,. 
~ p+l). 
(3.2.54) 
• 
(3.2.55) 
(3 .2.56) 
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Therefore, using (3.2.52), (3.2.54), (3.2.55) 
if 11 : 11, lEI are small enough, wi not a basic variable . By the 
definition of TI we also have 
~T [~;J -(cB) = 0, r t- 8, (3.2.57) _ r 
and ~T[J c = 0 . (3.2.58) 
The current solution will therefore be optimal for the dual problem if 
~T [~:J. - (:s) s > O. 
From (3.2.43), (3.2.46), (3.2.52), (3.2.58) we have 
= £ - ~T m 
= £ ~T m + ~T m 
Using (3.2.47), (3.2.48), (3.2.54) we conclude that 
~T [~: ] - (:S) S > 0 
if II ~ II, I £ I are suffi ci ent 1 y small . Thi s proves that [~: ] cannot 
re-enter the basis. Therefore the current solution is optimal. 
Now, vectors in the final basis correspond to points ~~ E Xk~ 
defined above. Therefore, it follows from the definitions of the matrix 
48. 
A, the vectors a, c, E , and the scalars c, E , and the continuity of 
f(~) and <Pi (~), (i = 1, , p+1), that II Ell , lsi can be made 
arbitrarily small if xk is sufficiently close to one of the points ~~ . 
-1-
This concludes the proof. 
Remark 3.2.2 
D f · D {k . 2 } e 1 ne k = ~ ., 1- = 1, , ... . 
-1-
k Clearly, ~ € Dk+1· If the 
o 
solutions of the discrete problems , k > K, for some constant K, and the 
continuous problem are unique, and if for k ~ K,Dk contains only p+1 
points, it follows that the sets Dk are convergent. Hence, for k large 
enough, xk can be made arbitrarily close to some point ~k € Dk , so that 
the result of Theorem 3.2.2 is true. 
Remark 3.2.3 
unique solutions. 
, <p } is a Chebyshev set on X, all DLC problems have 
p 
Thus if the sets Dk , above, contain just p+1 points 
for k > K the result of Theorem 3.2.2 is true. 
If the conditions of Theorem 3.2.2 are not satisfied it may be 
necessary to perform more than one iteration of the Simplex Method to 
obtain the new solution. However, the new optimum should be attained 
in only a few iterations (see the example below). 
A disadvantage of the method, as outlined so far, is that 
searches are made over the whole region using sets G. of decreasing 1-
density. The amount of computation may be substantial unless the 
region over which the searches are made can be reduced. That this may 
be possible is indicated by the following example. 
Examp 1 e 3.2. 1 Anderson [ 3 ] 
Consider the problem of finding the BLC approximation of the 
function sin(u/(l+v)) over the square region X = {(u,v)lo < u < 1, 0 < v < l} 
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by using a linear combination of the function s 
232 2 {u, u , uv, u , u v, uv }. 
The approximation was first computed on a uniform grid of size 
00 = 1/8 in both the u and v directions. The sets G. were chosen to be t. 
uniform gri ds of sizes O. = O. 1/2, ( i = 1,2, ... ) . The progress of 
t. t.-
the algorithm is illustrated in Tables 3.2.1 and 3.2.2 and in Figure 
3.2.1 . It is necessary to compromise between accuracy and the amount 
of computat ion, so the algorithm was stopped when 0 became less than 
° k k T k k let (u.,v . ) = S. be the points for 
t. t. -t. 
10- 3. Define (u k, vk)T = xk and 
k k I k k which Ir(a , ~ .) = 6 (a ). 
- -t. -
TABLE 3.2 .1 
PROGRESS OF ALGORITHM 
k 2 3 
al 1. 00379860 0.99712423 0.99 712415 
a2 -0 .07208320 -0.05554663 -0 .05546972 
a3 -0.77175282 -0.76888556 -0.76888630 
a 4 -0.08388423 -0.09365026 -0.09364976 
as -0.19364191 0.1 8995400 o . 18995417 
a6 0.21606547 0 . 21688611 0.21688668 
t,k(ak ) 0.00636019 0 .00645636 0.00645643 
Number of 19 2 
simplex itns. 
k 0.5 0.5 Not found u 
vk 0.3125 0.314453 Not found 
0 1/16 1/512 < 10-
3 
ok 
-
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TABLE 3.2 .2 
POINTS OF EXTREMAL DEVIATION 
k k sign k 'l- U. v. k k 
'l- 'l- (r(a , s .)) 
_ -'l-
1 1 0.25 1.0 + 
2 0.5 0.25 -
3 0.5 0.375 -
4 0.625 0.0 + 
5 1.0 0.0 -
6 1.0 0.625 + 
7 1.0 1.0 -
2 1 0.25 1.0 + 
2 0.5 0.0 + 
3 0.625 0.0 + 
4 1.0 0.0 -
5 1.0 0.625 + 
6 1.0 1.0 -
7 0. 5 0.3125 -
3 1 0.2 5 1.0 + 
2 0.5 0.0 + 
3 0.6 25 0.0 + 
4 1.0 0.0 -
5 1.0 0.6 25 + 
6 1.0 1.0 -
7 0.5 0. 31445 -
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FIGURE 3.2.1 
CONTOUR PLOTS OF THE RESIDUAL FUNCTIONS r ( ak ,~) 
Legend: + points in the sets l 
k 
€ Xk k k +tJ,k(ak ) Ejj poi nts s . such tha t r(a ~ s . ) 
-L-
- -L-
. k k k k 
_tJ,k(ak ) e pOlnts S. € X such that r (a , s .) = 
-L- - -L-
X point k € X satisfying (3 .2.1) x 
(a) k == 1 
-4 ·0E-3 
0 ·0 
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FIGURE 3.2.1 (cont.) 
~r-----;-+-~--~i7~~--------r---------'---------~------------~ (b) k = 2 
0 -0 U AXIS 1-0 
(c) k :3 ~ ~----~~------~±t~~----~-----r----------__ +-------~~~---------~6~-3j,E~-~3~P 
-4 ·0E - J 
o 
. . 
0 -0 U AXIS 
1-0 
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It can be seen from Figure 3.2.1 that the points xk that are 
found at the k- th step are very close to some point s~ . This suggests 
-'!.-
that it may be possible to conf ine the search for the point xk to 
neighbourhoods of the points s~ . If there are just (p+l) points s~ 
-'!.- -'!.-
then all points s~ correspond to columns in the optima l (dual) basis 
-'!.-
at the k-th step. Therefore, these points can be found without 
further computation, and it should be relatively easy to determine 
appropriate neighbourhoods around the s~ to which the search for xk 
-'!.-
can be restricted. 
However, difficulties may arise when there are more than (p+l) 
points s~ . If- the search for xk is restricted to regions around 
-'!.-
k S. corresponding to columns in the optimal dual basis, then the 
-'!.-
points 
algorithm above may not converge . 
- It therefore seems necessary to locate all of the points s~ and 
-'!.-
then to determine appropriate search regions around each of these 
points . Note also that in the example, the error function r(ak,x) has 
only six extrema. It seems li kely that this problem is singular, 
however, the algorithm experienced no difficulty in finding an 
approximate so lu tion. The application of the linear programming 
approach to the solution of singular BLC problems has been considered 
by Osborne and Watson [ 46 J. As pointed out in Remark 2.3 .2 there 
are at least p+l points s~ . Osborne and 14atson [ 46J show that 
-'!.-
the reduction in the number of extrema is obtained by some of the 
. 7( 1 . pOlnts S. coa esclng. 
-'!.-
Successive optimal basis matrices become more 
and more singular. This i s not a particularly desirable strategy. 
However, while the coal esc ing points are reasonably far apart, a good 
approximation can sti ll be obtained. The use of numerically reliable 
LP routines would be a distinct advantage for these problems . 
54. 
CHAPTER 4 
APPROXIMATE SOLUTION OF DIFFERENTIAL EQUATIONS 
In this chapter we consider the problem of finding an approximate 
solution of the linear operator equation 
~u = t in G 
subject to the auxi liary conditions 
~u = g on r , 
where G is some bounded region in ~ with boundary r. The method of 
approximation involves the determination of an element u from a suitable 
p-dimensional linear space Sp C C(G) such that 
lI~u - til G 
and 
are small, where G = G ur, and 
We make the following assumptions : 
(i) t e C( G) and II f IIG < co ; 
(ii) k;:t e C(G) for all ;:t eSp' and 
_sup II Lu- II ueS = G <co 
p 
(iii) g e C(r) 
(iv) §u e C( r ) 
55. 
Assumptions (i) and (ii) imply that 
II ku - til G = II ku - til G 
where ~u and t are defined on r by continuity. Assumptions (i) - (iv) 
ensure that the methods of Chapter 3 can be generalized to enable the 
numerical determination of u to be made . 
We denote by U the space of functions , u , for which bU and §u are 
defin ed . 
-
56. 
4.1 MINIMAX RESIDUAL SOLUTION OF OPE RATOR EQUAT IO NS 
The problem of finding an approximate solution to the linear 
operator equations 
ku = f in G 
(4.1.1) 
Bu = g on r 
can be considered a generalization of bes t linear Chebyshev app rox imat ion. 
Let uo~ ¢1 ~ ... ~ ¢p be suitably chosen functions and consider 
u = U o + I a . ¢ .. i=l 'Z- 'Z- (4.1.2) 
There are six essentially different method s of solution. 
1. The interior method 
and 
The functio ns uo ~ ¢1 ~ ... ~ ¢p are chosen so that 
Bu = g 
= 0 
B¢ . = 0 ~ 'Z- = 1 ~ ... ~ p . 
= 'Z-
The method consists of choosing ~ = { al~ ... " 
p 
(4.1.3) 
(4.1.4) 
a )T to minimize p 
= max_ I (f - kuo ) - I a . (k ¢i ) I . (4.1.5) 
x € G i=l 'Z-
Thi s method is often used when the boundary conditions are fairly si mp le. 
For example, with ordinary differential equations it is usually easy to 
find an approximate solution satisfyin g (4.1.3) and (4.1. 4). Sometimes, 
especia lly when so lving elli ptic partial differential equations, an 
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approximate solution (4.1. 2) is known which sa tisfies the differential 
equat ion but not the boundary conditions . For such problems we use the 
next method . 
2. The boundary method 
The functions uO' $1 ' 
L U = f 
= 0 
...... , $ are chosen such that p 
and k $i = 0 , (i = 1 ~ ... ~ p ). 
The approximation is achieved by choosing a to min imize 
(B$ .) I . 
= '!, 
(4.1.6) 
(4.1.7) 
(4.1.8) 
Note that both of the above methods yield problems which have exactly 
the same form as BLC problems, an d hence they can be solved using the 
methods given in Ch apter 3. The ex istence of so lution s to the posed 
approximat ion problems is guaranteed by Theorem 2.1.1. 
If the operator k and the boundary, r , are complicated, it is 
usually not easy to construct approximations satisfying either of the 
equations (4.1.1) . We may, for example, wi sh to use product B-splines 
(see , for example, Rosen [58J ). Thus, an alternat ive method is required . 
3. Mixed methods 
Here, the functions uO~ $1~ ... ~ $p do not sat isfy either operator 
equation in (4.1.1). For these methods, we "omit Uo as i t serves no 
useful purpose. The 
U = 
approx imat ion, 
p 
L a . $ . 
i=1 '!, '!, 
U~ then t akes the form 
(4.1.9) 
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There are four methods which fall into thi s class. 
(a) Choose a to minimize 
(4.1.10) 
This is a natural extension of the previous two methods. The 
existence of a solution of the approximation problem will be shown in 
§4.2. One defect of this method, however, is that it puts an equal 
weight on the two norms, and hence cannot take account of any inherent 
differences in scaling between operator equation and boundary conditions. 
The next method overcomes this problem, and gives greater flexibility 
as we 11 . 
(b) For some value of the constant y > 0, choose a to minimize 
-
Y'4 = II f - ku II G + y II g - ~ull r . (4.1.11) 
We shall show that this problem can be solved by generalizations 
of the methods of Chapter 3. Firstly, however, we shall show that the 
approximat ion problems (4.1.10) and (4.1.11) have solutions. 
We define the sets X and Y such that 
X = G x r 
Y = C(G} x C( r } 
and the mappings ~ : U + Y and y X + Y 
such that ~u = (bu , ~u ) 
and v = (f, g ) 
The problem (4.1.1) then becomes 
~ = V ' 
{4.1.12} 
{4.1.13} 
{4.1.14} 
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The approximate solution of this equation is obtained by seeking u of 
the form (4 . 1.9) to minimize 
II ~ - ~u II , (4.1.15) 
where the norm II. II is appropriately defined. 
Let ~ € Y, then for method 3(a) 
(4.1.16) 
whereas , for method 3(b) we define 
where y > O. It is easily shown that (4.1.16) and (4.1.17) are valid 
norms, under the definitions 
( i i ) = 
With either of the above norms, Y becomes a normed linear space. 
Clearly {~u , u € S} is a finite di me nsional linear subspace of Y and 
p 
by Theorem 2.1.1 there is at l eas t one element of the form Mu of 
minimum distance from v € Y. 
The methods of Chapter 3 are clearly applicable to the solution of 
the probl em (4.1.10) under fairly obviou s generalizations. The 
generalization of the solution of (4.1.11) is not as obvious. Consider 
the extension of the first algorithm of Remes to the solution of (4. 1. 11 ) . 
Define 
p G , rL(~'§) = f (§) - I a . L[ <p . (tJJ Ei, e (4.1.18) 
i=l -z.. = -z..-
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(4.1.19) 
and (4.1 .20) 
where x = (s,n) € X. We also define 
(4.1.21 ) 
and 6(a ) = lIr(a,x) II . 
- - - y 
(4.1.22) 
It follows from (4.1.17) and (4.1.21) that 
(4.1.23)" 
The algorithm requires the solution of a sequence of discrete 
probl ems on finite subsets Gk and rk of G and r , respectively . The 
discrete problems can be solved by linear programming. Let 
... , 
and rk = {n1, . . . , n } cr. 
- -nr 
Define the matrices L, B and vectors f, 9 such that 
L. = L[ <j> .( s .)] (i = 1~ ••• J p; j = 1~ ••• .J nG) (4. 1. 24 ) 1..~j = 1..-1.. 
B. = 1.. ~j H <j> .(n.)] - 1..-1.. , (i = 1~ ... ." p; j = 1~ ••• .J nr ) (4 . 1.25) 
(j = 1~ . .. " (4.1. 26) f. 
J 
and (4.1.27) 
Then, the discrete problem can be written ~s the LP problem: 
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find a € RP , h € R2 to 
.., 
minimize h1 + yh12 
subject to T IL <.: - !I ~ h1~ (4.1.28) 
and T ~ h 2 ~ (4.1.29) 18 <.: - gl , 
where the vector e does not necessarily have the same length in (4.1.28) 
and (4.1.29). This can be written in a standard form for LP problems: 
fi nd [6] € RP+2 to 
minimize 
subject to LT e 0 f 
_LT m 
(4.1. 30) 
e 0 ~ -f 
8T 0 e g 
-8 T 0 e -g 
For the reasons stated in §2 . 3, the dual problem is solved instead 
of the primal: 
find 
subject to 
L -L 8 -8 0 (4.1.31) 
T eT OT OT w = e 
OT OT T T e e y 
-
and w ~ 0 
-
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As with the ordinary BLC approximation, the solution of (4.1. 30) 
is given by the vector of Lagrange multipliers at the opti mum of (4.1.31). 
The dual probl em above can be solved using a modification of the Revised 
Simplex Method similar to that used for the BLC probl~m (see §2.3). 
We will now state and prove the convergence of a modification of 
the first algorithm of Remes that can be used to solve the approximation 
problem (4.1 .1 5) using the norm (4.1.17). We define 
(4. 1. 32) 
Algorithm 4.1.1 
At the k-th step, we are given finite subsets Gk and rk of G and r , 
respectively. Select ak to minimize the function ~k { a ). Choose 
l = ( ~k , ~k) € X to maximize H~k ,~) I , defined by (4.1.21). Set 
Gk+1 = Gk U {sk} and rk+1 = rk U {nk } and continue. 
- -
At the beginning, G1 and rl may be arbitrary except that the matrix 
[L~ BJ 
should be of rank p , where the matrices Land B are defined in (4.1.24), 
(4.1.25) . 
Lemma 4.1.1 
Under the above assumption the ak generated by Algorithm 4.1.1 
are bounded. 
Proof 
Let I ~ I be defined as in (3.2.2) and define 
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p 
e = min {max 1 I I a .l[ ~ .( ~ )J 1~1=1 ~ € G i=l ~- ~-
p 
I I a . B [ ~ . ( 1l ) ] IJ· i=l ~- ~-
+ max 
y 1l € rl 
Under the above assumption, e > 0, so that 
so that a cannot minimize any of the functions bk . 
Therefo re , 
which shows that the ak are bounded. 
Theorem 4.1.1 
(4.1.33) 
o 
Let 1 = inf b(a ). Then bk ( ak ) t 1 . Furthermore, the cluster 
a - -
points of the sequence {~k} minimize b ( ~ ) . 
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Proof 
for any a . The refore, for all a , 
Hence, 
6k (ak ) ~ 6k+1 (ak+1 ) ~ ~ . {4.l.34} 
- -
Thus, the sequence 6k (ak ) is non-decreasing and bounded above. Therefore, 
for some E: ~ 0, 
l(ak ) t ~ - E:. (4.1. 35) 
We must prove that E: = O. 
Since, for any a, S, 
where ML = m~x II k<l>i ll G ' it follows that 
(4. 1. 36) 
Also, 
(4.1.37) 
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Therefore, for any a , B € RP and x € X , 
(4. 1. 38) 
(4.1.39) 
where M = ML + y MB . 
Suppose now that € > O. By Lemma 4.1.1, the sequence {ak } is 
bounded and so possesses a cluster point, B, say. For any 8 > 0 we 
can find indice s k and i > k such that 
k I § - <:: 1 ~ 8 
and 1 § - <::i 1 ~ 8 
Thus, 
i k 1<:: -<:: 1 ~ 28 . 
From the definition of B, using (4.1.39) and (4.1.40) 
~ = inf 6(a ) 
a -
S· k ( k k ) . . 1 ( k ) 1 th ' b 1nce x = E;" n maX1m1zes l' <:: ,~ ~ 1S ecomes 
Using ( 4. 1 .38) , (4.1 .41) we obtain 
~ ~ 
. k 
11'(<::'2-, ~ )1 + 3M8 
Since Gk C Gi and rk C ri , i > k , we have 
11'( <::i , ~k ) 1 ~ 6i {ai ) ~ 
(4.1.40) 
(4.1.41) 
(4.1. 42) 
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so that (4.1.42) becomes 
R, ~ tJi (c/ ) + 3M8 
Using ( 4. 1 .35) , 
R, ~ R, - E + 3M8 , 
so that if 3M8 < E we have a contradiction. 
Therefore, E = 0 and R, = t- (S) o 
Remark 4.1.1 
If the solution of the approximation problem (4.1.11) is unique, 
the coefficient vectors ak generated by Algorithm 4.1.1 will converge. 
As with the first algorithm of Remes , it is not necessary to 
locate the point xk = ( ~k , nk) exactly. It is possible to modify 
Algorithm 3.2.1 in a manner similar to the above generalization of the 
first algorithm of Remes. 
We defi ne sequences {P. ~ i = 1 ~ 2 ~ 3~ ... } and {n .~ i = 1~ 2~ 3 ~ ... } ~ ~ 
of finite subsets of G and r , respectively, where 
P1 C P2 C P3 ....... , 
and TI1 C n2 C n3 ........ .) 
are such IP11 > IP2 1 > IP31 that ........ , 
and ITI11 > In2 1 > In31 ........ ~ 
with I P·I -+ 0 as i -+ 00 ~ 
and In·1 -+ 0 as i -+ 00 . ~ 
Algorithm 4.1.2 
At the k-th step, we are given finite subsets Gk and rk of G and r , 
respect ively. Select ak to minimize the function tJk (a ). Search on the 
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subsets Pi' i = 0k-l~ 0k_l + 1~ .... and ITi ~ i = Tk_l~ Tk_l + 1~ ... 
until a point xk = 
k k max k 
:) I > l{ak ) Ir{~ , : )1 x e P x IT Ir( ~ , 
ok Tk 
where 00 = TO = 1 . If such an l can be found, set pk+l = pk U { ~k} , 
k+l k k . IT = IT U {n } and contlnue. If xk does not exist, the current ak 
solves the approxi mation problem. 
A proof of convergence for this algorithm can be deduced from 
Theorem 4.1.1 using arguments similar to those for Theorem 3.2.1. 
The minimization problem (4.1.11) is a type of penalty function 
method, where choosing y large enough forces the boundary conditions to 
be satisfied as closely as possible. We have the following interesting 
result . 
Theorem 4.1.2 
Con sider the following pair of linear programming problems: 
Pl : 
minimize h 
a 
If. - £'~al ~ h~ (j = 1~ ... ~ kL 
J -J-
(4. 1. 43) subject to 
T b.a = g. , (i = 1~ ... ~ n). 
-'!.-- '!.-
(4. 1. 44) and 
P2 
minimize hl + y2 h2 
a 
-
If. T hF (j k ) , (4.1.4 5) subject to - £' ·0.1 ~ = 1~ ... -' J J-
and T h2 ' (i n ) . (4.1.46) Ig. - b. a l ~ = 1~ ... -' 
'!.- -'!.- -
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If Pl has a unique solution a* then there exi sts a cons ta nt K such 
that if y ~ K a* is a solution of P2. 
' -
Proof 
We assume that ~O t ~* is a solution of P2 ~ and derive a cont ra -
diction provi de d y is large enough. Define the set 
L: = {j f. T h*, l} - Q, . a* = s. s . = ± 
J -J - J J 
where h* is the opti mal value of h for P1. Define £: , aO such that 
(4.1.47) 
where II ~ II = 1 and £: > O. For the purposes of thi s proof, II ' II may be 
any vector norm. Let h~ , h~ be the opti mal values of h1 , h2 for P2. 
Since a* is not a solution of P2 we have 
and hence 
T 
s. LcS> O, 
J -J -
for all j E L: • 
From (4.1.45), (4.1.46), (4.1.47) we obtain 
a* - £: , j E L: 
and 
h2
0 ~ 19 ~. - b~ a* - £: b~ 01 ' (i = l~ ... ~ n) 
v 1- - 1--
(4.1.48) 
( 4. 1 .49) 
Since a* satisfi es the constraints of Pl, we have, using (4.1.49) 
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and 
hO ~ E I b~ <5 I , (i 1, ... , n ) 2 
-'1.. -
Now, let 
K1 
max mi n I ~~ 81 8 €S j€L. 
-J -
-
and 
K2 
min max T 
= lb. 81, 8 € S 1 ~i~n 
-'1.. -
where 
S = {8 s . ~~ 8 ~ 0, j € L. , II ~ II = l} J -J -
Then, 
hO 1 ~ h* - K1 E (4 .. 1.50) 
and 
hO 2 ~ K2 E . (4.1.51) 
Clearly, K2 > 0, otherwise there is a vector 8 € S such that 
b~ 8 = 0, ( i = 1 , 
- '1.. -
. .. , n), which contradicts the assumption that a* is 
the unique solution of Pl. 
From (4.1.50), (4.1.51), we obtain 
which contradicts (4.1.48) provided 
This concludes the proof. o 
For any value of y > 0, method 3{b ) tends to give as small a value 
of Ilr-ku llG as possible. Even if we include a y factor in me thod 3(a), 
for y large enough, the residual for the operator equation will be 
swamped by the boundary residual, unl ess the boundary residual can be 
driven to zero. In the next sect i on we will show that for the numerical 
solution of cedain elliptic partial differential equations, unless we 
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have a particular reason for choosing y differently, we may choose 
_ k2 
y - k] to minimize an error bound of the type 
If the boundary condition s are required to be satisfied as closely as 
possible, we wou ld choose a much larger value of y . 
The final two methods are included for completeness: 
(c) For some E ~ 0, choose a to minimize 
subj ect to 
(d) For some E ~ 0, choose a to minimize 
subj ect to II f -~u IIG ~ E • 
The l ast two methods depend on the choice of a suitable value for E . 
It is not known at this stage how an appropr i ate choice can be made . 
Uniqueness of the above approximation problems cannot be guaranteed . 
For the interior method we can use Theorems 2.1.3 and 2.1.4 to conc lude 
tha t if G C ~,m ~ 2 uniqueness for all possible choices of f is not 
po ssible . Even for the boundary me thod, it may no t be poss i ble to choose 
~l ~"" ~P to satisfy (4.1 .7 ) as we ll as forming a Ch ebyshev set. For 
the mixed methods, the function s ~~i map G x r into R2 so that we do not 
even have the concept of a Chebyshev set . The following examp l e serves 
to illustra t e the difficulties that can be encountered , even in one 
di mens ion . 
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Example 4.1.1 
Consider ordinary differential equations of the following type: 
(a1 + a2 x )~~ + a3 U = f (x) , X € (0,1) 
with boundary condition 
We seek a polynomi al approximation of degree p, 
it = 1 
i =O 
Xi a . 
-z., 
Substituting into the differential equation we obtain 
where 
p 
L a . ~ .(x) = f (x) 
i=O -z., -z., 
The functions ~ .(x) form a Chebyshev set on [O,lJ. However, if 
-z., 
we set 0.0 = Uo in order to satisfy the boundary condition, we obtain 
as the appro ximation prob l em 
1 a. ~ .( x ) = f ( x )- uo a 3 · 
i=l -z., -z., 
I t can easily be verified that for p = 2 the ~ . wil l form a Chebyshev set 
-z., 
i f and only if either 
(i) 
or 
a1 a1 (ii) a2 + a3 = 0 and either a- ~ 0 or a- ~ -1. 2 2 
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4.2 LINEAR ELLIPTIC PARTIAL bIFFERENTIAL EQ UATIONS 
In this section we consider second order linear partial differential 
operators of the form 
m 
k u = L 
i~j=l 
a .. 
1.- ~ J 
Note that we may assume, without loss of generalit~that 
a . . = .a .. 
1.- ~ J J ~ 1.-
) (i ~ j = 1 ~ .. . ) m) . 
Definition 4.2.1 
(4.2.1) 
The operator k is said to be elliptic at a point x € ~ if and 
only if there exists a ~ (x) > 0 such that 
(4.2.2) a. .( x) C c ~ ~ (x) 
1.- ) J - 1.- J 
for all vectors ~ = (~l' 
The operator k is said to be elliptic in a domain G c~ if it 
i s el liptic at each point of G. 
Def inition 4.2 . 2 
b is said to be uniformly el liptic i n G if (4 .2.2) holds for each 
po i nt of G and if there exists a constant ~o > 0 such that 
(4.2.3) 
We are concerned with finding an approximate solut i on of the problem 
k u = f i n G (4.2.4) 
subject to 
au + Q(x ) r av ~ u = gl on 1 (4.2 . 5) 
and u = g2 on r 2 ) (4.2.6 ) 
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where r1 U r2 = r~ and ~~ is an outward di rec t ional derivative. Let 
the operator ~ be defined such that 
~ U = 
d U + S(x) U dV 
U 
The boundary conditions (4.2.5), (4.2 .6) can then be expressed i n the 
form 
(i) 
(i i) 
( iii) 
( i v) 
(v) 
( vi) 
~ U = g on r (4.2.7) 
We make the following assumpt ions 
b is uniformly ell iptic in G, 
c (x) ~ 0 in G , 
the coefficients a . . (xL b .(x), c ( x) in (4.2.1) are bounded, 
1.- ~ J - 1.- -
s(x) ~ 0 on r1 ' 
each point of r1 lies on the boundary of a ball in G, and 
G is bounded. 
The proof of the existence of solutions U E C(G) n c(2)(G) n c(l)( r ) 1 
of the above problem i s an extreme ly complicated question wh ich requires 
the devel opment of spec ial mathematica l theory . Consequent ly, we shall 
merely assume the existence of a solut ion and refer the reader t o works 
such as Bernstein [11 J, Garabedian [ 24 ], Koshlyakov, Smirnov and 
Gl i ner [ 31 J, an d Ladyzhenskaya and Ural' tseva [33 J. 
We shall now derive an error bound for an approximate solution, 
u of the above problem. We make use of the following maximum principle. 
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Theorem 4.2.1 Protter and Wei nberger [50, p. 64] 
Let u satisfy the inequality 
k u ~ 0 (4.2.8) 
with c(x} ~ 0, b uniformly elliptic in G, and with the coefficients of 
k bounded . If u att ains a non-ne ga tive max i mum, M,at an interior po i nt 
of G, then u:: M. o 
We can also give conditions under which ~~ > 0 on the boundary, f . 
Theorem 4.2.2 Protter and Weinberger [50, p.67] 
Let u satisfy (4.2.7). Suppose that u ~ M in G, that u = M at 
. a boundary point ~O and that M ~ O. Assume that ~O lies on the boundary 
of a ball in G. If u i s continuous in G U {~o} , any outwa rd directiona l 
d . t' au en va lVe, av at ~O is positive unless u :: M in G. 
The ne xt theorem follows ea sily fro m the last t wo theorems. 
Theorem 4.2.3 Protter and Weinberger [50, p.70] 
Suppose u
1 
and u2 satisfy (4.2.4) and (4.2.7) in a bounded 
domain G. Th en under the stated assumptions, u 1 :: u 2 except when 
o 
c :: B :: 0 and f2 is vacuous, in which case u 1 - u2 must be constant. 0 
We are now in a pos ition to prove an a- poster iori bound on the 
difference bet ween a solut ion, u € C(G} () c( 2}(G) () C(1}( f1 } of (4.2. 4), 
(4.2.7) and an arbit ra ry u € C(G) () C(2}(G) () C(1)( f 1 ) 
Theorem 4.2.4 
Let u € C(G) () c(2)(G) () c(1)( f
1
) sat isfy (4.2. 4) and (4.2.7). 
Then for any u € C(~) () C(2)(G) () C(1)(f1) we have 
(4.2.9) 
where w,w € C(G) () c (2)(G) () c( 1}( f
1
) are any two functions such that 
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L w ~ - in G (4.2.10) 
= 
~ w ~ 0 on r , (4.2.11) 
~ W ~ 0 in G (4.2.12) 
and 
6 W ~ 1 on r (4.2.13) 
Proof 
This theorem is an extension of Theorem 4 in Rosen [57 J. 
Let ° 1 = IIf-~ uliG and 
Consider the function 
v1 = u - U - °1 w - °2 ~ 
Clearly, 
and 
According to Theorem 4.2.1, if v1 is not identically constant, it 
can only have a non-negative maximum at a point on the boundary. By 
Theorem 4.2.2, v1 cannot have a non-negative maximum on r1 unless it is 
a constant. If r2 is vacuous, and c = S = 0 then v1 = constant satisf ies 
all of the required conditions. In all other cases we conclude that 
v1 ( 0 in G. 
Similarly, we can conclude that 
Therefore, 
which is the des ired result. o 
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Rema rk 4.2.1 
The previous theorem provides an est imate for y in method 3(c) of 
§4.1 for the approximate solution of elliptic partial differential 
equations satisfying the conditions of this section. Unless we have a 
particular rea son for choosing y differently (for example to try to 
satisfy boundary conditions more exactly) we can choose 
(4.2.14) 
Thi.s value of y yields an approximation with the best error bound. 
Example 4.2.1 
Let us consider the problem of finding an approximate solution of 
equations of the type 
'1/ 2 u = f in G 
subject to u = 0 on r 
where G is the unit square { (xl ' x2) : 0 ~ xl ~ 1, 0 ~ x2 ~ l} 
and its boundary is r. It can read ily be verified that 
and w = 1 
satisfy the requ irements of Theorem 4.2.4. Clearly, 
II w IIG Q 
II w IIG = 
so that the error bound (4.2.9 ) becomes 
As an illustration of the methods of the previous section, this 
example was so lved using Algorithm 4.1.2. An approximate solution was 
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sought in the form 
3 3-j L L a. ·· x '1-1' XJ2' 
. • 'l- J J J=O '1-=0 
J u = 
and y = 2 was chosen to give the best error bound. 
The initial set G1 was chosen to be a uniform grid of 36 points, 
th e 20 points on the boundary being the initial set r1 . The sets P. were 
'I-
chosen to be uniformly spa ced points such that 
1 Pi 1 = ~ 1 P i - 1 1 
and 1 p·1 ~ IG1 1 . 
'I-
The n. were chosen as the boundary points of the P. 
'I- 'I-
The points xk = ( ~k , ~k ) added at each stage and the value of 
- - -
~k ( a.~ ) are given in Table 4.2.1. The iterative procedure was stopped 
when the mesh si zes of both G and r became less than 10-2, yielding 
ok 'k 
the final approximation given in Table 4.2.2 . 
TABLE 4 .2. 1 
k ~k ~ k ~k ( a.k ) 
1 0.00000 0.00000 6.00000E-2 
0.00000 0.50000 
2 0.00000 1. 00000 6.064690E-2 
0.00000 0.50000 
3 0. 00000 0.50000 6.1 22449E-2 
0.00000 0.00000 
4 0.00000 0.50000 6.185567E-2 
0.00000 1 .00000 
5 FINAL APPRO XIMATION 6. 25000E-2 
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TABLE 4.2.2 
FINAL Ct. . • FOR EXAMPLE 4.2.1 
1.- J J 
~ 0 1 2 3 
0 3. 12500E-2 -2.50000E-1 2.50000E-1 0.00000 
1 -2 . 50000E-1 0. 00000 0 .00000 
2 2.50000E-1 0.00000 
3 0.00000 
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CHAPTER 5 
NON-LINEAR PROBLEMS 
Let T be a closed subset of Rm and let c (x,t), with parameters 
Xl' •.. , xp ' be a prescribed function of t, defined for t € T. Consider 
the problem of approximating a function g(!) € CrT] by c (x,t). The non-
linear best approximation (NBA) problem consists of finding a vector 
x € RP to minimize-
where 
In §5.3, we consider for the solution of this problem methods 
which are non-linear analogues of the methods of Chapter 3. The methods 
require the solution of a sequence of discrete problems on finite 
subsets Tk of T. Denoting the points in Tk by 
the discrete problem may be written: 
find to 
Defining the vector function f(x ) by 
f . ( x ) = g ( t .) - C ( x , t . ) , ( i = 1 J ... J nk ) J ~ - -~ - -~ 
it can be seen that the discrete problems are just special cases of the 
more general problem: 
find to 
minimize "!(~)" 
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where f(x) is a vector function of dimension nk , and the nonn is the max-
imum norm, II f (x) II = m~x If. (x) I 
- - ~ ~ -
In §§S.l ,2 we consider methods for the solution of this general 
problem. Conditions are given under which the algorithms converge. The 
orders of convergence of the methods are considered also. Let 
~O' ~1' ~2' ... be a convergent sequence of vectors with li mit x*. The 
order of convergence, p , is defined by 
l / i 
P = lim inf (-log II x. - x*11 ) i 7 00 _~ _ 
and we note that this defin it ion is independent of the base used for the 
logarithm. 
that 
Moreover, if the sequence {x., i = 0, 1, 2, ... } is such 
-~ 
II :i+1 - :*11 ~ K II:i - :*11 \I , 
for some constant , K, then the order of convergence is at least \I . 
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5.1 A DESCENT METHOD FOR MINIMIZING II !(~ ) II 
In this section, we consider a method for the solution of the 
problem of finding a vector ~ of dimension p to mi nimize II !(~) II . The 
method is a mod ification of the usual Newton method for finding a zero 
of a vector function of several vari ab les (see , for example, Ortega and 
Rhei nbo 1 dt [42 J) . 
We assume that a solution, x*, exists and that an initial 
approximation, ~o " is available. Let F( x) = II !( ~) II and define 
We assume R is bounded and that f(x) is sufficiently smooth for us to 
be able to write 
2 
f(x + yt) = f(x) + yA(x) . t + y2 II !II ~(~,y,!) 
where II ~(~,y ,!) II ~ W for x, x + yt E R, and H is a finite constant. 
The matrix A(x) is such that its j-th row is Vf.(x). He make the 
- J -
further assumptions that A(x) has rank p and is bounded in R. 
Consider the following algorithm for minimizing F(x): 
(i) choose t = t. to minimize 
_ -t. Ilf(x.) +A.tll _ _t. t. -
where A. = A(x.) . 
t. -t. 
(i i) Set x. 1 = x. + y .t., for some y ., 
_t.+ Nt. t.~ t. t. 
and repeat. 
Step (i) is in the form of a OLe approximation problem and can be 
solved by the linear programming method outlined in §2 .3. Step (ii) 
requires the determination of a suitable value for y.. Osborne and 
. t. 
Watson [45 ] choose y = y . to mi nimi ze F(x. + yt.). We propose a method 
t. _t. -t. 
for determining y . which ensures convergence but does not require a one-
t. 
dimensional minimi za tion. 
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We define vectors ~i . and the function ~ (~i 'Y) such that 
r. f(x.) + A.t. 
~~ ~ ~~ ~~~ 
(5.1.1) 
F(x.) - F(x. + yt. ) 
~ ~ ~~ ~~ (5.1.2) and 
y(F(x.) - II r·lI) 
~~ ~~ 
Definition 5.1.1 
A point x* is called a stationary point of F(x) if 
F (~*) = II ~* II . 
In the theory of non-linear programming, the Kuhn-Tucker condi-
tions are well known (see, for example, Zangwill [72J). These condi-
tions are necessary at the optimum of the problem. The problem of 
minimi zing F(x) can be posed as the non-linear programming problem: 
minimize h 
subject .to the constraints 
f . (x) - h ~ 0 
~ ~ 
(i == 1~ .. , ~ n) . (5.1.3) . 
-f.(x)-h ~ O 
~ ~ 
It may readi ly be verified that the Kuhn-Tucker conditions at the 
opti mum, (xo,ho), of the above problem become 
(i) (xo,ho ) sat i sfies the constraints (5.1.3); 
(ii) there exist numbers A. ~ 0, ]1 . ~ O~ ( i~j == 1~ 
~ ~ 
. .. ~ n ) such that 
b. ]1 .(f .(xo) 
J J-
+ hO) 0, U =: 1~ ... ~ n ) 
n n 
c. L A. + L ]1. 
i==l ~ j==l J 
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and 
Lemma 5.1.1 
If x* is a stationary point of F(x), then (x*,h*) satisfies the 
Kuhn- Tucker conditions, where h* = II ~* II . 
Proof 
(i) is obviously satisfied. To see that (i i) is satisfied we 
consider the linear programming problem 
mi nimi ze h 
t (5.1.4) 
subject to I!(:*) + A ~ I :; h, 
where A = A(x*) . This can be wri tten in dual form: 
maximize [fT(x*), T -f (x*)]w 
subject to (5.1.5) 
w ~ 0 
Now,the problem (5.1.4) has a solution and so by a standard result 
in linear programming (see, for example Hadley [28 , p.228]), (5.1.5) 
also ha s a solution . Defining 
and 
A. = w.~ 
'/- '/-
(i = 1~ • •• > 
~. = w. ~ (j = n+l ~ 
J J-n 
n) , 
~ 2n ) 
we see that A. ~ 0, ~. ~ 0, and (ii)c. and (ii)d. are satisfied. 
'/- J 
Conditions (ii) a . and (ii)b. follOl'>' from the complementary slackness 
results of linear programming (see Hadley [28 , p. 240]). o 
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We shall now outline . the proposed algorithm . Let e € (0,1) be 
given, and define the set 
IT = {1, e, e2 , ••• } . 
Algorithm 5.1. 1 
Step 1: Choose t t. to minimize II f{x.) + A.tll. -~ - -~ ~-
Step 2: IfF{x.) 
-~ 
II r .11, stop; othenli se choose y. as the 1 argest 
-~ ~ 
element in IT for which 
1jJ {x.,y.) ~ a , 
-~ ~ 
(5.1.6) 
where a > 0 is some prescribed constant independent of i. 
Theorem 5. 1 . 1 
If F{x.) f II r.11 and 0 < a < 1, there is a y. € IT such that -~ -~ ~ 
1jJ(x.,y.) ~ a. 
-~ ~ 
Proof 
We shall show that for 0 < y ~ 1 
1jJ(x.,y) ~ 1 - o(y) 
-~ 
where o(y ) + 0 as y + 0 for fixed x .. 
-~ 
Expanding f(x. + y t.) in a Taylor series about x. we obtain 
- -~ -~ -~ 
2 
f{x. + yt .) = f{x .) + yA.t. + y2 11 t·1 1 w{x.,y,t.) 
- -~ -~ - -~ ~-~ -~ - -~ -~ 
Using (5 . 1.1) we obtain 
f(x. + yt .) = f{x.) + y{r. - f{x.)) 
- -~ -~ - -~ -~ --~ 
2 
+ y211 t.11 w{x.,y,t.) 
-~ - -~ -~ 
Since 0 < y ~ 1, and Ilw{x.,y,t.)11 ~ w, by assumption, 
- -~ -~ 
2 
F (x. + yt. ) ~ (1 -y) F (x .) + y II r . 11 + y2 11 t . 11 w 
-~ -~ -~ - ~ -~ 
{5.1.7} 
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Substituting (5.1.7) into (5.1.2) we obtain, on simpl ifying 
2 
y(F(x.) - II r.lI) - y211 t· 1I W 
\jJ(x. ,y ) ~ -1.. -1.. -1.. 
-1.. Y ( F (x .) - II r.1I ) 
-1.. -1.. 
2 
1 -
Y II ti II W 
F(x.) - II r·1I 
_1.. -1.. 
= <5 (y) , (5.1.8) 
2 
Y II ti II W 
where <5 (y) = 
F(x.) - II r.1I 
-1.. -1.. 
o 
Theorem 5.1.2 
If the above algorithm does not terminate in a finite number of 
iterations, then the sequence {F(x.)} is convergent . 
-1.. 
Proof 
If x. is not a stationary point of F(x), it follows from (5.1.1) 
-1.. 
that 
"II r. II < F (x . ) 
-1.. -1.. 
Rearranging (5.1.6) we obtain 
F(x . 1) ~ F(x.) - ay .(F(x.) - II r·II), 
-1..+ -1.. 1.. -1.. -1.. 
so that the sequence {F (x. )} is decreasing and bounded below, and so 
-1.. 
o 
converges . 
We shall show below that F(x.) - II r . 1I + 0, however we shall 
_1.. -1.. 
first introduce some basic concepts . 
Let x e R and define 
(5.1.9) 
It follows from the results on OLC approximation in Chapter 2 that the " 
minimum of the linear subproblem 
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mi nimi ze 
t 
(5.1.10) 
is characterized by a subset Sc E of p+l indices. Associated with this 
subset (or reference) we have a reference vector AS such that 
EIA~I = 1, and for j € S 
• 'Z-
'Z-
vf .( X}A S = 0 
- J - -
f .(x) + Vf .( x}t = II r ll eS . , 
J- -J - - J 
and 
where e~ = sign ( A ~ ), i . d l ~ ... ~ p+1}. (See Osborne and Watson 
J 'Z- . J J 
[45 ], [47] or Osborne [43 ].) 
Lemma 5.1.2 
There exists a constant K such that 
II!II ~ K. F(x) 
Proof 
Let x € R and consider the linear subproblem (5.1.10). Since 
A(x) has rank p , by assumption, there exists a non-singular matrix G(x}, 
formed from the rows of A(x) in a reference SC E, such that 
r(x) = f( x) + G(x)t . 
Hence, II!II ~ II G-l( ~ )11 ( II ~( ~ )II + II !(~) II ) 
~ 2 II G-l( ~ } II (5.1.11) 
Now, since G i s non-singular in R, 
where K(X) is bounded in R. Since R is closed, there is a constant K 
such that 2 K(X} ~ K. Hence, we obtain from (5.1.11) 
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which is the required re sult. o 
Theorem 5.1.3 
If Algorit hm 5.1.1 does not terminate in a finite numb er of steps 
(F{x.) - II r. ll ) + 0 as i + "" . 
-1- -1-
Proof 
A If there exi~ts a y such that y . ~ y > 0 then the result follows 
1-
from Theorem 5.1.1 on rearranging (5.1.6) in the form 
A 
If y = 
. F{x.) - Ilr.11 ~ _l_{F{x.) - F{x· 1 )) 
-1- - 1- ayi -1- - 1-+ 
0, there exists a sequence { y~ } + 0 with the property that 
1-
We obtain from (5.1.8) 
1 - < 0 
o 
and hence 
y. 2 
F{x.)-llr.11 < ~llt·11 H 
-1- -1- 1-0-1-
Now, x. € R since F{x.) is decreasing, and hence from Lemma 5.1.2,11 t·11 
-1- _1- -1-
is bounded. We obtain the required result since y~ + O. 1-
We shall show below that ultimately y . = 1 when appropriate 
1-
o 
conditions hold. The following lemma is similar to a result in Osborne 
and Watson [45], thei r proof bei ng appl icabl e here \'Jith mi nor 
variations . 
Lemma 5.1.3 
Let x € R and consider the linear subproblem (5 .1 .10), and let ~ 
be as defined in (5.1.9). If there exists a reference SC ~ such that 
for j € S 
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(i) S . I A) ~ m > 0 
and (i i) S (A. )(f .(x)) ~ 0, 
'1.-. J-
J 
where m is a constant, then there exists a constant K such that 
o 
Remark 5.1.1 
It may readily be seen from the above definition of AS that 
prpvided it is scaled so that the sum of the modu li of its components 
is one, ~S is equal in mod ulus to the basic dual solution ~GT, where G 
is defined in the proof of Lemma 5.1.2. It then follows from Lemma 
3.2.3 that if each linear subproblem at x E R has a unique solution and 
if the corresponding set E contains just p+l indices, then 
Hence condition (i) of Lemma 5.1.3 is satisfied. This condition is 
closely related to the Haar condition. Condition (ii) is a consequence 
of condition (i) at a stationary point, x*,of F(x). This follows since 
\I ~* \I 
p+l 
= ( E A. f .(x*))/ L IA~I jeS 'l.- j J - i=l 'I.-
(see Osborne and Watson [45J, [4-7 J) and hence II ~*II = F(~*) if and 
only if, for j e S, if A~ f 0 then 
'1.- . 
(i) 
and (i i) 
Theorem 5.1 .4 
J 
II f .( x*) II = F(x*) 
J - -
(A~ )(f .(x*)) ~ 0 
'l.- j J-
If the conditions of Lemma 5.1.3 are satisfied then, unless 
Algorithm 5.1.1 terminates in a finite number of iterations, for a < 
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there exists an index ~ such that for, i > i y . = 1. a a ' ~ 
Proof 
We obtain from (5.1.8) that 
2 
II t i II W 
1jJ (x., 1) ~ 1 - ----=---
-~ F(x.) - II r· 11 -~ -~ 
Using Lemma 5.1.3 we obtain 
KW 1jJ (x.,l) ~ 1 - - (F(x.) - II r· ll ) . _~ m -~ -~ 
Thus, using Theorem 5.1.3, for a < 1 there exists an index ~ such that a 
1jJ (x.,l) > a for ~ > i _~ a 
provided the algorithm does not terminate in a finite number of itera-
tions. This shows that y . = 1 for i > i . ~ a 
Coroll ary 5.1.1 
Under the conditions of Theorem 5.1.4, the sequence {x. } con--~ 
verges and its limit point, x*, is a stationary point of F( x). 
Proof 
o 
We shall prove that {x. } is a Cauchy sequence so that it converges. 
-~ 
Theorem 5.1.3 impl i es t he 1 imit point is a stationary point of F( x). 
Define 
00 
soo= ~ 11t. 11 , 
., -~ 
~=1-
a 
where ~ is defin ed in Theorem 5.1.4. Using Lemma 5.1.3, Theorem 5.1.4 
a 
and (5.1.6) we obtain 
Thus, 
which shows that S 
00 
We now define 
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K S ::; - F(x. ) , 
00 ma _1.-
is bounded. 
r 
S = L: 
r i=i 
a 
a 
Let E > 0 be given and let p > q ~ i be arbitrary. Clearly, 
a 
p 
Is -sl= L: Ilt·ll, P q . - 1.-1-=q+l 
so there exists an index N( E) such that for p , q > N(E) 
Now, for p> q ~ i , 
a 
Is - s I < E . P q 
P 
L: II t · 11 
• -1.-1.-=q+l 
= Is - s I· p q 
Thus, given E > 0 there exists an N( E) such that for p> q > N( E) 
II x - x II < E • 
-p -q 
Thi s shows that {x.} is a Cauchy sequence. 
-1.-
o 
We shall now show that under the conditions of Theorem 5.1.4 the 
ultimate convergence rate of Algorithm 5.1.1 is at least of order 2. 
This result was proved in Osborne [43J for the line-search method, for 
which y . = 1 ultimate ly, also. However, Osborne assumes that there are 
1-
just p+l indices in the set 
L:* = {j: If .(x*) I = F(x*)} . 
J -
(5.1.1 2) 
Tlli s additional assumption is not necessary, .as the convergence proof 
below indicates. 
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Lemma 5.1.4 
Under the conditions in Theorem 5.1.4, there is an index ~ such 
that for i > ~ 
(a) r. i c r.* and 
(b) if j € r.* then 
(f.(x*)) . (f.(x.) + IJf.(x.)t.) ~ 0 , 
J - J -~ - J -~ -~ 
where r. i = {j If. (x .) + IJf . (x . ) t. I = II r. II}· J -~ - J -~ -~ -~ 
Proof 
(a) If r.* contains all n indices the result is obvious with ~ = ~1 0 
so we assume there is an index j i r.*. Let k € r.*, then it is clear 
that there i s a constant 0 > 0 such that 
Now, Corollary 5.1.1 implies x. + x*, so there is an index vj such that 
- 1- -
for i > vj 
I fk ( x ~ ) I > If. (x . ) I + E: , 
-1- J -~ 
for some E: > O. Since II t .11 + 0 as i + 00 , there is an index ~j ~ ) 
_ 1-
such that for i > ~j 
Ifk (x.) + IJfk(x.)t.1 > If.(x.) + IJf.(x.)t·l· _~ _ _1- -1- J _1- - J -1- _1-
Therefore j t r. i , and since j was arbitrary, 
max J' 
= ~ . j for 
(b) Let k € r.* . Then, since x. + x* and t. + O,we have 
-1- -1-
F 
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If F(x*) f 0 there is an index ~ 2 such that for i > ~2 
If F(x*) = 0 the result is obvious, with ~ = ~ 2 = o. this completes 
the proof of the Lemma, provided we define ~ = max(~1'~ 2 ). 0 
Remark 5.1.2 
Since rank (A.) = p , by assumption, Li contains at least p+l 
t. 
indices (see Remark 2.3.2). Lemma 5.1.4(a) then implies that under the 
stated assumptions L* contains at least p+l indices. 
We are now in a position to prove the order of convergence 
result . 
Theorem 5.1.5 
Under the assumptions of Theorem 5.1.4 the ultimate convergence 
rate of the sequence {x.} generated by Algorithm 5.1.1 is at least of 
- t. 
order 2. 
Proof 
We shall show that there i s an index P such that for i > P 
2 
II ~i+l - x*11 ~ K II ~i - ~*II 
for some constant K. 
By Lemma 5.1 .4(a) there is an index ~ such that for i > ~, if 
k € Li then (5.1.13) 
where 8k +1. Making a Taylor expansion of fk(~*) about ~i gives 
2 
= II r* II 8 - II x * - x ·11 w . 
_ k - _t. k (5.1.1 4) 
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The so lution, t., of the i-th linear subproblem satisfies 
-1-
(5.1.15) 
where ek can be taken to be the same as in (5 .1.1 3), by Lemma 5.1 .4(b), 
for i > ~. 
Subtracting (5.1.14) from (5.1.15) yields 
(5.1.16) 
Now, by Lemma 5.1.4 for i > ~ there exists a constant reference 
SC EiC E* such that the matrices [AS( x . ) ,eS] and [AS(x*) , eS] are non-
-1- - --
singul ar , where the j - t h row of [AS(:), eS] is [ ~fk (:), ek ] for some 
k e S. Clearly, there exists a constant K1 such that for i > ~ 
S S -1 II [A (:i )' ~ ] II ~ K1 . (5.1.17) 
Defining wS such that 
(5.1.16) can be written 
2 S II x* - x .11 w • 
_ -1- -
Since II wS11 ~ Wand x . 1 = x . + t . for i > i we obtain, using 
_ -1-+ -1- -1- 0 
(5. 1.17 ), that for i > 0 = max(~, i0 ) 
2 
II :i+1 - x*11 ~ K 11:* - :i ll (5.1.1 8) 
for some constant K. 
(5.1 .18) demonstrates the second order convergence of the 
sequence {x.}. 
-1-
o 
1 
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We shall illustrate the method with a numerical example. 
Example 5.1.1 
Consider the discrete rational approximation problem of finding 
an approximation of the form 
Xl + x2*t 
G (x, t) = ----=---=------
1 + x *t + x *t2 + xS*t 3 
:3 4 
to exp{t), using 21 equally spaced points in [-1, 1]. The results 
shown in Table 5.1.1 were computed in double precision arithmetic on a 
UNIVAC 1108 computer using Algorithm 5.1.1 with a = 1.0E-4 and e = 0.1. 
The algorithm was assumed to have converged if F{x.) - II r· 11 
_ 1.- _1.-
became less than 10-6. The initial approximation was taken to be 
i 
x. 
_1.-
F{ x . ) 
-1.-
II r ·11 
-1.-
y. 
1.-
T ~o = (0.5, 0.5, 0.0,0.0,0.0) . 
TABLE 5. 1 .1 
SUCCESSIVE ITERATES FOR EXAMPLE 5.1.1 
0 1 2 3 
5.00000E- l 5.50008E-l 5.9498lE-l 6.35458E- l 
5.00000E-l 5.13166E-l 5.21513E-1 5.26262E-1 
0.00000 -7.31276E-2 -1 .3376 5E -l -1.84204E-1 
0.00000 -2.66471E-2 -3. 89703E- 2 -4.34704E-2 
0.00000 -8.82497E-3 -5.23112E-3 6.52949E-4 
1.71 828 1 .52558 1.36007 1.21537 
5.41802E-4 6.97431E-4 6.17406E-4 3.38799E-4 
1.00000E-l 1 .OOOOOE-l 1.00000E-1 1 .00000 
4 
9.99872E-l 
5.44579E-1 
-6,1353lE-1 
-3.94476E-2 
5.53531E-2 
1 .1 2006 
6.64792E-4 
1 .00000 
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TABLE 5.1.1 (Cont.) 
i 5 6 7 8 
1.00038 1.00005 9.99878E- 1 9.99'878E-l 
3.22177E-l 2.49694E-l 2.53536E-1 2. 53588E-l 
x. -6.74870E-l -7.50983E-1 -7. 46660E-1 -7.46608E-1 
_t- 1.88011E-1 2.51783E- 1 2.45251E-1 2.45201E-l 
-5 .1 0902E-2 -4.09037E-2 -3 .75069E-2 -3.74903E-2 
F(x .) 1 . 44083E-1 1.39831E-3 1 .25069E-4 1 . 22371 E-4 
-t-
II r ·11 1.51 844E-4 1 . 22317E-4 1 . 22371 E-4 1.22371E-4 
-t-
y. 1.00000 1.00000 1 .00000 
t-
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5.2 A LEVENBERG-LIKE METHOD 
In this section, we consider an alternative algorithm for the 
solution of the problem discussed in §5.1 . The algorithm is analogous 
to a method proposed by Levenberg [35 ], Marquardt [38 ], and Morri son 
[41] for the least squares solution of the problem. More recently, 
Madsen [36], working with M.J.D. Powel l has considered a similar 
algorithm to the one given here. However, our treatment is more 
general and we introduce a number of parameters which may be adjusted 
to improve the performance of the algorithm . Moreover, our formulation 
allows the question of order of convergence to be considered. 
The method can be summarized: 
(i) Choose t = t.(~.) to minimize IIr(t, ~ ·)I I , - ~ ~ - - ~ 
where 
[ f(X')J fA'J r(t, ~ ) = - - ~ + ~ t - - 0 ~B. -
- ~ 
(5.2.1) 
A. is defined as in §5.1, 8. is a p x P matrix which is assumed to have 
~ ~ 
full rank and is such that 
(5.2.2) 118. II = ~ 
~ . ~ 0 is a scale parameter which controls the magnitude and direction 
~ 
of t. ( ~ . ) . 
-~ -~ 
(i i) If x. is a stationary point of F(0)' stop; otherwise set 
-~ --
= x. + t.(~.) and cont in ue . 
-~ -~ ~ 
The relationship between this algorithm and the one in §5 .l becomes 
apparent when the linear subproblem above is reformulated: 
find t t.(~.) to 
-~ ~ 
minimize h 
97 . 
subject to \f(x.) + A. t\ ~ he, 
- -'1- '1- -
(5.2.3) 
and lJ.\B. t[ ( he, 
'1- '1--
(5.2.4) 
where, as usual, e denotes a vector of arbitrary length, each component 
of which is one. The constraint (5.2.4) ensures that the magnitude of 
t.( lJ.) can be controlled by adjusting the value of lJ .. 
_ '1- '1- '1-
A method of choosing lJ . at each iteration such that convergence 
'1-
can be guaranteed will be presented below. The choice of B. is also 
'1-
open. The case B. = I, the identity, gives the analogue of the least-
'1-
squares algorithms of Levenberg [35], Marquardt [38], and Morrison [41 ], 
whereas, the case B. = h I corresponds to the algorithm of Madsen [36]. 
'1-
Other choices for B. are possible. For example, a suitable choice may 
'1-
enable some account to be taken of the relative sizes of the columns of 
A .• 
'1-
For a given lJ let t = ! i (lJ) minimize 1I~(!, lJ )lI, ItJhere r(t, lJ ) is 
given in (5.2.1), and define 
(5.2.5) 
We introduce the function 
(5.2.6) 
Lemma 5.2.1 
If x. is not a stationary point of F(~), as defined in §5.1, then 
_'1- -
there exists an E . > 0 and a o. > 0 such that 
'1- '1-
F ( x .) - IIr. ( \l ) 1\ ~ 
-'1- -'1-
Proof 
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Assume x. is not a stationary point of F(x). Cl early, there is 
-1-
a vector t. ar.d an E . > 0 such that 
_ 1- 1-
I If( x .) + A. t .11 = F ( x .) - E . • (5.2.7) 
_ -1- 1- -1- -1- 1-
O. 
Now, l et O. be such that 0 < ~:;; ! , so that 
1- ~ 
O. 
Ilf ( x. ) + ~ A. t.11 = 
_ -1- ~ _ 1--1-
o. o. 
I~ (f( x .) + A.t.) + (1 - ~) f ( x ·) 11 
)l - -1- 1--1- )l --1-
o. o. 
~ ~ (F( x .) - Eo) + (1 - ~) F(x.) 
~ -1- 1- ~-1-
= F(x.) 
-1-
- --
)l 
If we choose o. such that 
1-. 
O. Eo I~ )lB. LII :;; F (x. ) - 21-)l 1--1- - 1-
then we have 
- --
)l 
Therefore, 
and hence 
Corollary 5.2.1 
If, for some finite value of ~ , 
F(x.) = \\r .( u) \\, 
-1- -1-
then x. is a stationary point of F(x). 
-1-
o 
o 
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Theorem 5.2.1 
Suppose in (5.2.1) a bounded sequence { ~ .} can be chosen such that 
'l,. 
<jJ (x., ~.) ~ a > 0 , (5.2.8) 
-'l,. 'l,. 
where a is a prescribed constant independent of i . Then the sequence 
{F(x.)} is convergent, and any limit points of the sequence {x.} are 
_'l,. -'l,. 
stationary points of F( x). 
Proof 
If x. is not a stationary point of F(x), it follovJS from Lemma 
_ 'l,. 
5.2.1 that 
IIr.(~.)1I < F(x.) 
-'l,. 'l,. -'l,. 
Rearranging (5.2.8), we obtain 
F(x. 1) ~ F(x.) - a (F(x.) - I lr·(~·)1I ) 
-'l,.+ -'l,. - 'l,. -'l,. 'l,. 
so that the sequence {F(x,)} is decreasing and bounded below, and so 
-'l,. 
converges. 
Rearranging (5.2.8) again, we obtain 
1 F ( x ,) - IIr, ( ~ ,).11 ~ - (F ( x .) - F ( x '+1) . (5.2.9) 
- 'l,. -'l,. 'l,. a -'l,. _ 'l,. 
The second part of the theorem then follows from Corollary 5.2.1 as the 
right side of (5.2.9) goes to zero . o 
We shall now show that the test in (5.2.8) can be satisfied for a 
fixed x, if ~, is chosen sufficiently large. 
-'l,. 'l,. 
100 . 
Theorem 5.2.2 
If x. is not a stationary point of F(x) and 0<0< 1 then for each 
-'Z.. 
x. there exists a finite ~ . such that (5.2.8) is satisfied. 
_'Z.. 'Z.. 
Proof 
We shall show that 
where ~ ( ~ ) + 0 as ~ + 00 • 
Expanding !(:i+l ) = !(~i + !i ( ~ )) 
we obtain 
in a Taylor series about x. 
--z.. 
(5.2.10) 
Partitioning the vector r.(~) in (5.2.5) in an obvious manner, we obtain 
- 'Z.. 
so that (5.2.10) may be written 
!(~i+l ) = ~il)(~) + II!i ( ~)112 ~i 
Since IIr \l)( ~ )1 1 ~ Ilr .( ~ )1I ,and assuming there is a W. < 00 such that 
_'Z.. _'Z.. 'Z.. 
II \'1. II ~ W. , 
_'Z.. 'Z.. 
we obtain 
Therefore , 
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= 1 -
Using Lemma 5.2.1 we obtain from (5 .2 .11) that for some 
~ 
where 
Now, by definition, 
Ei~ O. > 0 
'Z.-
(5.2.11 ) 
so that ].1 liB. t .( ].1} I! is bounded. Since B. is non-singular, ].1 Ilt.( ].1 } II 
'Z.- -1- 'Z.- - 'Z.-
is also bounded and hence 
as ~ -+ 00 , since 
for fixed x., 
- 'Z.-
Remark 5.2.1 
(5.2.12) 
Therefore, as Ei , 0i are fixed 
o 
The choice of ].1 . = 0 for all i corresponds to the full-step method 
'Z.-
(y. ~ l) of §5.1. It was shown in §5.1 that the ful l- step method can 
1-
have second order convergence . Thus a sma ll value of a should not on ly 
make (5.2.8) ea sier to satisfy, but it could speed convergence by allowing 
sma 11 er va 1 ues of ll .. 
'Z.-
· 
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Theorem 5.2 .3 
If the sequence {x.} generated by the algorithm converges to a 
-1,. 
limit point x* of F(x), then, provided F( x* ) f 0, the ~. are bounded, _ _ _ 1,. 
and ran k (A) = p in a non-trivial closed region X ~ x* , the ulti ma te 
convergence rate is at least second order. 
Proof 
The constraint (5.2.4) near the solution of the linear subproblem 
becomes 
Since the sequence { x.} converges, IIt.(~·) 1I -)- O. Also, IIr.(~ . )I\ ~ 0 > 0, 0 
- 1,. -1,. 1,. -1,. 1,. 
otherwise F(x*) = O. Therefore, the constraint (5.2.4) is not ac tive 
clos~ to the solution, provided the ~ . are bounded. Thus, the algorithm 
1,. 
becomes equivalent to the algorithm of §5.1 ,and since the additional 
assumptioffiof that section were used only to guarantee lit . 11 -)- 0, 
-1,. 
Theorem 5.1.5 shows that the ultimate convergence rate is at least of 
order 2. o 
Theorem 5.2.4 
Suppose the sequence {x . } generated by the above algorithm converges 
-1,. 
to a stationary point, x* , of F( ~ ) and F( ~* ) = O. Then, if rank (A) = P 
in a non-trivial closed region X ~ x*, the ultimate convergence rate is 
at least second order provided 
1 im 
i -)- 00 IIx . - x* II 
-1,. -
for some finite constant, K. 
, K , (5.2.13) 
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Proof 
Since F( x* ) = 0, f(x*) = O. Thus , expanding f (x* ) in a Taylor 
serie s about x . we obtain 
_1.-
o = f (x* ) = f (x .) + A. (x* - x .) + IIx* - X · 112 W. 
_ _1.- 1.- _ _1.- - _1.- _1.-
where, by assumption, 
Writing 
(1 ) _ 
r. ( ~. ) - f( x .) + A. t. ( ~ .) , 
_1.- 1.- - -1.- 1.- -1.- 1.-
and using (5.2.2), (5.2.14) and (5.2.15) we obtain 
1 
(1) Ir . ( ~ . ) II ~ IIr . ( ~ . )II 
- 1.- 1.- -1.- 1.-
~ max {llf (x.) + A. (x* - x.) II , 
_ -1.- 1.- - - 1.-
II~ . B. (x* - x.) II } 
1.- 1.- - - 1.-
~ . max 
(5.2.14) 
(5.2.1 5) 
(5.2.16) 
(5.2.17) 
The assumpt ion (5.2.13) then i mplies that there exists a finite 
constant, K, such that 
1 i m 
i + 00 ~ K. 
Now, subtracti ng (5.2 .16) from (5.2.14) we obtain, on rearranging, 
(5.2.18) 
(5 . 2.19) 
Sin ce rank (A) = p in X, there exists a non-singular matrix , G.,made up 1.-
from p rows of A. such that 
1.-
for some finite constant, y . 
(5.2. 20) 
o 
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We therefore obtain from (5.2.19) using (5.2.15), (5.2.18), 
(5.2.20) that there exists a constant, K such that 
II~* - ~i+ll1 ~ K II~* - ~i 112 . 
This shows that the order of convergence is at least second order. 0 
Remark 5.2.2 
If, in the above algorithm, the ~ . are bounded, then (5.2.17) 
1, 
shows that 
IIr . ( ~ . ) II ~ K IIx* - x. II 
- 1, 1, - 1, 
Therefore, a sufficient condition for (5.2.13) to hold in the case F(x*) = 0 
is that the ~. be bounded and 
1, 
1 i m 
i -+ 00 
for some constant, K. 
The algorithm of this section requires fewer assumptions than 
Algorithm 5.1.1. In particular, we do not require the matrices A. 1, 
to have rank p . Ho\vever, it has been necessary to assume that the ~ . are 1, 
bounded. We sha ll now constder this question in more detail. 
Theorem 5.2.5 
If the sequence {~ . } is unbounded any limit po i nt of {x.} is a 
1, -1, 
stationary point of F( x) provided 
<p (x., ~. ) ~ 1 - a 
-1, 1, 
(5.2. 21) 
ahd ilL II is bounded, where t t. minimizes IIf(x .) + A. til . 
-1, -1, - -1, 1, -
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Proof 
Define 
E . = F{x.) :' Ilf{x.} + A. L II ' 
~ -~ - -~ ~ -~ 
and let 
F{x.) - E. /2 
-~ ~ 
liB. t · 11 ~ -~ 
} . 
Then, as in the proof of Lemma 5.2.1, 
and hence 
assuming 
F { x .} - Ilr. { ]J • } II ~ 
-~ -~ ~ 
w 
<P (x., ]J .) ~ 1 - - .r ]J . lit. { ]J .} 112 ~ 
-~ ~ E . u . ~ -~ ~ 
w. ~ W. 
~ 
~ ~ 
Using {5.2.21}, we obtain from (5.2.24) 
{5.2.22} 
{5.2.23} 
{5.2.24} 
{5.2.25} 
Thus, if the ].1 . are unbounded, we have, using {5.2.12},that the right 
~ 
side of (5.2.25) goes to zero as i + 00 . Thus, E .O. + 0 as i + 00 
~ ~ 
Now, suppose O. + O. Using {5.2.23} we obtain 
~ 
O. liB. t.1I = F (x .) - E. / 2 
~ ~ -~ -~ ~ 
= -21 {F (x.) + Ilf {x.} + A. LII }. 
-~ - -~ ~ -~ 
{5.2.26} 
Since 11£.11 i s bounded, by assumption, liB. LII is bounded and we obtain 
-~ ~ -~ 
from (5.2.26) that 
F{x.) + O 
-~ 
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and Ilf (x .) + A. E.II + 0 
- -'Z- 'Z- -'Z-
and hence 
Eo + O. 
'Z-
Thus, Ei + 0 and the res ult f ollows from the definition, (5.2.22), 
of E . 
'Z-
Remark 5.2.3 
The boundedne ss of the t . can be guara nteed by assuming the rank 
_'Z-
condition required for the proof of Le mma 5.1.2. However, this 
condition is stronge r t han necessary. 
Remark 5.2 .4 
o 
Sup pose in the above algorithm we are forced to increase ~ in order 
to satisfy (5.2.8). This means that 
Therefore, since ~ is a continuous function of ~ , the re exists a ~ . 
'Z-
such that 
o~~ ( x ., ~ .) ~ 1- 0 , 
-'Z- 'Z-
(5.2.26) 
provided 0 < ! . 
The above res ults sugges t the following algorithm. Let e € (0,1) 
and X > 1 be chosen constants and let E > 0 be a suitable tolerance . 
Algorithm 5.2.1 
Step (i) Set 1 ~O ' ~O ' 0 , e, E , X; 
Set i = o ; 
Step (i i) Set j = 1 ; 
Compute f(x.), 
- -'Z-
A. , 
'Z-
B . ; 
'Z-
Step (iii) 
Step (i v) 
Step (v) 
.... 
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Comp ute 
If (F( x .) - Ilr .( f.l~ ) I \) < E: stop, 
-1.- . -1.- 1.-
otherwise go to step (iv) ; 
Compute <j> ( x .~ f.l~ ) ; 
-1.- 1.-
If <j> (x., f.l~ ) ~ a go to step (v), 
-1.- 1.-
otherwise set j = j +l 
and go to step (iii); 
If j =l go to step (vi) , 
otherwise, if <j> (x., f.l~ ) > - a 
-1.- 1.-
(a) 
(b) 
(c) 
. 1 f.l~ Set a. = f.l~ -~ 8 = 1.- 1.-
Set y = ! (a.+8) 
Compute t . (y) , Ilr . (y) II 
-1.- -1.-
If (F( x .) - II r .(Y) 11 ) < E: stop, 
. -1.- -'Z-
otherwi se go to (c); 
If a ~ <j> (x .,y) ~ 1 - a 
_1.-
set j = j+l ~ 
f.l~ = Y , 
1.-
and go to step (vi); 
Otherwi se , if <j> (x . ,y) . set a. = y , 
-1.-
otherwi se, set 8 = y ; 
--
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Go to (b) 
Step (vi) 
1 If j > 1 set ~i+1 = ~i > 
othervJi se, if 1 > 8 set ~. 1 = 8 *~. 1-+ 1-
otherwise set /+1 = II r ·( ~ ·) II* ~ .; 1- -1- 1- 1-
Set 1- = i+1 and go to step (ii). 
In this algorithm, X is used to increase ~ to ensure that (5.2.8) 
can eventually be satisfied while, in step (vi) 8 and Il r . ( ~ . ) II are 
-1- 1-
used to decrease ~ in an attempt to improve the rate of convergence. 
The bisection method in step (v) is used whenever ~ is increased in order 
to satisfy (5.2 .26 ). 
Example 5.2.1 
Consider the discrete rational approximation problem of Example 
5.1.1. For comparison purposes this problem was solved again using 
Algorithm 5.2.1 in stead of Algorithm 5.1.1. The results are given in 
Table 5.1.1. The following values .were used for the parameters: 
a = 1.0 E-4 
8 1.0 E-l 
1 1.0 ~o = 
X 7.5 
e:: = 1.0 E-6 
8. I, for all 1-
1-
T ~o = (0.5, 0.5, 0.0, 0.0, 0.0) . 
-
--~~~~~----------------------------------------------.... ~ 
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TABLE 5.2 .1 
SUCCESSIVE ITERATES FOR EXAMPLE 5.2 .1 
i 0 2 3 4 
5.00000E-1 6. 37463E-1 6.92079E-1 8.84023E-1 9.95160E-1 
5.00000E-1 6.37463E-1 6.92079E-1 6.17091E-1 5.05953E-1 
x . 0.00000 -1.37463E-1 -1.92079E-1 -3 .84023E-1 -4 .90738E-1 
-1.-
0 .00000 . -1.37463E-1 -1. 92079E-1 -1.03846E -1 -1 . 52127E-2 
0.00000 -1.37463E-1 -1.92079E- 1 -1.34805E-4 5.67041E-2 
F(x .) 1 .71828 6. 57310E-1 5.48059E-1 2.13597E-1 2.30817E-2 
_ 1.-
j 2 
Ir . ( f.l~ ) II 1.03097 4.09621E-1 1.43958E-1 8.33529E - 3 5.1 3905E-4 1 
-1.- . 1.-
]J~ 7. 5 7. 5 7. 50000E-1 7. 50000E-2 6. 25147E-4 
1.-
1.- 5 6 7 8 
1.00030 9.99912E-1 9.99878E- 1 9.99878E-1 
3. 18722E-1 2.57943E-1 2. 53608E-1 2.53588E-1 
x. -6.79993E-1 -7 .42147E-1 -7.46588E- 1 -7.46608E-1 
-1.-
1.82581E-1 2.41021E-1 2.45183E-1 2.45202E-1 
-1 . 70698E-2 -3.61632E-2 -3.74844E-2 -3 . 74903E-2 
F( x .) 5.27090E-3 4.46347E-4 1. 23806E-4 1. 22371E -4 
-1.-
j 
Ilr. ( f.l~ ) II 8.78055E-5 1. 22221 E-4 1.22371E-4 1.22371E-4 
-1.- 1.-
]J~ 3.21266E-7 2.82099E-11 3.44783E-15 4.21914E-19 
1.-
" 
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Comparing Table 5.2.1 with Table 5.1. 1 it can be seen that 
Algo rithm 5.2 .1 compares quite favourably with Algorithm 5.1.1. 
Algori thm 5.2.1 required one more call to the linear programming routine 
than did Algorithm 5.1.1 and for this reason it took about 10% longer. 
Both al gorithms converged very quic kly, requiring only seven iterations. 
The advantage of the method of this section over that of the 
previous one is illustrated in the fo ll owing example, considered by 
Madsen [36J. 
Exa mple 5.2.2 
Con sider the case p = 2 ~ n = 3~ where 
= 
using the following values for the parameters: 
a = 0.1 
e = 0.5 
~1 = 1.0 0 
X = 20.0 
E: 1.0E-6; 
B. I , for all 1-
1-
~o = (3.0, 1.0) T 
The resul ts are given in Tabl e 5.2.2. The solution is (to 6 
figu res ) 
x* (4.5 3296E-1, -9.06592E-1) 
with F( x* ) ~ 6.16432E-1. The results in Tabie 5.2.2 show that the 
convergence of the x . is very slow and the sequence {~ . } appears to be 
- 1- 1-
unbounded. 
I 
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TABLE 5.2.2 
SUCCESSIVE ITERATES FOR EXAMPLE 5.2.2 
1.- X F (x.) j Ilr·( \1~) 1 1 \1~ 
-
- 1.- - 1.- 1.- 1.-
0 3.00000 1.00000 1. 30000E+ 1 1 .22805 1.0 
1 .90209 1. 82688E-1 3.99880 1 .08255 5.0E-1 
2 1 .48113 -3.63273E-1 1.78765 9.05345E-1 2.50E-1 
3 4.68970E-1 -4.45993E-1 9.02183E-1 2 7.69425E-1 2.50 
4 1.61 200E -1 -7.53763E-1 7.29119E-1 6.07361E-1 2.50 
5 4.04145E-1 -9.31670E-1 6.54813E-1 2 6.16110E-1 2.50E+1 
6 4.28789E-1 -9.07231 E-1 6.17917E-1 6.16206E-1 2.50E+1 
7 4.53437E-1 -9.06879E-1 6.16823E-1 2 6. 16432E-1 2.50E+2 
8 4.55903E-1 -9.06593E-1 6.16 439E -1 6.16430E-1 2.50E+2 
9 4.53437E-1 -9.06595E-1 6.16432E-1 2 6.16432E-1 2.50E+3 
10 4.53191E-1 -9.06592E-1 6.16432E-1 6.16432E-1 2.50E+3 
... 
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This example is particularly interesting because Algorithm 5.1.1 
converged so s lowly that it was impossible to obtain a reasonable 
approximation. This slow rate of convergence is due to the fact that 
the assumptions of §5.1 are not satisfied near the solution. 
In fact, at x = x* + E 
r-
-
(2x l + x2) (2x2 + xl) 
A(x) = 0 cos xl 
0 sin x2 
'-
-
-
-
(2El + E2) (2x* 2 + xi) + (2 E2 + El ) 
cos x!" 
- El sin x* 0 
. .L 1 
0 sin x2 + E2 cos x* 2 
L-
-
A(x) does have rank 2, however the reference vector, A is such that up to 
a scalar multiplier, 
(2x2 + xi) 
sin x2 + 
+ 0 as II ~ II + 0 
Therefore, condition (i) of Lemma 5.1.3 does not hold. 
I 
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5.3 CONTINUOUS NON-LINEAR BEST APPROXIMATION 
Let T be a closed subset of Rm and let c(x, t), with parameters 
Xl' ... , xp ' be a prescribed function of t, defined for t E T. In 
this section, we shall consider the problem of approxi~ating a function 
f (t) E C[T] by c(x , t). 
The non-linear best approximation (NBA) probl em is to find a 
vector X E RP to mini mize 
where 
r (x, t) = g(t) - c(x, t) (5.3.1) 
- -
Unfortunately, a solut ion to this problem may not exist. Even 
if a solution does exist, the parameters, x., may be unbounded, as shown 
t. 
by the following example. 
Examp le 5.3.1 
Consider approximating t in [0, 1] by C(x, t) 
Clearly, 
lim x(e t / x _ 1) = t 
x ~ 00 ' 
which shows that the best approximation has unbounded parameters . 
Furthermore , the set {c(x, t), x E RP} i s not compact, in contrast to 
the linear case. 
Conditions which ensure existence and uniquen ess of NBA problems 
toge ther with characterization theorems can be found in Me inardus [39], 
Meinardus and Schwedt [40], and Rice [52], [53], [54 ] . We shall not 
pursue these questions further and turn instead to the quest ion of how 
NBA problems can be solved, ass uming that solutions exist. 
--
I 
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For conveni ence we define 
(5. 3.2) 
so that we are seeking an ~* such that 
6 ( x* ) = in f M x) . 
- x -
We make the following assump tions . 
(i) There exists a compact region Pc RP such that 
i nf 6{ ) 
x € P : 
(ii) c{x, t) is continuous in x and t . 
(iii) For any t € T we can expand C{x, t) in a Taylor series: 
C( x, t) = c (y, t) + I I~ I: II w(~, y, t) (5.3.3) 
where 
(5.3. 4) 
for some constant, K. 
The algorithm be l ow is the non-linear ana l ogue of the first 
algorithm of Remes (see §3. 1). It requires the sol ution of a sequence 
of discrete problems on finite subsets Tk of T. Defining 
(5. 3. 5) 
the al gorithm can be summarized: 
Al gorithm 5.3. 1 
At the k-th step, we are given a fin i te subset Tk of T. Se l ect 
xk € P to mini mi ze the function 6k (X). Choo se t k € T to ma ximize 
Set Tk+l = Tk U {tk} and continue. 
The di screte NBA prob l em: 
f · d k t . . , Ak{) ln x 0 mlnlmlze u x , (5.3.6) 
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can be solved by the techniques of §§ 5.l ,2. Denoting the points of 
Tk by 
k T = {~1' ... , t } , 
- -nk 
the problem (5.3.6) can be written: 
mi nimize 
x 
Definin g the components of the vector function f(x) by 
f . ( x) = g ( t .) - G ( x, t.), (i = 1 J ... J nk ) , ~ - ~ - ~ 
it' can be seen that the discrete NBA problems above are just special 
cases of the more general problems considered in the previous two sections. 
We now give a convergence theorem, the proof of which follows 
that for the one-dimensional case given in Watson [70J. However, 
Watson1s proof is defective in that assumption (i) is necessary as 
Example 5. 3.1, above, shows that the sequence {~k} may be unbounded. 
Theorem 5. 3.1 
Let ~ = inf 6(X). Then under the above assumptions 6k(xk ) t ~ , 
x -
and the cluster points of the sequence {xk} mini mize 6(x). 
Proof 
Si nce Tk c Tk+l c T , we have 
6k ( X) ~ 6k+1 (x) ~ 6(x) 
- -
for any x. Therefore, for all x 
6k(xk ) ~ 6k (xk+l) 
~ 6k+1(/+1 ) 
-'-
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So that 
~k(xk} ~ ~k+l (xk+l } ~ £ (5.3.7} 
- -
Now, ~ (x) in (5.3.2) is continuous since g(t} and G(x, t} are continuous. 
Therefore £ is bounded, so that (5.3.7) shows that the sequence ~k ( xk } 
is increasing and bounded above and hence converges. 
Thus, 
~k ( i } t £ - £ • (5.3.8) 
We shall show below that £ = O. 
Now, using assump tion (iii) above 
so that, for any x, y € P , 
(5.3 . 9) 
and hence, 
(5 . 3.10) 
Suppose now that £ > O. Since P is compact, the sequence {~k} 
is bounded and so posses ses a cluster point, y. For any 8 > 0, we can 
find an index k such that 
and an index i > k such that 
II~ i - y'11 < 8 . 
From (5.3.11), (5.3.12) we have 
II~ i _ ~k II < 28 
(5.3 .11) 
(5.3.12) 
(5.3.13) 
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Using the definition of y, (5.3.10) and (5. 3.11) we obtain 
inf 
x E P 
~ 6 (y) 
6(X) 
Using the definition of t k in the algorithm, (5.3.9) and (5.3.13) we 
obtain 
£ ~ I r ( ~k , !k)1 + K8 
. k ~ I r (~~ , ! ) 1 + 3K8 
Since Tk C Ti , i > k , we ha ve 
so that 
£ ~ r/ (x i ) + 3K8 
and using (5.3. 8) 
£ ~ £ - E + 3K8 
Therefore, if 3K8 < E we have a contradiction and hence E = 0 
and £ = 6(y) . o 
Coroll ary 5.3.1 
If the solution is unique, the sequence {xk} converges. o 
As mentioned in §3.2 for the linear RemES algorithm, the point 
t k that maxi mizes Ir (xk , t) 1 does not have to be located exactly. The 
- -
algorithm below is the non-linear equivalent of Algorithm 3. 2.1. 
We define a sequence 
{S., i = 1~ 2 ~ 3~ ..... } 
~ 
of finite subsets of T, where 
_____ ~ ~~--------------------------------------------------------------...... ~I 
... 
with 
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IS. I + 0 as i + 00 
1-
The density, IS.I is defined in (3.1.1) where the metric, d, can be 
1-
any suitable metric. 
A 1 go r it hm 5. 3 . 2 
At the k-th step we are given a finite subset Tk of T. Select 
xk to minimize the function ~k {x). Search on the subsets 
Si' 1- = 0k_1' 0k_1 + 1, 
until a point t k € S is found such that 
ok 
max 
t € S 
ok 
(5.3.14) 
where 00 = 1. If such a t k can be found, set Tk+1 = Tk U {tk} and 
continue, otherwise, stop. 
Remark 5.3.1 
The convergence proof for this algorithm is analogous to that for 
Algorithm 3.2.1. The modifications are similar to the changes required 
of the linear Remes algorithm to prove Theorem 5.3.1 so a proof will not 
be incl uded here . 
Example 5. 3.2 
Consider the continuous rational approximation problem corresponding 
to Examples 5.1.1, 5.2 .1. The solution was obtained using Algorithm 
5.3.2, the discrete problems being solved by Algorithm 5.2.1 with the 
following parameters: 
° = 1.OE-4 
e = 1.OE- l 
-
) 
I 
11 9 .. 
1 1.0 if k = 1 otherwi se 110 = 
final 11 · value for previous 1, 
discrete problem; 
X 7.5 , 
E: = 1 . DE -13; 
B. = 1, I , for all i 
:0 = (0.5, 0.0, 0.0, 0.0, O.O)T if k = 1 
btherwise, solution of previ ous 
discrete problem. 
The sets, S. were chosen to be equally spaced points in [0, lJ 
1, 
such that 
1\+11 = t 1\ 1 , ISl l = t ITl l , where the initial set Tl 
consisted of 11 equally spaced points in [0, lJ. The Algorithm was 
terminated when Is I became less than 1.OE-3. The results are given 
ok 
in Table 5.3.1 and Figure 5.3.1 . 
TABLE 5.3.1 
k I 1 2 3 I 4 5 6 
I 9. 999936206150E-1 9.999934998993E-1 9.999934024392E-1 9.999933951018E-1 9.999933948538E-1 9.999933851550E-1 
2.868345293075E-1 2.869807063920E-1 2.868974135607E-1 2.869020886141 E-1 2.869020529479E-1 2.869076353719E-1 
l I -7. 134140150848E-1 -7.1 32716198908E-1 -7.133523350839E-1 -7.133478499300E-1 -7.133478897318E-1 -7.133425512798E-1 
-
2.149694950634E -1 2.148433665704E-1 2.149135228164E-1 2.149097253946E-1 2.149097670834E-1 2.149052718356E-1 
-2. 815897028946E -2 -2. 812152700645E-2 -2. 81416625335 7E-2 -2.814063439095E -2 -2.814064953329E-2 -2. 813944434062E-2 
i (x k ) 6.37939E-6 6.50010E -6 6.59756E-6 6.60490E-6 6.60515E-6 6.61485E-6 J ~ 
l 9.25000E-1 1 .25000E -1 7.25000E-1 4.25000E-1 7.12500E-1 4.12500E-1 
k 7 8 9 
9.999933750993E-1 9.999933750017E-1 9.999933748439E-1 
i 
2.869064934853E -1 2.869065525397E-1 2.869066480794E-1 
1-7.133438643974E-1 -7.133438078317E-1 -7.1334371631 82E -1 
-
2.149066949613E-1 2.149066471975E-1 2.149065699245E-1 
-2.813997987482E-2 
-2.813996700487E-2 -2.81399461 8385E-2 
r:,k ( i ) 6.62490E -6 6.62500E-6 6.6 2516E -6 
t 7< 7.15625E-1 7.14062E-1 
1 - v 
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FICURE 5 . 3 . } 
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Example 5.3 .3 
Con sider the problem of finding an approximate so lu tion, y, of the 
differenti al equation 
Q,l-dt - 1 + y2 , y(o) = ° 
in [0, lJ of the form 
The method of approximation we shall consider is to determine the 
parameters x. to mi nimize 
t. 
d-Thus, we are see king to approximate the constant 1 by_(y2 - at) and so 
the methods of this section are applicable. 
The solution was obtained using Algorithms 5.3.2 and 5.2.1, the 
parameters being the same as for the previous example except that the 
initial approximat ion, ~o,was taken to be the zero vector. The final 
solution obtained was 
x* = (1.44422038910, -0.8944301757294, 1.247l55625842)T. 
The residual curve 
dv 
r (t) = 1 + y2 - dt 
and the error curve 
e(t) = y - tan t 
are shown in Figures 5.3.2 and 5. 3. 3, respectively . 
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FI CURE 5.302 
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FIGURE 5,3.3 
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CHAPTER 6 
AN EFFICIENT ALGORITHM FOR DISCRETE 
NON-LINEAR BEST APPROXIMATION 
In this chapter, we are concerned with the problem of finding a 
vector x = (X l "" 'Xp )T of dimension p to minimize F(x) = II !(:) II 
where f(x) is a vector-valued function of di me nsion n . As usual, the 
norm in question is the maximum norm, defined in Chapter 5. It was 
shown in Chapter 5 that this problem is a generalization of the usual 
discrete, non-linear best appro ximation problem. 
The cost of comp uting each iteration of the algorithm presented 
in §5. 1 is dominated by two major items. One is the cost of comp uting 
the elements of A(x.) and the other is the cost of solving the linear 
_'1.-
programming problem for the calculation of t .. There are thus 
- '1.-
considerable advantages to be gained if either of these costs can be 
reduced. One way in which this might be achieved is to proceed for 
several sub-iterations, keeping A(x.) fixed. 
_ '1.-
In this chapter, an attempt is made to give a rigorous mathematical 
formulation of the above suggestion for the maximum norm. In §6.l an 
algorithm is presented which depends on a parameter, k , and we show 
that under essentia lly the same conditions as used in §5.1, the algorithm 
has an order of convergence of k+l . In §6.2 we show how k may be chosen 
to maximize the "efficiency" of the algorithm, where efficiency is a 
measure of the tota l work required to compute the solution to a problem 
by an iterative procedure . Some numerical examples are presented in 
§6.3 to illustrate the saving in CPU ti me that can be expected when the 
"best" value of k is used. §§6.2,3 are bised on a paper (Anderson [2J), 
to appear. 
1 
: ~ . 
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Let ~O' :1' ~2' .,. be a convergent seq uence of vectors with limit 
* x In Chapter 5, the order of convergence, p , was defined by 
li m inf * 1/i 
P=i -+oo (-log ll:i - : II ) 
this definition being independent of the base used for 
the logarithm. 
is such that 
We noted that if the sequence {~.,i =O,1, 2 , ... } 
--z.. 
* II ~i+1 - : II ~ * v KII x. - x II 
--z.. -
for some constant, K, then the order of convergence is at least v. 
If w.is the amount of work required to compute x. from x. l' 
-z.. _-z.. _-z.. -
then the efficiency of the iteration procedure is defined by 
1 . . f (1 09(-1091l X.- /II)) E = ~m 1n . --z..-
-z.. -+ 00 -z.. 
E \AI 
v=1 v 
(See, for example, Brent [15J.) If there exists a constant w such that 
1 i m w=. w.>O 
-z.. -+ 00 -z.. 
then E=~' w 
provided p > 1. 
The w. may be measured in any appropriate units. 
-z.. 
We shall use CPU time 
as well as operation counts . 
Consider iterative methods 11 and 12 with orders of convergence 
P
1 
and P2 and efficienc ies E1 an d E2 For simpl i city, it is assumed 
that the w. are bounded and that the lower l imits above may be replaced 
-z.. 
, by li mits. The justification for the term "efficiency" is that method 
11 requires E2 times as much work as method 12 to reduce IIf - ~*II to a 
r;-
,I 
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very small positive tolerance. Therefore, if domains of convergence, 
ease of implementation, storage space , etc. are comparable, the method 
with the higher efficiency is to be preferred, but this is not 
necessari ly the method with the higher order of convergence. 
The notation used in this chapter is the same as that used in 
Chapter 5. 
r 
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6.1 A FULL -STEP ALGORITHM 
Assuming an in it i al approximat ion, :0' is known, the algo r i thm 
can be summarized as follows. 
A 1 go r it hm 6. 1 . 1 
(i) 
( i i ) 
1 Set y. 
-1.. 
= 
For j ~ 1 ~ 
(a) Compute 
X. 
-'2-
... ..) k 
t = t~ 
-'2-
to 
IIf (A ) +A. til 
- -'2- -'2- -
where A. 
'2-
is defined 
(b) Set A+l = A + t~ 
-'2-
-1- -1-
minimize 
in Chapter 5. 
(i i i) Set x' l = y~+l and continue until some converge nc e -1-+ -1-
criterion is satisfied. 
This algo r ithm is s imilar to a modification of the usual Newton 
method for finding a zero of a vector function of several variables, 
considered by authors such as Traub [67J, Shamanskii [65J and Brent [15J. 
The above algorithm includes the usual and modif ied Newton methods as 
spec ial cases, name ly when A(x .) i s square and non-singular. 
-1-
We shall show that under the same assumpt ions as used in §5.l, with 
the additional requirement that f (x)be sufficiently smooth for us to be 
able to expand f (x) in a Tay lor series up to terms of order k+l ~ for x 
in a nei ghbourhood of x* 
( i ) if 11 ~0 - ~*II is sma ll enough the above algorithm is 
convergent, and 
I 
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(ii) the ul timate convergence rate is at least of order k + 1 . 
Rema rk 6. 1 . 1 
a) The resu l ts (i) and (ii) are not obvious, an d depend on the choice 
of norm. For example, for the l east squares norm and k = 1 the 
corresponding method has, in general, first order convergence. Moreover , 
it can be divergent from a point arbitrarily close to x* unless II! 112 
is suffici ently sma ll, (see , for example, Kowa li k and Osborne [ 32J ). 
Second order convergence can be obtained only if II !(~*) 11 2= 0 (see , for 
example, Kowa li k and Osborne [32J, and Osborne [44J) . 
b) An algorithm similar to Algorithm 6.1.1 for the l east squares norm 
has been suggested for non-linear least squares calculations by Ben-Israel 
[lOJ. However , he gives only one example corresponding to k > 1 and it 
is · in teresting to note that for this example 1~(~* ) 1I2 = 0, so that 
second order convergence is obtained for k = 1. If II! ( ~* ) 112 t= 0, 
however , as pointed out above, we expect only first order convergence 
for k = 1 and hence it is unlikely that keeping A(~i ) fixed for k sub-
steps will be very profitable. Furthermore, the analysis of §6.2 below 
cannot generalize because efficiency is defined only if the order of 
convergence, p, i s greater than one. 
For j = l~ ... ~ k l et ~j(x) minimize 
II~(~) + A(x) til, 
where 
j-l 
f( x + 'i tV(x)), (j = 2~ ... ~ k ) 
- - v=1 
and f l (x) = f (x) 
-
I 
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We shall show that for II~ - ~*II small enough 
k A . II~ + jL !J (~) - ~*II ~ K II~ - ~*II k+l ~ 
for some constant K. Define 
and define the sets 
and 
Lemma 6.1 . 1 
* 
(6.1.1) 
(6.1.2) 
(6.1.3) 
Assume there exists a reference SCL with corresponding vector 
AS such that 
(a) rank (A(x*)) = p 
and for jv € S , (v = 1~ . . . ~ p+l) 
( b) 
and (c) 
I AS I ~ m > '0 
V 
Then, given 0 > 0, II !j II can be made arbitrarily small by choosing 
II ~ - ~*II suff iciently sma ll, (j = 1 ~ ... ~ k ) . 
Proof 
Let !* minimize II !(~* ) + A(~*) !II ' then under the above 
assumptions, using an argument simila r to that given in Osborne and 
Watson [45] v.Je have 
I 
I 
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II!* II ~ ~ (F ( ~* ) - II ~* II ) . 
Thus, at a stationary point,~*,of F(:),!* = Q 
We define the function 
Clearly, <p (2) = 0, <p is continuous at 2 ' and <p (!) > 0 for II!II > 0 
We make the assumpt ion tha t there is a constant, T ,such that 
lI!jll < T , (j = 1 ~ ... ~ k ) . 
Now, 
II !j ( ~ ) + A ( ~ ) !j II 
= min II f j (x) + A ( x ) t II 
t - - -
(6.1.4) 
But 
- T IIA(~) - A( ~* ) II 
(6.1.5) 
I 
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From (6.1.4) and (6.1.5) we deduce that 
<p {t j ) ~ 21Ifj{x) - f{x*)11 + T IIA(x) - A(x *) 11 (6.1.6) 
- - - - - --
Let us now suppose that we are given an arbitrary 8 > O. Define 
T = { t : 8, II! II ~ T }. 
Clearly, T is compact and <p (t) > 0 for all t € T and thus 
1 = min <p (t) > 0 
t e T -
We shall now show that by the assumed continuity of f(x) and A(x) 
- - -
we can make <P (!j) < 1 by making II: - :*11 sufficiently small. The proof 
is by induction over j . 
It is clear from (6.1.6) that for Il x - x*11 sufficiently small, 
"'1 "'1 Thus, t rt T and hence II! II < 8 . Since 8 was arbitrary we have shown 
that we can make IIi111 arbitrarily small by taking x sufficiently close 
to x* . 
"'1 "'. 1 
We now assume that II! II , ... , II!J- II may be made arbitrarily 
small by making Ilx - x*11 sufficiently sma ll. It then follows from 
(6.1.6) and the definition of f j (x) that 
for II~ - ~*II sufficiently small. Thus, tj ~ T and hence Ilij ll < 8 . 
This compl etes the induction. o 
f 
1 
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Remark 6.1.2 
If A(x) has rank p in a closed ball B about x* then the same 
proof as for Lemma 5.1.2 shows that for ~ e B 
for some constant K, and so a constant T can be found such that 
I~II ~ T . 
Lemna 6.1.2 
If II~ - ~*II is sufficiently small, then for j = 1~ ... ~ k 
(a) L' J C L* 
(b) * and if \i e L , then 
(f (x*)) (fJ (x) + \If (x) tj ) ~ o . \i _ \i _ 
- \i _ -
Proof 
* (a) If L contains all n indices, the result is obvious, so we assume 
* there is an index \i e L . 
Let 
min * 
6=lleL (If (x*)1 - If (x*)I) 
II - \i -
* \i $t L 
* * and let a e L , TeL be arbitrary. 
Clearly, 
Ifa (~*)1 - IfT(~*)1 >, 6 > O. (6.1.7) 
from Lemma 6.1.1 and the continuity of !(~) and hence of I!(~)I we have 
(6.1. 8) 
-
I 
... 
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(6.1.9) 
where II~ ( ~, ~*) II can be made arbitrarily small by making II~ - ~*II 
sufficiently sma ll. 
We obtain from (6.1.7), (6.1.8), (6.1.9) 
I fj (x) I - I fj (x) I ~ <5 + ej ( x, x *) - ej (x, x * ) 
a - T - a - - T -
Thus there exists an E > 0 such that for II~ - ~*II sufficiently small 
(6.1.10) 
Now, from Lemma 6.1.1, for small enough Il x - ~* II "'Ie can make II!jll 
arbitrarily small so that we obtain from (6.1.10) 
and hence T,f L , (j = 1~ ... ~ k). 
J 
Since T was arbitrary, 
L'C L*' (j=1~ ... ~ k ). 
J 
(b) The result is obvious if F{~*) = 0 so we assume F{~*) > O. Let 
a € L* so that from Lemma 6.1 .1 and the continuity of !(~) , 
(6.1.11) 
" where Ie (x, x*) I can be made arbitrarily small by making II~ - ~*II 
a - -
sufficiently small . Since F{x*) > 0, f (x* ) f 0, therefore, by making 
- a -
II~ _ ~*II sufficiently small, we can deduce from (6.1.11) and Lemma 6.1.1 
that 
sign (fj (x) 0+ Vf (x ) tj ) = sign {f (x*)). a _ _ a _ a - o 
f 
0 1 
I 
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We are now in a position to prove the following result. 
Theorem 6.1.1 
For Ilx - ~*II small enough, 
k II~ + I tj(x) 
j=l 
- x* II ' K Ilx - x*II,k+l 
- --
for some constant, K. 
Proof 
He shall use the symbol K to denote a generic constant, not 
necessarily the same in any two places. 
The proof of the theorem is by induction over j. A simple 
modification of Theorem 5.1.5 allows us to prove 
We now assume 
for k >, 2 ~ and we sha ll prove 
Let a E"f. k so that, using Lenma 6.1.2(a), if II~ - l<*11 is 
sufficiently smal l 
(6 .1.12) 
(6.1.13) 
where eo = + 1. The linear subproblem for computing tk may be written 
II/lie , 
- a 
(6.1.14) 
where 
i 
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and e
a 
is the same as in (6.1.13), by Lemma 6.1.2(b), provided 
II~ - ~*II is sufficiently small. 
Defining 
e = x* - x , 
- -
~k = :/ _ x , 
and expanding f (x*) in (6.1.13) in a Taylor series about x, we have 
a -
f (x) + I7f (x) (x* - x) a _ - a -
k 
+ I r! l: 
r=2 jl ... ax . J r 
1 a
k+1 f (x) 
= II r*11 l: I l: a .,. e. e. (6.i.15) 
- Tk+Tf! ... ax . .. . ax . , 
jl j2 jk+l J 1 Jk+l 
J 1 Jk+l 
where - = :\x* + (l-:\)x for A-x some 
Expanding f (yk ) in (6.1.14) in a Taylor series about x we have 
a -
k 
+ l: 1 
2 r ! r= 
(6.1.16) 
where ~ = ~ yk + (l -~ )x for some~. Subtracting (6.1.16) from (6.1.15) 
- -
we obtain 
I 
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k 
+ I 1 
2 1' ! 1'== 
= ( II ~* II II ~k II ) 
1 
- n<+1T! 
k e. ). 
Jk+l 
(6 .1.17) ax .... ax. 
J 1 Jk+l 
Let ~~ denote the summat ion on the left side of (6.1.17), then 
it may readily be verified that 
k e. ). 
J1' 
(6.1.1 8) 
Now, 
(6.1.1 9) 
(6.1. 20) 
and us ing (6.1 .1 2). we have 
le~ I = J. 
1.-
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IY~ - x. I J. J. 
1.- 1.-
~ II ~ - ~ * II + II ~ - ~* II 
~ 2 II ~ - ~* II , 
provided Ilx - ~*II is small enough. 
Assume 
~ K 
(6.1.21) 
(6.1. 22) 
in a neighbourhood of ~* for all a € L k and r = 2~ ... ~ k+l . Then, 
if II ~ - ~*II is small enough,(6.1.18), (6.1.19), (6.1.20), (6.1.21) 
yield 
for all a € L k' and hence from (6.1 .12) 
for all a € L k . 
Equations (6. 1. 20 ), (6. 1.21), (6 . 1. 22 ) imply that the summation 
on the right side of (6.1.17) can be bounded in modu l us by KII ~ _ ~*ll k+l 
for all a € L k . 
Now, there must exist a reference S e Lk such that the matrix 
[As, eS ] is non-singular where the i -th row is [ ~fa .( ~ ) ea .] for some 
1.- 1.-
ai € S. Thus, (6.1.17) may be written 
-
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[As , eS ] [(x* -l ) 1 = £ (6.1. 23) 
(II ~* II - II ~k IJ) -
where II ~ II ~ K II: - :* II k+l . 
Since the reference, S, is constant and [As , ~ S] is non-singular 
in a neighbourhood of x*, there exists a constant, K, such that 
Thus we obtain from (6.1.23) 
II ~k+l - ~*II ~ K II~ _ ~*II k~l 
which is the desired result. 
We can now prove the main result. 
Theorem 6.1.2 
Under the previous assumptions, if 11:0 :*11 is sufficiently 
small, the iteration procedure defined by 
k ". 
o 
x' l = x. + L tJ(x.) -~+ -~ . 1 - -~ J= 
(6.1.24) 
is convergent and its order of convergence is at least k+l . 
Proof 
From Theorem 6.1.1 we have that for II ~ - ~*II sufficiently small, 
k II x + L tj (x) - x* II ~ K II ~ _ :* II ~+ 1 
j=l 
If we let 
B = {x K II x - x* 117< ~ a } 
(6.1.25) 
'f 
I 
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for some a < 1, then for any x e B 
(6.1.26) 
Therefore, if ::0 e B, (6.1.24), (6.1.26) imp ly that 
so that x. e B, and si mp le induction shows that x., (i = 1) 2) ..... ) 
-~ -~ 
lie in B and satisfy 
Thus, 
Ilx. - x*"~ ai IIx - x* II . -~ - -0-
lim 
i~ II x. - x* II = 0 -~ -
so that the iteration procedure converges, and (6.1.25) shows that the 
order of convergence is at least k+1 . 
Example 6.1.1 
Consider the discrete rational approximat ion problem of finding 
an approximat ion of the form 
+ x t 2 
to the gamma function, r(t), on the set of points 
T = {2 .0, 2.1, 2.28351, 2.4, 2.5, 2.6, 2.7,2.80451,2.9, 3.0} 
The results shown in Table 6.1.1 were comp uted in double precision 
arithmetic on a UNIVAC 1108 computer using Algorithm 6.1.1 with 
o 
various values of k , and starting from different initial approxi mat ions, 
v The solution is xo . 
'f 
, 
i .... 
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x* = (4.9669357 100055968E-l, -2.5085906215571560E-l)T. 
Table 6.1.1 gives the first two steps of the al gorithm from each 
starting point for k = 1,2,3. The results support the prediction that 
the algorithm has an order of convergence of k+1 . 
(a) k=l 
\) 
2 
TABLE 6.1.1 (a) 
\) 
~o 
4. 8669357100E- l 
-2.4085906216E-1 
4.9569357100E-1 
-2 .4985906216E-1 
II ~* - xl 
-0 II 
= 10.0 
II~* - 2 II ~o 
II x* 1 II - x 
-1 
= 98.686 
II ~* - x2 II 
_1 
\) 
~1 
4.9302479217E-l 
-2.5295972341E-l 
4.9665639464E -l 
-2.50879 12236E -1 
This shows that the algorithm has second order convergence for 
k=l. 
142. 
(b) k=2 
TABLE 6.1.1 (b) 
v XV 
-0 
4.8669357100E-1 
-2.4085906216E-1 
2 4.9569357100E-1 
-2.4985906216E-1 
3 4.9659357100E-1 
-2.5075906216E-1 
Ilx* - xl ii 
- -0 
Ilx* - x2 1  
- _0 
~ 10.0 
Ilx* - xlii 
- -0 
Ilx* - x3 11 
;, 100.0 
- _0 
Ilx* - x2 11 
- -0 
IIx* - x3 11 
;, 10.0 
- -0 
II x* - xl ii 
- -1 
II x* - x2 11 _ _1 
Ilx* - xl ii 
- -1 
Ilx* - x3 11 _ _1 
IIx* - x2 11 
- -1 
IIx* - x3 11 _ _1 
V 
~1 
4.985724112322E-1 
-2.499632079419E-1 
4.96695089 1402E-1 
-2.50858363 1304E-1 
4.966935724899 E-1 
-2.508590614726E-1 
- 1.238 x 103 
1.262 x 106 
= 1.019 x 103 
These result s show the algorithm has third order convergence 
for k=2 . 
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(c) k=3 
TABL E 6.1.1 ( c ) 
V XV 
_0 
XV 
- 1 
4.8669357100E-l 4.9602689507590787E-l 
- 2.4085906216E-l -2.511 8057548651765E -l 
2 4.9569357100E-l 4.9669351 867 149497E-l 
-2 .4985906216E-l -2 .5085908584411612E -l 
3 4.9659357100E-l 4.9669357099546929E-l 
-2.5075906216E-l -2.5085906215800747E-l 
II x* - xlII II x* - xlII 
_ _0 _ _1 
~ 1.274 x 104 ~ 10.0 
IIx* - x2 11 II x* - x2 II _ _0 _ _1 
II x* - xlII II x* - xlII 
- -0 _ _1 ~ 1.310 x 108 
II x* - x3 11 
~ 100.0 
IIx* - x3 11 
- -0 _ _1 
2 2 II x* - x II IIx* - x II _ _0 _ _1 
. 4 
IIx* - x3 11 
~ 10.0 
IIx* - x3 11 
:;: 1.028 x 10 
_ _0 _ _1 
This shows the algorithm has fourth order convergence for k=3 . 
I 
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6.2 MAXIMIZING EFFICIENCY 
In §6.l we showed that the order of convergence of Algorithm 6.1.1 
with parameter k is at l east k+l . We make the assumption that the order 
of convergence is exactly k+l , and we wish to choose k , for a given 
probl em, to maximize the efficiency. This should have the effect of 
minimizing the CPU time required to comp ute the solution. 
The t~ in Algorithm 6.1.1 are comp uted using linear programming 
-1.-
since the linear subproblem is in the form of a OLC approximation 
problem (see §2.3): 
find t = t~ and h to 
-1.-
subject 
where f~ = f(y!') and eT = (1, ... ,1). 
_1.- - 1.-
We actually solve the dual problem: 
maximi ze z = [(_f~ )T, (f~ )T] v 
-1.- _1.-
[ A~~T~ subject to _" 
and v ~ o. 
As mentioned in §2.3, this problem can be solved by a modif ication 
of the Revised Simpl ex Method, that takes advantage of the special 
struc ture of the problem. 
j 
--
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At any step, for j>l we are essentially solving LP problems where 
only the "cost row" is changi ng, and as the algorithm converges, the 
cost row also converges. The linear subproblems for j>l can therefore 
be solved by starting with the basis for the previous subproblem, and 
as the algorithm converges only one Simplex iteration will be required 
to find the new solutions. Therefore, the work for each of the sub-
problems for j>l should be substantially less than the work for j =l , 
for which the Si mp lex Method must be started from the beginning (all 
artificial variables in the basis) . 
Let w be the work for each subproblem for j>l , assuming only one 
i -Si mplex iteration is required, and let wk be the work required to 
compute the i -th step. We assume that the limit 
exists, so that, in the limit, 
Therefore, the efficiency of Algorithm 6.1.1, with parameter k is 
10g( k+1) 
wk 
(6.2.1) 
The "best" value of k will be that which maximizes 
* Let this value of k be k and define 
so that 
Ek* = 
~ 
Assuming f (x) 
max 
k 
e = w/w
1 
Ek = max [109( k+1 ) 1 J 
_ 0 k 10g( 2) . 1 + (k-1) 8 . 
(6.2.2) 
(6.2.3) 
E1 
Ek* is sufficiently smooth, we obtain the graph of --E1 
shown in Figure 6.2 .1. 
I 
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It can be seen from Figure 6.2 .1 that extremely large savings 
can be expected for ve ry small values of e. The graph of Ek/E1 
against k for a particular e is fairly flat, so even if we use a k 
that is only close to k* , we should still get a substantial saving. 
For example, for e = .05 we obtain the graph shown in Figure 6.2.2. 
3.0 
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Figure 6.2.2 shows that it will probably be better to over-estimate 
* rather than under-estimate k . 
We must now turn to the problem of how a suitable estimate for e 
can be made. One method is to use operation counts for the various 
stages of the algorithm. 
To compute t~ by the modificat ion of the Revised Simplex Method 
-1, 
referred to above, the number of operations (multiplications) is 
approximately ~* p (n+5. 5*p+3 0. 5 ) where ~ is the number of linear 
programming iterations required. For t~, j>l , we can start with the 
-1, 
previous basis, and the solution should take approximately 
p (n+2*p+2) operations. For any j , we must compute a new x, taking p 
operations , and ... /e must evaluate f( .tt) . Suppose each component requires 
_ -1, 
m
1 
operations, then evaluationg !(d) takes m/ n operations. For j =1 
we must also compute the elements of A . . This involves evaluating 
1, 
Vf (x.), (v= I ~ . . . ~ n ). Suppose ?fv takes m2 operations for each v , 
- v -1, -
then computi ng the elements of Ai takes m2*n operations. 
Using the above estimates, we obtain the following estimates in 
terms of operation counts for wI and w: 
(6.2.4) 
and w p(n + 2>lp + 3) + mi * n . (6.2.5) 
Thus e may be est imated using (6.2.2). 
Remark 6.2.1 
m
i 
and m
2 
can be determined fairly easily for a particular problem, 
whereas ~ is unknown. A fairly good estimate is ~ = 3 * p . 
I 
--
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Another method for estimating e relies on the availability of a 
routine for determining the CPU time used at various stages of a 
computer program. At the first step of the al gorithm we can use the 
times for j=1 and j=2 to produce an estimate for e. If it happens that 
* we obtain k =1 then we will have wasted one sub-iteration, however, 
as this occurs only once, this shou ld not be serious, especially in 
view of the above comments on Figure 6.2.2. 
A difficulty with this method is that the number of linear 
programmi ng iterations for the first step may be appreciably diffe rent 
from the numbe r for points close to x*. Therefore, we use an average 
time per Simplex iteration, obtained at the first step of the algorithm 
with j=1 , and again use the estimate of ~ = 3 * P to obtain esti mates 
for wand w1 and hence e. 
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6.3 NUMERICAL RESULTS AND DISCUSSION 
As an exampl e of an appl icat ion of the above algorithm we sha ll 
t ake discrete rational approximat ion. Given a function g(t) and a set 
of poin ts T = {t
1
, ... ,t
n
} we are required to min imize" (with respect to 
a and S) 
max g (t.) R(a ,t.) - -"to 
"to s(S , t . ) t .€T 
- "Z.-
"Z.-
where R(a ,t) + t + r - l = a 1 a2* ... + a * t , r 
S(S,t) = + Sl* t + ... + Ss * t S 
and r + S = p . 
In this case, we can take m1 = m2= p , so that if we use ].l = 3 * P ~ 
we obta in from (6.2.2), (6.2.3), (6 .2.4) the following estimate fo r 
8 : 
2 * n + 2 * P + 3 
8 ~ 81 = 3 * p(n+5 . 5*p+30 . 5) + 2 * n + 1 
We denote by 8
2 
the estimate for 8 obtained by the second method above . 
Examp l e 6.3.1 
g (t ) = erfc (t ); r = 4j S = 1 and we used 65 points even ly spaced 
in [0, 20J. The algorithm was ass umed to have converged if two 
success ive values of F( A ) differe d by l ess than 1O- 1~ The i nitia l 
-"Z.-
appro ximation was taken to be 
T :0 = (0.74, -0.37, 0.43E-l, -0.13E-2, 0.0) . 
which i s the solution obtained for the discrete linear Chebyshev 
appro ximat ion of g(t ) by a cubic polynomi al. 
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Example 6.3.2 
This example is the same as for Example 6.3.1 except that r=4 
and 8=2 . 
~o 
The initial approx imat ion, 
T 
= (1 .05, -0.68, 0.97E-l, -0.35E-2, 1.3,0.0) , 
is just the solution of the problem in Example 6.3.1 rounded to the 
number of figure s shown . 
Example 6.3.3 
This is the same as for the previous t~vo examp les except that r=5 
and 8=1 . The initial approximation, 
T ~O = (0.82, -0.59,0.12, -0.82E-2, 0.19E-3, 0.0) , 
is obtained from the discrete linear Chebyshev approximation of g(t) 
by a quartic polynomial. 
The numerical results given in Ta bles 3.3.1 and 3.3.2 were 
obtained on a UNIVAC 1108 computer using a modification of a linear 
programmin g routine due to Saunders [59 ], and double precision 
arithmetic. Tk is the CPU time in milliseconds for algorithm 6.1 . 1 
and we useEk*/E1 as the pred icted value of the ratio T/Tk* . 
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TABLE 6.3.1: CPU TI HE FOR ALGORITHM 5 .1.1 
Approximate CPU Ti me (Tk) 
k (in milli seconds ) 
Examp le Examp le Examp le 
6.3.1 6.3.2 6.3.3 
2080 2522 2629 
2 1523 1970 2155 
3 1419 1813 1867 
4 1591 1967 1896 
5 1600 1999 1951 
6 1363 1660 1639 
7 1352 1688 1672 
8 1369 1704 1683 
9 1400 1755 1710 
10 1463 1772 1775 
11 1817 1844 
12 1867 1904 
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TABLE 6.3.2: PREDI CTED AND ACTUAL CPU TIME RATIOS 
Example Example Example 
6.3.1 6. 3.2 6.3.3 
e = e 1 e = e 2 e = e 1 e = e 2 e = e . 1 e = e 2 
e 0.0724 0.1042 0.0594 0.08112 0.0594 0.08015 
k* 8 7 10 8 10 8 
Ek*1 
El 2. 10 1.85 2.25 2.02 2.25 2.03 
Tl1 1. 52 1.54 1.42 1.48 1.48 1. 56 
Tk* -
It can be observed from Tables 6.3.1 and 6. 3.2 that the 
predicted and ac tual val ues of T1ITk* do not ag ree very closely. This 
is because the theoretical estimate is only asymptotic and assumes 
an infinite number of steps. However, the results show that some 
saving can be expected, even if this is not quite as large as predicted . 
The re sults al so indicate that the second method of estimating e 
should be used wherever possible . 
[lJ Achieser, N.l. 
[2J Anderson, D.H. 
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APPENDIX I 
THE LINEAR PROGRAMMING ROUTINES 
A number of algorithms presented in this thesis have required 
the solution of certain discrete linear Chebyshev (DLC) approximation 
problems . It was shown in §2 .3 that such problems can be solved using 
linear programming (LP) methods . It was mentioned, also, that the LP 
code can be written to take advantage of the special structure of these 
problems. We present here the LP routines that were used to compute 
the various DLC problems in this thesis. Firstly, however , some 
introductory material will facilitate understanding of the routines and 
the method used. 
Consider the standard LP problem: 
minimize T Z = c x 
subject to Ax = b 
and x ~ 0, 
( 1.1) 
where A is ' an m X n matrix, m 'n . We define the diagonal matrix, E, 
such that 
e .. = sign(b.) , 
'/, ~ '/, '/, 
and the vector M such that 
M. = M , 
'/, 
a large positive number . The problem (1.1) is equivalent to: 
minimize [cT, ~TJ [~] 
subject to [A EJ [~] = b 
and x, y ~ 0 
(I. 2) 
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The vector y is referred to as the vector of artificial variables. 
Let us cons t ruct a matrix, B, whose columns are any m linearly 
independent columns from [A EJ. The se m columns form a basis for Em. 
The non-singular matrix B is known as a basis matrix, ~nd determines a 
solution to the set of equations (1.2) of the form 
B ~B = ~ , (1. 3) 
where the vari ables x., y . are defined to be zero if their correspond-
-z.. J 
ing columns of [A EJ 
do not appear in B. Such an ~B is called a basic feasible solution. 
The Simplex Method starts with an initial basic feasible sol ution, 
corresponding to B = E, and moves from one basic feasible solution to 
another by replacing only one column of the basis matrix B by another 
until an opti mum is reached, or an indication is given that the 
objective functio n, Z, is unbounded below on the set of feasible solu-
tions. The details can be found in Hadley [28J. 
The algorithm may be summarized: 
1) Solve the system of equations 
T 
B ~ = :B ' (1. 4) 
where :B conta ins the components of [cT, MTJ corresponding to columns 
in B. 
2) For each column a. of A not in the basis, compute 
-J 
T 
'lT a.-c. 
- -J J 
and select an index, a , such that 
T 
'IT a - c > 0 
_ _a a 
If no such a exists , the current solution is.optimal. 
I 
3) 
4) 
where 
If no 
5) 
6) 
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Solve the system of equations 
By = a (I. 5) 
-a 
Find S such that 
S min C e = ~ = "/.. 
ys y. >O T 
"/.. "/.. 
x = 
- B (s1 ' ... , S ). T m 
such S exists , the problem is unbounded. 
Update :B' Z according to 
C = s· e y., "/.. f S 
"/.. "/.. "/.. 
Ss = e 
z z T c ) = e(n a -
_ _a a 
-1 Replace column ~S in the basis by ~a and compute the new B 
Apart from step 6, the main work is in solving the linear systems 
(1.4) and (1.5). The Revised Simplex Method solves these systems by 
- 1 1 
working with B . The initial B is just E and so the initial B- is 
also E. Each successive B- 1 is obtained by updating the previous one. 
The above algorithm, although it is relatively simple, is not 
numerically stable. Bartels [ 7 ] has shown that for standard imple-
mentations of the Simplex Method the generated round-off errors cannot 
be bou nded a- priori ! The reason is that the procedure for updating 
the inverses B-1 is just the Gauss-Jordan elimination process applied 
to the vector a . There is no choice of pivot as the Simplex Method 
_a 
selects this itself. Within the field of Numerical Analysi s it has 
been known for over twenty years that such a procedure is numerica lly 
unreli able. 
Nu merically stable imp lementations of the Simplex Method have been 
given by Bartels [ 7 ], Bartels and Golub [ 8 ], Bartels, Stoer and 
Zenger [ 9 ], Gi 11 and Murray [26] and Saunders [ 59, 60, 61]. These 
I 
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implementations all use some factorization of the basis matrix, B. 
Bartels and Golub [ 8 ], for example, decompose B into the product of 
a unit lower and an uppe~ triangular matrix. 
The numerical result s in this thesis were computed using an 
algorithm based on Saunders' method, which uses orthogonal factoriza-
tions. 
It is well known that an orthogona l mat rix, Q, exists such that 
( 1. 6) 
where R is an upper-triangular matrix (see, for example, Wilkinson 
[71]). 
We obtain from (1.6) that 
(1. 7) 
and it is this factorization, or equivalently, 
(1. 8) 
where L is lower-tr iangular and 0 diagonal, that is used in the computer 
program given below. 
Consider the solution of the linear system of equations (1.5). 
This can be solved by solving 
RT R u 
== a 
- CL 
and then computing 
y == BTu 
(1. 9) is solved by solving first 
and then 
RTv == a 
_CL 
R u == v 
Since (1.9) is equivalent to 
B BT u == a 
-CL 
(1. 9) 
I 
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one could expect the above method to be quite inferior, numerically, to 
a method which uses Q explicitly. However, Paige [48 J has shown that 
this i s not the case, this method being comparably with other methods 
which use Q explicitly. 
The Lagrange multipliers, n ., are given by the solution of 
" T 
B ~ = ~B ' (1.10) 
which is equivalent to 
T B B IT = B ~B . (I.il) 
Thus, n could be found from 
T 
R R~ = B ~B ' 
which was the method originally proposed by Gill and Murray [26 J. 
However , Saunders [59 J transforms ~B as though it was the last row of 
B. ·The orthogonal factorization (1.6) then becomes 
so that (1.10) is equivalent to 
Rn=d, 
if d is updated along with R at each iteration . 
There are several ways of updating the factorization (1.7) when 
a column ~a replaces column ~ 8 in B. It can be shown that 
Thus a change of basis can be accomplished in two steps (adding column 
~a and deleting column ~8) according to 
- - T T T B B = B B + Y v v 
where we set 
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(i) y=+l, v = a to add column a 
_a _a 
(ii) y = -1, v = ~8 to delete column ~8 
Details of this and alternative methods can be found in Saunders 
[ 59J and Gill, Golub, Murray and Saunders [25 J. 
The compu ter program below is based on the factorization (1.8) 
and solves LP problems of the special form generated by DLC approxima-
tions (see §2 .3). Advantage is taken of the special structure of the 
matrix A and the vectors b, c to reduce the storage requirement and to 
improve the performance by treating the positive and negative columns 
of F together. 
The subroutines below are written in UNIVAC 1108 FORTRAN V. 
However, other than the "PARAMETER" statement, no machine-dependent 
features have been used. 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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SUBROUTI IE CREEL? 
I HP LICIT RBAL*8 ( l\-H ,O-Z ) 
Pl\Rl\~1ETER Mn=l() , !~~1D=9 ,~D=4 10 
LOGICl\L ERROR 
REl\L* 8 L 
I NTEGF.R P 
CO 1'K)~VCHBI3l\/P , r1 , N , COS'T' ,I~N ,ITHAX ,CART , ERROR 
COHHO!1/CH~Bn/IALPII]\ , IRE'!'A , EPS , CS , "1z\RTI P 
COU1O!1/CHEBC/AUl1'1D , m ) ,c(.m) , DC{lm ) , LUDf~m) , PIU1D), 
* D{~D) , DX {MD ) , XBum) , NTJ T( HD ) , nom) , " {MD ) 
*************************************************** 
THIS SUBROUTPTE SOLVES THE CHEBYSHEV LP PROBLEr~-
A 
C 
XB 
PI 
NUH 
BC 
D 
DX 
U 
V 
L 
M 
I THl\X 
EPS 
NARTIF 
ERROR 
) 
) 
HllIHIZr: (C' ,-C') x 
A ,-A ) ( 0 
S UB,TECT TO ) X = ( 
E ',-E ') ( 1 
A"'Jn X.GB.O 
IS P*N 
IS Nl N- \1ECTO? CONTAPTIN(; THE ' COS':'S ' 
IS AN H-'TECTOP , COJTADH IG 'T'HE B SIC 
F E SIBLE S()LUTIO~l AT EACH ITE? _TI()~l . 
IS J\~1 r1- VECTO , rmlTl\I.lI NG THE LAGRANGE 
MULTIPLIEPS . 
I S NT H-VF.C'!'OR C01\lTJ\I.lI . lC, THE INnICSS OF' 
VP.CTons IN THB B. SIS . 
I F NUM (J ) =K+l '!'HS J-'!'H VECTOR II THE 
BASIS IS THE K-TH ARTIFICIAL VECTOR . 
) ARE M-VEC'!'ORc; USED BY THE ALGORI'J'H~1 . 
) 
) 
IS A REAL H*H HATRIX USED BY THE ALGORITHI--1. 
=P+l 
SHOULD BF. S:P.T E0UAL TO THE ~1AXHmM Nu~mER 
OF ITEM'J'IONS TO BE TOLERATED . 
SHOULD DE SET GREJ\TER THA.~ EX1?ECTED 
ROnND-OFF ERROR ( USUl\LLY EPS=l.OD-8 ). 
IS THE NO . OF ARTIFICJ\L Vl\RIlillLES . 
TH LL BP. • FALSE. ON EX1:rr:' IFF AN OPTIt1AL 
SOLUTION ~V;I\S PonN n. 
**************************************************** 
E ~ROR= . F .7\JJSE. 
I'J' ~J=O 
C7\LL COLDS m 
E~'J'R Tv.,\PJ~:',!, 
2 Cl\JJL ITER 
IF ( Il\LPHl\) 3 , 8,3 
3 ERROR =.'J'RUE . 
IF{I13F.Tl\ ) 4 ,ti,4 
4 "7RI"'E ( 3 , 5 ) 
5 FORr~J\T (' LP--ERROR TEP-MI ATION ') 
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RETTJR"J 
6 ~"RITE ( 3 , 7) 
7 F()R~u\T ( ' LP--PROBLE'.1 TnTBotfo,mr.n ') 
RF.':"UR! 
8 I F (,"TART If' . F.0 . ()) p}: mTJR""T 
WRITE (3,la Ol ) N~RmI r. 
1001 FOPJvfAT (' N7\RTIP = ',13 ) 
DO 1 9 J= l , ~" 
IF( "HT~HJ ) . LE . n GO 'I'O 19 
S=XB ( J ) 
IF( S . LE.l.0n-5 ) GO mO 19 
\'lRI TE ( 3 , 9 ) S 
9 FOR~!Nr (' ART . VBJ..R . IN FI LZl.L BAS I S AT NO.l- ZE PO ' 
*' LEVI:: I. , ,lp n12 . 4 ) 
ERROR=. TRUE . 
GO TO 4 
1 9 CONTI mE 
RETUR?-T 
END 
; 
169. 
SURROUTI ~ COLDST 
I 1PLICIT RB J\L * 8 (7",- TI , (l-Z ) 
PAn.l\HBr;'E~ ~m=lf) , ·'!!'·m=9 , ND= 410 
L()C; ICl\L B !'.P.0R 
REAL*8 L 
D1TEGER P 
Cm~!l0 l/CH:SRJ\/ P , H , ~1 , COS r;' , I':.' r , IT 1 '1.7\ X , CART , E~P.O R 
CO ~MON/CH :SBR/IALPHi\ , IRETl\ , EPS , CS , ll'.R'!'IF 
COW1ml/CII:-;BC/ld'1~~D,m) ,C( m ) , BCU~D ) , L(1m,'1D) , PI C D), 
* D( HD ) , DX(!1D ) , XUID ) , WH(r~D ) , nO D) ,vU,m ) 
S= ().O DO 
DO 1 J=l , :T 
T=DABS( C ( J » 
I F (S .LT . T ) S='.". 
1 CONTPWE 
C ART= 1. o n+ 3 *S 
DO 2 I=l , '~ 
X(I)=O.O no 
NUliJ( I ) = I +'.: 
BC ( I ) =CAf~'l1 
PI (1) =C p lj'l 
n ( I ) =1. Qnf) 
2 C0NTPllJE 
X ( '<1) =1. '1DO 
COST=CAR':.' 
N !'..Rr;' I F= ~1 
I F P1. LS .1) rmTUR~T 
DO 4 1=2 , ~1 
11=1-1 
DO 3 J= l,I I 
3 L ( I , .] ) = 0 • I) n n 
4 CO_TTHTUS 
RBTUR J 
END 
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SUBP/1UTI mITER 
I 1PLICIT REl\JJ*8 ( l\-JI ,0-2 ) 
Pl\RN1ETBR MD= 10 , t~HD=9 , 10=4 10 
LOGICl\L I::RROR 
REAL*!3 L 
n~TE\'ER P 
cor~m. l / CHER 7I,./~ , r~, N , COST , IT J , ITr·1l\X ,rART , BEROR 
Cor~lON/CHERB/I l\LPH7\ , IRE'T'A , El'S , CS , NARTIf' 
CO 1J'lON/CHEBr/l\('1HD,ND) , r ( m ) , BrU1D) ,LU~D , 'm) ,P I ( ~ f'l), 
* D (r·m ) , OX pm) , x ( 110) , W U1D), TJ Um) , v ( HD ) 
1 IF(IT'l.GE.IT~1AX)\,O TO 16 
C l\LI, F Jl-TDAL 
IF ( Il\LPHl\ . EQ . () ?ETURN 
ITN=IT~1+1 
IF ( Il\L1'Hl\ ) 3,3,5 
3 K=-IALPH .1\ 
DO 4 1=1, P 
V(I) =-.7\(1 , K ) 
4 U(I)=V(I) 
CK=-C(K) 
GO TO 7 
5 DO 6 I=1,P 
v (I) =A (I, IALPHM 
6 U ( I ) =V ( I) 
CK=C (I ALPHA ) 
7 U(rt)=-1.0DO 
V ( ~1) =1 . ODD 
CALL XSOI,VE 
CALL FN DB T A 
I F (I BE':.' • :':0. . n) ::U::TUR!'l 
CALL RA~KIB(1 . 0no ,CK ) 
IF (EEROR ) RE'T'UR~1 
IB=.TUt1 ( IBETl\) 
IF(IB.GT.N)GQ TO 12 
IF(IB ) 8 ,8,10 
8 K=-IB 
DO 9 1=1,1' 
9 V ( I) =-A ( I , K ) 
CK=-C ( K ) 
GO TO 14 
10 DO 11 1=1,1' 
11 V ( I)=l\(I,IB) 
CK=C ( IB ) 
GO TO 14 
12 DO 13 1=1 , r '~ 
13 v (I) =() .000 
IB!1=II3-N 
V ( IRH ) =1 . ODr) 
CK=CART 
GO TO 15 
14 V(11)=1.0 DO 
15 CALL R7\. .lKIB (-1. 000 ,CK ) 
If' (BPROR ) PETtTR l 
NUH ( II3r::TA ) =IALPHJ\ 
CAP, PI SOLV 
GO TO 1 
16 l'mITE ( 3 , 17) 
17 FORnAT ( I ()'~OO Hl\NY I TERATIONS I ) 
RETURN 
mm 
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SUB ROTJTI m PI ml\L 
IMDLICI'l' RE7\.JJ* 8 ( A-H , O-Z ) 
Pl\RA1ffi'T.'ER ''iD=lO , ~~MD=9 , TD=410 
LOGICl\L ERROR 
REl\L*8 L 
I NTEGER P 
COW~01'l / CH:SRl\/P , ~1, 1 , r:nST , I'T.'~l , IT~~X , f: l\RT , r:;'O'R0R 
COHHO~l /CHF.RI3/I l\LPHl', IRP.Tl\, p'PS , CS , N?\RTIP 
COr1M01'l/CHr:BC/l\ (r1~m , ""m ) ,C( ND) , Bf: ( 'AD ) ,L( Mn,~m) , Plum), 
* DUm ) , DXpm) , y.um), U 4 Pm) ,uu D) ,~ 1 ( 10 ) 
C **************************** ******* **************** 
C 
C FINn A VJ\~:r:"BLE TO EN':l:'ER THE BASIS 
C 
C ******* ******************************** *** *~****** * 
IALPHl\=O 
CS=-EPS 
PI H=PI un 
DO 3 ,T=l , N 
S =O.ODO 
DO 1 I=l , P 
1 S=S+A(I,J)*PI(I) 
S=C(J)-S 
S ~~=S-PPl 
IF ( CS . LE . S;1)r,o TO 2 
CS =S~1 
IALPH A=J 
2 S '-1=-S-PP1 
IP(CS. LF. . S~qGO TO 3 
CS=S '~ 
IALPHl\=-J 
3 C01-1TPlUE 
DO 4 I=l , ~.1 
IP em 1( I ) .1\1E. Il\LPHl\ ) GO TO 4 
IALPH ?\=O 
HETURJl 
4 CO'NTINHF: 
RF.TURN 
Em 
C 
C 
C 
C 
C 
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sun!'OUTnl~ XSOLVF. 
pn'L TCIFJ:' RF.l'JJ* 8 (T\-H ,O-Z ) 
PARNfETER '1D=lO , ~1 10=9 ,'''If)=410 
LOGICAL ERROR 
RP'l\L*8 L 
INTEGP,R P 
COH.'lON / CIT'SBl'./P , '1, N , COST , T.T~l , IT?vIl\X , CART , E T'ROR 
CO't1'lON/CnEnC/AU1MD , l'lD ) ,C(JD) , R~(rm ) , LU D , HD ) , PI ( ~D ), 
* nUm) , nX('lD) , X ( ~D ) , 'WHp1O ) ,TT( · n ) , vum) 
******************** **************** **** **** **** ** * 
( LDL ') U = U DX = 7\' TT 
************ ************* ***** ** ******************* 
CALL BI<SOLV 
00 4 \.T=1 , ~· 1 
K=NPM (.T ) 
IF(K.GT . t ) GO TO 3 
KA=I .1\BS ( 1< ) 
S=O . r)n() 
DO 1 1=1, P 
1 S=S+A(I, KA) *U (I ) 
IF'( K . L'!' . ())GO TO 2 
nx (.T) =TJ ( '1) +S 
GO TO 4 
2 DX ( J ) =U ( ~1 )- S 
GO TO 4 
3 K=K-.1 
DX(J)=U(K) 
4 CO.~TI~HJE 
RE'T'UR'1 
END 
I 
I 
I 
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SUBROUTum BKSOLV 
D~PL!(~I'l' R'8.7'ili * 8 ( 7\- H ,0- Z) 
P l\. P.AHETP. R ~1D= 10 , '~"10= 9 , Tn= 410 
Iilll\.1, *!) L 
LOG ICAL ERROR 
cor·1r1O]\T/CH p.n.l\./ "1~1 ,~1, 1 ,CO ST , I,],N , 1THAX , Cl\'RT , ERROR 
cOmlO_vcI1;::I3C/A ( >~""D , ]\m ) , c(.m ) , BCUm) , L ( MD,~'D) , P1 ( MO ), 
* DO~O) , DXpm ) , Yum ) , NUr1(rm ) ,uUm) ,U(~1D ) 
C ******* ******************************* ****** ******* 
C 
C SOLVE ( LOL ') U = U 
C 
C *************************************************** 
IF U1. GT. 1 ) GO TO 10 
U (1) =U ( >1) In (rt) 
RETUP.N 
10 DO 2 I =2,H 
5=0.000 
1I=1-l 
DO 1 J=I , 1I 
1 S=S+L ( I , 0 ) *U ( J ) 
2 U( 1 )=U(I)-S 
U UO =U P 1) ID (.1 ) 
DO 4 1=1 , ~Uv1 
K=H-I 
II=K+ l 
S =O . ODO 
DO 3 J=I1,r1 
3 S=S+1,(J , K) *tTP ) 
4 U(K)=U(K)/D(K) - 5 
RETURN 
E~1D 
I 
I 
I 
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SUB~OUTIN~ F t lDBTA 
H1PLH~IT Rr.:AL*8 (A-Ii ,O- Z) 
PARl\ tr.:'Z'ER r·~D=10 , ~1 ~m=9 , ND=410 
LOGICAL EP~()R 
REAL*8 L 
IWr:SGER P 
co··nlO~1/CHr.:B 7\./n , r1, N , C()S'l' , ITN , ITH7l,.X , r'. .7l,. 'T', ERROP 
Cm~HON/CIlERB/IALT)H 1\ , IBE'l' A, T::T)S , CS , "'1 A p.'I' IF' 
Cm1~1()N/ClmBr:/A ( '1.~m , ~TD ) , r'. (nD ) , BC ( MD ) , T, ( HD , m ) , PI U~D :' , 
* D P m ) ,nX('1D) , x pm) , ~1t M (I~D ) , TJP1D) , vp~n) 
C *** ** ********************************************** 
C 
C FIND HInCH VARIl\BLE L:P.AVES THE B.1\SIS 
C 
C **** ************************** ***** ** ************ ** 
IBETA=O 
XNE~·7=1. OD30 
DO 1 K=l , 1 
DXK=DX ( K ) 
I F (DXK.LE.EPS ) GO TO 1 
T =X ( K)/DXK 
IF( mEH . LE . T)GO TO 1 
XNEH='!' 
I BETA=K 
1 CONTI NUE 
IF ( IBETl\ . 'SQ . 0) RETUPJ'l 
DO 2 K=l , rq 
IF( K. EQ . 1RETA)GO TO 2 
T=X ( K ) -DX ( K ) *~m~'7 
I F ( T .LT . O . ODO ) T=O . ODO 
X(K)=rr:' 
2 CO.ITl WE 
X ( IRE,!,l\ ) =X'T!::H 
COS'J'=COST+CS * 701ET'7 
IFP'JUfv': ( lRr.'!'A ) . GT . n .·lARTIF=NA~TIF-l 
RF.TUR."l 
END 
C 
C 
C 
C 
C 
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SUB ROUTI m RZ\NKln (l\L!.'II A , CJ ) 
P1'PLICIT RE .7\L*B ( A-H,O-Z ) 
p l\R1;'HETE R HD= 10 , ·tMD=9 , nD= 410 
REl\L*8 L 
LOGICAL ERP.OR 
CQrI[M.oN / CIIF.Bl\/IP , '1, ~ , COST, ITN , I'!' ~1AX , CA RT, ERROR 
cm?10n/CHEBn /Il\LPHl\ , 1BE'!'l\,EPS , CS , lARTIP . 
Cml!1O~1/cII;;nr./A('1Jm , ~m) ,C( l.1D ) ,Br.(r1D ) , I. ( ~Dr D ) ,PIPm), 
* D (r-1n ) , DX pm) , x (rl[n) , ITP1 (rID) , U ( lID ) , v (r-1D) 
*********************** ************* **** *********** 
MODIFIES L()HB~ TRI JIJ'Tr:ULl\R L NH) DI]\.G0 lI.L n 
SO TH l\T 
LDL' = LDL ' + JI..LPHA * 'I.JV ' 
C 
C*** 
C 
l\.1\lD ALSO APPLIBS THr.: rrRANSPOR!'1ATI(\~ mll Br. . 
US E S H0USEHOLDE .?, ~1~:i'~1 (,ES . 
( SP.E GILL E~ l\L . PP . 25-31 .) 
C ********************************************* ** **** 
ALPIIB=ALPHl\ 
CC=CJ 
U (1) =V (1) 
IF( ~ . EQ .l)GO TO 20 
DO 1 5 1=2 , H 
SS=O . ODO 
11=1-1 
DO 10 J=1 , 1I 
10 SS=SS +L ( I , J ) *U ( J ) 
SS =V ( I ) -SS 
15 U( 1 ) =SS 
20 IF ( ~LPHB ) 25 , 25,30 
25 S1r;~t1\=-1. ODr) 
S=1.I) DO 
GO TO 37 
30 S= O.ODO 
DO 35 1=1 , 1 
35 S=S+U ( 1 ) *U ( 1 ) /D ( 1 ) 
SIGt1A=l\LPHB/ ( 1. ono+nS(,)RT (1. ODO+S » 
3 7 DO 5 f) cT = 1 , r1 
P=fJ ( ,1 ) 
DJ= n ( ,r ) 
Q=P*P/),T 
T=1. On0+SIG'1 *Q 
S = S-Q 
Gl\ r-t~='T'*'T:'+S Ir;r-~A *51 G~1A*Q* S 
nEL,!,l\=GlV1~17\ * DJ 
D ( ,T ) =DEI.TlI. 
BE':"A=l\LnT1B *0 /Dr.;L'T'l\ 
ALPlm=l\IJPHB/GN1~tA 
nB =B C (.T) 
CC= CC-BB*P 
BC ( ,T) =RB +RE'T:'l\*CC 
IF ( GAW1.A . Gr.; • O. 0 () GO TO q 9 9 
E RRO P= • TRUE . 
RErrtJRN 
999 G1\rtr-1A=DS(')~T ( GA 1.HA) 
S H~MA=S 1 GHl\ * (1. ono+Gl\. 1!1l\ ) / (GAW·1l\ * ( T+Gi\11r-~A ) ) 
I F ( ~T. Eq . H ) PETUR~ 
I 
I 
J.T =J+ 1 
DO 40 I=.T LT,-1 
BLLT=T, ( I , J ) 
SS=V ( I ) -P *ELLT 
V ( I ) =SS 
40 L( I , J ) =ELIJ+BETA*SS 
50 COilTPTUE 
E"ID 
176. 
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StTB TIOTJT I NE PISOLV 
H 1PL H~IT PS}\L * 8 ( 7\- H ,0- Z) 
PlI.PJ\Mr. 'T'E R !1D= 10 , ~~~m= 9 , 'm=410 
rf)GIC 7\L E~ROR 
RP. 7\L* 8 L 
I NTEGER P 
cm~ ·lOlJ /CHEB7\/P ,' ~ , 1\1 , r:OS'T', I,], ~1 , I~~u\X ,C7\RT , ERROR 
Cot1!10 l/CHEBC/7\ p~!m , 10 ) ,C cm) , BC ( 'm ) , L U~f) t " D) , PI ( Mf) ) , 
* D ( m) , DX (1 ~f) ) , ~um ) , ~HT 1( m) ,tT ( ' ~D ) , u um) 
C *********************** ****** ********************** 
C 
C SOLVE LIPI = BC 
C 
C ****** *************************************** *** *** 
PI (.' 1) =RC P 1) 
IF ( H . EQ . 1) RB~UR!'J 
MH='1-1 
DO 2 I = 1 , l~"1 
K=~1-I 
II=K+l 
S=O.0 D0 
DO 1 ,T = I I , '1 
1 S=S+L (J,K ) *PI (J) 
2 PI( K) =B C( K)-S 
RETURl\J 
EN D 
178. 
S UBROUTINE COOLS~ 
~J\PJ\~1!': ER "1D=10 , ~V1D= 9, 1D=4 10 
I 1PLICI~ REJ\L*8 ( A-H , 0-Z ) 
L0GICJ\L ERROR 
R"SJ\L * 8 L 
I NTEGER P 
CO -l..~10 l /CH~R 7I,/ P , 11 , 1, r.nST, I~!'-l , IT!11\X ,CJ\T\T , ERROR 
C or1~1O T/cnEBC/AU~m , ~m ) ,r.(l'm ) , RC ( 1J1 ) , L(rm , HD ) , PI C H) , 
* D (' ID ) , n~ ( ~ D) , X ( MD ) , lHP1(rm ) ,ppm ) , U ( 1n ) 
C *************************************** ** ********* * 
C '!'HIS snrlPnT Trrr:: snL~n:;s ~I Po CHEBYSHEV LP pronL'S~~. 
C S'TIl\.R':'Pl~ FTIn .1 'T'IR S 0LTT'TI1 0"1 OF A P?F.U10TTS 0 F. HI 
C WHICH THF. ONLY CHN1GB IS IN THE COST "ECTOTI . 
C THE Nm~EP OF RO\'7S r-ms':." BF. '!'HE Sl\.''IB FOR BOTH 
C PPOBL!,:~1S • 
C **** **** ********* **** *********** *** ************** *** 
DO 15 I=l , P 
S=O.O DO 
IPN=1+N 
DO 10 K=l , ~ 
J=~1Un (1< ) 
I F ( J . LE . N) GO TO 5 
IF(1PN . NE . J ) GO TO 10 
S=S+CAR'!' 
GO TO 10 
5 J=I ABC:: ( J ) 
S=S+A ( I , eT ) *C (.1) 
10 cm~TpmE 
15 BC ( I ) =S 
s=o.o no 
N!1=.1+!1 
no 3 5 K= l , ~1 
J= TUM (K ) 
1F(J . GT . ~ ) GO TO 30 
IF(J)20,20,25 
20 J=-J 
S=S-C(J) 
GO T0 35 
25 S =S+C ( J ) 
GO TO 35 
30 IF( J . _TE. H-1 ) GO TO 35 
S=S+Cl\.R 
35 CO"lTLTUE 
BC ( 'I ) =s 
I:r.' ( n .EQ.1 ) GO T O 55 
DO 5 () I = 2 , . 1 
S=O.ODO 
11 =1-1 
DO 40 J=l,I1 
40 S=S+L ( I,3 ) *RC ( J ) 
50 Br. ( I ) =BC (I) -S 
55 DO 60 1=1 , ~1 
60 BC ( I ) =BC ( I ) /D ( I ) 
Cl\.LL P ISOLV 
CALL ~'U~RHST 
RETURN 
END 
CORRIGENDUM 
LINEAR PROGRAMMING AND THE CALCULATION 
p. 5 Lll 
R..14 
p. l O L12-
p.ll L 8-
p. -- - R.. 5-
p.60 e~n.(4.1.24) 
e~n. (4.1.25) 
p.75 R.. 5 
p. 76 L 9-
R.. 1-
p.77 L 8 
p.88 L 8 
R.. 6-
p. 97 R.. 8 
p. lo6 k. . 8-
p. A . 5 
p. 5-
p . . R.. 3 
OF MAXIMUM NORM APPROXIMATIONS 
for "on" read "or" 
for "or" read "nor" 
for "have" read "has" 
for "p ~ 2" read "m ~ 2" 
for "then" read "than" 
for "/;." read ,,~ " 
""'l, ~j 
for "n." read "n." 
""'l, ~J 
insert "We assume that the three conditions (i) ' f 2 
is vacuous ( i i) c = 0 (iii) e = 0 do not all hold 
simultaneously." Between L 5 and R.. 6 
delete "\" 
insert "for f - I" after "solved" 
for "P." read IIp " 
""l- 1 
for ">. " read "~s" 
~s .-
for second "if" read "and" 
insert "matrix" after "identity" 
for "5.1.1" read "5.2.1" 
for "f(!:)" read "g(!)" 
for "3.3.1 and 3.3.2" read "6.3.1 arid 6.3.2." 
for "comparably" read "comparable" 
