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Nucleation at nanovoidsa b s t r a c t
A complete system of coupled phase-ﬁeld and mechanical equations for the simulation of multivariant
martensitic phase transformations at large strains is formulated. The ﬁnite-element approach and an algo-
rithm for the solution of corresponding problems are developed and implemented in a code FIDESYS. Cubic
to tetragonal phase transformation in NiAl is studied. Various problems on stress-induced nucleation and
evolution of martensitic variants in nanosize samples are solved, including a rectangular sample with sin-
gle and multiple circular or elliptical nanovoids (with and without surface tension), as well as nanotube
and beam. Importance of ﬁnite strain formulation is demonstrated. In particular, for the case when struc-
tural instability (buckling) of a beam is caused by phase transformation, for a geometrically linear formu-
lation, phase transformation is suppressed. This is because ﬁnite rotation increases the energy of the
system, while in a geometrically nonlinear theory energy is independent of rotation. Similar phase ﬁeld
and numerical approaches can be applied for twinning, dislocations, and reconstructive transformations.
 2013 Elsevier Ltd. All rights reserved.1. Introduction the solution of a system of Ginzburg–Landau equations for n orderMartensitic phase transformations are widely spread in modern
material technologies and nature. They are responsible, in particu-
lar, for nontrivial thermomechanical effects in shape memory al-
loys; such as pseudoelasticity, pseudoplasticity, and shape
memory effects. These effects are related to transformation of crys-
tal lattice of austenite into crystal lattice of martensite. Due to
symmetry of crystal lattice, several crystallographically equivalent
and symmetry-related martensitic variants appear and can trans-
form to each other. In order to simulate nucleation and evolution
of multiple martensitic variants at the nanoscale under action of
thermomechanical loading, Ginzburg–Landau or phase-ﬁeld ap-
proaches are usually applied (Jin et al., 2001; Chen, 2002; Seol
et al., 2002, 2003; Rasmussen et al., 2001; Idesman et al., 2008;
Reid et al., 1998; Jacobs et al., 2003; Levitas et al., 2010; Levitas
and Javanbakht, 2011b). The main computational advantage of
the phase ﬁeld approach is related to the fact that it does not re-
quire any additional efforts to track multiple and multi-connected
interfaces. This is in contrast to traditional sharp interface ap-
proach (Levitas et al., 1998; Idesman et al., 2000), in which evolu-
tion is determined by sophisticated extremum principle or
interface motion. In the phase ﬁled approach, the ﬁnite-width
phase interfaces and their evolution are determined as a result ofparameters gi, each of them describes evolution of the ith martens-
itic variant. This becomes possible under the choice of proper ther-
modynamic potential, which should have minima corresponding to
austenite and martensitic variants. Since thermodynamic potential
depends on the elastic strain (or stress) tensor, temperature, and
order parameters, Ginzburg–Landau equations should be coupled
to mechanical and thermal conduction equations. We will limit
ourselves to an isothermal approximation in this paper.
There are twomain choices of the order parameters for the mar-
tensitic phase transformations. In Refs. Jin et al. (2001), Wang and
Khachaturyan (1997), Artemev et al. (2001), Seol et al. (2002,
2003), Levitas and Preston (2002a,b) and Levitas et al. (2003), the
free energy is expressed in terms of transformation strain-related
order parameters. In Refs. Rasmussen et al. (2001), Reid et al.
(1998), Jacobs et al. (2003), Barsch and Krumhansl (1984) and
Vedantam and Abeyaratne (2005), the order parameters are some
components of the strain tensor. Some of the theories that are in
terms of the total strain (Jacobs et al., 2003; Barsch and Krumhansl,
1984; Vedantam and Abeyaratne, 2005) utilize Lagrangian strain,
i.e., they are applicable for large strains. There are, however, some
drawbacks to this approach (Levitas and Preston, 2005; Levitas,
2013a). Some conditions that the potential should satisfy include
the ability to describe the typical stress–strain curves observed
experimentally and to include all of the temperature-dependent
thermomechanical properties of austenite and martensitic vari-
ants; they are formulated in Levitas and Preston (2002a,b) and
V.A. Levin et al. / International Journal of Solids and Structures 50 (2013) 2914–2928 2915Levitas et al. (2003). In particular, they are based on the consider-
ation of instability conditions that results in the austenite–mar-
tensite and martensite–martensite transformation conditions. In
contrast to the previous approaches, the advanced thermodynamic
potentials developed in Levitas and Preston (2002a,b) and Levitas
et al. (2003) in terms of the transformation strain-related order
parameters satisfy these conditions for phase transformations be-
tween austenite and martensitic variants and between martensitic
variants with arbitrary types of symmetry. We failed in trying to
satisfy the same conditions and to include all of the tempera-
ture-dependent thermomechanical properties of austenite and
martensitic variants when the total strain-related order parame-
ters had been used. That is why all our further efforts have been fo-
cused on the transformation strain-related order parameters and
we will not discuss strain related order parameters below.
Before our paper Levitas et al. (2009), all phase ﬁeld simulations
utilizing transformation strain-related order parameters were
based on small strain theory. Later, theory by Levitas et al.
(2009) was adjusted to large-strain treatment of twinning (Clayton
and Knap, 2011a,b). At the same time, components of transforma-
tion strains for a shape memory alloy can exceed 0.2 and for phase
transformations of graphite to diamond, hexagonal to cubic boron
nitride, and from phase I to II in Si, Ge, and GaSb are of the order of
magnitude of 0.5 (Britun and Kurdyumov, 2000; Malyushitskaya,
1999; Levitas, 2013a). Elastic strains can also be ﬁnite due to high
pressure, lack of plastic relaxation in defect-free nanovolumes (in
nanoparticles, nanowires, nanotubes, and nanoﬁlms), and soft mat-
ter. For twinning in f.c.c. and b.c.c. crystals, transformation shear is
as large as 0.71. Under some loading and conditions (for example,
buckling), ﬁnite material rotations take place even at small strains
but ﬁnite displacements. Large shears are always accompanied by
large rotations. The importance of fully geometrically nonlinear
formulations is well recognized in sharp-interface approaches
(Bhattacharya, 2003; Pitteri and Zanzotto, 2002; Aubry et al.,
2003; Ball and James, 1992; Grinfeld, 1991; Levitas, 2002; Idesman
et al., 2000; Levitas and Ozsoy, 2009a,b).
Here, we utilize a fully geometrically nonlinear phase ﬁeld the-
ory for martensitic transformation developed in Levitas et al.
(2009) and Levitas (2013a) for numerical simulation of martensitic
transformations.
Most computational approaches to phase ﬁeld equations are
based on spectral methods (Jin et al., 2001; Wang and Khachatur-
yan, 1997; Artemev et al., 2001; Jacobs et al., 2003; Lookman et al.,
2008; Saxena et al., 1997; Rasmussen et al., 2001). Khachaturyan
et al. (Jin et al., 2001; Wang and Khachaturyan, 1997; Artemev
et al., 2001; Chen, 2002) pioneered the approach, in which the
spectral method is combined with an analytical Fourier-series
solution to the elasticity equations for an arbitrary distribution of
the order parameters, i.e., transformation strains, which makes
numerical realization especially effective. However, such an ap-
proach is applicable to geometrically and physically linear prob-
lems only; and mostly to the periodic boundary conditions. Since
theory developed in Levitas et al. (2009) and Levitas (2013a) con-
tains multiple physical nonlinearities (the nonlinear elasticity
law and nonlinear Ginzburg–Landau equations for gi) and geomet-
rical nonlinearities (ﬁnite strains and rotations, nonlinear multipli-
cative decomposition, and the change in geometry), the traditional
spectral method cannot be used. Also, we would like to treat a ﬁ-
nite size sample with holes, i.e., nonperiodic boundary conditions
have to be applied. That is why in this paper we use ﬁnite element
method (FEM). Because the thermodynamic potential has multiple
minima corresponding to each phase, multiple stationary solutions
are possible. Also, the solution strongly varies on the scale of the
interface width and may oscillate in space due to a ﬁnely twinned
martensite structure. Thus, special attention must be paid with re-
gard to accuracy and convergence of the numerical solution. TheFEM solution for multivariant martensitic microstructure based
on a small-strain version of our theory can be found in Levitas
and Lee (2007), Levitas et al. (2010), Idesman et al. (2008), Cho
et al. (2012), Levitas and Javanbakht (2011b), Levitas et al. (2010)
and Levitas and Javanbakht (2010, 2011a), including dynamic 3D
solutions. Here we present a computational approach and numer-
ous examples for large-strain formulation suggested in Levitas
et al. (2009) and Levitas (2013a). We will essentially utilize the
methods developed in Levin (1998), Levin and Zingerman (1998)
and Levin (1999) for viscoelastic materials and extend them to
materials with phase transformations.
The paper is organized as follows. In Section 2, a complete system
of coupled phase ﬁeld andmechanical equations is presented based
on the theory developed in Levitas et al. (2009) and Levitas (2013a).
All material parameters are given for cubic to tetragonal phase
transformation in NiAl. In Section 3, a numerical approach for large
strains and for ﬁnite element discretization is presented. In Sec-
tion 4, the results of numerous problems on stress-induced nucle-
ation and evolution of martensitic variants in nanosize samples
are solved and analyzed. In particular, problems on phase transfor-
mations in a rectangular samplewith single andmultiple circular or
elliptical nanovoids (with andwithout surface tension), as well as in
a nanotube and a beam are treated. The importance of ﬁnite strain
formulation is demonstrated. Concluding remarks are given in Sec-
tion 5. Some examples of the solution of ﬁnite-strain problems
(none of which is presented here) without presenting algorithms
have been reported in the short letter (Levitas et al., 2009).
Vectors and tensors are designated with boldface symbols; con-
tractions of tensors A ¼ fAijg and B ¼ fBjig over one and two indi-
ces are designated as A  B ¼ fAijBjkg and A : B ¼ AijBji, respectively.
The transpose of A is AT , and I is the unit tensor; := means equal by
deﬁnition; r is the gradient operator with respect to undeformed
conﬁguration.
2. Coupled system of phase ﬁeld and elasticity equations at
ﬁnite strains
Here we will summarize and specify the main equations from
Levitas et al. (2009) and Levitas (2013a). The total system of equa-
tions is presented in Box 1.
Kinematics and constitutive equations.
Let r0 and r, be the positions of material points in the reference
(undeformed) X0 and the actual (ﬁnal) X, conﬁgurations, respec-
tively. Let the deformation of the elastic material with phase trans-
formations be described by a vector function r ¼ rðr0; tÞ, where t is
the time. The material in the reference conﬁguration is in the
austenitic state. The deformation gradient F ¼ rr is multiplica-
tively split into elastic Fe and transformational Ut contributions
Eq. (1), where lattice rotation is included in Fe;Ut ¼ UTt ¼ I þ et is
the symmetric tensor, and et is the transformation strain. The
transformation deformation gradient Ut determines the locally un-
loaded (stress-free) conﬁguration. For phase transformation be-
tween austenite A and ith martensitic variant Mi, the order
parameter gi is unambiguously related to the corresponding trans-
formation strain eti; when the order parameter gi varies between 0
for A and 1 for Mi, transformation strain varies between zero and
eti. Introducing Lagrangian total E, elastic Ee, and transformational
Et strain measures by Eqs. (2) and (3), one obtains with the help of
Eq. (1) relationship Eq. (2) between them. The relationship be-
tween transformation deformation gradient Ut and order parame-
ters gi is presented in Eq. (4) and depends on a parameter a.
The nonlinear elasticity law is presented in Eq. (5), where P is
the ﬁrst nonsymmetric Piola–Kirchoff (nominal) stress tensor
(the force per unit area in the undeformed state), r is the Cauchy
(true) stress tensor (the force per unit area in the deformed state),
r^ is the symmetric second Piola–Kirchoff stress tensor with respect
Invariants of the tensor of elastic strain Em
E1 :¼ Ee : I; E2 :¼ ðEe  EeÞ : I;
E3 :¼ ðEe  Ee  EeÞ : I: ð7Þ
Elastic constants
CðjÞðg1; . . . ;gnÞ ¼ CðjÞ0 þ
Xn
k¼1
ðCðjÞk  CðjÞ0 Þ/ðgkÞ;
j ¼ 1;2; . . . ;5; /ðgkÞ ¼ g2kð3 2gkÞ: ð8Þ
Local Helmholtz free energy










f h;gkð Þ ¼ Ag2kð1 gkÞ2 þ DGhg3kð4 3gkÞ;
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the reference and deformed state, respectively, and we, is the elastic
part of the Helmholtz free energy, w, per unit undeformed volume.
Elastic energy we, is accepted in the form of Murnaghan elastic po-
tential Eq. (6) (Lurie, 1990) that depends on three invariants of the
tensor of elastic strain, Em, see Eq. (7), and gi-dependent elastic
constants CðjÞ in Eq. (8). The expression for the local Helmholtz free
energy w is given in Eq. (10). The change in thermal energy DGh and
double well barrier A are deﬁned in Eq. (11). In these equations, h,
is the temperature, he, is the equilibrium temperature for stress-
free A, and M; hc , is the critical temperature at which stress-free
A, loses its thermodynamic stability; A is the threshold for vari-
ant–variant transformation, similar to A for austenite–martensite
transformation; B and D are parameters that do not affect the
phase equilibrium or phase transformation conditions but affect
thermodynamic potential at parameters gi away from the A, and
Mi, minima; and A0 is the parameter. Kinetic Ginzburg–Landau
Eqs. (12) and (13) for n order parameters contain the gradient en-
ergy coefﬁcient b and the kinetic coefﬁcient L. Equilibrium Eq. (14)
are presented in undeformed conﬁguration.Box 1. Geometrically nonlinear problem formulation
1. Kinematics
Multiplicative decomposition of the deformation gradi-
ent F
F ¼ rr ¼ Fe  Ut; Ut ¼ UTt : ð1Þ
Elastic strain tensor Ee
Ee :¼ 12 ðFTe  Fe  IÞ ¼ U
1
t  ðE  EtÞ  U1t ; ð2Þ
E :¼ 1
2
ðFT  F IÞ; Et :¼ 12 ðUt  Ut  IÞ: ð3Þ
Transformation deformation gradient Ut











j ðgiLij þ gjLjiÞ;
Lji ¼ ða 3Þeti þ 3etj;
uða;giÞ ¼ ag2kð1 gkÞ2 þ ð4g3k  3g4kÞ;
0 < a < 6: ð4Þ
2. Constitutive equations
Elasticity law for the first nonsymmetric Piola–Kirchoff
stress tensor P, the Cauchy stress tensor r, and the second
Piola–Kirchoff stress tensor with respect to the unloaded
configuration r^
P ¼ Fe  @w
e
@Ee













Murnaghan elastic potential we
weðEe;CðkÞðg1; . . . ;gnÞ; hÞ
¼ 0:5Cð1Þðg1; . . . ;gnÞðE1Þ2 þ Cð2Þðg1; . . . ;gnÞE2
þ Cð3Þðg1; . . . ;gnÞðE1Þ3 þ Cð4Þðg1; . . . ;gnÞE1E2
þ Cð5Þðg1; . . . ;gnÞE3; ð6Þ
eF ij ¼ gigjð1 gi  gjÞ½Bððgi  gjÞ2  gi  gjÞ þ Dgigj
þ ðA AÞg2i g2j ðgi þ gjÞ þ g2i g2j ðgiKi þ gjKjÞ;
Km ¼ 3weðEe; h;CðkÞ0  CðkÞm Þ
¼ 3 0:5ðCð1Þ0  Cð1Þm ÞðE1Þ2 þ ðCð2Þ0  Cð2Þm ÞE2
h
þ ðCð3Þ0  Cð3Þm ÞðE1Þ3 þ ðCð4Þ0  Cð4Þm ÞE1E2
þ Cð5Þ0  Cð5Þm ÞE3
 i
; m ¼ i; j; ð10Þ
Change in thermal energy DGh and double well barrier A




_gi ¼ b$2gi þ Xi; i ¼ 1; . . . ;n: ð12Þ
Local driving force for phase transformation




; i ¼ 1; . . . ;n: ð13Þ
4. Equilibrium equations in the undeformed conﬁguration
$  P ¼ 0: ð14Þ
5. Boundary conditions for the order parameters
n  $gi ¼ 0; i ¼ 1; . . . ;n: ð15ÞBoundary conditions Eqs. (15) for each order parameter correspond
to the constant surface energy, which is independent of phase.For
comparison, we will perform simulations for a simpliﬁed theory in
which we take into account large displacement, but small strain
and rotation formulation (Box 2). While we still distinguish be-
tween initial X0 and deformed X, conﬁgurations and add ﬁnite dis-
placements to the initial particles positions, the deﬁnition of the
strain tensor E (Eq. (16)) will be based on the geometrically linear
theory and an additive decomposition of strain into elastic and
transformational part will be used. The transformation strain ten-
sor is deﬁned as et ¼ Ut  I rather than et ¼ Et . The elasticity rule
for the Cauchy stress is given in Eq. (18). Gradient operators $^ in
the Ginzburg–Landau equations and boundary conditions are
determined with respect to the deformed conﬁguration. The gradi-
ent operators in Eq. (16) for strain and in equilibrium Eq. (25) are
determined with respect to the initial conﬁguration.
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1. Kinematics
Additive decomposition of the strain tensor EE ¼ 1
2
½$r þ ð$rÞT  ¼ Ee þ et ; et ¼ eTt : ð16ÞTransformation strain tensor et ¼ Ut  I
n n1 net ¼
X
k¼1







j ðgiLij þ gjLjiÞ:
Lji ¼ ða 3Þeti þ 3etj; uða;giÞ ¼ ag2kð1 gkÞ2
þ ð4g3k  3g4kÞ; 0 < a < 6: ð17Þ2. Constitutive equations
Elasticity law for the stress tensor rr ¼ @w
e
@Ee
: ð18ÞTwo-constant elastic potential we
e ðkÞw ðEe;C ðg1; . . . ;gnÞ; hÞ
¼ 0:5Cð1Þðg1; . . . ;gnÞðE1Þ2 þ Cð2Þðg1; . . . ;gnÞE2; ð19ÞElastic constants
Xn
CðjÞðg1; . . . ;gnÞ ¼ CðjÞ0 þ
k¼1
ðCðjÞk  CðjÞ0 Þ/ðgkÞ;
j ¼ 1;2; /ðgkÞ ¼ g2kð3 2gkÞ: ð20Þ
Local Helmholtz free energy
Xn









f h;gkð Þ ¼ Ag2kð1 gkÞ2 þ DGhg3kð4 3gkÞ;
eF ij ¼ gigjð1 gi  gjÞ½Bððgi  gjÞ2  gi  gjÞ þ Dgigj
þ ðA AÞg2i g2j ðgi þ gjÞ þ g2i g2j ðgiKi þ gjKjÞ;
Km ¼ 3weðEe; h;CðkÞ0  CðkÞm Þ
¼ 3 0:5ðCð1Þ0  Cð1Þm ÞðE1Þ2 þ ðCð2Þ0  Cð2Þm ÞE2
h i
;
m ¼ i; j: ð22Þ
Change in thermal energy DGh and double well barrier A
hDG ¼ A0 h heð Þ=3; A ¼ A0 h hcð Þ: ð23Þ
3. Ginzburg–Landau equations1
L





; i ¼ 1; . . . ;n: ð24Þ4. Equilibrium equations$  r ¼ 0: ð25Þ
5. Boundary conditions for the order parametersn  $^gi ¼ 0; i ¼ 1; . . . ;n: ð26ÞMaterial parameters. The following material parameters for cubic
to tetragonal phase transformation in NiAl, determined and/or col-
lected in Levitas and Preston (2002b), Levitas et al. (2003, 2010) and
Rubini and Ballone (1993) will be used
A0 ¼ 4:40 MPa K1; b ¼ 2:59 1010 N; he ¼ 215 K;
hc ¼ 183 K; A ¼ 5:32 GPa;
a ¼ 2:98 B ¼ 0; D ¼ 5:5 GPa; L ¼ 2600 ðPa  sÞ1: ð27Þ
For our 2D FEM simulations we consider just two of the three
possible NiAl martensitic variants
et1 ¼ ð0:215;0:078;0:078Þ;
et2 ¼ ð0:078;0:215;0:078Þ; ð28Þ
see Levitas and Preston (2005) and Levitas (2013a). Elastic con-
stants in the potential Eqs. (6),
Cð1Þ0 ¼ 144 GPa; Cð2Þ0 ¼ 74 GPa;
Cð1Þ1 ¼ Cð1Þ2 ¼ 379 GPa; Cð2Þ1 ¼ Cð2Þ2 ¼ 134 GPa; ð29Þ
were calculated as the orientational average of anisotropic moduli
taken from Clapp et al. (1994) and Levitas and Preston (2002b);
all other CðjÞi ¼ 0. Calculations have been performed at temperature
h ¼ 0.
Note that b ¼ 2:59 1010 N, corresponds to the width of an
equilibrium interface d  ﬃﬃﬃﬃﬃﬃﬃﬃb=Ap ¼ 1 nm, for a M–M, interface (Lev-
itas et al., 2003). We will introduce characteristic time
T  1=ðAKÞ ’ 0:5 ps and characteristic stress for A–M PT under
hydrostatic tension will be evaluated (with elastic strain neglected)
as r ¼ A=ðaðdetF t  1ÞÞ ¼ 8:1 GPa (Levitas and Preston, 2005). All
size, time, and stress parameters will be normalized by
d ¼ 1 nm; T ¼ 0:5 ps, and rt ¼ 10 GPa, respectively.
3. Numerical procedure
Because the free energy and transformation deformation gradi-
ent have multiple minima, multiple stationary solutions may be
obtained. The solutions strongly vary on the scale of the interface
width d and may oscillate in space. Special attention has to be be
taken with respect to the accuracy of numerical solution. Numeri-
cal implementation for the coupled system of Eqs. (1)–(15) is per-
formed for plane strain and plane stress problems. The solution is
performed in the undeformed conﬁguration with subsequent map-
ping of all the ﬁeld into the deformed conﬁguration. The primary
unknowns are the order parameters gi and displacements
u :¼ r  r0. In the Ginzburg–Landau Eq. (12) for the order parame-




ðtjÞ ¼ giðtjÞ  giðtj1Þs þ OðsÞ; ð30Þ
where s is the time step and tj ¼ js. Then the time discretized Eq.
(12) takes the form
giðtjÞ  giðtj1Þ
s
¼ Lb$2gkðtjÞÞ þ LXiðtjÞ þ OðsÞ: ð31Þ
These equations for the jth time step can be solved using the FEM
(Zienkiewicz and Taylor, 2000a,b), if giðtj1Þ (i ¼ 1; . . . ;n) are known.
After this, substituting found giðtjÞ in Eq. (4) for transformation
strain, then determining elastic strains Eq. (2), stresses Eq. (5),
and substituting them in the weak form of the equilibrium Equa-
tions. (14), displacements u can be found at time tj. Then the same
procedure is repeated for the next time step.
Since the driving force XiðtjÞ in Eq. (31) is unknown (because it
depends on displacement at time tj), the iteration predictor–cor-
2918 V.A. Levin et al. / International Journal of Solids and Structures 50 (2013) 2914–2928rector procedure is used. Initially, the right-hand side in Eq. (31) is
evaluated at time tj1, i.e. the following equation is solved
giðtjÞ  giðtj1Þ
s
¼ Lb$2gkðtj1Þ þ LXkðtj1Þ: ð32Þ
Then the above procedure to determine displacement ﬁeld uðtjÞ
from the solution of the system of equations of the elasticity prob-
lem with the determined giðtjÞ is performed. After this, the right-
hand side of Eq. (31) is updated and the procedure is repeated.
After ﬁnding all unknowns at time tj, the same procedure is re-
peated for the next time instant. Linear triangle ﬁnite elements
are used. The equilibrium equations result in a system of nonlinear
algebraic equations with respect to displacements at nodes. It is
solved with the help of Newton–Kantorovich methods, in which
at each iteration a system of linear algebraic equations with a
sparse matrix is solved.Fig
loa
isBox 3. Numerical algorithm
1. Solution of nonlinear elastic problem (1)–(10), (14) for the
finite body for a given distribution of the order parameters
and determination of the displacement field u at the initial
time instant t ¼ 0.
2. Solution of the Ginzburg–Landau Eq. (32) (starting with
j ¼ 1) using explicit finite difference scheme (predictor)
and finding giðtjÞ; i ¼ 1; . . . ;n.
3. Solution of nonlinear elastic problem (1)–(10), (14) for the
time instant tj.
4. Updating solution giðtjÞ (i ¼ 1; . . . ; n) for the Ginzburg–Lan-
dau equation using implicit finite difference scheme (31)
(corrector).
5. Solution of nonlinear elastic problem (1)–(10), (14) for the
time instant tj using updated giðtjÞ (i ¼ 1; . . . ;n).
6. If maximaxV0 jgiðtjÞ  giðtj1Þj 6 e in the region V0 for the
small chosen e, then the stationary solution is found.
Otherwise, for the next time step tjþ1 ¼ tj þ s; j ! jþ 1
move to the step 2.The models and algorithms are implemented in the FEM code
FIDESYS (FIDESYS, 2013) for the solution of corresponding coupled
phase-ﬁeld and elasticity problems. To verify accuracy of the. 1. Evolution of the distribution of the order parameter g2 at different time instants
ded with the normal Cauchy stresses p1 ¼ 0:7 and p2 ¼ 0:7. The upper row represent
shown in lower row. The last columns correspond to the stationary solution.solution, several homogeneous (i.e., independent of position) prob-
lems have been solved using FIDESYS and Maple (Maple, 2013)
codes. The difference in the order parameter and Cauchy stress
components did not exceed 2%.
4. Results of simulations
Plane strain problems are considered. All results are presented
in the deformed conﬁguration. Color legends for the order param-
eters in all ﬁgures, which do not include them, are the same as in
Fig. 1. The stationary state was considered to be reached if (1) the
maximum increment of each order parameter over the all ﬁnite
element nodes at the given time step did not exceed 0.005, or if
(2) number of nodes in which this condition is violated did not ex-
ceed 1% of the total number of nodes. For some problems, even for
stationary solution transformation cannot be completed (i.e., nei-
ther g1 nor g2 reached 1), which is related to the presence of a
plane-strain constraint.
Solid samples
Problem 1. A square solid sample (i.e., without holes) of size
l ¼ 27 was loaded with the normal Cauchy stresses p1 ¼ 0:7 and
p2 ¼ 0:7, corresponding to pure shear. In the circle of a radius r ¼ 2
at the center of a sample, initial conditions g1 ¼ g2 ¼ 0:1 (i.e., the
mixed embryo of martensitic phases M1 and M2) have been
accepted. In the rest of the sample, here and in all other problems
(excluding Problem 8), the material initially was in the austenitic
state A (g1 ¼ g2 ¼ 0). The time step was s ¼ 0:05; the area of each
element was smaller than 0:1.
Order parameter g1 in this problem reached zero in the entire
sample after the ﬁrst step and did not change after. It is not
surprising because applied load promotes extension in the vertical
direction and contraction in the horizontal direction and sup-
presses the opposite deformation. In Fig. 1, evolution of the
distribution of the order parameter g2 is shown, both in geomet-
rically linear (upper row) and nonlinear (lower row) formulations,
with the last column corresponding to the stationary solution.
There is an evident qualitative difference between geometrically
linear and nonlinear solutions in terms of the number of bands and
the spacing between them.(shown below the columns) for the Problem 1 for a square sample of the size l ¼ 27
s a geometrically linear (GL) solution, while a geometrically nonlinear (GNL) solution
Fig. 4. Evolution of distribution of the order parameter g1 (upper row) and g2 (lower row) in a square sample of size l ¼ 82:3 loaded with the normal Cauchy stresses
p1 ¼ p2 ¼ 1:5 for Problem 3 in the geometrically nonlinear formulation. Time instants are shown below the columns. The last column corresponds to the stationary solution.
Fig. 2. Evolution of the distribution of the order parameter g1 at different time instants (shown below the columns) for the Problem 2 for a square sample of the size l ¼ 26:6
loaded with the normal Cauchy stress p1 ¼ 1 and p2 ¼ 0. Upper row represents geometrically linear (GL) solution, while geometrically nonlinear (GNL) solution is shown in
the lower row. The last columns correspond to the stationary solution.
Fig. 3. Evolution of phase and stress–strain states in time at the cental point (0, 0) for the problem 2. (a) Order parameter g1; (b) Components of deformation gradient tensor,
red lines: F11, green lines: — F22; (c) Components of the Cauchy stress tensor, red line: r11, green line: r22, and blue line: r33. The solid lines are for the geometrically nonlinear
(GNL) solution, while the dashed lines are for the geometrically linear (GL) solution. (For interpretation of the references to colour in this ﬁgure caption, the reader is referred
to the web version of this article.)
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normal Cauchy stress along the direction 1 p1 ¼ 1 and p2 ¼ 0. Ini-
tial values of the order parameters g1 and g2 represented stochas-
tic numbers uniformly distributed between 0 and 1. The time step
was s ¼ 0:05; the area of each element was smaller than 0:09.
Order parameter g2 in this problem reached the stationary value
equal to zero in the entire sample after the ﬁrst step. In Fig. 2, evo-
lution of the distribution of the order parameter g1 is presented,
both in geometrically linear (upper row) and nonlinear (lower
row) formulations, with the last column corresponding to the sta-
tionary solution. Again, geometrically linear and nonlinear solu-
tions differ qualitatively.In Fig. 3, the evolution of the order parameter g1, compo-
nents of the deformation gradient tensor, and the Cauchy
stress tensor are presented. Signiﬁcant differences between
the geometrically linear and geometrically nonlinear solutions
are clear.
Microstructures in Problems 1 and 2 are close to the periodic
one. Note that even without stresses, a periodic solution exists
but its energy is proportional to the number of units (Levitas
et al., 2003). Still, it has the same stability as a single unit solution
(Levitas et al., 2006a).
In the case of equiaxial tension p1 ¼ p2 in the plane, stationary
bands are directed under 45 with respect to axis 1. Again,
Fig. 6. Evolution of distribution of the order parameter g1 (upper row) and g2 (lower row) in a square sample of size l ¼ 26:6 and circular central nanohole of a radius r ¼ 5,
was loaded with the normal Cauchy stresses p1 ¼ p2 ¼ 1:5 for Problem 4 in the geometrically nonlinear formulation. Time instants are shown below the columns. The last
column corresponds to the stationary solution.
Fig. 5. Evolution of distribution of the order parameter g1 (upper row) and g2 (lower row) in a square sample of size l ¼ 82:3 loaded with the normal Cauchy stresses
p1 ¼ p2 ¼ 1:5 for Problem 3 in the geometrically linear formulation. Time instants are shown below the columns. The last column corresponds to the stationary solution.
Fig. 7. Evolution of phase and stress–strain states in time at the central point (0, 5.33) for problem 4. (a) Order parameter g1; (b) Components of deformation gradient tensor,
upper line: F11, lower line: — F22; (c) Components of the Cauchy stress tensor, red line: r11, green line: r22, and blue line: r33. (For interpretation of the references to colour in
this ﬁgure caption, the reader is referred to the web version of this article.)
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metrically nonlinear solutions are observed.
Problem 3. A square sample of size l ¼ 82:3 was loaded with the
normal Cauchy stresses p1 ¼ p2 ¼ 1:5. Three circular embryos of
the radii 3.33 were prescribed as initial conditions: one of them at
the center of a sample (point (0;0)) had initially g1 ¼ 0:1;g2 ¼ 0),
two others with the centers at the points (10;3.33) and (10;0)
possessed initially g1 ¼ 0;g2 ¼ 0:1. The rest of the sample was in
the austenitic state. The time step was s ¼ 0:07; the area of each
element did not exceed 0:07. The geometrically nonlinear solution
is presented in Fig. 4, while the geometrically linear solution is
shown in Fig. 5. There is a drastic difference between the solutions.The geometrically linear formulation promotes phase transforma-
tions and renders a more localized microstructure, which requires
about six times larger time to reach the stationary solution. The
solution with fourfold symmetry losses its stability and converges
to the solution with twofold symmetry.Sample with nanovoidsProblem 4. A square sample of size l ¼ 26:6 and a circular central
nanovoid of a radius r ¼ 5, was loaded with the normal Cauchy
stresses p1 ¼ p2 ¼ 1:5. Initial conditions g1 ¼ 0:1; g2 ¼ 0:1 (cor-
responding to the mixed M1 and M2 embryo) were prescribed in a
ring with the internal boundary coinciding with the hole surface
Fig. 8. Stationary solution for the order parameters for the sample of the size of
43.3, radius of the hole 6.66, external radius of the embryo 8.33, and stresses
p1 ¼ p2 ¼ 2 (Problem 4a).
V.A. Levin et al. / International Journal of Solids and Structures 50 (2013) 2914–2928 2921and the external radius of 6.67. The rest of a sample was in the
austenitic state. The time step was s ¼ 0:03; the area of each
element did not exceed 0:06.
The geometrically nonlinear solution is presented in Fig. 6, in
which the stationary state was reached at t ¼ 1:5. Variant M2 is lo-
cated to the left and right of the hole, while variant M1 is placed at
the top and bottom of the hole. Both variants have approximately
the same geometry and ﬁlled practically the entire sample. Bound-Fig. 9. Evolution of distribution of the order parameter g1 (upper row) and g2 (lower row
5 and 3.33, loaded with the normal Cauchy stresses p1 ¼ 1:2; p2 ¼ 0:9 for Problem 5.
stationary solution.
Fig. 10. Evolution of distribution of the order parameter g1 (upper row) and g2 (lower ro
distance between holes of 8, loaded by the tensile stress p1 ¼ 1:2 and p2 ¼ 0:9 for Problem
stationary solution.aries betweenM1 andM2 are directed along the diagonals of a sam-
ple. Note that the distribution of the order parameter g2 at any
time instant coincides with the distribution of the order parameter
g1 rotated by 90. Distribution of the order parameters is heteroge-
neous, reaching 1 close to the hole surface and 0.5 in the major part
of the transformed region. In Fig. 7, the evolution of the order
parameter g1, components of the deformation gradient, and the
Cauchy stress at the point with coordinates (0, 5.33) (origin of
the coordinate system coincides with the hole center) is presented.
The order parameter g2 reached its stationary value equal to zero
after the ﬁrst time step. Due to symmetry, shear strains and stres-
ses are absent at this point; thus, components in Fig. 7, b and c are
the principle components of the deformation gradient and stress
tensors.
For the same problem but with the larger load (p1 ¼ p2 ¼ 2), the
results are qualitatively the same; however, the size of the regions,
where the order parameters were close to 1, increased. The in-
crease in size of the square to 33.3 with the same hole did not
change results appreciably. Note that under equal compressive
stresses, phase transformation is localized in small regions near
the hole.
Problem 4a. For the same sample, but with the size of 43.3, radius
of the nanovoid 6.66, external radius of the embryo 8.33, and
stresses p1 ¼ p2 ¼ 2, results are shown in Fig. 8. They do not differ
signiﬁcantly from those of the previous sample.) in a square sample of size l ¼ 26:6, with a central elliptical nanovoid with semiaxes
Time instants are shown below the columns. The last column corresponds to the
w) in a square sample with the size l ¼ 23:3, two symmetric holes with r ¼ 2:66 and
6. Time instants are shown below the columns. The last column corresponds to the
Fig. 12. Evolution of distribution of the order parameter g1 (the ﬁrst and third rows) and g2 (the second and fourth rows) in a square sample of size l ¼ 25, with a central
circular nanovoid with radius r ¼ 6, loaded with uniaxial normal Cauchy stress p1 ¼ 2 (p2 ¼ 0) for Problem 8. The ﬁrst and second rows are for geometrically nonlinear
solution, while the third and fourth rows are for geometrically linear formulation. Time instants are shown below the columns. The last column corresponds to the stationary
solution.
Fig. 11. Evolution of distribution of the order parameter g1 (upper row) and g2 (lower row) in a square sample of size l ¼ 26:6 and circular central nanohole of a radius r ¼ 4,
which was loaded with the normal Cauchy stresses p1 ¼ p2 ¼ 1:5 for Problem 7. Time instants are shown below the columns. The last column corresponds to the stationary
solution.
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elliptical nanovoid with semiaxes 5 and 3.33 was loaded with
the normal Cauchy stresses p1 ¼ 1:2; p2 ¼ 0:9. Initial conditions
g1 ¼ 0:1; g2 ¼ 0:1 (corresponding to the mixed M1 and M2
embryo) were prescribed in a ring with the internal boundary coin-
ciding with the nanovoid surface and the external ellipse with
semiaxes 6.66 and 5. The rest of a sample was in the austenitic
state. The time step and area of each element were similar to the
previous problem. As it follows from Fig. 9, small portions of mate-
rial at the left and right of the nanohole transformed to the variant
M2, with the very small fully transformed region. The major part of
the sample is transformed to the variant M1.Problem 6. Results of simulations for a square sample with the
size l ¼ 23:3, two symmetric holes with r ¼ 2:66 (located along
axis 1) and a distance between holes of 8, loaded by the tensile
Cauchy stress p1 ¼ 1:2 and p2 ¼ 0:9, are presented for three time
instants in Fig. 10. The initial conditions g1 ¼ g2 ¼ 0:1 were pre-scribed in rings of radius 3:33 around each hole. The time step
was s ¼ 0:03. Martensitic variant M2 nucleates along the horizon-
tal axis and covers region between the holes, with maximum
g2 ¼ 0:8. VariantM1 occupies the rest of the sample with complete
transformation in a small regions above and below the holes.Problem 7. A square sample of size l ¼ 26:6 and circular central
nanohole of a radius r ¼ 4 was loaded with the normal Cauchy
stresses p1 ¼ p2 ¼ 1:5. Initial conditions g1 ¼ 0:9; g2 ¼ 0:1 (cor-
responding to the M2 embryo within M1) were prescribed in a ring
with the internal boundary coinciding with the hole surface and
the external radius of 5.33. The rest of a sample was in theM1 state,
i.e., g1 ¼ 1; g2 ¼ 0. As can be seen in Fig. 11, initially the austen-
ite appeared to the left and right of the hole, followed by transfor-
mation to the M2 phase. In the stationary state, the M1-M2
interfaces are directed under 450 and close to the diagonals of
the square. The stationary state is close to that in the Problem 4
and is independent of the initial conditions.
Fig. 14. Evolution of distribution of the order parameter g1 (the ﬁrst and third rows) and g2 (the second and fourth rows) in a square sample of size l ¼ 25, with a central
elliptical nanovoid with semiaxes 6 and 2.5, loaded with the equiaxial normal Cauchy stress p1 ¼ p2 ¼ 2:50 for Problem 9. The ﬁrst and second rows are for the geometrically
nonlinear solution, while the third and fourth rows are for the geometrically linear formulation. Time instants are shown below the columns. The last columns correspond to
the stationary solutions.
Fig. 13. Evolution of distribution of the Cauchy stresses r11 (the ﬁrst and third rows) and r22 (the second and fourth rows) in a square sample of size l ¼ 25, with a central
circular nanovoid with radius r ¼ 6, loaded with the uniaxial normal Cauchy stress p1 ¼ 2 (p2 ¼ 0) for Problem 8. The ﬁrst and second rows are for the geometrically nonlinear
solution, while the third and fourth rows are for the geometrically linear formulation. Time instants are shown below the columns. The last column corresponds to the
stationary solution.
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Fig. 15. Stationary distribution of the order parameter g1 (the ﬁrst column) and g2
(the second column) in a square sample of the size l ¼ 8, with a central elliptical
nanovoid with semiaxes 1.5 and 0.3 for Problem 10. The sample loaded with the
equiaxial normal Cauchy stress p1 ¼ p2 ¼ 1:5 and distributed normal to the hole in
the deformed state stress due to surface tension equal to ck, with c ¼ 8 GPa=nm.
The ﬁrst row is for the geometrically linear formulation, while the second row is for
the geometrically nonlinear formulation.
Fig. 16. The same solutions as in Fig. 15 without surface tension.
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cular nanovoid with radius r ¼ 6 was loaded with the uniaxial nor-
mal Cauchy stress p1 ¼ 2 (p2 ¼ 0). Initial conditions
g1 ¼ 0:1; g2 ¼ 0:1 were prescribed in a ring with the internal
boundary coinciding with the nanovoid surface and the external
circle with radius 7. The rest of a sample was in the austenitic state.
As expected (see Fig. 12), the major part of the sample transforms
to M1. Incomplete variant M2 is found in a small regions near ver-
tical (in the reference state) external surfaces along axis 1. Residual
austenite is observed in a small regions near the hole along axis 1.The geometrically nonlinear and linear solutions exhibit a large
change in shape and are qualitatively close, however some differ-
ences exist. Thus, the geometrically nonlinear solution contains
very small embryos of the variant M2 near the hole, which are
absent in geometrically linear solutions. Also, in geometrically lin-
ear solutions the region with the variant M1 is slightly larger, as is
the elongation of the hole in horizontal direction. At the same time,
the distribution of the true normal stresses r11 and r22 (Fig. 13) dif-
fer essentially for the geometrically linear and nonlinear formula-
tions. For the geometrically nonlinear solution, the maximum
stress r11 is almost 2 times larger than in the geometrically linear
case. This result shows the importance of geometrically nonlinear
formulation for the evaluation of fracture in the structural ele-
ments at the nanoscale during phase transformations.Problem 9. A square sample of the size l ¼ 25, with a central ellip-
tical nanovoid with semiaxes 6 and 2.5 was loaded with the equi-
axial normal Cauchy stresses p1 ¼ p2 ¼ 2:5. Initial conditions
g1 ¼ 0:1; g2 ¼ 0:1 were prescribed in a ring with the internal
boundary coinciding with the nanovoid surface and the external
ellipse with semiaxes 7 and 3.5. The rest of a sample was in the
austenitic state. Results are shown in Fig. 14 for both the geomet-
rically nonlinear and linear solutions. For both formulations, the
variant M1 is located near the hole surface with smaller curvature,
while the variant M2 is placed near the hole surface with larger
curvature. The region with fully transformed M1 exceeds that with
fully transformed M2. The shape of the hole changes signiﬁcantly,
especially for the geometrically linear solution. An ellipse with
an aspect ratio more than 2 deforms toward the circle. The regions
with fully transformed martensite are larger for the geometrically
linear formulation, the same as time required to reach stationary
states (1.88 and 0.68 for the geometrically linear and nonlinear
solutions, respectively).Effect of surface tension
In the next three problems, the component 3 of the transforma-
tion strain tensors eti orthogonal to the plane of the ﬁgure is zero.
The effect of the surface tension at the internal and external sur-
faces is taken into account in boundary conditions for stresses.
Thus, distributed normal (to the internal and external surfaces in
the deformed state) stress due to surface tension equal to ck
(where c is the surface energy and k is the local curvature) is ap-
plied. Since surface energy is assumed to be constant, it does not
affect solution.
Problem 10. A square sample of the size l ¼ 8, with a central
elliptical nanovoid with semiaxes 1.5 and 0.3 was loaded with the
equiaxial normal Cauchy stresses p1 ¼ p2 ¼ 1:5; c ¼ 8 GPa=nm.
Initial conditions g1 ¼ 0:1;g2 ¼ 0:1 were prescribed in a ring with
the internal boundary coinciding with the nanovoid surface and
the external ellipse with semiaxes 1.75 and 0.55. The rest of a
sample was in the austenitic state. Stationary distributions of the
order parameters for geometrically nonlinear and linear formula-
tions with and without surface tension are shown in Fig. 15. While
qualitatively results for both formulations are similar, there are
some essential differences. Thus, for the geometrically nonlinear
formulation the variant M1 touches the void surface, for the
geometrically linear formulation it does not. Also, the shape of the
ﬁnal nanohole looks different. In Fig. 16, the same problem is
solved without surface tension, for both formulations. With surface
tension, the region above and below the hole is occupied by the
variant M2; without surface tension it is occupied by austenite.
Also, surface tension reduces the size of the hole.
Fig. 17. Stationary distribution of the order parameter g1 (the ﬁrst row) and g2 (the second raw) in a nanotube with internal radius 1 and external radius 2 for Problem 11.
The third and fourth rows show the evolution of orientation of vectors k1 and k2, which were initially directed along the horizontal and vertical axes, respectively. The ring is
loaded by distributed normal to the internal and external surfaces (in the deformed state) stress equal to ck, with c ¼ 4 GPa=nm. Geometrically nonlinear formulation. Time
instants are shown below the columns. The last column corresponds to the stationary solutions.
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nal radius 2 is ﬁxed at two external surface points, which are
located at the vertical symmetry axis. One of these points is ﬁxed
rigidly, and for other point only horizontal displacement is possi-
ble. The ring is loaded by distributed normal to the deformed inter-
nal and external surfaces stress equal to ck, with c ¼ 4 GPa=nm.
Initial conditions g1 ¼ g2 ¼ 0:1 were prescribed in a ring with the
internal boundary coinciding with the hole surface and the exter-
nal radius of 1.2. The rest of a sample was in the austenitic state.
Stationary distributions of the order parameters for geometrically
nonlinear and linear formulations are presented in Figs. 17 and
18, respectively. In addition, the evolution of orientation of vectors
k1 and k2, which were initially directed along the horizontal andvertical axes, respectively, is shown in these ﬁgures. There is an
evident difference between these two formulations. In particular,
the linear solutions are nearly symmetric with respect to the
reﬂection with respect to horizontal and vertical mirrors, but the
geometrically nonlinear solution does not possesses such a sym-
metry property. The ﬁnal shape of the ring differs as well.Effect of large rotations
Problem 12. A rectangular beam of sizes 10 and 1 and with a ﬁxed
left end is loaded by a compressive horizontal Cauchy stress of 1
and by a compressive vertical Cauchy stress of 0.005 (both in the
Fig. 18. The same solutions like in Fig. 17 but for geometrically linear formulation.
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a ring shown in Fig. 19; the rest of a sample was in the austenitic
state. The stationary solution for the geometrically linear problem
represented a homogeneous austenitic state and plate remained
rectangular. The stationary solution for the geometrically nonlin-
ear problem is shown in Fig. 19 and demonstrates signiﬁcant
buckling, alternating M1 and M2 variants near the ﬁxation and
variantM1 in the rest of the sample. Note that the variantsM1 (and
M2) in different regions differ by rigid-body rotations. Thus,
structural instability (buckling) is caused by phase transformation.
However, for the geometrically linear formulation, phase transfor-
mation is suppressed, because ﬁnite rotation increases the energy
of the system, while in a strict geometrically nonlinear theory
energy is independent of ﬁnite rotations.5. Concluding remarks
To summarize, the numerical procedure for the simulation of
multivariant stress-induced martensitic phase transformations
for the most general case of large elastic and transformational
strains and rotations, as well as for nonlinear and different elastic
properties of phases, is developed. The models and algorithms are
implemented in the FEM code FIDESYS for the solution of corre-
sponding coupled phase-ﬁeld and elasticity problems. Problems
of martensitic variant nucleation and evolution in a nanosize sam-
ple with and without single and multiple circular and elliptic
nanovoids are solved. The effect of surface tension and large rota-
tions is studied as well. The qualitative difference between small
strain and large-strain solutions is demonstrated. In particular,
Fig. 19. Loading conditions, evolution of distribution of the order parameter g1, and stationary distribution of the order parameters g1 and g2 in a nanoplate of sizes 10 and 1
and with the ﬁxed left end. Plate is loaded by compressive horizontal Cauchy stress of 1 and by compressive vertical Cauchy stress of 0.005 (both in the deformed state) in
geometrically nonlinear formulation. The loading conditions and the initial distribution of the order parameters g1 and g2 are shown in the upper left corner: the loading
conditions are in the ﬁrst row, and the initial distribution of the order parameters is in the second one. Time instants are shown below the columns. The last two columns
correspond to the stationary solutions of the order parameters.
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phase transformation, phase transformation is suppressed in the
small strain setting. This is because ﬁnite rotation increases energy
of the system, while in a strict geometrically nonlinear theory en-
ergy is independent of rotations. A similar computational frame-
work can be applied for reconstructive phase transformations
(when atoms change their neighbors), and transformations in soft
matter (e.g., in polymers and biological materials), where strains
are very large, as well as for twinning, dislocations (Levitas and
Javanbakht, 2012), and fracture. Transformation shear strain in-
duced by twinning and dislocation are large, as well as the trans-
formation tensile strain (simulating bond breaking) and elastic
strains near the crack tip. As the next step, our approach will be
extended to dynamic problem formulations and applied to phase
transformations in a shock wave. It will be also applied for the
extension of our microscale phase ﬁeld approach (Idesman et al.,
2005; Levitas et al., 2004; Levitas and Ozsoy, 2009a; Levitas and
Ozsoy, 2009b). It is worth to note that a ﬁnite strain formulation
plays a key role for the introduction of surface tension in the phase
ﬁeld approach (Levitas and Javanbakht, 2010; Levitas and Samani,
2011a,b; Levitas and Javanbakht, 2011a; Levitas, 2013b; Levitas,
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