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Abstract
For N ∈ N∗ := N \ {0}, we consider the collection M(N) of all
the N rows, for which, for n = 1, · · · , N , the n − th row consists of
an increasing sequence (anj )j of real numbers. For A ∈ M(N), we
define its spectrum σ(A) by σ(A) = {λ ∈ R | λ = ∑Nn=1 anjn} , where
(j1, j2, . . . , jN ) ∈ (N∗)N . This spectrum is discrete and consists of an
infinite sequence that can be ordered as a strictly increasing sequence
λk(A). For λ ∈ σ(A) we denote by m(λ,A) the number of representa-
tions of such a λ, hence the multiplicity of λ.
In this paper we investigate for given N ∈ N∗ and k ∈ N∗ the highest
possible multiplicity (denoted by mk(N)) of λk(A) for A ∈M(N). We
give the exact result for N = 2 and for N = 3 prove a lower bound
which appears, according to numerical experiments, as a ”good” con-
jecture. For the general case, we give examples demonstrating that
the problem is quite difficult.
This problem is equivalent to the analogue eigenvalue multiplicity
questions for Schro¨dinger operators describing a system of N non-
interacting one-dimensional particles.
1
1 The general problem
The motivation for this paper is the spectral problem for the operator in RN
(N ∈ N∗ := N \ {0}).
HN := h1 ⊗ I ⊗ · · · ⊗ I + I ⊗ h2 ⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ I ⊗ · · · ⊗ hN ,
see [6] for the notation where we identify L2(RN) and L2(R)⊗ · · · ⊗ L2(R).
In other words, we consider
HN =
N∑
i=1
hi(xj , ∂xj) , (1.1)
where, for each i,
hi(t,
d
dt
) = − d
2
dt2
+ vi(t)
is a (1D)- operator has discrete spectrum: σ(Hi) = {aik}k=1,2,3,...,s,s+1,.... Note
that the sequence {k} could be a priori finite or infinite but we will mainly
discuss the infinite case.
Some classical result says that given a finite sequence of numbers, say
λ1 < λ2, · · · < λK then there is a potential v such that − d2dt2 + v in (1D) has
those λi as the first K eigenvalues. K is arbitrary, but finite. This can be
extended to the case of a bounded countable sequence of eigenvalues (see [4]
and references therein).
Another classical result (1987) is due to Y. Colin de Verdie`re (see [3]).
He proves that, in dimension n ≥ 3, for a given p and a finite sequence
0 < λ2 ≤ · · · ≤ λp , there exists (M, g) smooth with first p eigenvalues of ∆
equal 0, λ2, . . . , λp .
Let us describe our problem. Let N ≥ 1 be an integer and consider N
sequences an := {ani }∞i=1 (n = 1, . . . , N) and write these an as rows in a
matrix A,
A =

a11 a
1
2 a
1
3 . . . a
1
s a
1
s+1 . . .
a21 a
2
2 a
2
3 . . . a
2
s a
2
s+1 . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
aN−11 a
N−1
2 a
N−1
3 . . . a
N−1
s a
N−1
s+1 . . .
aN1 a
N
2 a
N
3 . . . a
N
s a
N
s+1 . . .
, (1.2)
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where we assume that the ani are real-valued and satisfy for each n
ani < a
n
i+1 . (1.3)
We define the spectrum of A by
σ(A) = {λ ∈ R | λ =
N∑
n=1
anjn} , (1.4)
where (j1, j2, . . . , jN ) ∈ (N∗)N .
In other words any sum of N elements which individually belong to different
rows in (1.2) is in σ(A). This spectrum is discrete and consists of an infinite
sequence that we can order as a non-decreasing sequence λi tending to +∞ .
We call the number of representations (which is finite) of such a λ, m(λ) and
count the eigenvalues with multiplicity. For N ≥ 2 multiplicities can indeed
occur and we are mainly interested in the analysis of these multiplicities.
Definition 1.1 For N ∈ N∗, let M(N) the family of the A’s defined by
(1.2)-(1.3). For each A ∈M(N) and k ∈ N∗, we introduce
m(k,A) = m(λk(A)) , (1.5)
where λk(A) is the k-th eigenvalue of A, and consider
mk(N) = sup
A∈M(N)
{
m(k,A)
}
∈ N∗ ∪ {+∞} . (1.6)
For fixed N and k, we want to find bounds to mk(N). Note that other min-
imization problems relative to the harmonic oscillator (mainly in (2D)) are
for example considered in [5].
The first proposition is the following.
Proposition 1.2 For any k and any N ∈ N∗, mk(N) is finite. More pre-
cisely, we have the bound:
mk(N) ≤ kN−1 .
It follows from this boundedness that we have maximizers for a given mk(N).
The next question is to ask for the monotonicity with respect to k of
mk(N).
We have the following property:
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Theorem 1.3 For any k ∈ N∗ and N ∈ N∗, we have
mk(N) ≤ mk+1(N) . (1.7)
Note that we cannot hope to have always a strict inequality in (1.7) (see
below the results for N = 3).
As an intermediate result, it could be useful to validate the following
conjecture:
Conjecture 1.4 For determining mk(N), it suffices to take the supremum
in (1.6) over the A with the aji ∈ Z.
This will indeed permit to use a computer for determining mk(N) by looking
at a finite number of possibilities. But the size of the computations could in-
crease dramatically with k and N . Actually, all the numerical results we will
be referring to in this paper are done by computation involving only integers.
We do not give in this introduction a general conjecture. Our initial
guess was that the matrix associated with the radial harmonic oscillator was
a maximizer for any k. Although this remark is quite useful for getting a first
lower bound for mk(N), we will show that starting from N = 3 this lower
bound is not optimal and can be improved.
The goal of this paper is to propose better lower bounds with the final hope
to get or at least guess the optimal result.
2 Reductions
For some of the proofs it is useful to perform some normalization without
changing the multiplicities. If for a given A, we construct a new Â by re-
placing each element ani ∈ an by ani − an1 so that the first column in A is a
zero-vector:
an1 = 0 , for n = 1, . . . , N , (2.1)
we have, since we just shift the spectrum by −∑Ni=1 ai1 ,
m(k,A) = m(k, Â) for any k ∈ N∗ .
Without changing the multiplicities we can also interchange the rows
an and can also for c > 0 consider cA . Hence we can assume after these
4
operations that
a12 = 1 ≤ a22 ≤ · · · ≤ aN2 . (2.2)
Proposition 2.1 For the determination of m(k,N), it suffices to consider
the supremum over the family M̂(N) of the matrices A of the form
A =

0 1 a13 . . . a
1
s . . .
0 a22 a
2
3 . . . a
2
s . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 aN2 a
N
3 . . . a
N
s . . .
(2.3)
We have under these additional assumptions the following
λ1 = 0 and λ2 = 1 . (2.4)
We also see that m(λ2) ≤ N with equality if and only if aj2 = 1 for all
1 ≤ j ≤ N .
3 Proof of the finiteness of mk.
For given N , consider the matrix
A =

0 a12 . . . a
1
k . . .
0 a22 . . . a
2
k . . .
. . . . . . . . . . . . . . .
0 aN2 . . . a
N
k . . .
 . (3.1)
As before we have aji < a
j
i+1. All the elements of A are separately in σ(A)
since obviously aji belongs to the N-tuple where all the other members of this
N-tuple are set zero.
From this, we conclude that, for any k ≥ 1,
λk(A) ≤ inf
1≤n≤N
ank . (3.2)
Now if λk(A) =
∑N
j=1 a
j
ℓj
, we deduce from (3.2) that ℓj ≤ k, for j = 1, . . . , N .
Hence the multiplicity of λk is less than the cardinality of the eigenvalues for
which ℓj ≤ k for j = 1, . . . , N . This gives
m(k,A) ≤ kN . (3.3)
If we now observe that once the elements of the first (N −1) rows are chosen
for getting λk, the element of the last row is determined, we get actually the
better bound kN−1, as stated in Proposition 1.2 .
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4 Monotonicity–Proof of Theorem 1.3
The theorem is clear for N = 1. We now assume N > 1. If Ak is a maximizer
of mk(N) with λk−1(Ak) < λk(Ak), it is immediate, noting that mk(N) ≥ 2 ,
that λk+1(Ak) = λk(Ak). Hence we get mk(N) ≤ mk+1(N).
The argument can be generalized to the case when
λℓ−1(Ak) < λℓ(Ak) = λℓ+1(Ak) = · · · = λk(Ak) with ℓ > k −mk(N) + 1 .
We are in trouble if we are in the situation where the maximizer in M̂(N)
satisfies, with ℓ = k −mk(N) + 1,
λℓ−1(Ak) < λℓ(Ak) = λℓ+1(Ak) = · · · = λk(Ak) < λk+1(Ak) .
Let λk the k-th eigenvalue asssociated with Ak. We are only interested in
the proof for k ≥ 2 and we can consequently assume that λk ≥ 1 . Let us
look at all the N -tuples leading to λk. Because the multiplicity is ≥ 2 , we
can find for each N -tuple i > 1 such that
λk =
N∑
n=1
anjn ,
with aiji > 0 .
Between all these sums, we can also assume in addition that aiji is maximal.
We now denote by νk the multiplicity of the elements whose sum is λk with
aiji on row i.
It is clear that 1 ≤ νk ≤ mk .
We now look at the row i and modify aji into aji − ǫ (ǫ > 0) in such a way
that any sum involving aji − ǫ is higher that λk−mk . This can easily be done
by the condition
aji−1 < aji − ǫ < aji .
Then we shift aji+1 into aji and keep the other elements of this row and all
elements of the other rows unchanged.
Let us look at the new situation for this new matrix A˜k in M(N) .
• The eigenvalue λk−mk is unchanged:
λ˜k−mk = λk−mk .
• We have an eigenvalue of multiplicity νk corresponding to
λk−mk+1 < λ˜k−mk+1 = · · · = λ˜k−mk+νk < λk .
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• We have an eigenvalue of multiplicity mk corresponding to
λ˜k−mk+νk+1 = · · · = λ˜k+νk = λk .
Because 1 ≤ νk ≤ mk, we have constructed a matrix A˜k in M(N) whose
(k + 1) eigenvalue has multiplicity mk .
5 The isotropic harmonic oscillator
We first consider:
AharN :=

0 1 2 3 . . .
0 1 2 3 . . .
. . . . . . . . . . . . . . .
0 1 2 3 . . .
(5.1)
The spectrum of AharN is indeed the spectrum of the isotropic harmonic os-
cillator
HN :=
1
2
(
N∑
j=1
(− ∂
2
∂x2j
+ x2j )
)
− N
2
. (5.2)
Hence:
σ(AharN ) = σ(HN) . (5.3)
The computation of the multiplicity for the eigenvalues of HN is well known
(see for example [2] or [1], Lemma 3.7.3). The spectrum is N and, for j ∈ N,
the corresponding labelling is k ∈
[(
N+j−1
j−1
)
+ 1,
(
N+j
j
)]
and the correspond-
ing multiplicity is
µN(j) = m(λk = j,HN ) =
(
N + j − 1
N − 1
)
.
Note that we have, for λk = j, (k = kmin(j) minimal with this property) and
j ≥ 1
k − 1 =
j−1∑
ℓ=0
(
N + ℓ− 1
N − 1
)
=
(
N + j − 1
N
)
.
We compare the asymptotics of µN(j) and k. We have for large j
µN(j) =
jN−1
(N − 1)!
(
1 +O(1
j
)
)
(5.4)
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and
k − 1 = j
N
N !
(
1 +O(1
j
)
)
. (5.5)
From this we have, as j → +∞ ,
µN(j) ∼ (N !)
1−1/N
(N − 1)! kmin(j)
1−1/N . (5.6)
The first immediate lower bound is consequently
Proposition 5.1
mk(N) ≥ m(k,AharN ) . (5.7)
It was first natural to ask if for any k and N , we have equality. This will
be indeed true for N = 2 but we will give a counterexample for N = 3 and
k = 4. Hence a new conjecture has to be found.
From first computations, we propose the refined following conjecture
Conjecture 5.2
mk(N) ≥ m(k,AharN ) . (5.8)
with equality in (5.8) for the k’s such that λhark−1 < λ
har
k .
6 The case: N=2
We can solve completely the problem in 2D.
Theorem 6.1 Let A ∈ M(2) and denote the associated spectrum by σ(A).
Then, for k ∈ N∗,
mk(2) =
⌊1
2
(
1 +
√
8k − 7
)⌋
. (6.1)
where for x ∈ R+, ⌊x⌋ denotes the integer part of x.
P
¯
roof
The idea of the proof is simple. Considering k, A and λ a k-th eigenvalue of
A, we assume that λ has multiplicity m. We show that this implies that there
are at least k − 1 points in σ(A) strictly smaller than λ. By assumption, we
can write λ = α1 + β1 = α2 + β2 = · · · = αm + βm where the αi ∈ a1, βi ∈ a2
and α1 < α2 < · · · < αm. Note that this implies βm < βm−1 < · · · < β1.
So there are m points on the row ℓ(λ) = {(x, y) : x + y = λ}. Draw the
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horizontal and the vertical rows through the points αi, βi, i = 1, 2, . . .m.
For each crossing point (αi, βj), αi+βj ∈ σ(A). We have to count the number
of points (αp, βq) such that αp + βq < λ and this number equals k− 1. Then
one easily show that
m(m− 1)
2
+ 1 ≤ k (6.2)
and this implies the upper bound in (6.1).
More precisely the eigenvalues we have counted correspond to the pairs
(α1, βj) for j = 2, . . . , m, (α2, βℓ) for ℓ = 3, . . . , m,..., (αm−1, βm) whose
cardinality is (m− 1) + (m− 2) + · · ·+ 1 = m(m−1)
2
.
The lower bound in (6.1) comes from the direct counting for the special
element
Ahar2 =
(
0 1 2 3 . . .
0 1 2 3 . . .
(6.3)
which corresponds to the spectrum of Ahar2 . ✷
Note that the spectrum is N and that the eigenvalue j corresponds to the
multiplicity
m = (j + 1) ,
and that the smallest labelling k of such an eigenvalue is
kmin(j) = 1 +
m(m− 1)
2
= 1 +
j(j + 1)
2
.
As an exercise, we can verify that if the multiplicity is maximal for any k
then we are in the case of the harmonic oscillator.
7 The case N = 3: Main theorem
Note that the spectrum is N and that the eigenvalue j corresponds to the
multiplicity
m =
(
2 + j
j
)
=
(1 + j)(2 + j)
2
, (7.1)
and that the smallest labelling k of such an eigenvalue is
kmin(j) = 1 +
j(1 + j)(2 + j)
6
.
We observe that
kmin(j + 1)− kmin(j) = (1 + j)(j + 2)/2 . (7.2)
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Defining the function j(k) as the unique non negative solution of
k = 1 + j(1+j)(2+j)
6
, we obtain in the case of the harmonic oscillator
m(k,Ahar3 ) =
1
2
(⌊j(k)⌋ + 1)(⌊j(k)⌋+ 2) . (7.3)
Hence the multiplicity jumps at the values kmin(j) and the jump is given by
m(kmin(j + 1),A
har
3 )−m(kmin(j),Ahar3 ) = j + 2 . (7.4)
With
c(ℓ) := ℓ(ℓ+ 1)/2 ,
we introduce, for j ∈ N, ℓ = 0, · · · , j and k ∈ N∗ in the interval
Ij,ℓ := [kmin(j) + c(j + 1)− c(j + 1− ℓ) , kmin(j) + c(j + 1)− c(j − ℓ))
the following
m(k,Ahar3 ) = m(kmin(j),A
har
3 ) + ℓ . (7.5)
Note in particular that, for ℓ = j, k = kmin(j)+c(j+1)−c(1) = kmin(j+1)−1,
we have
m(k,Ahar3 ) = m(kmin(j),A
har
3 ) + j = m(kmin(j + 1),A
har
3 )− 2 . (7.6)
and that, for j ∈ N,
m(kmin(j),A
har
3 ) = m(kmin(j),A
har
3 ) .
Remark 7.1 From (7.5) and (7.6), we see that the sequence m(k,Ahar3 ) is
a strictly increasing sequence containing all the positive integers except the
sequence defined for j ∈ N∗ by
m(kmin(j + 1),A
har
3 )− 1 =
(2 + j)(3 + j)
2
− 1 = (j + 1)(j + 4)/2 .
The table below permits to have a visual expression of the definition
j kmin(j) m(k) for k ∈ [kmin(j), kmin(j + 1))
0 1 1
1 2 3 3 4
2 5 6 6 6 7 7 8
3 11 10 10 10 10 11 11 11 12 12 13
4 21 15 15 15 15 15 16 16 16 16 17 17 17 18 18 19
5 36 21 21 21 21 21 21 22 22 22 22 22 23 23 23 23 24 24 24 25 25 26
6 57 28 28 28 28 28 28 28 29 29 29 29 29 29 30 30 30 30 30 31 31 31 31 32 32 32 33 33 34
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Motivated by these numerical computations we can state our main theorem,
which will be proven in Section 9.
Theorem 7.2 For any k ∈ N∗, we have
mk(3) ≥ m(k,Ahar3 ) . (7.7)
On the basis of our numerical computations and assuming that Conjec-
ture 1.2 holds, we also conjecture that we have actually an equality in (7.7).
We will actually prove the conjecture for k = 1, . . . , 5 .
8 Case N = 3, small values of mk(3).
We can consider the maximization over the renormalized matrices
A =
0 1 a3 a4 . . . as . . .0 b2 b3 b4 . . . bs . . .
0 c2 c3 c4 . . . cs . . .
(8.1)
with 1 ≤ b2 ≤ c2 and the previous conditions for each row.
The main result is:
Proposition 8.1
m1(3) = 1 , m2(3) = 3 , m3(3) = 3 , m4(3) = 4 , m5(3) = 6 . (8.2)
Proof.
Computation of m2(3).
From the analysis of the harmonic oscillator, we already know that
m2(3) ≥ 3 . It remains to prove the upper bound.
We note that λ2(A) = min(1, b2, c2) and that the multiplicity is either 1 (if
1 < b2), 2 if 1 = b2 < c2, or 3 if 1 = b2 = c2. Hence we have established
m2(3) = 3.
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Computation of m3(3).
From the analysis of the harmonic oscillator, we already know thatm3(3) ≥ 3.
It remains to prove the upper bound.
Let us start with the case of equality in the previous discussion. That is
the case when 1 = b2. In this case, the third eigenvalue of A is 1 and its
multiplicity is the same (hence ≤) as the multiplicity of λ2 (which is ≤ 3).
Hence, we can assume 1 < b2 ≤ c2.
The second eigenvalue is simple and equal to 1 and the third eigenvalue is
inf(b2, a3)
Analyzing the different cases, the multiplicity of the third eigenvalue is 1 if
a3 < b2 or b2 < a3 and b2 < c2, 2 is b2 = a3 < c2 or b2 = c2 < a3, and
3 if b2 = c2 = a3. Hence we have shown that the maximal multiplicity is
3 but this maximal multiplicity is also satisfied for some A which does not
correspond to the ”harmonic oscillator case”:
A =
0 1 b2 a4 . . . as . . .0 b2 b3 b4 . . . bs . . .
0 b2 c3 c4 . . . cs . . .
with b2 > 1.
This shows that m3(3) = 3.
Computation of m4(3).
From the analysis of the harmonic oscillator, we already know thatm4(3) ≥ 3.
It remains to analyze the upper bound.
The computation of λ4(A) can be performed in the same way. Having in
mind what was done for λ3(A) (we now can assume λ3 < λ4), it is enough to
analyze two remaining cases:
• 1 < b2 < a3 and b2 < c2 .
• 1 = b2 < c2 .
We know indeed that for the other cases λ3 = λ4 and that the multiplicity
is not higher than 3. In the first case, we have λ1 = 0, λ2 = 1, λ3 = b2 and
λ4 = inf(a3, b3, c2) which leads to a maximal multiplicity 3.
In the second case, we have λ1 = 0 , λ2 = λ3 = 1 and λ4 = inf(a3, b3, c2, 2)
which leads to a maximal multiplicity 4 which is obtained when a3 = b3 =
12
c2 = 2 .
Hence we have shown that m4(3) = 4 and this disproves the conjecture that
the maximal multiplicity is obtained by the isotropic harmonic oscillator.
Computation of m5(3).
The computation of λ5(A) is more lengthy. But we have no more to consider
the cases where λ4(A) = λ5(A), where the multiplicity is less than 4 .
Looking at the computation of λ4 we have to consider the case when
b2 = 1, and inf(a3, b3, c2, 2) is attained for one value.
Hence, we are led to analyze four subcases:
• a2 = b2 = 1, a3 < b3, a3 < c2, a3 < 2 .
• a2 = b2 = 1, b3 < a3, b3 < c2, b3 < 2 .
• a2 = b2 = 1, c2 < a3, c2 < b3, c2 < 2 .
• a2 = b2 = 1, 2 < a3, 2 < b3, 2 < c2 .
For the first subcase, we have λ1 = 0, λ2 = λ3 = 1, λ4 = a3,
λ5 = inf(b3, c2, 2, a4) .
Hence the multiplicity is not higher than 4 with equality when
2 = b3 = c2 = a4 .
For the second subcase, we have λ1 = 0, λ2 = λ3 = 1, λ4 = b3,
λ5 = inf(a3, b4, c2, 2) .
Hence the multiplicity is not higher than 4 with equality when 2 = a3 = b4 =
c2.
For the third subcase, we have
λ1 = 0 , λ2 = λ3 = 1 , λ4 = c2 ,
and
λ5 = inf(a3, b3, c3, 2, 1 + c2) ,
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where (1 + c2) has to be counted with multiplicity 2. Hence the multiplicity
is not higher than 6 with equality when
2 = a3 = b3 = c3 = 1 + c2 ,
which corresponds to the isotropic harmonic case.
For the last subcase, we have λ1 = 0 , λ2 = λ3 = 1 , λ4 = 2 ,
λ5 = inf(a3, b3, c2) .
Hence the multiplicity is not higher than 3 .
We now consider in reference to what was done for λ4 the case when
1 < b2 < a3 and b2 < c2. Here we recall that λ1 = 0, λ2 = 1, λ3 = b2 and
λ4 = inf(a3, b3, c2). Hence, in order to have λ4 < λ5, we have to consider
three subcases
• a3 < b3 and a3 < c2 ,
• b3 < a3 and b3 < c2 ,
• c2 < a3 and c2 < b3 .
In the first subcase, we have λ4 = a3 and λ5 = inf(b3, c2, a4, 1 + b2). Hence
the multiplicity is not higher than 4 .
In the second subcase, we have λ4 = b3 and λ5 = inf(a3, c2, b4, 1+ b2). Hence
the multiplicity is not higher than 4 .
In the last subcase, we have λ4 = c2 and λ5 = inf(b3, c3, a3, 1 + b2, 1 + c2).
Hence the multiplicity is not higher than 5 .
Hence we have shown that m5(3) = 6 .
Remark 8.2 In order to obtain mk(3) for k > 5, say, for instance k = 8
where we expect m8 = 7 we would run into very involved combinatorics and
the number of cases to consider grows dramatically with k .
9 Proof of the main theorem for N = 3
We now start the proof of the main theorem. We observe that for k ∈
[kmin(j), kmin(j)+j+1) = Ij,0 the claim is nothing else as the claim obtained
from the radial harmonic oscillator. The proof will be actually given by
starting from k = kmin(j + 1) and considering decreasing k’s.
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9.1 Proof for the first jump
Taking k = kmin(j + 1), with j > 0, we observe that
λhark−1 < λ
har
k = λ
har
k−1 + 1 = j + 1
and will prove that
mk−1(3) ≥ m(k,Ahar3 )− 2 . (9.1)
We recall that m(k,Ahar3 )− 2 = m(k − 1,Ahar3 ) for k = kmin(j + 1).
For this, we perturb the maximizer Ahar3 into A˜
har
3 by replacing in the third
row of Ahar3 λ
har
k−1 by λ
har
k−1+1, λ
har
k by λ
har
k +1 and so on (but the other terms
will not play a role in the argument). In this way the multiplicity of λhark−1 in
σ(A˜har3 ) decreases by one (we loose 0+0+λ
har
k−1) and hence the lowest labelling
of λhark in σ(A˜
har
3 ) becomes k − 1. Analyzing the possible sums leading to
λhark , two sums disappear: 1 + 0+ λ
har
k−1 and 0 + 1+ λ
har
k−1, and hence the new
multiplicity of λhark in σ(A˜
har
3 ) decreases by 2. So we get
mk−1(3) ≥ m(k − 1, A˜har3 ) = m(k,Ahar3 )− 2 ,
hence (9.1) as announced.
9.2 Proof for the second jump
We were inspired by the maximizers appearing in some non exhaustive nu-
merics by perturbation on one or two rows of Ahark .
We assume that k ≥ 4. Hence the multiplicity of λk−1 is larger than 3.
This time we perturb Ahar3 into Â
har
3 by replacing in the third row of A
har
3
λhark−1− 1 = λhark − 2 by λhark−1 and λhark−1 by λhark−1+1 and so on. In other words,
we delete in the last row the (k − 2)-th term and then shift the next terms.
In this way, the multiplicity of λhark−1 − 1 in σ(Âhar3 ) decreases by one, the
multiplicity of λhark−1 in σ(Â
har
3 ) decreases by two (we loose (1+0+(λ
har
k−1−1))
and (0 + 1 + (λhark−1 − 1)) and hence the lowest labelling of λhark in σ(Âhar3 )
becomes k−3. Analyzing the possible sums leading to λhark for the spectrum
of A˜har3 , three sums disappear: 0 + 2 + (λ
har
k−1 − 1), 1 + 1 + (λhark−1 − 1) and
2+0+(λhark−1−1), and hence the new multiplicity of λhark in σ(Âhar3 ) decreases
by 3. So we get
mk−3(3) ≥ m(k − 3, Âhar3 ) = m(k,Ahar3 )− 3 . (9.2)
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Now, if m(k,Ahar3 )−3 ≥ 2, we get m(k−3, Âhar3 ) ≥ 2 which implies, because
k − 3 was the minimal labelling of λhark
mk−2(3) ≥ m(k,Ahar3 )− 3 .
One can also directly deduce this last inequality from the monotonicity of
the multiplicity with respect to k.
Hence we have shown the theorem for k in the interval
[kmin(j + 1)− 3, kmin(j + 1)− 1) = Ij,j−1 .
This is coherent with our numerics showing that the same matrix can be
used for the lower bound of mk−2(3) and mk−3(3).
9.3 Proof for any jump
We can continue in the same way assuming that λk−3 = λk−2 = λk−1 (as-
suming that 3 ≤ m(k − 1,Ahar3 )) and deleting this time λk − 3 on the last
row and shifting the next terms. The labelling of λk decreases by 1 + 2 + 3
and its multiplicity will decrease by 4. This gives
mk−6 ≥ m(k,Ahar3 )− 4 .
This gives the scheme for the general proof of the theorem. The condition on
the multiplicity of λkmin(j) = j which appears in the proof is indeed satisfied
as soon as j ≥ 2 . Using the monotonicity, we also obtain
mk−4 ≥ mk−5 ≥ mk−6 ≥ m(k,Ahar3 )− 4 .
Coming back to the definition of m(k,Ahar3 ), this proves the theorem for
k ∈ [kmin(j + 1)− 6, kmin(j + 1)− 3) = Ij,j−2 .
10 About higher dimensions
10.1 m2(N)
It is evident that m1(N) = 1 and looking at the proof of the case N = 3, we
obtain
m2(N) = N . (10.1)
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Let us detail the case N = 4. From the analysis of the harmonic oscillator,
we already know that m2(4) ≥ 4. It remains to prove the upper bound.
We note that λ2(A) = min(1, b2, c2, d2) and that the multiplicity is either 1
(if 1 < b2), 2 if 1 = b2 < c2, 3 if 1 = b2 = c2 < d2 or 4 if 1 = b2 = c2 = d2.
Hence we have established m2(4) = 4.
10.2 Lower bounds continued
Because we played in the case N = 3 with only the last row with the hope
to be optimal according to various numerical tries, we can get lower bounds
in the same way for any N , but we will show that this cannot be optimal
already in the case N = 4.
Let us for example follow the argument for the first jump. Starting from a k
corresponding to a labelling such that λk−1 < λk. Then the same argument
gives
mk−1(N) ≥ m(k,AharN )−N + 1 . (10.2)
For the second jump, we get, under the condition that N is smaller than the
multiplicity of the eigenvalue of the harmonic oscillator m(k − 1,AharN ) (true
if k > 2),
mk−N(N) ≥ m(k,AharN )− µ(2, N − 1) , (10.3)
where µ(2, N − 1) is the multiplicity of the eigenvalue 2 for AharN−1, i.e.
µ(2, N − 1) = N(N − 1)/2 .
For N = 4, this reads, having in mind for Ahar4 that
λ1 = 0, 1 = λ2 = λ3 = λ4 = λ5, 2 = λ6 = ... = λ15 ,
and hence
m(λ1,A
har
4 ) = 1, m(λ2,A
har
4 ) = 4, m(λ6,A
har
4 ) = 10 , m(λ16,A
har
4 ) = 20 .
Hence at this stage, we have
m1(4) = 1,m2(4) = 4 ,m3(4) = 4,m4(4) ≥ 4,m5(4) ≥ 7,m6(4) ≥ 10 ,
m12(4) ≥ 14,m15(4) ≥ 17,m16(4) ≥ 20 .
These estimates can be combined with the monotonicity argument.
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11 The case N = 4, k = 1, . . . , 5
11.1 Computation of m3(4)
Let us look at m3(4). We use the notation
A =

0 1 a3 a4 . . . as . . .
0 b2 b3 b4 . . . bs . . .
0 c2 c3 c4 . . . cs . . .
0 d2 d3 d4 . . . cs . . .
and recall that 1 ≤ b2 ≤ c2 ≤ d2 .
As observed in the case N = 3, we have already shown that the multiplicity
of λ3(A) is ≤ 4 unless 1 < b2.
Hence from now on, we assume that
1 < b2 ≤ c2 ≤ d2 .
The second eigenvalue is simple and equal to 1 and the third eigenvalue is
inf(b2, a3) .
There are three cases to consider b2 > a3, b2 = a3 or b2 < a3.
In the first case, the multiplicity is 1.
In the second case, the multiplicity is 4 if a3 = b2 = c2 = d2, 3 if a3 = b2 =
c2 < d2, 2 if a3 = b2 < c2.
Finally, we have to look at the case b2 < a3. The multiplicity is 3 if b2 =
c2 = d2, 2 if b2 = c2 < d2, 1 if b2 < c2.
Hence, we have also proved that m3(4) = 4.
Remark 11.1 In the second case just above, we note that the multiplicity of
λ4(A) is 4 which gives already the lower bound for m4(4) ≥ 4.
11.2 Computation of m4(4)
In our analysis, we have not to come back to the previously analyzed following
cases where for some A
• m(2,A) ≥ 3 ,
• λ2(A) < λ3(A) and m(3,A) ≥ 2 .
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We have already a lower bound for these cases (see Remark 11.1). Hence if
we find a new example with a higher multiplicity than m3(4), we will also
get a new lower bound. So we can assume that either
(CaseA) : λ2(A) = λ3(A) < λ4(A) ,
or
(CaseB) : λ2(A) < λ3(A) < λ4(A) .
In Case A, we have 1 = b2 < c2 and λ2(A) = λ3(A) = 1. The fourth
eigenvalue is
λ4(A) = inf(a3, b3, c2, d2, 2) .
This gives an upper bound of the multiplicity by 5, where 5 is obtained for
a3 = b3 = c2 = d2 = 2 ,
corresponding to λ4(A) = 2 and m(4,A) = 5.
Remark 11.2 We note that in this case of equality λ3(A) < λ4(A) and not
only m4(4) ≥ 5 but also m5(4) ≥ 5 .
This matrix reads
A =

0 1 2 3 . . . . . .
0 1 2 3 . . . . . .
0 2 3 4 . . . . . .
0 2 3 4 . . . . . .
We note that we have modified two rows starting from the harmonic case.
Let us now look at Case B.
So we have 1 < b2.
According to the analysis of m3(4), we can distinguish two cases correspond-
ing to λ3 simple.
(CaseB1) : 1 < b2 and a3 < b2
or
(CaseB2) : 1 < b2, b2 < c2 and b2 < a3 .
In Case B1, we have λ3(A) = a3 and
λ4(A) = inf(a4, b2, c2, d2) ,
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so the maximal multiplicity is four with in this case a4 = b2 = c2 = d2 > a3.
In Case B2, we have λ3(A) = b2 and
λ4(A) = inf(a3, b3, c2, d2, 1 + b2)
so the maximal multiplicity is 5 and obtained for
a3 = b3 = c2 = d2 = 1 + b2 .
Here we get a continuous family of maximizers, which contains nevertheless
a representative with integer coefficients. Note that for this model we have
perturbed all the rows. In any case, we have proven that m4(4) = 5 with
two different classes of maximizers. Moreover, we have shown that the con-
jecture that the lower bound given for N = 3 in Theorem 7.2 could be an
upper bound cannot be extended to the case N = 4 .
11.3 Computation of m5(4)
In our analysis, as observed at the beginning of Subsection 11.2, we have
not to come back to the cases when in the analysis of λ2(A) of some A we
have shown that the multiplicity was ≥ 4, for λ3(A) when we show that the
multiplicity was ≥ 3 (with λ2(A) < λ3(A)) and for λ4(A) when we show that
the multiplicity was ≥ 2 (with λ3(A) < λ4(A)).
Hence it remains to consider:
(A5) λ2(A) = λ3(A) = λ4(A) < λ5(A) ,
(B5) λ2(A) < λ3(A) = λ4(A) < λ5(A) ,
(C5) λ3(A) < λ4(A) < λ5(A) .
In case (A5), we have 1 = b2 = c2 < d2 and λ4(A) = 1.
We immediately get that
λ4(A) < λ5(A) = inf(d2, a3, b3, c3, 2) .
The maximal multiplicity is when d2 = a3 = b3 = c3 = 2 and the multiplicity
corresponding to this A is m(5,A) = 7. This corresponds to just deleting 1
in the last row.
20
In case (B5), we have 1 < b2 ≤ c2. Here according to the analysis of m3(4),
we have two subcases to consider in order to get λ3(A) of multiplicity 2:
a3 = b2 < c2 or b2 = c2 < inf(a3, d2) .
In the two subcases, we have λ3(A) = λ4(A) = b2 > 1 and, in Subcase (B5a)
λ5(A) = inf(c2, d2, a4, b3, 1 + b2) ,
while in Subcase (B5b) we have
λ5(A) = inf(d2, a3, b3, 1 + b2) .
In Subcase (B5a), the maximal multiplicity is 5 and in Subcase (B5b), the
maximal multiplicity is also 5 .
We now treat the case (C5). Here we have
(C5a) λ2(A) = λ3(A) < λ4(A) < λ5(A) ,
or
(C5b) λ2(A) < λ3(A) < λ4(A) < λ5(A) .
In case (C5a), we have 1 = b2 < c2. The fourth eigenvalue is
λ4(A) = inf(a3, b3, c2, d2, 2) .
In order to get λ4(A) simple, the infimum should be attained for only one
element between the five elements appearing in the infimum.
(i) If a3 < inf(b3, c2, d2, 2), we have λ5(A) = inf(a4, b3, c2, d2, 2) and the
multiplicity is at most 5 .
(ii) If b3 < inf(a3, c2, d2, 2), we have λ5(A) = inf(a3, b4, c2, d2, 2) and the
multiplicity is at most 5 .
(iii) if c2 < inf(a3, b3, d2, 2), we have λ5(A) = inf(a3, b4, c3, d2, 2) and the
multiplicity is at most 5 .
(iv) If d2 < inf(a3, b3, c2, 2), we have λ5(A) = inf(a3, b3, c2, d3, 2) and the
multiplicity is at most 5 .
(v) If 2 < inf(a3, b3, c2, d2), we have λ5(A) = inf(a3, b3, c2, d3) and the mul-
tiplicity is a most 4 .
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In Case (C5b), we have 1 < b2 and come back to the discussion of Case
B for m4(4).
(CaseB1) : 1 < b2 and a3 < b2 .
We have λ3(A) = a3 and
λ4(A) = inf(a4, b2) .
We have to analyze two subcases:
• If a4 < b2, we have λ5(A) = inf(a5, b2, c2, d2) and the multiplicity is at
most 4 .
• If b2 < inf(a4, c2), we have λ5(A) = inf(a4, c2, b3, 1 + b2) and the multi-
plicity is at most 5 .
Our last subcase to consider is
(CaseB2) : 1 < b2, b2 < c2 and b2 < a3 ,
where we have λ3(A) = b2 and
λ4(A) = inf(a3, b3, c2, d2, 1 + b2) = inf(a3, b3, c2, 1 + b2) .
To have λ4(A) of multiplicity 1, we get four subcases
• If a3 < inf(b3, c2, 1 + b2), we have λ5(A) = inf(a4, b3, c2, d2, 1 + b2) and
the multiplicity is at most 5 .
• If b3 < inf(c2, 1 + b2), we have λ5(A) = inf(a3, b4, c2, d2, 1 + b2) and the
multiplicity is at most 5 .
• If c2 < inf(a3, b3, d2, 1 + b2), we have λ5(A) = inf(a3, b3, c3, d2, 1 + b2)
and the multiplicity is at most 5 .
• If (1 + b2) < inf(a3, b3, c2), we have λ5(A) = inf(a3, b3, c3, c2) and the
multiplicity is at most 5 .
One remarks that only (A5) gives a A (obtained by deleting 1 in the last
row) for which m(4,A) = 7, that all the other cases have multiplicity ≤ 5
and that multiplicity 6 never occurs. Finally, this gives m5(4) = 7.
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11.4 Conclusion for N = 4
We have proven
m1(4) = 1,m2(4) = 4 ,m3(4) = 4,m4(4) = 5,m5(4) = 7,m6(4) ≥ 10 ,
m7(4) ≥ 10,m8(4) ≥ 10,m9(4) ≥ 10,m11(4) ≥ 10,
m12(4) ≥ 14,m13(4) ≥ 14,m14(4) ≥ 14,m15(4) ≥ 17,m16(4) ≥ 20 .
On the other hand, numerics give the following lower bounds
m6(4) ≥ 10,m7(4) ≥ 10,m8(4) ≥ 10,m9(4) ≥ 10,m11(4) ≥ 12,
m12(4) ≥ 14,m13(4) ≥ 14,m14(4) ≥ 14,m15(4) ≥ 17,
m16(4) ≥ 20,m17(4) ≥ 20,m18(4) ≥ 20,m19(4) ≥ 20, . . . ,m22(4) ≥ 20,
m23(4) ≥ 21.
The new case in blue corresponds to the following matrix
A =

0 1 2 3 . . . . . .
0 1 2 3 . . . . . .
0 2 3 4 . . . . . .
0 1 3 4 . . . . . .
The table below permits to have a visual expression of the lower bounds mˇ(k)
given by numerics or the theory
j kmin(j) mˇ(k) for k ∈ [kmin(j), kmin(j + 1))
0 1 1
1 2 4 4 5 7
2 6 10 10 10 10 10 1214 14 14 17
3 16 20 20 20 20 20 20 20 21 21 2325 25 25 25 25 2629 29 29 32
4 36 35 35 35 35 35 35 35 35 35 35 35 35 37 37 3941 41 41 41 41 41 41 41 41 . . .
The multiplicities in blue correspond to matrices with two rows modified
starting from Ahar4 .
The multiplicity 26 in green corresponds to the 31-th eigenvalue (which equals
4), obtained by deleting 2 and 3 on the last row of Ahar4 :
A
har\{2,3})
4 =

0 1 2 3 . . . . . .
0 1 2 3 . . . . . .
0 1 2 3 . . . . . .
0 1 4 5 . . . . . .
Note that the matrix, with two rows modified starting from Ahar4 ,
A =

0 1 2 3 . . . . . .
0 1 2 3 . . . . . .
0 1 3 4 . . . . . .
0 1 2 4 . . . . . .
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gives the same multiplicity for the 31-th eigenvalue.
Contrarily to the case N = 3 , we do not see an obvious plausible structure
for this table and cannot present a reasonable conjecture in the case N = 4 .
This table is to compare with the lower bounds which can be obtained as for
N = 3 by the arguments of Subsection 10.2, only deleting one integer in the
last row of the harmonic example.
j kmin(j) m(k) for k ∈ [kmin(j), kmin(j + 1))
0 1 1
1 2 4 4 4 7
2 6 10 10 10 10 10 1014 14 14 17
3 16 20 20 20 20 20 20 20 20 20 2025 25 25 25 25 2529 29 29 32
4 36 35 35 35 35 35 35 35 35 35 35 35 35 35 35 3541 41 41 41 41 41 41 41 41 . . .
12 New approach (for the same statements)
12.1 Decomposition formula
We now give a computation which could be general for computing the multi-
plicities and the corresponding energies when only one row is modified. The
first point is to see how we can recover the multiplicities for Ahar4 by expansion
along the last row. The formula reads
µ(j,Ahar4 ) =
j∑
ℓ=0
µ(j − ℓ,Ahar3 ) .
Here µ(λ,A) is the multiplicity of the eigenvalue λ of A .
12.2 Coming back to the last example
Using the same expansion for A
har\{2,3})
4 , we get
µ(j,A
har\{2,3})
4 ) =
∑
ℓ∈{0,...,j}\{2,3}
µ(j − ℓ,Ahar3 ) . (12.1)
To recover the minimal labelling corresponding to energy j, we simply write
for j ≥ 1
kmin(j) = 1 +
j−1∑
n=0
µ(n,A
har\{2,3}
4 ) . (12.2)
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Explicit computations
We recall the formulas obtained for Ahar3 with the corresponding multiplic-
ity 1, 3, 6, 10, 15 of the eigenvalues 0, 1, 2, 3, 4 and the minimal labellings
1, 2, 5, 11, 21. Applying (12.1), for j = 0, . . . , 4, we get for µ(j,A
har\{2,3})
4 )
the sequence
1 , 3 + 1 = 4 , 6 + 3 = 9 , 10 + 6 = 16 , 15 + 10 + 1 = 26 .
According to (12.2), the corresponding minimal labellings are 1, 2, 6, 15, 31.
This confirms what we claim above: there exists a matrix A, whose (31)-th
eigenvalue has multiplicity 26.
12.3 Coming back to the case N = 4.
We note that this approach is quite general and permits easy computations
for all the cases considered previously. Let us for example, see what we get,
when deleting k − 1 on the last row and looking at energy j = k.
Hence we consider, the matrix A
har\{k−1}
4 .
It is clear that the minimal labellings are unchanged for the energies ≤ k−1.
For the energy j = k, the minimal labelling of j = k is given by
kmin(k) = 1 +
∑k−1
n=0 µ(n,A
har\{k−1}
4 )
= 1 +
∑k−2
n=0 µ(n,A
har
4 ) + µ(k − 1,Ahar\{k−1}4 )
= kharmin(k)− µ(0,Ahar3 ) .
By comparison of the multiplicity formulas, we get
µ(k,A
har\{k−1}
4 ) = µ(k,A
har
4 ) + µ(1,A
har
3 ) .
We recover the first result of Section 10 and could give the general description
of what can be obtained by playing on the last row.
12.4 Coming back to N = 3
Applied in the case N = 3, this idea could clarify the proof given in Section 9.
We can indeed start from the formula
µ(j,Ahar3 ) =
j∑
ℓ=0
µ(j − ℓ,Ahar2 ) . (12.3)
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For the first jump, if we delete the eigenvalue j − 1 (and shift) in the last
row (this corresponds to our choice of A˜har3 = A
har\{j−1}
3 , we get for energy
j, by comparison
µ(j,Ahar3 ) = µ(j, A˜
har
3 ) + µ(1,A
har
2 ) = µ(j, A˜
har
3 ) + 2 . (12.4)
The labelling of j for Ahar3 is kmin(j). It remains to give the corresponding
labelling k˜min(j) for A˜
har
3 . Here we use the formula
kmin(j) = 1 +
j−1∑
n=0
µ(n,Ahar3 ) . (12.5)
Similarly we have
k˜min(j) = 1 +
j−1∑
n=0
µ(n, A˜3
har
) . (12.6)
By comparison of the two formulas, we have, for j ≥ 1,
kmin(j) = k˜min(j) + µ(j − 1,Ahar3 )− µ(j − 1, A˜3
har
) = k˜min(j) + µ(0,A
har
2 ) .
hence
kmin(j) = k˜min(j) + 1 . (12.7)
Hence we get back (9.1).
For the second jump, if we delete the eigenvalue j − 2 (and shift) in the
last row (this corresponds to our choice of Âhar3 = A
har\{j−2}
3 ), we get by
comparison
µ(j,Ahar3 ) = µ(j, Â
har
3 ) + µ(2,A
har
2 ) = µ(j, Â
har
3 ) + 3 . (12.8)
The labelling of j for Ahar3 is kmin(j). It remains to give the corresponding
labelling kˆmin(j) for Â
har
3 . Here we use the formulas (12.5) and
kˆmin(j) = 1 +
j−1∑
n=0
µ(n, Â3
har
) . (12.9)
By comparison of the two formulas, we have, for j ≥ 1,
kmin(j) = kˆmin(j) + µ(j − 1,Ahar3 )− µ(j − 1, Â3
har
)
= k˜min(j) + µ(0,A
har
2 ) + µ(1,A
har
2 ) ,
which leads to
kmin(j) = k˜min(j) + 3 . (12.10)
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Hence we get back (9.2).
The general case is easy to treat. For the matrix A
har\{j−ℓ}
3 (ℓ = {1, 2, . . . , j−
1), we have for the energy j
µ(j,Ahar3 ) = µ(j,A
har\{j−ℓ}
3 ) + µ(ℓ,A
har
2 ) = µ(j,A
har\{j−ℓ}
3 ) + ℓ+ 1 , (12.11)
and
kmin(j) = kmin(j,A
har\{j−ℓ}
3 ) +
ℓ−1∑
m=0
µ(m,Ahar2 ) . (12.12)
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