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1. IKTRODUCTION 
Let A and B be linear transformations on an n-dimensional vector 
space V over a field 9. Let S? be the algebra (including the identity 
transformation) generated by A and B over 9 and let $ be the (Jacobson) 
radical of 9’. By forming a composition series for V viewed as an W- 
module a basis for V can be found with respect to which A and B possess 
matrices 
respectively, where Aij and Bij are rti x nj block matrices and the square 
matrices Aii and Bii cannot be reduced further by the same similarity, 
i,i=l,Z )..., t (cf. [l, p. 1201). McCoy [2] proved the following result: 
THEOREM 1. Let S contuin the characteristic roots of A and B ; then 
the /ollo&zg conditions are equivalent: 
1 This paper constitutes part of the author’s Ph. D. thesis (California Institute 
of Technology, 19(X), which was directed by Dr. Olga Taussky. The author wishes 
to express his deep indebtedness to her for her encouragement and advice. Thanks 
are also due to E. A. Render for many helpful discussions and to E. C. Dade, who 
shortened the author’s original proof of Theorem 5. 
2 Research supported in part by a grant from the Sational Science Foundation 
at the California Institute of Technology. 
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(i) There exists a basis of V with respect to which the matrices of A and 
B have the form (1) where ?zi = 1, i = 1, 2, . . . , n. 
(ii) AB - BA E $. 
(iii) There exist orderings CQ, CQ, . . . , us and &, ,f$, . . . , /I,, of the char- 
acteristic roots of A and B, respectively, so that the characteristic roots of 
P(A, B) are P(xi, fi,), i = 1, 2,. . ., 12, for each polynomial P(x, y), wa’th 
coefficients ilc 9, in the noncommuting variables x, y. 
In this paper we define (Definition 2) certain generalized commutators 
of A and B and use them to characterize those A, B which have n, = 1 
or 2 in (1) (Theorem 8). We also give a sufficient condition that each 
ni < k where k < n (Theorem 7) and prove, for our generalized commuta- 
tors, the analog of a well-known result which holds for the usual additive 
commutator (Theorem 6). 
2. PRELIMINARY RESULTS 
We begin with some definitions. 
DEFINITION 1. Let A and B be linear transformations on V; then 
A,+, = A,B - BA,, i=o,1,2 ,...) 
where A,, = A. 
Let K = k(k - 1)/2, where k is a positive integer, and let 6,, S,, . . . , 6, 
be K elements of 9. 
DEFINITION 2. The Kato-Taussky-Wielandt commutator, OY KTW 
commutator, fk(A, B; 6), is given. by 
fk(A, B; 6) = A,, +I - d,A,, _ 1 + &tA,, - ;s - . * * + (- ljK &CA,, 
where 6 = (1, d,, d,, . . . , 6,). Note that f,(A, B; 6) = AB - BA. 
This definition is inspired by the following result, which was proved 
by Kato and Taussky [3] when n = 2 and by Taussky and Wielandt 143 
in the general case. 
THEOREM 2. If I&, i = 1, 2, . . . , N, is the ith elementary symmetric 
function of (p, - pJ2, 1 < Y < s < n, where p, aye the characteristic roots 
of B, Y = 1, 2, . . , n and N = n(n - 1)/2, then 
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f&4, B; 6) = 0. 
Note that in this theorem 6, is the sum of the (/?, - pJ2, 6, the sum of the 
products taken two at a time, etc. 
The next two results we state are well known. 
THEOREMS 3 (Burnside’s theorem; cf. [l, 9. 2761). If JZZ’ is an irreducible 
algebra of linear transformations on a finite dimensional vector space V over 
an algebraically closed field, the% ~2 is the complete algebra of linear trans- 
formations on V. 
THEOREIV~ 4 (cf. [5, p. 1121). Let 9 be an infinite field and &xi, x2, . . . , 
xv) a nonzero polylzomial in the polynomial domain F[xl, x2, . . . , x,] 
wkere the xi are algebraically independent over 9’; then there exist cl, ca, . . . , c, 
in 9 so that g(c,, c2, . . . , c,) f 0. 
Theorem 4 can be used to prove 
LEMMA 1. Let 9 be an infinite field and n a positive integer; then 
it is possible to choose x1, x2, , . . , x,, in F so that the n(n - 1)/2 elements 
(xi - xJ2, with 1 < i < j < n, are all distinct and nonzero. 
LEMMA 2. Let 9 be any field and X an n x n ~~onzero matrix with 
elements in F so that for every lzonsingular n x n matrix U with elements 
in 9 the matrix U-lXU is diagonal; then X is a scalar matrix. 
Proof. Assume n 3 2. Let X = diag(x,, x2, . . . , x,) and let U, = 
1 1 
[ 1 0 1’ 
Let U = U, if n = 2 and U = U, @I,_,if n > 2,whereI,_, 
is the (n - 2) x (n - 2) identity matrix. Then 
L 
Xl x1 ~ x2 0 * *. 0 
0 x2 0 0 . .* u-1_,yu = 
: 
I . 
0 0 0.:.x, 
Since this matrix must be diagonal, x1 = x2. By a simultaneous permuta- 
tion of rows and columns (using a permutation similarity) we can replace 
x2 by xi for any i 3 2. Hence x1 = xi, i = 1, 2, . . . , n, and thus X = x,I. 
We shall use the next theorem to prove a result about KTW commuta- 
tors, but it is of some independent interest. 
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THEOREM 5. Let 9 be an infinite field and X an n x n matrix with 
elements in cF. If X is not a scalar matrix, there exists a nonsingular 
matrix U with elements ha 9 so that WIXU has none of its elements zero. 
Proof. Let Y = (yij) be an n x +z matrix, where yij are algebraically 
independent over %-“, i, i = 1, 2, . . , n. Form 2 = Y-IXY. The elements 
of 2 are rational functions of the yZj. If none of these rational functions 
is zero apply Theorem 4 to prove the result. Thus, it only remains to 
show that none of the elements of 2 is zero. 
If the (i, j) element of 2 is zero then the (i, i) element of P-l,Z’P is 
zero for any permutation matrix P, since P-lZP = (YP)-lX(YP) and 
Y is a matrix of algebraically independent elements. So if 2 has an off- 
diagonal element zero then all the off-diagonal elements of 2 are zero, 
since any two off-diagonal elements can be interchanged by a simultaneous 
permutation of rows and columns (effected by a permutation similarity). 
Theorem 4 and Lemma 2 imply that X is a scalar matrix, which contradicts 
the hypothesis of the theorem. Thus no off-diagonal element of 2 is zero. 
Finally we show that no diagonal element of 2 is zero. For, if any 
element on the diagonal of 2 is zero, then all the elements on the diagonal 
of Z are zero, since any two diagonal elements may be interchanged by 
a simultaneous permutation of rows and columns. Hence U-lXU has 
zero diagonal, where U is any nonsingular n x n matrix with elements in 
9. Choose U so that the (2, 1) element of U-lXU is nonzero (by Lemma 2). 
Let S = 1 - E,, where 1 is the identity matrix and E,, is the n x n 
matrix with 1 in the (1, 2) position and zeros elsewhere. Then S-l = 
I + El, and the (1, 1) element of (US)-lXUS is the (2, 1) element of 
U-lXU. This contradicts the fact that 2 has zero diagonal. Hence 2 
has no zero elements and this completes the proof of the theorem. 
We remark that Theorem 5 is also true if F is finite, provided 9 
is “big enough.” The theorem is false, for example, if 9 = GF(2) and 
n = 2, since every matrix similar to has some elements zero. 
3. TWO THEOREMS ON KTW COMMUTATORS 
The first result of this section is a generalization of the fact that the 
center of the algebra of linear transformations on a finite dimensional 
vector space is the scalar transformations. 
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THEOREM 6. Let V be an n-dimensional vector space over an infinite 
field 9, A a linear transformation on V, and k an integer z&h 1 < k < n. 
Su$pose that for each l&ear transformation X on V there exist elements 
bp s,, . . . t 6, in %-, where K == k(k - 1)/2, so that 
f,(A, x; b) = 0. 
Then A is a scalar transformation. 
Proof. Choose any basis of V. Let B = (bij) be the matrix of A 
with respect to this basis. Then for each n x n matrix Y with elements 
in 9 there exist elements n,, S,, . , 6, in 9 so that fk(B, Y; 6) = 0. 
Let Y = diag(y,, _vr, . . . , y,) whereyiE.F,i = 1,P ,..., n,and (yi -Y~)~ 
are distinct and nonzero, 1 < i < j < n (by Lemma 1). Thus fk(B, Y; Cr) = 
0 gives 
bijyji(yK - 6,~” - I + . . . + (- l)KS,) = 0, 
where y = yTb and yji = yj - yi. Since there are N = n(n - 1)/2 distinct 
nonzero values for y and N > K we get bij = 0 for some i, j. Thus the 
matrix of A with respect to each basis of V has at least one element zero. 
Hence A is a scalar transformation by Theorem 5. 
The next result is a weak generalization to KTW commutators of 
part of McCoy’s theorem (Theorem 1). 
THEOREMS 7. Let A, B be linear transformations on alz n-dimensional 
vector space over an algebraically closed field 9. Let k be an integer with 
1 ,( k < IZ. Suppose that for each P(A, B) (wlheve P(x, y) is a polyno- 
mial, with coefficients in 9, in the noncommuting variables x, y) there 
exist 6,, 6,, . . ., S, in .F-, where K = k(k --- 1)/2, so that 
Then there exists a basis of V with respect to which the matrices of A and 
B have the forms (1) where fk(Aii, P(Aii, R,J; 8) = 0 and n, < k, i = 
I) 2, . . . ) t. 
Proof. Choose a basis for V so that the matrices of A and B have 
the forms (1) where Aii and Bji cannot be reduced further by the same 
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similarity, i = 1, 2, . , t. Thus the n,-dimensional vector space on which 
Aii and Bii act may be viewed as an irreducible left B module. By the 
definition of the Jacobson radical /,(A, P(A, B) ; 6) acts as zero on each 
irreducible left % module. Hence 
Next we claim that n, < k, i = 1, 2, . . , t. For suppose, for some 
i, that n, > k. Since Ail and B,, cannot be reduced any further by the 
same similarity, the algebra 9?i of polynomials in Aii and Bii is irreducible 
and hence by Burnside’s theorem (Theorem 3) @ii is the complete algebra 
of 12, >< ni matrices with elements in 9’. Thus, given any n, x lzi matrix 
X with elements in 9 we can find K elements 6,, a,, . . , 6, in 9 so that 
fk(Aii, X ; 6) = 0. Since k < 12, this means Aii is a scalar matrix by 
Theorem 6. But then Bii can be reduced to upper triangular form by a 
similarity (since 9 is algebraically closed) and this leaves A,, unchanged. 
This contradicts the fact that Aii and Bii cannot be reduced by the same 
similarity transformation. Thus fii < k, i = 1, 2, . . , t, and this completes 
the proof of the theorem. 
If we let k = 1 in this theorem we get a weaker result than the relevant 
part of McCoy’s theorem since we use /,(A, P(A, B) ; 6) for all polynomials 
P(x, y), whereas he only needs /,(A, B ; 6). When k >, 2, it may not be 
necessary to assume the conditions of Theorem 7 for all polynomials 
P(x, y), but the following example shows that the theorem is false if we 
merely assume fk(A, B; S) E d, for some 6. 
Exam$le. Let 9 have characteristic not equal to 2 or 3. Let A and 
R have matrices 
0 0 1 
I 
a 
0 1 0 and a - (1; a)/2 (I Y a)/2 , 
1 0 0 a (1 - a)/2 - (1 + a)/2 I 
respectively, where a = l/b’% Now fz(A, E:; 6) = 0 where 6 = (1, 4). 
(To aid the calculations, note A2 = B2 = I.) There does not exist a 
basis of the vector space with respect to which the matrices of A and B 
have the forms (1) where lzi < 2, i = 1, 2, . . . , t. This follows from the 
fact that the matrices of A and B have neither a row nor column char- 
acteristic vector in common. We note also that A, B satisfy the relation 
f2(B, A; 6) = 0 where 6 = (1, 4). 
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4. THE TWO-DIMENSIONAL BLOCKS 
In this section we prove a theorem which gives a complete characteriza- 
tion in terms of KTW commutators of pairs of linear transformations 
A, I3 which have matrices (1) with respect to some basis of V where each 
ni < 2. 
As usual, let A and B be linear transformations on an n-dimensional 
vector space V over a field 9. Let 3 be the algebra (including the identity 
transformation) generated by A and B over 9 and let f be the radical 
of W. Unless otherwise stated “polynomial P(x, y)” in this section will 
mean a polynomial with coefficients in F, in the noncommuting variables 
x, y. The following result is essentially due to McCoy [2j. 
LEMMA 3. Let C E W. Then C E ,f if and only if P(A, B)C is nilpotent 
for every Polynomial P(x, y). 
The principal result of this section is 
THEOREM 8. Let 9 be algebraically closed. Then the following statements 
aye equivalent. 
(i) For eachpolynomial P(x, y) there exist an integerr = r(A, B, P(A, B)) 
and distinct elements h,, h,, . . , ht, E 9 so that 
for every permutation z of 1, 2, . . . , Y, where 
x’,, = f&4, P(A, 4; 6(s)) with 6(s) = (1, /z,). 
(ii) There exists a basis of V with respect to which the matrices of A and 
B have the forms 
respectively, where Aii and B,, are either 1 x 1 matrices, OY 2 x 2 matrices 
which cannot be reduced further by the same similarity, i == 1, 2, . . , t. 
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Proof. Assume (ii) holds. Let A’, B’ denote the matrices in (ii). 
The block diagonal of P(A’, B’) has blocks P(Aii, B,,), i = 1, 2, . . ., t. 
Let Aj, Bj be the 2 x 2 blocks on the diagonals of A’, B’ respectively, 
j = 1, 2,. ., q. Let xij and xej be characteristic roots of P(A,, Bj). Form 
(xij - x~~)~, j = 1, 2, . . . , q, and let Iz,, h,, . . , hr be the distinct elements 
among these (the integer Y here is the one required in (i) of the present 
theorem). We have 
by Theorem 2 where 8 = (1, (xii - x~~)~). If we form 
dy,’ = f2(A', P(A’, B'); 6(s)), 
where B(s) = (1, h,), for s = 1, 2, . . , Y, we see that XL,,,X&, * . . XI,,,, 
has zero blocks on and below the main block diagonal, for each permutation 
7c of 1,2,..., Y. This is also true of Q(A’, B’)X,L,,,X&,, + . * X,:,,, for all 
polynomials Q(x, y). Thus Q(A, B)X,,,,X,,,! . * . X,,,, is nilpotent for all 
Q(A, B) and hence X,,,,X,,,, . . * X,,,, E $ by Lemma 3. Hence (i) holds. 
Conversely, let (i) hold. Choose a basis for I/ with respect to which 
the matrices of A, B have the forms (1) where Aii, Hii cannot be reduced 
further by the same similarity, i = 1, 2, . . . , t. Let A,, and Bii be ni x n, 
matrices. We wish to show that n, < 2. So assume, for some fixed i, 
that ni > 2. Under this hypothesis we shall show that Aii is actually 
a scalar matrix. But, if Aii is a scalar matrix, then Aii and Bii can be 
reduced by a simultaneous similarity (as in Theorem 7), which is false. 
Hence we must have ni < 2, i = 1, 2, . . . , t, and this proves that (i) 
implies (ii). 
It remains to show that n, > 2 implies A z i is a scalar matrix. The proof 
of this is quite lengthy and involves much calculational detail which 
we shall omit. So assume ni > 2, for some fixed i, and let Aii = C, 
Bii= D, P= P(C,D).Then, if Ys = f,(C, P;S(s)), we have Y,(i)Y,(..) * * . Y,,,, 
= 0 for each permutation n of 1, 2, . . . , Y. The algebra of all polynomials 
in C, D with coefficients in 9r is irreducible, and hence by Burnside’s 
theorem (Theorem 3) this algebra is the complete algebra of lzi x ni 
matrices with elements in .9, since. 9 is algebraically closed. Thus, 
if X is an ni x 12, matrix with elements in 9, there exists an integer Y 
(depending on X) and distinct elements Iz,, h,, . . . , h, E 9 so that, if 
X, = f&C, X; 6(s)) then Xn(,)X+). * . X,,,, = 0, for all permutations z 
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of 1, 2, . , Y. Without loss of generality assume C is in Jordan canonical 
form. 
C== E@Cj where Cj = ujIj + Ei, j = 1, 2, . . . , vn, 
j-1 
where Ij is an identity matrix and Ej is the matrix of the same dimension 
as Ij with l’s on the superdiagonal and zeros elsewhere (Ej is 0 if Ij is 
1 x l), i.e., the Cj are Jordan blocks. We wish to show C is a scalar 
matrix. This we do in three lemmas. 
LEMMA 4. Each Jordan block has dimension ,( 2. 
Proof. Suppose some block, C, say, has dimension > 3. Then 
tcr 1 0 *** 0 
We may ignore the diagonal in our calculations since we shall be taking 
commutators. Thus we consider E,. Let 
-0 1 0 
E= 0 0 1 , 
0 0 0 
i.e., the leading 3 x 3 diagonal block of E,. Since we may consider any 
n, x ni matrix X in fz(C, X; d(s)), we shall now consider only those 
matrices X with arbitrary 3 x 3 blocks 2 in the place corresponding to 
the block E and zeros elsewhere. Thus, we restrict the discussion to 3 x 3 
matrices. Let 
then 
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which is in block lower triangular form. We have Zn&‘n(ej * . . Z,,,, = 0. 
Hence some /zs =: 0, say h, = 0. Let H, be the block 
[ 
1 1 _ Iz, 
1 - 1 - (1 - h,) ’ 
then H,H, = h,H,, 1 < U, v < Y. Hence 
H,H,_,...H,= H, if r=l, 
= sJf!jhs Hi otherwise, i _ 1 
Thus H,H, _ 1 - . . H, # 0, which contradicts the fact that Z,Z, _ r . . * Z, = 0. 
Hence dim Cj < 2, j = 1, 2, . . . , m. 
LEMMA 5. C is a diagonal matrix. 
Proof. Suppose, for some i. that dim Cj = 2. Let C, = 
M 1 
I 1 0 u’ 
By simultaneous permutations of rows and columns of C, if necessary, 
we may assume Cj is not the leading block on the diagonal of C (since 
dimC=n,>3). Thus 
cj_ 10 cj = 
B 0 0 p 1 0 0 
Oal 0 p 0 0 or 
0 0 J I 0 0 cc 1 
CI 
0 0 0 u 
since dim C, < 2, 1 = 1, 2, . . . , m. Let 
P 0 0 
G= / 0 u 1 I , 
0 0 u 
By the argument given in Lemma 4 we need consider only those matrices 
X which have zeros everywhere except in the place corresponding to 
G. So again we need only consider 3 x 3 matrices. Let 
where x E 9, with x # 0 and x # /I - u. Then 
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2, = f,(G,Z; 6(s)) = 
I 
0 3x2-qp-K)x p-X-x-h#-Kj 
0 - Ia,% 0 
0 0 4x 
The condition Zn(1jZn(2j * . . Z,,,, = 0 means some 1~~ is zero, say h, = 0. 
The(1,3)elementofZ,Z2~~~Z,isc(~-cc-x)x7~1wherec=1ifr=1 
and c = h,h, . . . h, # 0, otherwise. This gives a contradiction, since 
x # 0 and x # p - M. Hence C = diag(q, CI~, . . . , cc,.). 
LEMMA 6. C is a scalar matrix. 
Proof. Since we may put any three of c(i, cc2, . . , tlnL in the first three 
places on the diagonal of C (by simultaneous row and column permutations) 
we may as well assume that C = diag(cr,, c(~, ~a). Let 
1 0 1 
z- 0 1 1 ; 
1 0 0 
then 
0 0 (5 - h,)% 
Z, = f&J, z; W) = %2 0 (2 -- 4)cQg f 3K,, ? 
(5 - JZ,)aai 0 0 
where u,, = cc, - q,, 1 < zt, z, -<, 3. The (1, 3) element (if Y is odd) or 
the (1, 1) element (if Y is even) of Z,Z, . * * Z, gives cc& = 0, where c = 
n;4(5 - 4). If no h, = 5 we get CQ = ~(a. Otherwise hr(say) = 5. 
In this case the (2, 1) element (if Y is odd) or (2, 3) element (if r is even) 
of z,z, . . . Z, gives CK,,& ’ = 0, where c =: 1 if Y = 1 and c = n(5 - h,), 
where s runs from 2 to Y, otherwise. Hence or = c(~ or tlr = ~a. This last 
sentence is true whether or not some h, = 5. If x1 = us put c(~ in the 
(1, 1) place (by a simultaneous row and column permutation) and repeat 
the argument. Thus al = x2 = as. If cc1 = x2 similar reasoning shows 
or = M~ = ~(a. Hence C is a scalar matrix, i.e., Aii is a scalar matrix. 
Thus ni < 2, i = 1,2,. . . , t, and the result is proved. 
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