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MODELS OF INVESTMENT UNDER UNCERTAINTY
WHEN SHOCKS ARE NON-GAUSSIAN
INTRODUCTION
The investment literature of the last two decades has recognized the impor-
tance of interactions among the irreversibility of investment, uncertainty in
the economic environment, and the choice of timing and/or scale of the new
investment (see Pindyck (1982, 1988); Abel (1983); Bertola (1990); Dixit
(1993); Dixit and Pindyck (1994); Abel and Eberly (1994); Bertola and Ca-
ballero (1994); Metcalf and Hassett (1995); Abel et al. (1996); Caballero
and Pindyck (1996); see also the bibliography in Dixit and Pindyck (1994)).
In all of these papers, assumptions about the nature of the stochastic
processes describing the economic environment are crucial. In the majority of
the papers, the continuous time stochastic processes are used to model returns
or prices. Usually, the geometric Brownian Motion models the movement
of variables like the general price level, prices of nancial instruments and
option prices (see, e. g., Fisher (1975), Black and Scholes (1973); Merton
(1973), Due (1992) and the bibliography there); for a discrete time analog,
see Chow (1994). In some cases, the geometric Mean Reverting process is
used | see, e. g., Dixit and Pindyck (1994); Metcalf and Hassett (1995).
The assumption that the exogeneous variable(s) of interest follow a Brow-
nian Motion is very convenient since it allows one to obtain closed form
solutions. At the same time, there is some empirical evidence against the
modeling of observables as normal random variables.
As early as in 60th, Mandelbrot (1963) and Fama (1965) used stable
Levy processes to describe a slow decay of probability distribution densities
of prices in nancial markets (the so-called \fat tails"). The usage of these
processes has two drawbacks, both due to the fact that the second moment
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of a Levy stable distribution is innite (unless it is a gaussian one):
1) the central limit theorem does not apply while it is well-documented
that over longer time scales, nancial data tend to become more Gaussian,
and
2) it is impossible to construct a geometric process starting from a process
with an innite variance.
In 1994, Mantegna and Stanley (1994) constructed truncated Levy pro-
cesses. A truncated Levy process has a nite variance but converges to a
gaussian process very slowly. For the central part of the distribution its dy-
namics correspond to the dynamics predicted for a Levy stable process, i. e.
distributions have \fat tails" but the remote parts of the tails are cut o.
Mantegna and Stanley (1995) nd that the probability distribution of the
Standard & Poor's 500 index can be described by a truncated Levy process.
The shorter the observed interval, the larger the deviation of nancial-returns
data from the benchmark normal distribution, exhibiting leptokurtosis (fat-
tails). More specically, in the central part of the distribution, the fall-o
is governed by a power law (a normal distribution decays much faster, as
exp ( x
2
)), and a Levy stable distribution ts well. Eventually, in the tails
of the distribution, the fall-o deviates from that characteristic of a Levy
stable process: it is approximately exponential, ensuring that (as one would
expect for a price dierence distribution) the variance of the distribution is
nite. Later, Cont et al. (1997) developed a formula for the probability
distribution of the Standard & Poor's 500 index futures, which explicitly de-
scribes the exponential fall-o and ts the data. They use another version of
truncated Levy processes suggested by Koponen (1995).
The existence of fat tails can be explained by the theory of \self-organized
criticality" | see Bak (1996) and the bibliography therein | which deals
with situations when power{law distributions appear. This happens in time
series when very large uctuations cannot, in general, be ignored in favor
of the cumulative eect of the smaller ones. The emergence of power laws
in economics can be explained within the framework of various economic
models (e. g., see Romer (1931)). Bak suggests that in complex systems,
catastrophes | that is, very large uctuations | occur more frequently than
implied by the Gaussian distribution.
However, in economic processes one should expect truncated fat tails
because of the inuence of barriers of various kind: extreme uctuations are
less probable than in physical models since new agents (e. g., rms) appear
or some of the old ones disappear (exit) from the market, thus damping the
6
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uctuations.
Thus, we have nice tractable models based on the assumption that observ-
ables are normal random variables, and a number of situations when observed
processes exhibit fat tails.
In the paper we develop two discrete-time models which are almost as
tractable as the most popular continuous time models based on the geometric
Brownian Motion, yet they allow one to treat truncated Levy ights and
more general distributions. We do not make very specic assumptions on the
probability distribution. In particular, we do not assume that it is possible
to pass to the limit t ! 0 and describe the process by a continuous time
model. We believe that this model is especially useful in cases when the time
interval between observations is not very small, as it is the case in the theory
of real options.
The rst model is an approximate one and simpler; it is based on the
smooth pasting condition assumption whereas in the framework of the sec-
ond (rigorous) model we show that the smooth pasting condition fails in a
discrete time model. For a discussion of the smooth pasting condition in
the continuous-time gaussian model, see Dixit and Pindyck (1994); we are
grateful to Avinash Dixit for pointing out that this condition may not hold in
a discrete-time model.
Both models produce similar results.
In the rst part of the paper, we develop a rigorous model and apply it
to the Planner's Problem (see, e. g., Dixit and Pindyck (1994), Chapter 11),
in the case of irreversible investment with zero operational cost, and show
that the investment threshold may be very sensitive to a choice of the model
describing the shocks.
We derive an explicit formula for the investment threshold, in terms of
the observed distribution density. We produce numerical results for sym-
metric distributions from a three-parameter Koponen's (1995) family, which
includes gaussian and truncated Levy distributions. The results show that if
a distribution is close to a Levy distribution, i. e. the truncation happens far
from the origin, the threshold increases | in some cases by dozens or even
hundreds percent | as we replace a gaussian distribution with the truncated
Levy distribution, of the same variance. This means that it is optimal for
investors to wait more than implied by the standard gaussian model (1994).
If the truncation happens relatively close to the origin, then the threshold
may decrease | not signicantly, though.
The method is straightforward: we notice that the Bellman equation in
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the discrete-time model is the Wiener{Hopf equation, and can be solved by
the Wiener{Hopf factorization method (1931) (which we use in a bit more
modern form, Eskin (1973)), assuming that the investment threshold is given.
The value function must satisfy certain conditions which lead to an equation
for the threshold.
The same approach can be applied to the pricing of the perpetual Amer-
ican put option, under the same very weak assumptions on the probability
distribution (see Levendorskii and Boyarchenko (1998)). There also exists
a continuous-time version of the method; the corresponding results will be
published separately.
In the second part, we consider the more realistic situations when
(i) a variable cost is present, and
(ii) the investment is partially reversible since of rms have exit as well
as entry timing options. In other words, we examine not only the upper
boundary (for the price of the output) which triggers new investment, but
also the lower boundary which forces disinvestment or exit.
For the case of gaussian processes, this problem was considered by Dixit
(1993) and Dixit and Pindyck (1994) (see also the bibliography therein); we
modify the treatment of Dixit (1993) and derive a system of two nonlinear
equations for the upper (entry) and lower (exit) thresholds.
Due to the high nonlinearity of the system when the higher and lower
thresholds are unknowns, it is impossible to nd an analytical solution to the
system, and so, in applications one has to solve it numerically. This applies
to both the standard model of Dixit (1993) and Dixit and Pindyck (1994)
and to our model. We produce numerical examples which show that
a) the value of the upper (entry) threshold can increase signicantly if we
replace a gaussian with a non-gaussian distribution (with the same variance),
hence optimal investment would be delayed, other things equal;
b) when investment is partially reversible with non-zero operational costs,
the investment (entry) threshold always increases whereas the lower (exit) one
may either increase or decrease, i. e., exit may either be furthered or delayed
depending on the properties of the distribution;
c) whereas both the upper and lower Marshallian thresholds go to 0 as
the volatility grows (implying that the regions where exit and inaction are
optimal shrink, while entry becomes optimal for almost all parameter values),
our model gives relatively stable thresholds. When the volatility becomes quite
high, even the disinvestment threshold increases and exit occurs sooner. At
high levels of volatility, the incentives to invest, and especially, to disinvest,
8
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become almost insensitive to further increases in volatility;
d) for the special case of completely irreversible investment with zero
operational cost, we prove that at the high volatility limit, the investment
threshold stabilizes at a nite value, and derive an approximate Tobin-type q
formula for the upper threshold.
1. THE PLANNER'S PROBLEM:
IRREVERSIBLE INVESTMENT
The model is a discrete version of the capacity choice model of investment
described in Dixit and Pindyck (1994), Chapter 11. Consider a planner who
chooses investment. The investment is irreversible, and each unit of capital
costs K to install. The single period return when Q units of capital are in
place is XU (Q) where X is a stochastic shift variable. There is no operational
cost, and a discount rate r > 0 is xed. The planner's objective is to maximize
the expected present value of returns net of capital installation cost.
Let x
t
= lnX
t
, and assume that
x
t+1
= x
t
+ + y
t
;(1)
where y
t
are independent identically distributed random variables with zero
mean and probability distribution density p satisfying
Z
+1
 1
p(x)e
x
dx < +1:(2)
For simplicity, we consider symmetric p, though our results allow generaliza-
tion to the case of non-symmetric distributions.
We have also to require
q := e
 r+
Z
+1
 1
p(x)e
x
dx < 1:(3)
The reason is that, for Q constant, the expected returns grow each period by
a factor e

R
+1
 1
p(x)e
x
dx; and are discounted back at rate e
 r
, and hence
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are given by
w(x) = U (Q)e
x
+1
X
j=0
q
j
;
for this series to converge, we need (3).
The last condition for p is: there exists " > 0 such that
Z
+1
 1


p
0
(x)


e
"x
dx < +1;(4)
this condition can be relaxed.
Let w(Q; x) be the Bellman function. Due to the absence of variable cost,
w(Q; x) is non-decreasing w.r.t. Q; for x xed;(5)
and clearly,
w(Q; x) is non-decreasing w.r.t. x; for Q xed;(6)
and
w(Q; x) is non-negative:(7)
On the strength of (6){(7),
w(Q; x) is measurable and locally integrable w.r.t. x:(8)
(If w(Q; x) = +1 for x  b, then for c > b and a < c, the integral over
(a; c) is +1.) Finally, assume that
U is dierentiable and concave:(9)
The argument on pp. 360{361 in Dixit and Pindyck (1994) shows that (9)
imply
w(Q; x) is concave w.r.t. Q; for x xed:(10)
10
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In discrete time, the Bellman equation for the problem under consideration
is
w(Q; x
j 1
) = max
Q
0
Q
n
e
x
j 1
U (Q)
 K  (Q
0
  Q) + e
 r
E

w(Q
0
; x
j
) j x
j 1

o
;(11)
where E is the expectation operator. Suppose that a point (Q; x) is in the
inaction region, i. e. the maximum in (11) is attained at Q
0
= Q. Then
w(Q; x) = U (Q) e
x
+ e
 r
E

w(Q
0
; x
j
) j x
j 1

;
or, on the strength of (1),
w(Q; x) = U (Q)e
x
+ e
 r
Z
+1
 1
p(y)w(Q; x+ + y) dy
= U (Q)e
x
+ e
 r
Z
+1
 1
p(x+   y)w(Q; y) dy;(12)
for all x < h(Q), where x = h(Q) is the boundary of the inaction region.
Thus, H(Q) = e
h(Q)
is the investment threshold, and to nd it, we have
to solve Eq. (12). To do this, we have to ensure that the value function is
dened for all values of the capital and shocks.
Lemma 1.1. Let (1), (2) and (9) hold, and let there exist (Q; x) such
that w(Q; x) < +1.
Then w(Q; x) < +1 for all (Q; x).
Proof. Suppose that for some y, w(Q; y) = +1. Then, on the strength
of (6), w(Q; z) = +1, 8z > y, and the RHS in (12) is innite. The
contradiction shows that w(Q; x) < +1, 8x.
Due to (5), for Q
1
< Q, w(Q
1
; x) < +1, and we may assume that Q
1
is in the action region. If (Q; x) and (Q
1
; x) are in the action region,
w(Q; x) w(Q
1
; x) = K  (Q Q
1
) +
 
U (Q) U (Q
1
)

e
x
;
8x > h(Q):(13)
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By dividing (13) by Q Q
1
and passing to the limit Q
1
! Q, we see that in
the action region w
Q
(Q; x) exists and
w
Q
(Q; x) = K + U
0
(Q)e
x
; x > h(Q):(14)
It follows from (9), (10) and (14), that there exists C = C(Q
1
; x) such that
for all Q > Q
1
, w
Q
(Q; x) < C. By integrating, we obtain w(Q; x) < +1:
Lemma has been proved.
The disinvestment is never optimal since there is no variable cost and the
installation cost cannot be recovered should X fall very low. Hence, h is
non-decreasing, and for almost all Q, the derivative
h
0
(Q) exists:(15)
Below, we consider only Q satisfying (15) and derive a formula for h(Q). We
will see that the expression obtained denes a continuous function, therefore
the formula will be valid for all Q.
Due to (5), for a given x, w
Q
(Q; x) exists for almost all Q, and by (14),
for (Q; x) in the action region; it is possible to show that if Q satises (15),
w
Q
(Q; x) exists for almost all x < h(Q) (details are available on request).
We choose Q satisfying (15), and dierentiate (12) w. r. t. Q:
w
Q
(Q; x) = U
0
(Q)e
x
+ e
 r
Z
+1
 1
p(x+   y)w
Q
(Q; y) dy;
8x < h(Q):(16)
Due to (2), bp = Fp, the Fourier transform of p:
bp(k + i ) =
Z
+1
 1
e
 ixk
p(x)e
x
dx;
is well-dened for all k 2 R and j j  1. Denote by F
 1
the inverse Fourier
transform, and for a function a, dene an operator a(D) by
a(D)u(x) = F
 1
a(k)Fu(x)
= (2)
 1
Z
+1
 1
Z
+1
 1
e
i(x y)k
a(k)u(y) dy dk:
12
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An operator a(D) is called a pseudo-dierential operator with the symbol
a(D). If a is a polynomial, a(D) is a dierential operator. In particular,
Du =  iu
0
.
By using the Taylor expansion, we obtain
u(x+ ) =
+1
X
j=0
1
j!
u
(j)
(x)
j
=
 
exp (iD)u

(x)
(u
(j)
denotes the derivative of order j). Using this equality and an equality
Z
+1
 1
p(x  y)u(y) dy =
 
F
 1
bp(k)Fu

(x);
we may rewrite (16) as
 
A(D)w
Q

(Q; x) = U
0
(Q)e
x
; x < h(Q);(17)
where A(k) = 1  e
 r+ik
bp(k).
If (17) were an equation on R, we would have been able to solve it by
applying an operator
A(D)
 1
= F
 1
A(k)
 1
F ;
i. e. by making the Fourier transform, next multiplying by the inverse A(k)
 1
,
and then making the inverse Fourier transform. Unfortunately, the equality
in (17) holds on an interval, and therefore, is more dicult to solve.
Fix Q and h, a prospective kandidat for h(Q), and set
U
0
= U
0
(Q);
u(x) = w
Q
(Q; x+ h) K   U
0
e
x+h
:
Since De
x
=  i(e
x
)
0
=  ie
x
, we obtain
A(D)K = A(0)K;
A(D)e
x
= A( i)e
x
:
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Therefore, in terms of u, (14) and (17) are
u(x) = 0; x > 0;(18)
and
 
A(D)u

(x) = qU
0
e
x+h
  r
1
K; x < 0;(19)
where q = 1 A( i) = e
 r+
bp( i) is the same as in (3), and r
1
= A(0) =
1  e
 r
.
Take small " 2 (0; 1), and set
u
"
(x) = e
"x
u(x);
A
"
(k) = A(k + i"):
By multiplying (18){(19) by e
"x
and taking into account that
e
"x
De
 "x
u(x) = e
"x

  i
d
dx

e
 "x
u(x)
=

  i
d
dx
+ i"

u(x) = (D + i")u(x);
and hence, e
"x
A(D)e
 "x
= A
"
(D), we obtain
 
A
"
(D)u
"

(x) = qU
0
e
h
e
(1+")x
  r
1
Ke
"x
; x < 0;(20)
u
"
(x) = 0; x > 0:(21)
To solve (20){(21), we need the following lemma. It is a variant of standard
factorization theorems (see, e. g., Eskin (1973), Section 6).
Lemma 1.2. Let (2) and (4) hold.
Then there exists "
0
> 0 such that for any j"j  "
0
, A
"
(k) admits a
factorization
A
"
(k) = A
"
+
(k)A
"
 
(k)(22)
with the A
"

(k) satisfying the following conditions:
a) A
"
+
(k + i ) (resp. A
"
 
(k + i )) is holomorphic in a half-plane  > 0
(resp.  < 0), and admits a continuous extension into the closed half-plane;
14
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b) there exist c > 0, , C such that
c 


A
"

(k  i )


 C; 8  0;(23)
c) A
"

(k  i )
 1
admits a representation
A
"

(k  i )
 1
= 1 + T
"

(k  i );(24)
where T
"

(k + i ) is holomorphic in a half-plane  > 0, and satises an
estimate


T
"

(k + i )


 C
 
1 + jkj+ j j

 !
1
; 8    0;(25)
where C and !
1
> 0 are independent of k + i .
Proof. We set, for  > 0 and k 2 R,
b
"

(k  i ) = 
i
2
Z
+1
 1
lnA
"
(l)
k  i   l
dl;
A
"

(k  i ) = exp (b
"

 
k  i )

:
(26)
The proof that A
"

satisfy (22) and a){c) is a minor variation of the proof
in Eskin (1973), Section 6 (details are available on request).
Parts a) and b) of Lemma 1.2 allow one to obtain a unique solution
u
"
2 L
2
(R
 
) to a problem (20){(21) (see, e. g., Eskin (1973), Theorem 7.1):
u
"
= A
"
+
(D)
 1

 
A
"
 
(D)
 1
 
qU
0
e
h
e
(1+")x
  r
1
Ke
"x

;
where 
 
is the characteristic function of a half-axis R
 
: 
 
(x) = 1, x < 0,

 
(x) = 0, x  0. By multiplying by e
 "x
, we obtain
u = e
 "x
A
"
+
(D)
 1

 
A
"
 
(D)
 1
 
qU
0
e
h
e
(1+")x
  r
1
Ke
"x

:(27)
Eq. (27) can be rewritten as
u = A
0
+
(D)
 1

 
 
A
0
 
( i)
 1
qU
0
e
h
e
x
 A
0
 
(0)r
1
K

(details are available on request), so that u is independent of ".
15
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The derivation of a formula for h = h(Q) is based on an analysis of the
behaviour of u = u(x; h) in the vicinity of zero. Since we have an explicit
formula for the Fourier image of u, the analysis is straightforward but rather
technical.
Lemma 1.3. For x > 0, u(x; h) = 0, and as x!  0,
u(x; h) = d(h)
 
1 + e
h

1
(x) + 
2
(x)

+xA
0
 
(0)
 1
r
1
K + e
h

1
(x) + 
2
(x);(28)
where functions 
1
(x) = o (1), 
2
(x) = o (1), 
1
(x) = o (x), 
1
(x) = o (x)
are independent of h, and d(h) = A
0
 
( i)
 1
qU
0
e
h
  A
0
 
(0)
 1
r
1
K.
Proof is available on request.
By returning to w
Q
(Q; x), we obtain
w
Q
(Q; x; h) = K + U
0
(Q)e
x
+ d(h)
 
1 + e
h

1
(x  h) + 
2
(x  h)

+(x  h)d(h)A
0
 
( i)
 1
qU
0
(Q)e
h
+e
h

1
(x  h) + 
2
(x  h);(29)
as x ! h   0. Direct calculations (available on request) show that b
0
 
( i)
and b
0
 
(0) are real, therefore A
0
 
( i) and A
0
 
(0) are positive, and d(h) is
real. Eq. (29) implies
lim
x!h 0
w
Q
(Q; x; h) = K + U
0
(Q)e
h
+ d(h);
and since
lim
x!h+0
w
Q
(Q; x; h) = K + U
0
(Q)e
h
;
the assumption d(h) 6= 0 contradicts (10).
If d(h) = 0, (29) gives
lim
x!h 0
w
Q
(Q; x; h) = K + U
0
(Q)e
h
= lim
x!h+0
w
Q
(Q; x; h);
and
16
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lim
x!h 0
w
Qx
(Q; x; h) = A
0
 
(0)
 1
r
1
K + U
0
(Q)e
h
> U
0
(Q)e
h
= lim
x!h+0
w
Qx
(Q; x; h);
which agrees with (10) but shows that the smooth pasting condition (valid
for a gaussian continuous-time model) fails in our discrete-time model.
Clearly, d(h) = 0 if and only if
H(Q)
 
= e
h(Q)

=
r
1
A
0
 
( i)
A
0
 
(0)qU
0
K;(30)
and direct calculations (available on request) show that
A
0
 
( i)
A
0
 
(0)
= r
 1=2
1
exp (I
1
  I
2
);(31)
where
I
1
=
1
2
Z
+1
0
ln

 
1  e
 r
bp(l) cos (l)

2
+
 
e
 r
bp(l) sin (l)

2

(1 + l
2
)
 1
dl;
I
2
=
1

Z
+1
0
arctg

bp(l) sin (l)
e
r
  bp(l) sin (l)

l
 1
(1 + l
2
)
 1
dl:
Theorem 1.1. Let (1){(4) hold.
Then the investment threshold is given by (30){(31).
Proof. We have proven (30) for almost all Q. Since h is non-decreasing
and the RHS in (30) is continuous, (30) holds for all Q.
To facilitate the comparison with the Marshallian prescription, we rewrite
(30) as
H(Q)U
0
(Q)
1  q
=
A
0
 
( i)r
1
A
0
 
(0)q(1   q)
K:(32)
XU
0
(Q) is the marginal utility, and the expected present value of it is equal
to XU
0
(Q)=(1   q) | see discussion after (3). A textbook Marshallian
17
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calculation tells the planner to invest when this value exceeds the cost K,
but, as in Dixit (1993) and Dixit and Pindyck (1994), an additional factor
{ =
A
0
 
( i)r
1
A
0
 
(0)q(1  q)
intervenes; in Dixit (1993) and Dixit and Pindyck (1994), the factor is {
0
=
=(   1), where  > 1 is a positive root to the characteristic equation
k
2

2
=2 + k
2
  r = 0.
Similar results were obtained in the rst version of the present paper
(Boyarchenko and Levendorski

i (1997)), where intuitively more appealing,
albeit approximate, method was used. A formula for the factor was
{
1
=

+

+
  1
;
where 
+
> 1 was a positive root to the characteristic equation
ln bp( i) +   r = 0:
It was shown that for a non-gaussian process with the same variance, 
+
< ,
and hence, {
1
> {
0
, and numerical results were produced to show that the
dierence may be dozens or even hundreds percent.
Here the factor, {, is rather complicated, and its comparative statics
analysis would be dicalt to perform; still, it is not dicult to calculate it
numerically.
Numerical Examples. The rst truncated Levy distributions were con-
structed by Mantegna and Stanley (1994). Later, Koponen (1995) construct-
ed a family of truncated Levy distributions which admitted an explicit descrip-
tion in terms of their Fourier transforms. For the sake of brevity, we consider
only symmetric distributions of this family, with the Fourier transforms, bp

,
given by
bp

(k) = exp

  
2

2
1  ((k=)
2
+ 1)
=2
cos (arctg (k=))
(   1)

;
where  > 0,  > 0 and  2 (0; 2],  6= 1 are parameters. We have chosen a
normalization so that the variance is independent of  and .
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For  = 2, we obtain
bp
2
(k) = exp

 

2
k
2
2

which means that p
2
is a gaussian distribution. As  moves from 2 down, p

deviates from a gaussian distribution, and for xed  2 (0; 2),  6= 1, in the
limit ! +0, p

becomes a Levy distribution with
bp

(k) = exp

 
c
1
jkj

cos (=2)
(   1)

:
Roughly speaking, ( 
 1
; 
 1
) is an interval where p

diers insignicantly
from a Levy distribution, and for jxj  
 1
, the distribution exhibits an
exponential fall-o.
Here are some numerical examples
1)
. In the table below, we x r, , ,
 and see how the factor { varies with . Since t is normalized to unity,
r, ,  have to be small, which explains choices in examples below. For
comparison, we give the corresponding values of the factor in Dixit (1993)
and Dixit and Pindyck (1994), {
0
; it depends on r,  and  only.
Table 1. Parameters: r = 0.006,  =  0.002.
 2.0 1.8 1.6 1.4 1.2 0.8 0.6 0.4 0.2 {
0
 = 0.095 3.332 3.341 3.358 3.387 3.431 3.558 3.723 3.922 4.223 3.512
 = 1.5
 = 0.111 6.578 6.732 6.973 7.334 7.873 10.029 12.428 17.631 37.637 7.011
 = 1.5
 = 0.079 2.252 3.242 2.231 2.218 2.204 2.173 2.159 2.150 2.145 2.347
 = 2
In the rst two examples, it is clearly seen that the factor { grows as 
goes from 2 down, i. e. as the process deviates from a gaussian one of the
same variance.
1)
The authors thank Mitya Boyarchenko for help with the calculations.
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In the rst case, the factor { can grow by more than 26%, and in the
second case, by 572%.
The third example shows that the factor can decrease, though not that
signicantly | by 4.5%; as compared with the continuous time model | by
8.7%.
We see that the factor can increase quite dramatically as we replace a
gaussian distribution with a non-gaussian one of the same variance. There are
also cases when the factor decreases, though not signicantly. This happens
if a distribution is obtained from a Levy one by truncation that is too close
to origin.
Probably, the last eect is partly due to a smooth truncation in the
Koponen's (1995) family: for a mixture p
2
+ (1   )pp,  2 [0; 1]; of a
gaussian distribution p
2
, with variance , and a distribution pp, uniform on
[ 
p
3; 
p
3], the threshold usually grows (weakly) as  goes from 1 down
and the distribution deviates from the gaussian one for various values of r,
, .
2. ENTRY AND EXIT STRATEGIES
UNDER NON-GAUSSIAN
DISTRIBUTIONS
Consider a planner who is contemplating investment (or disinvestment) of
a unit of capital. Each unit of capital costs K to install, and the cost of
abandoning a unit of capacity is J . If investment is partially reversible, J can
be negative as there can be positive salvage value (usually,  J < K).
The present value of the cash ow when Q units of capital are installed
is given by XC(Q), where X is a stochastic shift variable. The interest rate
r(> 0) is assumed to be constant. The variable cost per unit, v, is positive,
so that installed capital may be reduced should X fall to very low levels.
The planner's objective is to maximize the present value of expected cash
ows net of capital installation (or abandonment) costs, where valuation is
by expected value under the equivalent martingale measure. When X rises,
the planner must decide whether to install a unit of capital or not. In other
words, she has to determine an upper threshold for X, H(Q), which triggers
new investment. Similarly, disinvestment will be triggered if a lower threshold,
L(Q), is hit.
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We assume that X is observed at equally{spaced discrete time intervals
t
j
, with t
j
 t
j 1
 t being xed (and small). We assume that X
j
 X(t
j
)
satisfy
lnX
j
  lnX
j 1
= t+ Y
j
;(33)
where Y
j
are independent identically distributed (i. i. d.) random variables
with zero mean and a probability density function p(x) which admits a bound
p(x)  D exp ( jxj);(34)
where D and  > 1 are independent of x
2)
. Note that ; p;D and  depend
on t, and that for gaussian distributions (34) holds with any .
Let W (Q;X) denote the value of the project when at the initial state
there is a demand shock at X and an amount Q of capacity is installed.
Decomposing W into the cash ow over the next time interval, t, and the
project continuation value, assuming that the cost is incurred at the beginning
of each period, we have:
W (Q;X
j 1
) =
 
X
j 1
C(Q)  vQ

t
+E

W (Q;X
j
) exp ( rt)

;
or
W (Q;X
j 1
) =
 
X
j 1
C(Q)  vQ

t
+E
h
W
 
Q;X
j 1
exp (t+ Y
j
)

i
exp ( rt):
If we x j and denote x  lnX
j 1
, we have
W (Q; exp (x)) =
 
exp (x) C(Q)  vQ

t
+exp ( rt)
Z
+1
 1
p(y) W
 
Q; exp (x+ t+ y)

dy:(35)
For given Q, (35) is a linear equation w. r. t. the unknown function w(x) 
W (Q; exp (x)):
w(x) = exp ( rt) (Pw)(x+ t) + f(x);(36)
2)
This condition is needed to ensure that the expectation values of X
j+1
and X


j+1
below are nite.
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where f(x)  (exp (x)C(Q)  vQ)t, and the linear operator P  P
t
acts
as follows:
(Pw)(x) 
Z
+1
 1
p(y)w(x + y) dy:
Since (36) is a linear inhomogeneous equation, any solution is of the form:
w = w
1
+w
0
where w
1
is a particular solution to (36) (the same for all w) and w
0
is a
solution to the corresponding homogeneous equation:
w(x) = exp ( rt) (Pw)(x+ t):(37)
Due to the special form of f(x) = (exp (x)C(Q)  vQ)t, it is natural
to look for a particular solution w
1
of the form
w
1
(x) = A exp (x) + B;(38)
where A and B are constants. Denote by M () the moment generating
function
M () =
Z
+1
 1
p(y) exp (y) dy;
and set m() = lnM ()=t
3)
.
By substituting (38) into (36) and using the equality
Z
+1
 1
p(y) exp
 
(x+ y)

dy = exp
 
x+m()t

;(39)
we obtain an expression for A:
A

1  exp
  
  r +m(1)

t


exp (x) = exp (x)C(Q)t;
giving
A =
C(Q)
c(r; ;t; p;1)
;
3)
For a gaussian process, m() =
1
2

2

2
:
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where
c(r; ;t; p; )
1  exp ((   r +m())t)
t
:
Similarly, we nd
B =
 vQ
c(r; ;t; p; 0)
:
The particular solution is given by
w
1
(x) =
exp (x)C(Q)
c(r; ;t; p; 1)
 
vQ
c(r; ;t; p; 0)
:(40)
(Note that due to Eq. (34), m(1) < +1.) This is the net present value
of the project if no further investment or disinvestment is ever undertaken.
For Q constant, the expected cash ow grows each period t by a factor
exp ((+m(1))t) and is discounted back at the rate exp ( rt), satisfying
the equation
w(x) = exp (x)C(Q)t
+exp

 
  r +m(1)

t

w(x):
The solution is the rst term in the RHS of (40), while the second term is
the discounted life-time cost. For the RHS in (40) to be positive and nite,
we require
r    m(1) > 0:(41)
In realistic economic situations, (r      m(1))t and rt are small, and
therefore, approximately,
c(r; ;t; p; 0) = r;
c(r; ;t; p; 0) = r    m(1);
up to relatively small errors. If the process is gaussian, m(1) = 
2
=2, and
r    m(1) =
r     
2
2
coincides with the denominator in the corresponding formula in Dixit (1993)
and Dixit and Pindyck (1994).
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Consider now the homogeneous linear equation (37), seeking for solutions
of the form w(x) = exp (x). By substituting w(x) = exp (x) into (37)
and using (39), we see that this function is a solution to eq. (37) if and only
if  is a root of the characteristic equation
1  exp

 
  r +m()

t

= 0:(42)
The following theorem describes the set of real roots of eq. (42)
4)
.
Theorem 2.1. a) Eq. (42) has at most one positive root, 
+
, and one
negative root, 
 
, which coincide with the real roots of the equation
m() +   r = 0:(43)
b) Eq. (42) has a root on ( ; 0) (on (0; )) if and only if
lim
! 
 
m() +   r

> 0
 
resp., lim
!
 
m() +   r

> 0

:(44)
Equation (43) plays the role of the characteristic equation in the theory of
ordinary dierential equations; in Dixit and Pindyck (1994) this equation is
dubbed the fundamental quadratic, since in cases arising there its order is
equal to two.
In Boyarchenko and Levendorskii (1997), we argued that in realistic situ-
ations the non-real roots of eq. (42) have large imaginary parts. Such roots
give rise to wildly oscillating solutions to the homogeneous equation. Dis-
regarding these solutions as having little economic sense and assuming that
(44) holds, we arrive at the following general solution of eq. (36):
w(x) = w
1
(x) +A exp (
 
x) +B exp (
+
x);(45)
where w
1
is given by (40), and 

are the real solutions to eq. (43). Recall
that (45) is valid under condition (41), and that w
1
and A;B depend on Q.
Having found the general solution (45) to eq. (36), we can next proceed
similarly to Dixit (1993) and Dixit and Pindyck (1994). Returning to the
4)
See Theorem 2.1 in Boyarchenko and Levendorski

i (1997).
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initial variables X = exp (x) and W = W (Q;X), we can rewrite (45) as
W (Q;X) =
XC(Q)
c(1)
 
vQ
c(0)
+A(Q)X

 
+ B(Q)X

+
;(46)
where A(Q) and B(Q) are arbitrary constants, and c(s)  c(r; ;t; p; s).
Eq. (46) for the value of capacity Q was derived assuming no local change
in Q, therefore it is valid only in the region between the disinvestment and
investment thresholds (L(Q) < X < H(Q)). By using the envelope condition
for the Bellman equation at the upper and lower boundaries of the inaction
region L(Q) < X < H(Q), and then using the smooth pasting condition at
both boundaries, we derive the following conditions:
W
Q
(X;Q) = K +XC
0
(Q)t;
W
QX
(X;Q) = C
0
(Q)t
at X = H(Q);(47)
W
Q
(X;Q) =  J +XC
0
(Q)t;
W
QX
(X;Q) = C
0
(Q)t
at X = L(Q):(48)
Ast! 0, (47) and (48) become the usual conditions in the continuous-time
model in Dixit (1993) and Dixit and Pindyck (1994), i. e.,
at the upper threshold X = H(Q): W
Q
= K and W
QX
= 0,
and
at the lower threshold X = L(Q): W
Q
=  J and W
QX
= 0.
The four equations in (47) and (48) determine the functions A(Q); B(Q),
and the thresholds H(Q); L(Q). By using (46), we can write down these
equations explicitly:
H(Q)C
0
(Q)(1  c(1)t)
c(1)
 
v
c(0)
+ A
0
(Q)H(Q)

 
+ B
0
(Q)H(Q)

+
= K;(49)
C
0
(Q)(1  c(1)t)
c(1)
+ 
 
A
0
(Q)H(Q)

 
 1
+ 
+
B
0
(Q)H(Q)

+
 1
= 0;(50)
L(Q)C
0
(Q)(1  c(1)t)
c(1)
 
v
c(0)
+ A
0
(Q)L(Q)

 
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+ B
0
(Q)L(Q)

+
=  J ;(51)
C
0
(Q)(1  c(1)t)
c(1)
+ 
 
A
0
(Q)L(Q)

 
 1
+ 
+
B
0
(Q)L(Q)

+
 1
= 0:(52)
Note that these equations are very similar to eq. (3.28){(3.31) in Dixit
(1993): only the constant factors are dierent, and the role of ;  in Dixit
(1993) is played here by 
 
; 
+
, respectively.
If we set K

= K + v=c(0), K

=  J + v=c(0) and use Kramer's
rule, we can solve the system of equations (49){(52) with A
0
(Q)L(Q)

 
,
A
0
(Q)H(Q)

 
, B
0
(Q)L(Q)

+
, B
0
(Q)H(Q)

+
as the unknowns, and obtain
A
0
(Q)L(Q)

 
=
K


+
+ (1  
+
)L(Q)C
0
(Q)(1   c(1)t)=c(1)

+
  
 
;
A
0
(Q)H(Q)

 
=
K


+
+ (1  
+
)H(Q)C
0
(Q)(1  c(1)t)=c(1)

+
  
 
;
B
0
(Q)L(Q)

+
=  
K


 
+ (1  
 
)L(Q)C
0
(Q)(1  c(1)t)=c(1)

+
  
 
;
B
0
(Q)H(Q)

+
=  
K


 
+ (1  
 
)H(Q)C
0
(Q)(1  c(1)t)=c(1)

+
  
 
:
Next we can eliminate A
0
(Q) and B
0
(Q):

H(Q)
L(Q)


 
=
K


+
+ (1   
+
)H(Q)C
0
(Q)(1   c(1)t)=c(1)
K


+
+ (1  
+
)L(Q)C
0
(Q)(1  c(1)t)=c(1)
;(53)

H(Q)
L(Q)


+
=
K


 
+ (1  
 
)H(Q)C
0
(Q)(1   c(1)t)=c(1)
K


 
+ (1  
 
)L(Q)C
0
(Q)(1  c(1)t)=c(1)
:(54)
If we set !

= (

  1)(1   c(1)t)=(

c(1)) and divide the numerator
and the denominator in the RHS of eq. (53) (respectively, eq. (54)) by 
+
(respectively, by 
 
), we obtain

H(Q)
L(Q)


 
=
K

  !
+
H(Q)C
0
(Q)
K

  !
+
L(Q)C
0
(Q)
;(55)

H(Q)
L(Q)


+
=
K

  !
 
H(Q)C
0
(Q)
K

  !
 
L(Q)C
0
(Q)
:(56)
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The system (55){(56) is highly nonlinear and so, since analytically, it cannot
be solved one has to resort to numerical simulations. The only exception
is a special case of irreversible investment and zero operational cost, when
there is no lower (exit) threshold and it is possible to write down an analytic
expression for the upper (entry) threshold:
H(Q)C
0
(Q) =
c(1)
+

+
  1
K:(57)
We consider this special case in more detail, before we present numerical
simulations results.
2.1. A TOBIN-TYPE FORMULA
FOR THE INVESTMENT THRESHOLD
Let parameters of the model vary in such a way that 
+
! 1. Then, using
an approximate formula c(1)  r      m(1), and applying the Lagrange
formula to m(
+
) + 
+
  r (= 0), we obtain the approximate equality:
m
0
(1)(
+
  1) + (
+
  1)  c(1) = 0:
Hence,
c(1)
+
(
+
  1)
= m
0
(1) + ;
and expression (57) for the investment threshold in the case of irreversible
investment can be written as
H(Q) =
qK
C
0
(Q)
;
where q = m
0
(1) + .
Recall that m() = lnM ()=t, so that
m
0
(1) =
M
0
(1)
M (1)t
;(58)
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and
M
t
(1) = 1 +

2
t
2
+
kurtosis
24
+    ;(59)
M
0
t
(1) = 
2
t
+
kurtosis
6
+    :(60)
Typically, for small t one expects 
2
t
to be small and the tails in (59) and
(60) to be small w.r.t. 
2
t
. If this is the case, we can simplify (58) and write
q  +

2
t
t
+
kurtosis
6t
:(61)
If the process is close to a Gaussian one in the sense that the kurtosis is small
relative to the variance, we can simplify (61) further and write
q  +

2
t
t
:(62)
Note that for a Gaussian process with constant parameters  and , the
condition 
+
! 1 is equivalent to 
2
=2! r , so that (62) can be written
in either of the following two forms:
q  + 
2
or q  r +

2
2
:
If the tails of the distribution are fat and the kurtosis is relatively large,
its contribution to eq. (61) cannot be neglected. That is, for fat-tailed
distributions, (61) should t better than (62).
2.2. A NUMERICAL ILLUSTRATION
In Boyarchenko and Levendorskii (1997) we showed that for distributions of
the Koponen's family (see numerical examples in Section 1)
m

() =

2

2
2(   1)

(1 + =)

+ (1  =)

  2

:
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We also added two (families of) distributions, p
0
and p
1
; in terms ofm

() =
lnM

()=dt, where M

() is the moment-generating function, they are given
by
m
0
() =  

2

2
2
ln (1  
2
=
2
);
m
1
() =

2

2
2

(1 + =) ln (1 + =)
+(1  =) ln (1   =)

:
These distributions also have constant variance 
2
.
We showed that for all , non-real roots of the characteristic equation
(11) either do not exist or have large imaginary parts, and that 

exist if
and only if either  = 0 or  = 1 and 2 ln2   r > 0 or  2 (0; 2],  6= 1
and m

()    r > 0.
We also proved the following theorem which characterizes the dependence
of roots 

= 
;;;
and factors {  
+
=(
+
  1) on , , , with the
other parameters being xed.
Theorem 2.2. If 
1
 
2
, 
1
 
2
, 
1
 
2
, and one of the inequalities
is strict, then


2
;
2
;
2
; 
< 

1
;
1
;
1
; 
< 0 < 

1
;
1
;
1
;+
< 

2
;
2
;
2
;+
:
If, in addition, 

1
;
1
;
1
;+
> 1, then
{

1
;
1
;
1
> {

2
;
2
;
2
> 1:(63)
Equation (63) says that if one applies the standard model of irreversible
investment of Dixit and Pindyck (1994) when the underlying stochastic pro-
cess is actually a truncated Levy process with  < 2, one obtains a lower
investment threshold than the one predicted by our model. That is, if the
distribution is non-gaussian, the rm should wait more before it invests. The
smaller  and , i. e. the greater the deviation from normality, the larger the
discrepancy.
Below we present values for the higher (upper) and lower thresholds for
the non-gaussian process, H = H

and L = L

; and for the Marshallian
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thresholds,
HM = HM

=
K

c(1)
C
0
(Q)(1  c(1)t)
;
LM = LM

=
K

c(1)
C
0
(Q)(1  c(1)t)
;
as  goes from 2 down to 0 (i. e. as the deviation from normality increases).
We use values for r,  and  that are typical for the examples in Dixit and
Pindyck (1994).
Table 2. Upper (Entry) and lower (Exit) Investment Thresholds under a Non-
Gaussian Distribution, H and L, vs. the Marshallian thresholds,
HM and LM , for dierent values of . Parameters: r = 0:05,
 =  0:05,  = 2, K

= 100, K

= 35, C
0
(Q) = 2.
Panel A ( = 0:3)
 2.0 1.8 1.6 1.4 1.2 1.0 0.8 0.6 0.4 0.2 0.0
H 5.93 6.02 6.13 6.28 6.45 6.64 6.80 7.08 7.35 7.62 7.92
HM 2.67 2.66 2.65 2.63 2.60 2.58 2.54 2.50 2.46 2.41 2.35
L 0.41 0.41 0.41 0.42 0.42 0.42 0.43 0.43 0.43 0.44 0.44
LM 0.93 0.93 0.92 0.91 0.90 0.89 0.88 0.86 0.84 0.82 0.80
Panel B ( = 0:4)
 2.0 1.8 1.6 1.4 1.2 1.0 0.8 0.6 0.4 0.2 0.0
H 6.68 6.75 6.84 6.95 7.09 7.26 7.45 7.66 7.90 8.17 8.46
HM 1.01 0.97 0.94 0.90 0.86 0.81 0.75 0.67 0.59 0.50 0.40
L 0.28 0.28 0.28 0.28 0.29 0.29 0.29 0.29 0.30 0.30 0.31
LM 0.35 0.34 0.33 0.32 0.30 0.28 0.26 0.24 0.21 0.17 0.14
30
Conclusion
From Table 4.A we see that H and L increase, whereas the Marshallian
equivalents HM and LM decrease, as  declines. The lower threshold (L)
does not change signicantly with , whereas the upper one (H) can increase
by up to 33% as  varies from 2.0 to 0.0.
More interesting still is the relation of the non-gaussian thresholds to the
Marshallian thresholds: H is higher than the upper Marshallian threshold
HM , suggesting that investment should be further delayed, while L is (usu-
ally) lower than the Marshallian threshold LM (implying that disinvestment
should be postponed as well). Overall, the range of inaction may increase
with deviation from normality and with volatility. The higher the volatility
(see Table 4.B when  increases from 0.3 to 0.4), the larger the discrep-
ancy between the upper thresholds (whereas the discrepancy between lower
thresholds may shrink).
CONCLUSION
In the dynamic stochastic environment of real life, random variables of com-
plex systems are frequently characterized by power law distributions involving
fat tails. Usually, such fat tails are caused by (and serve as indicators of) pro-
cesses of self-organization; in economics, such processes appear when agents
(e. g., rms) in the market are too sensitive to the behavior of other rms in
their reference groups. The existence of fat-tailed distributions in economics
is well-documented for interest rates and stock indices. At the same time,
such fat tails are often truncated (eventually exhibiting exponential fall-o)
due to the existence of entry and exit thresholds as a result of equilibrating
mechanisms in the marketplace.
In the paper, we have constructed two discrete-time models of investment
under uncertainty, which are applicable in the case of non-gaussian distri-
butions. These models admit a closed-form solution as does the standard
continuous-time model based on the geometric Brownian Motion (systemati-
cally used by Dixit and Pindyck (1994) and other authors). Our models allow
one to treat more complex processes and do not require that passing to the
continuous time limit be possible. The last remark is essential in applications
where the time increment is not very small. In addition, in cases when the
underlying stochastic process is a mixture of continuous and jump process-
es, our models do not require that this mixture be separated, as standard
models do.
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Here is another characterization of our models: in standard models of
irreversible investment under uncertainty, only information about mean and
variance is used, whereas in our models | about moments of higher order as
well.
According to standard models, volatility changes the threshold for the
investment: the higher volatility of a commodity's price (and the standard
measure of volatility is the variance), the higher price level is needed to trigger
new investment. Our models show that in the case of fat-tailed distributions,
the threshold depends on the higher moments, and in some cases can be much
higher still: it can grow with the higher moments even if the variance remains
the same. However, there are also cases when the threshold decreases, and
this may happen when fat tails are truncated in a small vicinity of the origin.
This implies that policy interventions should aim at dumping large uctuations
rather than at decreasing the average volatility, i. e. variance.
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ON THE IMPACT OF THE POLICY UNCERTAINTY
ON INVESTMENT
1. INTRODUCTION
In the paper, we consider the impact of policy uncertainty on investment
decisions. One could argue that if rms are hesitant to invest under ongo-
ing uncertainty, then the government should intervene and create addition-
al investment incentives. However, this appears not necessarily to be true.
Moreover, governments can even enhance uncertainty through the prospect
of shifts in policy. The latter may be particularly relevant for the countries in
the process of economic transition.
Here we will consider only changes in tax/ subsidy policy, following the treat-
ment in Dixit and Pindyck (1994). We derive a system of equations for
investment thresholds and solve it numerically assuming that the price of
output follows non-gaussian process, and we show that in the presence of an
additional source of uncertainty (in this case, policy uncertainty), dierence
in the threshold levels between the gaussian and non-gaussian cases is much
larger than without this additional source.
In other words, an additional source of uncertainty enhances the eect of
\non-gaussianness".
2. STATEMENT OF THE PROBLEM
AND THE SYSTEM OF EQUATIONS FOR
THE INVESTMENT THRESHOLDS
We begin with a rm contemplating a discrete investment project with sunk
cost I. The rm is risk neutral. Assume that starting from moment t
0
, the
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project will produce one unit of output in each time period (t
i
; t
i+1
). Let the
instantaneous price of output equal P
1i
and a ow cost equal P
2i
. Denote
P
i
= P
1i
  P
2i
the prot ow at
t = t
i
:
Suppose that P
i
satisfy
lnP
i+1
= lnP
i
+ t+ Y
i
;(1)
where Y
j
are i.i.d. with zero mean and the probability distribution function
p(x) which satises
p(x)  C exp
 
 jxj

;(2)
and C;  > 1 are independent of x.
Consider, as the policy instrument, an investment tax credit at rate  (0 <
 < 1), which is given exogenously. If the tax credit policy is in eect, the
rm incurs the a sunk cost of investment (1 ) I. However, the government
has the possibility to switch from investment tax crediting to no credit policy
regime and vice versa.
Policy uncertainty is not likely to be described by a Brownian Motion, there-
fore, following Dixit and Pindyck (1994), we assume that the shifts in policy
follow a Poisson process. Namely, if the tax credit is currently not available
(we further denote this state by a subscript 0), then the probability that it
will be introduced during the next time period,
t = t
i+1
  t
i
;
is
1  e
 
1
t
:
Similarly, if the tax credit is currently in eect (we indicate this state by a
subscript 1), then the probability that it will be withdrawn is
1  e
 
1
t
:
Intuitively, one could suggest the following rm's investment strategy (see
Dixit and Pindyck (1994)):
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a) there exists a lower threshold P
0
for the prot ow such that below this
threshold the rm will never invest irrespectively of the policy regime;
b) there also exists an upper threshold P
1
such that above this value, the
rm will always invest under both police regimes;
c) if the current prot ow P
j
belongs to the interval (P
0
; P
1
), then the rm
will invest if and only if the tax credit is in eect.
To determine the thresholds P
0
; P
1
, we proceed as in Dixit and Pindyck
(1994). Consider the net payo to the investment opportunity at time t
j
as
a function of the current prot ow P
j
. Denote this payo by
V
1
= V
1
(P
j
)
if the tax credit is in eect, and by
V
0
= V
0
(P
j
)
otherwise.
If the investment project is undertaken, then the net payos can be calculated
as follows:
V
0
(P
j
) = V (P
j
)  I;
V
1
(P
j
) = V (P
j
)  (1  ) I;
where
V (P
j
) = E
"
+1
X
i=0
P
j+i
e
 irt
#
t;
the discount rate r is constant.
Decomposing V (P
j
) as usual into the ow of prots over the next time
interval t and the continuation value, we obtain
V (P
j
) = P
j
t+ e
 rt
V
 
E [P
j+1
]

:
Using (1) and (2), we obtain
E [P
j+1
] = P
j
Z
1
 1
p(y) e
t+y
dy
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= P
j
e
t
M (1)
= P
j
e
t+m(1)t
;
where
M () = M (p; )
is the moment generating function dened (for jj <  ) as
M () =
Z
1
 1
p(y) e
y
dy;
and
m() =
lnM ()
t
:
Therefore,
V (P
j
) = P
j
t+ e
( r+m(1))t
V (P
j
);
provided
1  e
(m(1)+ r)t
> 0
or equivalently,
m(1) +   r < 0:(3)
(This condition ensures that the NPV is nite.)
If (3) holds, then
V (P
j
) = P
j
t
1  q
;
where
q = e
(m(1)+ r)t
;
hence
V
0
(P
j
) = P
j
t
1  q
  I;(4)
V
1
(P
j
) = P
j
t
1  q
  (1  ) I:(5)
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Consider separately the cases when
1) P
j
> P
1
,
2) P
j
2 (P
0
; P
1
),
and
3) P
j
2 (0; P
0
).
If
P
j
> P
1
;
then the rm always invests, so V
0
(P
j
); V
1
(P
j
) are given by equations (4)
and (5), respectively.
If
P
j
2 (P
0
; P
1
);
then the rm invests when tax credit is available, so V
1
(P
j
) is given by (5)
as above. However, V
0
(P
j
) is more complicated now.
During the next short time interval t, with probability
1  e
 
1
t
the credit will be implemented, the rm will invest and its value will be
V
1
(P
j+1
). Otherwise, the rm will not invest and its value will be V
0
(P
j+1
).
Thus
V
0
(P
j
) = e
 rt
n
(1  e
 
1
t
)E

V
1
(P
j+1
)

+e
 
1
t
E

V
0
(P
j+1
)

o
:(6)
Shifting (5) one period forward and using (2), we obtain
E

V
1
(P
j+1
)

= e
(m(1)+)t
P
j
t
1  q
  (1  ) I:(7)
Fix j and denote
x = lnP
j
; w
k
(z) = V
k
(e
z
); k = 0; 1;
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then
E

V
k
(P
j+1
)

=
Z
+1
 1
p(y)w
k
(x+ t+ y) dy
= (Pw
k
) (x+ t);(8)
where a linear operator P acts as follows
(Pw) (x) =
Z
+1
 1
p(y)w(x+ y) dy:
Substituting (7) and (8) into (6), we get the following equation with respect
to an unknown function w
0
(x):
w
0
(x) = e
( r 
1
)t
(Pw
0
) (x+ t)
+f
1
(x) + f
2
(x);
(9)
where
f
1
(x) = (1  e
 
1
t
) e
(m(1)+ r)t
t
1  q
;
f
2
(x) = (   1) e
 rt
(1  e
 
1
t
) I:
We look for a solution to (9) in the form of a linear combination of exponents,
and we use an equality
P e
(x+a)
= e
(x+a)+m()t
;(10)
for jj < .
The special forms of functions f
1
; f
2
as well as the form of equation (9)
suggest that it is natural to look for a solution in the form
w
0
(x) = w
00
(x) +w
01
(x) + w
02
(x);(11)
where
w
01
(x) = c
1
e
x
;
w
02
(x) = c
2
;
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and w
00
(x) is a linear combination of exponents A

e
x
satisfying the homo-
geneous equation
w(x) = e
 (r+
1
)t
(Pw) (x + t):(12)
Substituting (12) into (11) and equating the coecients at the same expo-
nents in the LHS and the RHS, we obtain c
1
and c
2
as
c
1
= (1  e
 
1
t
) e
(m(1)+ r)t
t
1  q
1
1  e
(m(1)+ r 
1
)t
;
c
2
= e
 rt
(1  e
 
1
t
)
   1
I(1   e
 (r+
1
)t
)
;
and exponents  are roots of an equation
1  e
( r 
1
)t
M () = 0:
the real roots of those satisfy
m() +   r   
1
= 0:(13)
As was shown in Boyarchenko and Levendorskii (1997), the number of positive
roots is at most 1, and the same is true for negative roots. Assuming that
both of these exist, we can write
V
0
(P ) = AP

+
+ BP

 
+ c
1
P + c
2
;(14)
where 

are roots of Eq. (13).
Finally, we consider
P
j
2 (0; P
0
):
Here the rm waits in both policy regimes, and regimes can switch both ways.
Following the same steps as above, we derive
V
0
(P
j
) = e
 rt
n
(1  e
 
1
t
)E

V
1
(P
j+1
)

+e
 
1
t
E

V
0
(P
j+1
)

o
;
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V
1
(P
j
) = e
 rt
n
(1  e
 
0
t
)E

V
0
(P
j+1
)

+e
 
0
t
E

V
1
(P
j+1
)

o
:
Fix j and set
x = lnP
j
; w
k
(z) = V
k
(e
z
):
We can rewrite the last two equations as follows:
w
0
(x) = e
 rt
(1  e
 
1
t
) (Pw
1
) (x+ t)
+e
 (r+
1
)t
(Pw
0
) (x+ t);
w
1
(x) = e
 rt
(1  e
 
0
t
) (Pw
0
) (x+ t)
+e
 (r+
0
)t
(Pw
1
) (x+ t):
This is a system of linear equations:
w(x) = (PAw) (x+ t);(15)
where
w =

w
0
w
1

; Pw =

Pw
0
;
Pw
1

and
A = [a
jk
]
j;k=1;2
is a constant matrix with the entries
a
11
= e
( r 
1
)t
;
a
22
= e
( r 
0
)t
;
a
12
= 1  a
11
;
a
21
= 1  a
22
:
Direct calculations show that the eigenvalues of A are
s
1
= 1;
s
2
=  1 + a
11
+ a
22
;
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and the corresponding eigenvectors are
u
1
=

1
1

; u
2
=

 
1   a
11
1  a
22
1

;
We look for a solution to system (15) in the form of a linear combination
w(x) = v
1
(x)u
1
+ v
2
(x)u
2
;
where v
j
are scalar functions.
Substituting w(x) into (15), we see that v
j
are solutions to equations
v
1
(x) = e
 rt
(Pv
1
) (x+ t);(16)
v
2
(x) = e
( r )t
(Pv
2
) (x + t);(17)
where
 =  
ln (a
22
+ a
11
  1)
t
:
As above, we look for solutions of Eq. (16) in the form of a linear combination
of exponents exp (x), with real . They are roots to the equation
m() +   r = 0:(18)
Since we look for solutions on an interval ( 1; lnP
0
), and this solution has
to be bounded, we must take positive roots only.
The positive root is unique, and we assume that it exists. Denoting it by 
1
,
we obtain
v
1
(x) = Ce

1
x
;
where C is an arbitrary constant.
Similarly, the general solution to Eq. (17) is
v
1
(x) = De

2
x
;
where D is an arbitrary constant, and 
2
is the positive root of the equation
m() +   r    = 0:(19)
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(Once again we assume that this root exists.)
By combining formulas for w; v
1
and v
2
, we obtain the following formulas for
V
0
and V
1
on an interval (0; P
0
):
V
0
(P ) = CP

1
 D
1  e
 
1
t
1  e
 
0
t
P

2
;(20)
V
1
(P ) = CP

1
+DP

2
:(21)
By writing down the discrete version of \smooth pasting conditions" (see
Boyarchenko and Levendorski

i (1997)) at
P = P
0
and
P = P
1
;
we obtain a system of 6 equations with 6 unknowns A;B;C;D; P
0
; P
1
. The
system is highly non-linear, so only numerical methods can be used to solve it.
In the last section, we provide an example which shows that the eect of
\non-gaussianness" can be seriously enhanced by an additional source of
uncertainty | in this case, by the policy uncertainty.
3. A NUMERICAL EXAMPLE
Let p
;;
be a family of non-gaussian distributions introduced by Koponen
(1995) for
 2 (0; 2];  6= 1;  > 0 and  > 0;
and supplemented for
 = 0; 1
in Boyarchenko and Levendorski

i (1997); the notation was introduced in Bo-
yarchenko and Levendorski

i (1997).
As was shown in Boyarchenko and Levendorski

i (1997), the variance is equal
to 
2
, and if
 = 2;
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the distributions are gaussian ones. When  goes from 2 down, the dis-
tribution deviates from a gaussian distribution, and \the non-gaussiannes"
increases as  decreases.
In the following example, we take values
r = 0:05;  = 0:2;
fairly typical for examples in Dixit and Pindyck (1994). We also take
 =  m(1)
which means that the drift of P is zero (this is also typical for examples in
Dixit and Pindyck (1994)), and I = 20, so that the Marshallian threshold is
equal to rI = 1. Finally, we take
 = 0.1;
t = 1;
 = 6.5;

0
= 0.01;

1
= 0.2:
In the following table, in the rst row we let  run from 2 till 0, in the second
row, we give values of the investment threshold

P for the case when there is
no tax policy at all (these values are calculated on the basis of the formula
in Boyarchenko and Levendorskii (1997)), and in the third and fourth lines,
the values of P
0
and P
1
are given.
 2.0 1.6 1.4 0.8 0.4 0.0
P 1.863 1.877 1.900 1.929 1.965 2.009
P
0
1.670 1.683 1.703 1.730 1.763 1.810
P
1
3.101 3.182 3.300 3.443 3.603 3.779
The table shows that
1) with no tax policy at all, the investment threshold can increase by 7.8%
as the process deviates from a gaussian one, of the same variance;
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2) when the tax credit is in eect, the investment threshold can increase by
8.4% as the process deviates from a gaussian one, of the same variance;
3) when the tax credit is not in eect, the investment threshold can increase
by 21.7% as the process deviates from a gaussian one, of the same variance.
Note that for the case when tax credit is in eect, the uncertainty (=the prob-
ability of withdrawal) is very small, and still, the eect of \non-gaussiannes"
has increased from 7.8% to 8.4%; when tax credit is not in eect and the
uncertainty (= the probability that tax credit will be introduced) is larger,
the eect of \non-gaussiannes" has become almost three times larger.
Similar eects can be observed for other parameter values.
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