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Introduction
The issue of image reconstruction has received much attention in the medical imaging literature. This is due to the constant search for improvements of imaging modalities, ranging from X-ray computerized tomography and emission tomography up to acoustic and optical techniques. They all bring different insights in the human body either morphological or functional. The standard mathematical model of X-ray computerized tomography (CT) assumes that the sensing device measures the line integrals of the object attenuation coefficient at some known orientations. An analytical formulation for the reconstruction of two-dimensional (2-D) tomographic images from projections, i.e., an inverse problem, has been first proposed by Radon in 1917. The filtered back-projection (FBP) algorithm, which can be seen as a computer implementation of Radon's inversion formula, still plays an important role although algebraic methods are also intensively used [1] [2] [3] . However, the reconstruction based on FBP algorithm requires the projections for all angles from 0 to π. A major health concern today is related to the reduction of dose to the patient which means limiting either the X-ray source intensity or the number of projections. This issue is critical not only for diagnosis imaging but also in interventional setting where for instance rotational-X is used.
One way to improve the quality of the reconstructed image when only limited range projections are available consists to estimate the projections at unknown views by moment-based approaches [4, 2 5 ]. Milanfar et al. [6] presented a variational framework for the tomographic reconstruction of an image from the maximum likelihood estimates of its orthogonal moments. Basu and Bresler [7, 8] investigated the problem of recovering the view angles from the projection data by means of moment method. By establishing a relationship between the image geometric moments and projection moments, Wang and Sze [9] presented an approach to reconstruct the CT images from limited range projections. Shu et al. [10] extended Wang's method by using the orthogonal Legendre moments to improve the quality of the reconstructed image. Its advantage is that the orthogonal moments have simple inverse transform, thus the image can be more easily reconstructed from the orthogonal moments. Moreover, the geometric moments, especially at high order, are sensitive to noise and digitization error. However, both Wang's and Shu's methods were based on the use of continuous moments. When applied to 2-D digital images, the double integrals are usually approximated by discrete summations that lead to numerical errors in the computed moments. The discrete orthogonal moments recently introduced for image analysis [11] [12] [13] [14] , in particular Tchebichef moments, have shown a better image representation capability than the traditional continuous orthogonal moments because they do not require any discrete approximation for numerical implementation. Two other arguments motivate our use of the discrete orthogonal Tchebichef polynomials: (1) they are the simplest among all the discrete orthogonal polynomials; (2) they have a definition domain ideally suited for square images [11] .
Since the reconstruction techniques are typically modeled in the domain of the continuous 2-D plane from which projections are acquired, the need to impose the reconstructed solution as an image on a 2-D discrete grid of pixels is usually accommodated at a later stage of the implementation for each algorithm. In some approaches, these discrete sampling issues do constrain the data acquisition process and the reconstruction and may influence the experimental design of CT scanner. Moreover, when using the discrete orthogonal polynomials to define the projection moments, the traditional Radon transform is no longer applicable, and a discrete version of Radon transform is required.
Guédon and Normand [15] introduced the so-called Mojette transform as a discrete geometric tool.
Beylkin [16] [19] is that they require no pre-processing of the projection data, a straightforward 1-D linear interpolation and a simple sorting of projection samples.
The organization of this paper is as follows. A brief outline of the discrete Radon transform is provided in Section 2. The definition of projection moments and image moments is given in Section 3.
In this section, we also establish a relationship between the projection moments and image moments and discuss how to estimate the projection moments at any specific view from the image moments.
The performance of the proposed solution with a comparison to some existing methods is reported in Section 4. The concluding remarks are given in Section 5.
Discrete Radon transform
Because the data projections are acquired in discrete form, we use the following version of DRT suggested by Kingston [19] where I(x, y) is the image function, N×N is the image size, and N is assumed to be a prime number;
, x θ and y θ are respectively the horizontal and vertical distances with the nearest pixels.
Using the Fourier slice theorem, the mapping from a continuous projection to a discrete projection can be implemented by interpolation. It means that each individual discrete projection R(k, θ) at a given view θ, denoted hereafter by R θ (k), can be calculated by interpolation using the FFT data of all continuous projections g θ (s), which can be referred to Kingston [19] . The image can be reconstructed using the inverse DRT (IDRT) to R(k, θ) can be found in [18] and [19] .
Method

Discrete projection moment and image moment
The moments of discrete projection R θ (k) are called the discrete projection moments. In this paper, we use a set of discrete orthonormal polynomials to define the projection moments. Let t p (k), p = 0, 1, …, L, be a set of discrete orthonormal polynomials defined on the interval [0, N θ -1], the pth order orthonormal projection moments of R θ (k) is defined as
Substituting (1) into (4) and using the property of delta function, we have
Let T nm be the (n+m)th order discrete orthonormal moment of the image intensity function I(x, y) defined as
The orthogonality property of polynomials leads to the following approximate inverse moment
where M denotes the maximum order of moments used in the reconstruction.
The objective of the next subsection is to establish a relationship between the orthonormal projection moments defined by (5) and the discrete orthonormal moments of I(x, y) defined by (6).
Relationship between Discrete projection moment and image moment
Let us first introduce some basic definitions. Define the pth order discrete orthonormal polynomial
where (-x) q is the Pochhammer symbol defined by
with (-x) 0 = 1.
It can be deduced from (8) that
where D p = (d lq ), with 0 ≤ q ≤ l ≤ p, is the inverse matrix of the lower triangular matrix C p = (c lq ).
Now we can establish the relationship between the projection moments and image moments. 
Here S 1 (i, j) and S 2 (i, j) are respectively the first kind and second kind of Stirling numbers [20] .
The proof of Theorem 1 is given in Appendix.
Equation (10) can be expressed in matrix form. Let
, T (2) , …,
T where M is the maximum order of moments to be used, then we have
where 
Here the elements μ nm (p, θ), with 0 ≤ n, m, p ≤ M, are given by (11).
Proposition 1. Given the discrete projections of
This can be done using only the first L orthogonal discrete projection moments.
For the proof of Proposition 1, we refer to Milanfar et al. [6] .
Theorem 1 describes a general result which is valid for all the sets of discrete orthonormal polynomials. In the rest of the paper, we focus on the use of discrete orthonormal Tchebichef polynomials. Note that other discrete orthogonal polynomials such as Krawtchouk [12] , Racah [13] or dual Hahn polynomials [14] can be considered. The pth order discrete orthonormal Tchebichef polynomial is defined by [11] 
where is the generalized hypergeometric function,
and c pr is given by
An essential step when applying a given polynomial to the reconstruction problem is to find the inverse matrix D p . For the discrete orthonormal Tchebichef polynomials, we have the following result.
Proposition 2.
For the lower triangular matrix C p whose elements c lq are defined by (16) , the elements of the inverse matrix D p are given by
Th rive an explicit expression of μ nm (p, θ) in (11) for discrete normalized Tchebichef polynomials. Let e proof of Proposition 2 is given in Appendix.
From the above Proposition, we can de
then (11) becomes (19) Substitution of (16) and (17) into ( 
,
, 
The coefficients U q (p, N) and W ij (n, m, N) can be computed through
Note that the f rst and s
i econd kinds of Stirling numbers, S 1 (r, k) and S 2 (k, m), can be pre-calculated nd stored in a look-up table. The above recurrence formulas allow reducing the computational relationship between the given projection moments and the image moments established above, the following shows how to compute the unknown discrete projections from the a complexity of μ nm (p, θ).
Estimation of the discrete projection moments at any view
Based on the 9 im orthogonality of Tchebichef polynomials leads to the following approximate inverse transform of (4) age moments.
where M denotes the maximum order of moments used in the reconstruction. Substituting Eq. (10) into Eq. (32), we have It is worth noting that the image reconstruction can also be done by using the approximate inverse moment transform defined by (7) when the image moments of order up to M are calculated. If such a strategy is adopted, the steps 4) and 5) can be omitted. However, we prefer to u d
Results and d 1 Simulation
A simulated image of size 127×127 pixels (Fig. 1) has been built for performance evaluation and comparison purpose. The main object is an ellipse with size 42×39 pixels and the two internal ellipses have 6×5 and 9.5×9 axes (The three ellipses will be denoted by E1, E2 and E3 whose density values are 1, 3 and 4 respectively). We use this phantom to compare the two methods for computing the image moments. The first method is directly based on (7) since the image is known and the second one is performed through the computation of discrete projection moments with the help of (12). In both methods, the discrete orthonormal moments, T nm , of order up to 16 are calculated. The differences between the moment values using these two methods are shown in Table 1 . It can be observed from this table that the difference between the real image moments and estimated image moments is very small. This result points out that the image moments can be well estimated from the discrete projection moments.
To test the robustness of the proposed method, we first consider the case where the projections are 
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We now apply our method as well as the continuous orthogonal moment based method described in [10] to compute the image moments from the projection moments with maximum order M equal to 5, 10, 15 and 20. These moment values are used to estimate the unknown projections. Then, the FBP method is applied to reconstruct the image from all the projections in which the missing angle projections are estimated by the method based on Legendre moments (Fig. 4(e) ) and IDRT method is used to reconstruct the image where the unknown projections are estimated by Tchebichef moments (Fig. 4(f) ). We also apply the FBP algorithm instead of the IDRT to reconstruct the image: the corresponding reconstructed images are depicted in Fig. 4(g) . For comparison purpose, the reconstructed results using MLEM (Maximum Likelihood Expectation Maximum) [21] , MXE (Minimum Cross-Entropy) [22] and SART (Simultaneous Algebraic Reconstruction Technique) [23] are displayed in Fig. 4 
(b)-(d) where the results have been obtained after 100 iterations (20 iterations
for SART). As previously indicated, when the image moments are available, it is also possible to use the inverse moment transform defined by (7) to reconstruct the origi
nal image. Fig. 4(h) shows the reconstructed images using (7) for M = 5, 10, 15, and 20 respectively. Table 2 shows the MSEs for the images displayed in Fig. 4 and Table 3 provides the mean grey levels of three reconstructed ellipses E1, E2 and E3. From do not visually show significant differences when they are associated with the FBP. It can also be seen from this figure that, for the same value of M, the quality of the reconstructed image based on (7) (shown in (h)) is poorer than those obtained with either FBP or IDRT algorithm. One way to improve the quality of the reconstructed image based on the inverse moment transform is to increase the value of M. However, such a strategy would lead to higher computational complexity since the dimension of the matrix Ψ M (θ) defined in (13) is (M+1)×(M+1)(M+2)/2. Moreover, high order moments are more sensitive to noise than the low order moments [24] (this point will be discussed later). For these reasons, the inverse moment transform in the reconstruction process was not further considered. In this experiment, the whole procedure costs 35.9s (35.11s when using FBP method for reconstruction), and the computation time required for each step (from step 2 to step 5) is respectively 2.6%, 51.8%, 24.5%, 12.1% of the total time. Note that the program was implemented in Matlab 7.0.1 on a PC CORE 2 3.0GHz, 2.0 GB RAM. It is worth noting that the computation of the matrix Ψ M (θ) for both known and unknown views in this experiment is approximately 73% of the whole computation time, thus, it is the most time consuming process in our method. Generally speaking, the greater value of M, th ed for Legendre e higher computation time will be.
To bring additional cues, we compare our method with the Legendre moment based method, using the maximum order of moments required to get similar values of MSE. In all cases (Table 4) , the maximum order of moments used in the proposed method is lower than that need 13 moments. Thus, a significant reduction in computational complexity can be reached.
To test the robustness of the methods to noise, the same example (the projections are always assumed to be available in the range of 25
) is used where Poisson noise, with the mean value equal to the projection intensity, was added to the projection data. When the input data are corrupted by noise, the choice of the cut-off frequency may be more complicated. According to [25] , a filter with a cut-off frequency that is too high may maintain resolution and contrast, but allow noise to degrade the reconstructed image quality. Conversely, a filter with a too low cut-off frequency will suppress image noise, but may oversmooth the image, decrease contrast and eventually introduce ringing artifacts. Different values of ξ max have been tested in this experiment, the MSEs corresponding to the FBP method, the Legendre moment method associated with FBP algorithm, and the proposed method combined with both IDRT and FBP, are illustrated in Table 5 . It can be observed from this table that for a fixed value of M, the MSEs depend on the cut-off frequency except for the case where the IDRT is used in the reconstruction process (i.e. no filtering is required for IDRT). Table 6 . We can see from Figure 5 and Table 6 that for M = 17, the quality of the reconstructed images degrade for both Legendre moment method and the proposed method. This effect is due to the fact that the higher order moments are sensitive to noise. These results point out that for higher noise level, lower moment order should e used. To improve the quality of the reconstruction in case of noise, one way consists to utilize the its impact as suggested by Schaeffter et al. in [26] . 
Evaluation on "pseudo-real" data
Since real projection data are not available from imaging devices, the evaluation has been conducted on previously reconstructed images, acquired on standard CT devices ( Fig. 6(a) Table 7 and the difference of mean grey levels of region of interest (denoted by a rectangle in Fig. 6(a) ) between the reconstructed results and the original image ( Fig. 6(a) ) are displayed in Table 8 . They show the fast decrease in performance when α is increasing for FBP. If this trend is similar for moment-based approaches, it is less pronounced. In other words, the oment-based approaches seem more robust to limited range projections. Here also, both the MSE obtained with Tchebichef moments and IDRT are the lowest. m and the difference of mean grey levels
Conclusion and Perspectives
A new method has been described for tomographic image reconstruction from limited range projections. The discrete Radon transform and the discrete Tchebichef polynomials have been used to 15 establish the relationship between the projection moments and image moments. Based on this relationship, the image moments were calculated from the known projections, and they were then 
Substitution of (A3) into (A1) yields Using (16) and (17) 
For l = r, (A6) becomes
To prove (A6) for r < l, let
we have
The proof is now complete. 
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