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In this paper, we study the existence and non-existence of the positive solution to
a semilinear elliptic equation with the harmonic potential and power type nonlinearity.
First, we obtain non-existence result in three space dimension with the Sobolev critical
nonlinearity. Next, we prove that there exists a global bifurcation branch with the Sobolev
supercritical nonlinearity.
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1. Introduction
In this paper, we consider the following equation:{−u + |x|2u +ωu − |u|p−1u = 0, x ∈RN ,
u > 0, x ∈RN , (1.1)
where N  3, ω ∈ R and p  1. We study the existence and non-existence of solution to Eq. (1.1).
First, we ﬁx several notations. We denote by λ1 the ﬁrst eigenvalue of the operator −+|x|2 and by χ1 the eigenfunction
which corresponds to λ1 with ‖χ1‖L2 = 1. We put
Σ = {u ∈ H1(RN) ∣∣ |x|u ∈ L2(RN)}.
Then we can easily ﬁnd that Eq. (1.1) has no nontrivial solution in Σ for ω−λ1. Indeed, if we multiply Eq. (1.1) by χ1
and integrating the resulting equation, we have
(λ1 +ω)
∫
uχ1 dx =
∫ (−u + |x|2u +ωu)χ1 dx =
∫
|u|p−1uχ1.
Since both of the functions u and χ1 are positive, it follows from the above equation that ω must be larger than −λ1.
In the case where p ∈ (1,2∗ − 1), Hirose and Ohta [9] show the existence and uniqueness of the solution to Eq. (1.1) for
ω > −λ1, where 2∗ = 2N/(N −2). Thus, this paper discusses the case where p  2∗ −1. In this case, the situation drastically
changes. Actually, using the so-called Pohozaev identity, the solution u ∈ Σ ∩ L∞(RN ) to Eq. (1.1) satisﬁes
2
∫
|x|2|u|2 dx+ω
∫
|u|2 dx+
(
N − 2
2
− N
p + 1
)∫
|u|p+1 dx = 0.
* Corresponding author.
E-mail address: fouad.hadjselem@univ-reims.fr (F.H. Selem).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.09.034
F.H. Selem, H. Kikuchi / J. Math. Anal. Appl. 387 (2012) 746–754 747From the above identity, we see that if p  2∗ − 1, Eq. (1.1) has no nontrivial solution for ω  0. Therefore, it is enough to
consider the case ω ∈ (−λ1,0).
First we consider the case p = 2∗ − 1. Hadj Selem [8] shows the existence of solution to Eq. (1.1) for ω ∈ (−λ1,0) when
N  4 and for ω ∈ (−λ1,−1) when N = 3. Moreover, he does a numerical computation which suggests the non-existence
of solution for ω ∈ [−1,∞). Our goal is to give a rigorous proof for it. We remark that the similar phenomena is already
proved analytically by Brezis and Nirenberg [3] for a semilinear elliptic equation on the ball with the Dirichlet boundary
condition and by Kabeya, Yanagida and Yotsutani [12] for the same equation with the Robin boundary condition.
Now, we are in position to state the non-existence result.
Theorem 1. Let N = 3 and p = 2∗ − 1. Then Eq. (1.1) has no nontrivial solution in Σ for ω ∈ {−1} ∪ [−1/√2,∞).
Remark 2. In fact, we can obtain stronger result. To put it precisely, from the proof of Theorem 1, we see that there exists
no nontrivial radial solution Qω ∈ Σ (which is not necessary positive) to
−u + |x|2u +ωu − |u|p−1u = 0, x ∈RN
if ω ∈ {−1} ∪ [−1/√2,∞).
To prove Theorem 1, we use the generalized Pohozaev identity (see Lemma 6 below), which is also employed by
Brezis and Nirenberg [3] (see also Benguria, Dolbeault and Esteban [1]). Unfortunately, we don’t know the case where
ω ∈ (−1,−1/√2). However, we can remove the technical condition to state a weaker version of non-existence result. Let us
explain it more precisely. We put
I(ω) = inf{‖u‖2Σ +ω‖u‖2L2
∣∣ u ∈ Σ, ‖u‖2
L2∗ = 1
}
.
In [8], it is proved that I(ω) is achieved for ω ∈ (−λ1,−1) by vω ∈ Σ \ {0}. Then setting uω = I(ω)1/(2∗−2)vω , we see that
uω satisﬁes Eq. (1.1). However, for ω ∈ [−1,∞), we obtain the following
Theorem 3. Let N = 3. The minimization problem I(ω) is not achieved for ω−1.
Remark 4. Theorem 3 implies that for ω ∈ [−1,∞), we cannot obtain a solution by the same method used in the case
where ω ∈ (−λ1,−1).
Now, we pay our attention to the supercritical case p > 2∗ − 1. Numerical computations which are done in [8] suggests
that there exists a global bifurcation branch for Eq. (1.1). Moreover, in contrast to the subcritical case p ∈ (1,2∗−1), for some
ω ∈ (−λ1,0), Eq. (1.1) has many positive solutions in Σ . Dolbeault and Flores [5] and Guo and Wei [7] prove the similar
phenomena for a semilinear elliptic equation on the unit ball with the Dirichlet boundary condition rigorously. However,
we are here concerned only with the existence of a global bifurcation branch which stems from (−λ1,0). We obtain the
following
Theorem 5. Let N  3 and p  2∗ − 1. There exists a branch C1 ⊂ (−λ1,0) × (Σ ∩ L∞(RN )) \ {0} such that
C1 =
{
(ω,uω) ∈ (−λ1,0) ×
(
Σ ∩ L∞(RN)) ∣∣ uω satisﬁes Eq. (1.1)}
and
sup
{‖uω‖L∞ ∣∣ (ω,uω) ∈ C1}= ∞. (1.2)
Although it is already shown in [14] that the existence of global bifurcation solution branch for a semilinear elliptic
equation on a bounded domain, it is essentially used the fact that C0,α(Ω) ⊂ L2(Ω) for each α ∈ (0,1] if Ω (⊂ RN ) is
bounded. Here C0,α(Ω) is the α-th Hölder continuous function space. Namely, the boundedness of the domain is crucial
for their proof. Thus, it seems that the method doesn’t work for Eq. (1.1). Moreover, we note that since the embedding
Σ ↪→ Lq(RN ) does not hold if q > 2∗ − 1, we cannot use the variational method directly.
To overcome this diﬃculty, we consider the following modiﬁed equation{−u + |x|2u +ωu − Nk(u) = 0, x ∈RN ,
u(x) > 0, x ∈RN , (1.3)
where Nk(u) = χk(|u|2)|u|p−1u and χk :R+ → R+ is deﬁned by
χk(s) =
{
1 for 0< s < k,
0 for k + 1 s, 0 χk(s) 1
for s 0. Then applying the local bifurcation theorem by Crandall and Rabinowitz [4] to Eq. (1.3), we see that theres exists
a local bifurcation branch (ω(s),uω(s)) ∈ (−λ1,0) × Σ \ {0} which satisﬁes ‖uω(s)‖Σ → 0 as s → 0. After that, by the
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suﬃciently small. This yields that Nk(uω(s)) = |uω(s)|p−1uω(s). Namely, {uω(s)} is a local bifurcation branch for the original
equation (1.1).
Next, we prove the existence of the global bifurcation branch by contradiction. Suppose that there is no branch which
satisﬁes (1.2). Then by considering Eq. (1.3) again and using our assumption, we show that there exists a bifurcation branch
Cˆ0 = {(ω(s), uˆω(s)) | s ∈ R} of Eq. (1.1) such that sup{‖uˆω(s)‖Σ | (ω(s), uˆ(s)) ∈ Cˆ0} = ∞. Then by employing a compact-
ness argument, there exists a subsequence {ω(sn), uˆ(sn)} such that ‖uˆ(sn)‖L∞ → ∞ as n → ∞. This contradicts with our
assumption.
The rest of this paper is organized as follows. In Section 2, we consider the critical case p = 2∗ −1 and prove Theorems 1
and 3. In Section 3, we study the supercritical case and give a proof of Theorem 5.
2. Critical case (p = 2∗ − 1)
In this section, we prove the non-existence result in the case where p = 2∗ − 1. By the result of [13], we see that if the
solution u to Eq. (1.1) exists, then u must be a radially symmetric function and decrease in r = |x|. Thus, Eq. (1.1) is reduced
to the following:{−∂2rru − 2r ∂ru + r2u +ωu − |u|4u = 0, r > 0,
u(r) > 0, r > 0.
(2.1)
Moreover, by an argument similar to Proposition 6.1 of [10], we see that there exist constants δ0,C0 > 0 such that
u(r) C0e−δ0r (2.2)
for all r > 0.
We set v(r) = ru(r). Then, we see that v satisﬁes{
∂2rr v − r2v −ωu + r−4|v|4v = 0, r > 0,
v(0) = 0, ∂r v(0) = u(0).
(2.3)
Then we show the following:
Lemma 6. Let g ∈ C3([0,∞)) with limr→∞ |g(r)|r4e−2δ0r = 0. Here δ0 > 0 is given by (2.2). Then v satisﬁes the following identity:
− g(0)
2
(
v ′(0)
)2 +
∞∫
0
(
rg + r2g′ − g
′′′
4
+ωg′
)
|v|2 dr = 2
3
∞∫
0
r−5
(
rg′ − g)|v|6 dr. (2.4)
Proof. Multiplying Eq. (2.3) by gv ′ and integrating the resulting equation from 0 to ∞, we obtain
− g(0)
2
(
v ′(0)
)2 − 1
2
∞∫
0
g′
(
v ′
)2
dr +
∞∫
0
(
rg + r
2g′
2
)
v2 dr + ω
2
∞∫
0
g′v2 dr +
∞∫
0
(
2
3
r−5g − r
−4
6
g′
)
v6 dr = 0. (2.5)
Next, multiplying Eq. (2.3) by vg′/2 and integrating the resulting equation from 0 to ∞, we obtain
−1
2
∞∫
0
(
v ′
)2
g′ dr + 1
4
∞∫
0
v2g′′′ dr − 1
2
∞∫
0
r2v2g′ dr − ω
2
∞∫
0
v2g′ dr + 1
2
∞∫
0
r−4v6g′ dr = 0. (2.6)
Then subtracting (2.6) from (2.5), we obtain (2.4). 
Proof of Theorem 1. We ﬁrst show the case where ω ∈ [−1/√2,∞). Set g(r) = ∫ r0 e−λs2 ds for λ > 0. Then clearly, we have
g(0) = 0. Moreover, we see that
g(r) =
r∫
0
(s)′e−λs2 ds = [se−λs2]r0 + 2λ
r∫
0
s2e−λs2 ds = rg′(r) + 2λ
r∫
0
s2e−λs2 ds.
Thus, we have rg′ − g = −2λ ∫ r0 s2e−λs2 ds < 0. Therefore,
R.H.S. of (2.4) < 0.
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rg + r2g′ − g
′′′
4
+ωg′ > 2r2g′ − g
′′′
4
+ωg′ = (2− λ2)r2e−λr2 +
(
λ
2
+ω
)
e−λr2 .
We have used the fact that rg′ < g in the ﬁrst inequality. If we set λ = √2, we infer that rg + r2g′ − g′′′4 +ωg′ > 0 for r > 0
if ω−1/√2, which implies that
L.H.S. of (2.4) > 0.
This is a contradiction.
Next, we consider the case where ω = −1. Let g(r) = e−r2 ∫ r0 et2 dt . Then we can easily check that g ∈ C3([0,∞)) satisﬁes
rg + r2g′ − g
′′′
4
− g′ = 0. (2.7)
Clearly, g(0) = 0. Therefore, it is enough to show that rg′ − g  0 for all r  0 in order to prove Theorem 1. Putting
f = ∫ r0 et2 dt , we have
rg′ − g = −2r2e−r2 f + r − e−r2 f = e−r2(−2r2 f + rer2 − f ).
We put h(r) := −2r2 f + rer2 − f . Then we see that h(0) = 0 and
h′(r) = −4r f − 2r2er2 + 2r2er2 + er2 − er2 = −4r f  0
for all r  0. Thus, we see that h(r) 0 for all r  0. 
Inspired by some arguments developed in [11], we now give a proof that the minimization of I(ω) has no solution for
ω−1. We ﬁrst prepare the following lemma, which will be needed later.
Lemma 7. Let N = 3, p = 2∗ − 1 and ω > −λ1 . If I(ω) < I(0), then there exists a minimizer vω ∈ Σ for I(ω).
We can prove Lemma 7 by a slight modiﬁcation of that of Struwe [15, Theorem 1.42] whose idea originally comes from
Brezis and Nirenberg [3]. However, for the sake of the completeness, we give the proof.
Proof of Lemma 7. Let {un} ⊂ Σ be a minimizing sequence for I(ω). Since ω ∈ (−λ1,0), we have
2I(0) ‖un‖2Σ +ω‖un‖2L2 
(
1+ ω
λ1
)
‖un‖2Σ
for suﬃciently large n ∈ N. Thus, the sequence {un} ⊂ Σ is bounded. Then there exist a subsequence of {un} (we still denote
it be the same letter) and u0 ∈ Σ such that un ⇀ u0 weakly in Σ as n → ∞. It follows from the result of Brezis and Lieb [2]
that
‖un‖2∗L2∗ − ‖un − u0‖2
∗
L2∗ − ‖u0‖2
∗
L2∗ → 0 (2.8)
as n → ∞. It follows from the weak convergence that
‖un‖2Σ − ‖un − u0‖2Σ − ‖u0‖2Σ → 0
as n → ∞. Moreover, since the embedding Σ ↪→ L2(RN ) is compact, we have un → u0 strongly in L2(RN ) as n → ∞. This
yields that
I(ω) = ‖un‖2Σ +ω‖un‖2L2 + o(1)
= ‖un − u0‖2Σ + ‖u0‖2Σ +ω‖u0‖2L2 + o(1)
 I(0)‖un − u0‖2L2∗ + I(ω)‖u0‖2L2∗ + o(1)
= (I(0) − I(ω))‖un − u0‖2L2∗ + I(ω) + o(1).
We have used (2.8) and the fact that ‖un‖L2∗ = 1. Since I(0) > I(ω), we ﬁnd that un → u0 strongly in L2
∗
(RN ) as n → ∞.
Thus, we obtain ‖u0‖L2∗ = 1.
By the weak lower semi-continuity of Σ -norm, we have
‖u0‖2Σ +ω‖u0‖2L2  lim infn→∞
{‖un‖2Σ +ω‖un‖2L2}= I(ω).
Using the inequality above, together with the deﬁnition of I(ω), we infer that u0 ∈ Σ is a minimizer for I(ω). 
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attained by Lemma 7, which contradicts Theorem 1. On the other hand, from the deﬁnition of I(ω), we see that the function
ω → I(ω) is non-decreasing, which implies that
I(ω) = I(0) for all ω ∈ [−1,0]. (2.9)
Suppose that there exists ω0 ∈ (−1,0) such that the inﬁmum I(ω0) is attained by some uω0 ∈ Σ \ {0}. Since uω0 = 0, we
have ‖uω0‖L2 > 0. Then for ω ∈ (−1,ω0), it follows from the variational characterization of I(ω) that
I(ω) ‖uω0‖2Σ +ω‖uω0‖2L2 < ‖uω0‖2Σ +ω0‖uω0‖2L2 = I(ω0),
which contradicts (2.9). This completes the proof. 
3. Supercritical (p > 2∗ − 1)
In this section, we ﬁrst show the existence of local bifurcation solution for Eq. (1.3) by applying the bifurcation theorem
by Crandall and Rabinowitz [4]. Namely, we use the following:
Proposition 8. (See Crandall and Rabinowitz [4].) Let X and Y be the Banach space. Suppose that F ∈ C2(R × X, Y ) is such that
F (λ,0) = 0 for all λ ∈ R. Then the solutions of F (λ, x) = 0 near (λ∗,0) form a curve (λ(s), sχ1 + z(s)), where (λ(s), z(s)) ⊂ R ×
Du F (λ∗,0)⊥ is a continuous function near s = 0 and λ(0) = λ∗ and z(0) = 0 if F satisﬁes the following:
(A1) Dλ,u F exists and is continuous in X,
(A2) dimKer Du F (λ∗,0) = 1,
(A3) R(Du F (λ∗,0)) is closed and codim(R(Du F (λ∗,0))) = 1,
(A4) there exists u0 ∈ Ker Du f (λ∗,0) such that Dω,u F (λ∗,0) /∈ (R(Du F (λ∗,0))).
We deﬁne operators A : Σ → Σ∗ by A = −+|x|2 and B : Σ → Σ∗ by a natural isomorphism, that is, 〈Bu, v〉 = (u, v)L2 .
We see that |Nk(s)| kp−1|s| for all s 0. This yields that Nk(u) ∈ L2(RN ) for all u ∈ Σ . Moreover, we have the following:
Lemma 9. Let v ∈ L2(RN ). Then we have ‖A−1v‖Σ  ‖v‖Σ∗  C‖v‖L2 .
Lemma 10. The operators A−1B and A−1Nk : Σ → Σ are compact for each k ∈N.
The proofs of Lemmata 9 and 10 are standard and we omit them.
Lemma 11. For each k ∈N, A−1Nk(u) ∈ C1(Σ,Σ) with A−1Nk(0) = 0 and (A−1Nk)′(0) = 0.
Proof. For each u, v and h ∈ Σ , we have〈Nk(u + th)− Nk(u)
t
, v
〉
=
∫
1
t
(Nk(u + th)− Nk(u))v dx
=
∫
1
t
1∫
0
d
dθ
Nk(u + thθ)dθ v dx
=
∫
1
t
1∫
0
(Nk)′(u + tθh)th dθ v dx
=
∫ 1∫
0
(Nk)′(u + tθh)hdθ v dx.
Then we have
∣∣∣∣∣
1∫
0
(Nk)′(u + tθh)hdθ v
∣∣∣∣∣
∣∣∣∣∣
1∫
0
2χ ′k
(|u + tθh|2)(u + tθh)p+1hv dθ + p
1∫
0
χk
(|u + tθh|2)(u + tθh)p−1hv dθ
∣∣∣∣∣
 C |hv| ∈ L1(RN).
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1
t
(Nk(u + th)(x) − Nk(u)(x))v(x) → 2χ ′k(|u|2)up+1hv + pχk(|u|2)up−1hv
as t → 0. Thus, by the dominated convergence lemma, we have
lim
t→0
〈Nk(u + th)− Nk(u)
t
, v
〉
= 〈2χ ′k(|u|2)upuh + pχk(|u|2)up−1h, v〉.
We see that the mapping u ∈ Σ → 2χ ′k(|u|2)up+1h + pχk(|u|2)up−1h ∈ L2(RN ) is continuous by a similar argument in
Lemma 10. Thus, we deduce that Nk(u) ∈ C1(Σ,Σ∗) with Nk(0) = 0 and N ′k(0) = 0. Then since the operator A−1 : Σ∗ → Σ
is bounded, we obtain the desired result. 
Then Eq. (1.3) can be written as follows:
u +ωA−1Bu − A−1Nk(u) = 0 in Σ.
We deﬁne the mapping fk(ω,u) : Σ → Σ by
fk(ω,u) = u +ωA−1Bu − A−1Nk(u).
Clearly, Dω,u fk(−λ1,0) = 1. Thus, (A1) holds. Moreover,
Ker Du fk(−λ1,0) = Ker I − λ1A−1B I = Span{χ1}.
Thus, we infer that (A2) holds.
We claim that Dω,u fk(−λ1,0)χ1 = χ1 /∈ R(Du f (−λ1,0)). Indeed, suppose that χ1 ∈ R(Du f (−λ1,0)). Then there exists
u ∈ D(Du f (−λ1,0)) such that
−u + |x|2u − λ1u = χ1.
Multiplying the above equation by χ1 and integrating the resulting equation, we have
1 = ‖χ1‖2L2 =
∫ (−u + |x|2u − λ1u)χ1 dx = λ1
∫
uχ1 dx− λ1
∫
uχ1 dx = 0.
This is a contradiction.
Next, we verify the assumption (A3) in Proposition 8.
Lemma 12. There exists C > 0 such that∥∥u − λ1A−1Bu∥∥Σ  C‖u‖Σ (3.1)
for all u ∈ Σ with ∫ uχ1 dx = 0.
See e.g. p. 641 of Evans [6] for the proof. Using (3.1), we prove the following.
Lemma 13. R(Du f (−λ1,0)) is closed in Σ .
Proof. Let {un} ⊂ R(Du f (−λ1,0)) satisfy un → u in Σ as n → ∞ for some u ∈ Σ . We will show that u ∈ R(Du f (−λ1,0)).
Since {un} ⊂ R(Du f (−λ1,0)), there exists {vn} ⊂ D(Du f (−λ1,0)) such that un = vn − λ1A−1Bvn . It follows from (3.1) that
‖un‖Σ 
∥∥vn − λ1A−1Bvn∥∥Σ  C‖vn‖Σ.
Thus, we see that {vn} ⊂ Σ is bounded. There exists a subsequence of {vn} ⊂ Σ (we still denote it by the same letter) such
that vn ⇀ v weakly in Σ as n → ∞ for some v ∈ Σ . Since the operator A−1B is compact, A−1Bvn → A−1Bv strongly in Σ
as n → ∞. Therefore, vn = un + λ1A−1Bvn → u + λ1A−1Bv as n → ∞. This implies that vn → v strongly in Σ as n → ∞
and
u ← un = vn − λ1A−1Bvn → v − λ1A−1Bv
as n → ∞. We conclude that u = v − λ1A−1Bv . Therefore, u ∈ R(Du f (−λ1,0)). This completes the proof. 
Moreover, we can easily show the following
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R
(
Du f (−λ1,0)
)⊥ = {v ∈ Σ ∣∣ 〈v,w〉 = 0 for all w ∈ R(Du f (−λ1,0))}.
Then we have R(Du f (−λ1,0))⊥ = Span{χ1}.
It follows from Lemma 14 that Σ = R(Du f (−λ1,0)) ⊕ Span{χ1}. This yields that (A3) holds.
Therefore, we can apply Proposition 8 which implies that the solution of Eq. (1.3) with the neighborhood of (−λ1,0) ∈
R× Σ is given by
C1 =
{(
ω(s), sχ1 + sz(s)
) ∣∣ s ∈ I}∪ {(ω,0) ∣∣ (ω,0) ∈ V },
where the interval I ⊂ R with 0 ∈ I .
Next, we show that the solution (ω(s), sχ1 + sz(s)) of Eq. (1.3) also satisﬁes Eq. (1.1) if |s| > 0 is small. To prove it, we
show the following:
Proposition 15. There exists a constant Ck > 0 such that ‖u‖L∞  Ck‖u‖Σ for any solution u ∈ Σ of Eq. (1.3).
Proof. Multiplying Eq. (1.3) by |u|2s−1 for s > 1 and integrating the resulting equation, we have∫
∇u · ∇(|u|2s−1)dx+
∫
|x|2|u|2s dx+ω
∫
|u|2s dx =
∫
Nk(u)|u|2s−1 dx C
∫
|u|2s dx.
This yields that∫
∇u · ∇(|u|2s−1)dx C
∫
|u|2s dx.
Since it holds that∫
∇u · ∇(|u|2s−1)dx = (2s − 1)
∫
|u|2s−2|∇u|2 dx
and that∫ ∣∣∇(|u|s)∣∣2 dx = s2
∫
|u|2s−2|∇u|2 dx,
we obtain∫ ∣∣∇(|u|s)∣∣2 dx C s2
2s − 1
∫
|u|2s dx Cs
∫
|u|2s dx.
By the Sobolev embedding, we have
‖u‖2s
L
2Ns
N−2
= ∥∥|u|s∥∥2
L
2N
N−2 
∥∥∇(|u|s)∥∥sL2 .
Thus, it follows that
‖u‖
L
2Ns
N−2
 (Cs) 12s ‖u‖L2s .
We set sk = (N/N − 2)k . Then for each k 1, we have
‖u‖
L
2Nsk
N−2

k∏
i=1
(Csi)
1
2si ‖u‖
L
2N
N−2
.
We put f (k) =∏ki=1(Csi) 12si . Then we have
log f (k) =
k∑
i=1
1
2si
(log si + logC) =
k∑
i=1
log si
2si
+
k∑
i=1
logC
2si
.
We set ai = log si/(2si). Then we have
ai+1
ai
= log si+1
log si
si
si+1
= i + 1
i
N − 2
N
< 1.
If i > 1 is suﬃciently large. Therefore, we have
∑∞
i=1
log si
2si
< ∞. Clearly, we obtain ∑∞i=1 logC2si < ∞. It follows that
there exists a constant C0 > 0 (which is independent of k ∈ N) such that ‖u‖ 2Nsk  ‖u‖ 2Nsk  C0‖u‖ 2N
N−2
. SinceL N−2 (B1) L N−2 L
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L
2Nsk
N−2 (B1)
→ ‖u‖L∞(B1) as k → ∞, we have ‖u‖L∞(B1)  C0‖u‖Σ . Moreover, from the result of Li and Ni [13], we in-
fer that u(0) = ‖u‖L∞(RN ) . This implies that
‖u‖L∞(RN )  C0‖u‖Σ,
which completes the proof. 
It follows from Proposition 15 that (ω(s), sχ1 + z(s)) becomes the solution of the original equation (1.1), if s > 0 is
suﬃciently small.
Now, we give a proof of Theorem 5. We set
A = {C ∣∣ C ⊂ R× (Σ ∩ L∞(RN)) bifurcation branch of Eq. (1.1) stems from (−λ1,0)},
B =
⋃
{C | C ∈ A}.
From the previous argument, B = {(λ,0) | λ ∈R}. Suppose that
k0 = sup
{‖u‖L∞ ∣∣ (ω,u) ∈ B}< ∞. (3.2)
We apply the following global bifurcation theorem by Rabinowitz [14] to Eq. (1.3):
Theorem 16. Let X be the Banach space, S ∈ L(X) be compact and T ∈ C1(X, X) be compact such that T (0) = T ′(0) = 0. Suppose
that λ∗ is the eigenvalue of S with odd multiplicity. Let Cˆ be the connected component of{
(λ,u) ∈R× X \ {0} ∣∣ u − λA−1u − T (u) = 0}
which contains (λ∗,0) ∈ R× X. Then either
(i) Cˆ is unbounded in R× Σ , or
(ii) there exists an eigenvalue λˆ = λ∗ of A such that (λˆ,0) ∈ Cˆ .
Using Theorem 16, we show the following:
Lemma 17. Suppose that (3.2) holds. Then there exists a branch Cˆ0 ⊂ R× Σ of Eq. (1.1) with (−λ1,0) ∈ Cˆ0 satisfying
sup
{‖uω‖Σ ∣∣ (ω,uω) ∈ Cˆ0}= ∞.
Proof. We apply Theorem 15 to Eq. (1.3) with k = 2k0. Then there exists a bifurcation branch Cˆ0 of Eq. (1.3), which satisﬁes
(i) or (ii) of Theorem 16. We can eliminate the possibility of (ii) by an argument similar to Eq. (1.1). Therefore, it is enough
to show that
sup
{‖uω‖L∞ ∣∣ (ω,uω) ∈ Cˆ0} k0.
Suppose that sup{‖uω‖L∞ | (ω,uω) ∈ Cˆ0} > k0. Then there exists (ω∗,uω∗ ) ∈ Cˆ0 such that k0 < ‖uω∗‖L∞ < 2k0. Since
N2k0 (uω∗ ) = N (uω∗ ), uω∗ ∈ Σ ∩ L∞(RN ) satisﬁes Eq. (1.1) with ω = ω∗ . However, this is a contradiction with the deﬁ-
nition of k0 > 0. This completes the proof. 
Lemma 18. Let {(ωi,uωi )} ⊂ R× (Σ ∩ L∞(RN )) be the solution of (1.1)with ‖uωi‖Σ → ∞. Then there exists a subsequence of {uωi }
(we still denote it by the same letter) such that ‖uωi‖L∞ → ∞ as i → ∞.
Proof. Suppose that supi∈N ‖uωi‖L∞ < C0 for some C0 > 0. We put vi = uωi/‖uωi‖Σ . Since the sequence {vi} is bounded
in Σ , there exists a subsequence of {vi} such that vi → v0 weakly in Σ as i → ∞.
Suppose that v0 = 0. Since the embedding Σ ↪→ L2(RN ) is compact, vi → 0 strongly in L2(RN ) as i → ∞. Then multi-
plying Eq. (1.1) by ui/‖ui‖2Σ and integrating the resulting equation, we have
1+ λi‖vi‖2L2 =
∫
up−1i |vi|2 dx C p−10
∫
|vi|2 dx.
Thus, taking i → ∞, we have 1/2< 0. This is a contradiction.
Thus, v0 = 0. Since vi(x) → v0(x) a.e. x ∈ RN as i → ∞, there exists x0 ∈ RN such that v0(x) = 0 and vi(x0) → v0(x) as
i → ∞. Then we see that
0 = v0(x) = lim
i→∞
uωi (x0)
‖u ‖ .ωi Σ
754 F.H. Selem, H. Kikuchi / J. Math. Anal. Appl. 387 (2012) 746–754Therefore, we have uωi (x0) → ∞ as ωi → ∞ because ‖uωi‖Σ → ∞ as i → ∞. This contradicts the fact that
sup‖uωi‖L∞  C0. Thus, we obtain the desired result. 
Proof of Theorem 5. If we suppose (3.2), then there exists a solution (ωi,uωi ) of Eq. (1.1) with ‖uωi‖Σ → ∞. It follows
from Lemma 18 that there exists a subsequence of {uωi } (we still denote it by the same letter) such that ‖uωi‖L∞ → ∞ as
i → ∞. This contradicts our assumption. 
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