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Abstract
The  purpose  of  this  master  thesis  has  been  to  determine  whether
Electrical  Impedance  Spectroscopy  can  be  used  for  determination  of
the  electrical  characteristics  of  deep  states  in  semiconductors.  A  test
sample  of  silicon  was  bombarded  with  2  MeV  electrons,  creating  a
number of defects with energy levels within the forbidden energy gap.
This  sample  was  measured  using  DLTS as a  reference  in  order  to  be
able  to  compare  the results  from the EIS  measurements  and analysis.
The  necessary  semiconductor  theory  is  reviewed  and  the  principles
behind creating a reticulated R, C electrical equivalent network model
are described. 
The results from this project show that the EIS method is capable of
determining the characteristics of the deep states, provided the density
of  these is  relatively  high.  At  low densities, the method fails,  at  least
with the suggested model.
The development work related to the experimental setup, consisting
of  a  0.001Hz  to  1kHz, and  40Hz to  110MHz impedance  analyzers,  a
cryostat  covering  the  temperature  range  of  90°K  to  460°K  and  a
specialized sample holder are also described.
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Chapter 1
Introduction
Lifetime, or Carrier Lifetime, is an important parameter, used in the semiconduc-
tor  industry,  giving  information  about  the  deep  states  in  the  forbidden  energy
band  gap  in  semiconductors.  Impurities  and  defect  states  in  semiconductors  are
often  classified  in  two  categories:  shallow  states  and  deep  states.  The  shallow
states  denote  the  substitutional  impurities  at  which  electrons  are  weakly  bound
and is fully ionized at all practical temperatures, leaving these electrons as “free”
electrons  in the conduction  band and  holes  in the valence  band.  The deep states
come from impurity centers with more localized potential, creating energy levels
“deep”  in  the  forbidden  energy  band  gap.  By  convention  deep  states  are  states
with  energy  levels  more  than  0.05 eV  from  the  bottom  of  conduction  band  or
from the top of the valence band [1] .
The  carrier  lifetime  can  tell  something  about  the  potential  performance  of  a
semiconductor  device.  The  minority  carrier  recombination  lifetime  (maybe  a
note  here) can be controlled by very small  concentrations  of deep states. This is
of  considerable  practical  significance  because  the  lifetime  determines  device
properties  such  as  minority  carrier  storage  and  switching  times,  luminescent
efficiency of light-emitting diodes and the efficiency of a solar cell.
In some cases, the deep impurity states are intentional, but in most cases, they
are not. Impurities are difficult to avoid in the production process.
In most  cases  the  deep centers  are  present  in concentrations  which  are  many
orders of magnitude smaller than the concentration of shallow impurity states, so
the  free  carrier  concentration  and,  hence,  the  position  of  the  electrochemical
potential are controlled by the shallow impurities and not the deep states.
The study of deep states therefore calls for measurement techniques which are
sensitive  to  low  concentrations  of  such  centers  in  the  presence  of  much  greater
concentrations  of  shallow  impurities,  and  for  techniques  which  reveal  informa-
tion concerning recombination processes at deep states centers.
The  lifetime  measuring  method,  called  Photoconductance  Decay,  illustrate
very  well  the  concept  of  lifetime.  The  principle  is  shown  in  Figure  1.1.  The
sample is illuminated by a light source, generating  electron-hole  pairs,  while the
current  through  the  sample  is  measured.  When  the  light  source  is  switched  off,
the current will decay to a steady state value. The time constant of the decay (see
Figure 1.2) is a measure  of the lifetime and is determined by how far the gener-
ated carriers can move before they recombinates.
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Figure 1.1: The principle  of Photoconductance Decay  (PCD).  The sample is  illuminated by
a  light  source  while  the  current  through  the  sample  is  measured.  When  the  light  source  is
switched off, the current will decay to equilibrium value. The time constant of the decay is a
measure of the Lifetime.
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Figure 1.2: A typical current decay in the Photo Conductive Decay (PCD) method.
1.1 Electric Impedance Spectroscopy (EIS)
Dr.  Petr  Viscor  has  been  using  Electrical  Impedance  Spectroscopy  (EIS)  to
characterize  different  materials,  including  silicon  samples,  at  the  University  of
Roskilde. He has developed a patented method for characterizing semiconductors
that is based on EIS [USPatent #5.627.479(May 6,1997)]. This is today a part of
the foundation of the company Nanion Ltd.
The  principle  experimental  setup  in  EIS,  shown  in  Figure  1.3,  is  relatively
simple.  A  sinusoidal  signal  vHtL  of  frequency  wi  from  a  high  precision  signal
generator  is  applied  to  the  sample  under  investigation.  The voltage  vHtL  and  the
current  iHtL  is  measured  simultaneously  by  the  voltmeter  and  the  ampere-meter,
as shown in the figure. The voltmeter  and the ampere-meter  are synchronized  in
order to “time-lock” the two together.
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Figure 1.1: The principle experimental setup in Electric Impedance Spectroscopy. The setup
consists  of  the  sample  under  investigation,  a  high  precision  signal  generator,  a  d.c.  bias
supply and two synchronized meters, a voltmeter and an ampere-meter.
The experimental  impedance ZHwi , V , TL  of the sample under investigation, as a
function  of  the  frequency  wi ,  the  d.c.  bias  voltage  V  and  the  temperature  T ,  is
determined  by  taking  the  ratio  of  the  Fourier-transformed  voltage
V Hwi L = !  8vHtL<  and the Fourier-transformed current IHwi L = ! 8iHtL<
(1.1)ZHwi , V , TL = V Hwi LÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅIHwi L , i œ @wmin , wmax D
By varing the frequency wi a whole frequency spectrum can be obtained.
The EIS experimental  method and the subsequent analysis yield, in principle,
a  whole  range  of electrical  material  parameters  without  usual  limitations  caused
by possible high resistivities of the studied material and/or by nature of electrical
contacts. In cases where other methods are applicable, the determination of these
parameters  would  require  a  whole  number  of  them  (examples  are  4DCPR,  Hall
effect, quasi-static C-V, DLTS and others).
The electrical response of a material, exposed to an external perturbation, can
be  fully  described  by  classical  electrodynamic,  when  you  are  in  the  classical
space-time  domain,  To  get  a  full  comprehension  of  the  frequency  and  tempera-
ture  dependence  of  response  function,  though,  it  is  necessary  to  include  some
essential elements from quantum mechanics and statistical mechanics.
To  get  to  the  experimental  measurable  quantity,  the  impedance  ZHwL ,  it  is
necessary  to  determine  the  space-time  evolution  of  the  local  electrical  charge
distribution  rHrê, t, TL  as  a  response  to  an  external  perturbation.  This  quantity  is
determined by the sum of all electrical charges at the relevant quantum mechani-
cal energy levels in a volume element at rê  at time t  and the temperature T . Some
of these charges, those at energy levels  characterized by finite  mobility, contrib-
utes  to  the  current  transport,  while  those  charges  at  energy  levels  characterized
by zero mobility, contribute to the electrical polarization.
Electric Impedance Spectroscopy (EIS)
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1.2 Thesis Motivation
In  1992  Jan  Vedde,  a  student  of  Petr  Viscor,  wrote  a  PhD  thesis,  “Electrical
Impedance  Spectroscopy  of  Silicon”[2].  In  this  thesis  an  analysis  of  the  charge
carriers in space and in energy, in both bulk and in the space-charge regions, was
laid  out  in a  response  technical  frame.  This analysis  makes it  possible  to give a
physical  interpretation  of  all  the  properties  in  the  experimental  determined
electrical response. These properties are:
Ë The electrical conductivity of the bulk and its temperature dependence
Ë Charge carrier mobility
Ë Electrochemical potential in the bulk
Ë Bandbending
Ë Electrochemical potential at the surface
Ë Barrier height of the Schottky barrier
Ë Characteristics of the deep energy levels
What  was not  included  in  the thesis  was a quantative  verification  of  the predic-
tions - made in this thesis - regarding the electrical response from the deep states
in  the  forbidden  energy  band.  From  the  conclusion  in  this  Phd  thesis  -  that  is
written in danish:
The author’s translation:
“…A quanlitative  verification  of  the predictions  regarding  the response from
the deep energy levels,  have  to wait  for the  completion  of further measurements
and analysis…" 
This  leads to the central issue in the thesis: 
1. Is it possible to determine the the density and energy levels of deep states 
in silicon from Electrical Impedance Spectroscopy?
1.3 Thesis Outline
This  thesis  starts  with  short  introduction  to  Electrical  Impedance  Spectroscopy
(EIS).  The  next  chapter  discusses  the  relevant  semiconductors  theory,  including
Energy levels, semiconductor  statistics and transport equation. The system under
investigation,  a Schottky-silicon contact, is described. Hereafter we make a more
detailed  introduction  to  EIS  and  the  principles  for  making  a  reticulation  of  our
system. Chapter 6 is an introduction to equipment used in this project. In chapter
seven data and analysis is presented. Chapter  7 is the discussion and conclusion.
At the very end a number of appendix’s are included.
In most semiconductor  literature, the term Fermi-level  is used for the electro-
chemical potential.
(1.2)EF ª melch
In  this  thesis,  we  will  use  the  name  electrochemical  potential  to  stress  that  this
level is determined by both the concentration  of charge carriers and an electrical
potential.  We  use  the  symbol  k  to  denote  the  Boltzmann  constant  and  e = e0  er
for  the permittivity,  here only for silicon.  e  will denote the positive value of the
elementary electron charge.
Thesis Motivation
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In  this  thesis,  we  will  use  the  name  electrochemical  potential  to  stress  that  this
level is determined by both the concentration  of charge carriers and an electrical
potential.  We  use  the  symbol  k  to  denote  the  Boltzmann  constant  and  e = e0  er
for  the permittivity,  here only for silicon.  e  will denote the positive value of the
elementary electron charge.
In this thesis I am making reference to [3] without any further notice.
In the following,  we will  use the term thermal  equilibrium  to denote  thermal
and diffusional equilibrium for short.
A  little  about  the  notation.  we  will  use  n  to  denote  concentration,  and  an
indices  to  indicate  the  energy  level,  e.g.  ne  and  nh  is  the  electron  and  hole
densities at conduction band denoted by EC  and at the valence band denoted EV .
Deep state are indicate as Nj  for the electron density at energy level Ej .
Thesis Outline
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Chapter 2
The EIS Principle
In the  following I  will  describe  the principles  that  govern the  formulation,  I  use
in  the  thesis,  of  a  reticulated  impedance  model  of  a  physical  systems  electrical
properties. I will in short call this the EIS-Principle.
There  are  two  principle  ways  that  the  energy  in  an  electrical  field  can  be
transformed  in  materials;  reversible  and  irreversible.  In  the  reversible  energy
transformation  the  energy  can  be  transformed  into  potential  energy  e.g.  by
polarization  of  the  atoms  and  its  surrounding  electrons  or  transformed  into
kinetic  energy,  e.g.  by  accelerating  charge  carriers.  The  irreversible  transforma-
tions  are  the  dissipative  processes,  e.g.  electrical  d.c.  transport,  which  involves
creation of phonons, also called Joule heating. 
The space-time  variation  of  the  total,  local  electrical  charge  density  distribu-
tion  rHx, t, TL  determines  then  the  electrical  current  flowing  in  the  external
circuit in response to externally applied electrical voltage input, thereby defining
the electrical impedance ZHwL  of the sample.
Such a model gives good physical insight that could be lost in a “brute force”
numerical  model,  or,  it  could  be  used  as  a  supplement  for  such  a  numerical
model.
Thesis Outline
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Chapter 3
Semiconductor Theory
To  be  able  to  construct  an  impedance  model  of  our  system  under  investigation
based  on  the  EIS-principle,  we  need  to  know  the  charge  distribution  in  time,
space and as a function of temperature. 
To  be  able  to  describe  to  the  charge  distribution  in  the  semiconductor,  we
need to look into the following topics:
Ë Energy band structure in silicon
Ë Semiconductor Statistics
Ë Carrier Transport in semiconductors
Ë Deep States
We will  take  advantage  of  the simplifications  in the depletion  approximation
so we can focus on the physics of:
Ë Deep levels
Ë Electrodynamics
Ë Schottky-Semicoductor junction
3.1 Energy Bands
Quantum mechanics tells us that not all energy levels are permissible. In semicon-
ductors,  there  are  generally  two  energy  bands  separated  by  an  energy  gap;  an
energy  interval  where  no  states  are  allowed.  The  energy  bands  are  called  the
valence  and  conduction  band.  At  zero  temperature  the  valence  band  is  fully
occupied and no carrier  transport can take place.  This is illustrated in an energy-
band  diagram  in  Figure  3.1.  At  temperatures  above  zero,  some  electrons  will
have  energy  enough  to  make  the  transition  to the  conduction  band;  an  electron-
hole-pair  (EHP)  is  created.  The  electrons  in  the  conduction  band  are  “free”  to
move.  The  missing  electron,  called  a  hole,  in  the  valence  band  is  also  free  and
able  to  carry  electric  charge  (positive).  The  energy  bands  are  a  direct  conse-
quence of the solution of the one-particle Schrödinger equation.
Thesis Outline
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Figure 3.1: The energy bands in a semiconductor in the parabolic approximation.
3.2 Semiconductor Statistics
The quantum nature of the electron leads to the Fermi-Dirac statistics describing
the  occupancy  of  quantum  energy  levels  in  thermal  equilibrium.  It  is  a  conse-
quence  of  the  Pauli  exclusion  principle;  a  state  of  a  given  energy  can  be  occu-
pied  by at  most  of  two electrons  of opposite  spin.  In  non-equilibrium  the  trans-
port equations have to be solved.
The probability  that an energy level Ej  at a temperature  T  is occupied by an
electron can thus be described by the Fermi-Dirac distribution function
(3.1)f Hgj , Ej , TL = 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ1 + gj expJ Ej -melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T N ,
where gj  is the effective degeneration factor.
The  free  electrons  in  a  semiconductor  are  found  at  energies  very  close  to  the
conduction  band  minima  and  the  free  holes  near  the  top  of  the  valence  band
maxima.  Therefore,  the  energy  versus  wave vector  relations  for  the  carriers  can
generally be approximate by the quadratic form they assume in the neighborhood
of such extrema.
In this approximation the density-of-states at the conduction and valence band
are
(3.2)NC HTL = 12 K 2 p me*  k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅh2 O3ê2 ,
(3.3)NV HTL = 2 K 2 p mh*  k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅh2 O3ê2
Here  me*  and  mh*  the  effective  masses  of  electrons  and  holes,  respectively.  The
concept  of  effective  mass  includes  the  influence  from the  surrounding  atoms  in
the crystal lattice on the electron and enables us to treat the electrons and holes as
“free” carriers.
Energy Bands
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Now  we  can  calculate  the  densities  of  free  carriers  in  the  semiconductor.  The
density of free electrons at EC
(3.4)ne HEC , TL = NC HTL f HEC , TL = NC HTL 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ1 + expI EC -melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T M ,
and the density of free holes at EV
(3.5)nh HEV , TL = NV HTL H1 - f HEV , TLL = NV HTL 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ1 + expI- EV -melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T M .
If  †E - melch § p k T  (i.e.  non-degenerated  semiconductor)  we  can  approximate
the  Fermi-Dirac  distribution  by  the  classical  Boltzmann  distribution.  The  two
distribution  functions  are  show  together  in  Figure  3.2.  The  Boltzmann  distribu-
tion function is given by:
(3.6)f HEj , TL = expikjjj- Ej - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T y{zzz.
The densities of the free carriers can now be expressed as
(3.7)ne HTL = NC HTL expikjjj- EC - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T y{zzz,
and
(3.8)nh HTL = NV HTL expikjjj EV - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T y{zzz,
-1 -0.5 0 0.5 1
E-mch @eVD
0.2
0.4
0.6
0.8
1
ytilibaborP
f
o
n
oitapucc
o
Fermi-Dirac and Boltzmann
Fermi-Dirac
Boltzmann
Figure 3.2: The Fermi-Dirac  and the Boltzmann distribution function.  k T  is marked on the
plot.
3.2.1 Summary
We have seen  in  this  section  that  we can  treat  the carriers  as  free  electrons  and
holes  by  using  the  effective  mass  approximation  that  includes  the  surrounding
potential from the lattice atoms.
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3.3 Transport Equations
The solution of the one-electron Schrödinger  equation for the atomic structure in
a  semiconductor  crystal  tells  us  that  the  electron  wave  function  is  distributed
over  the  whole  crystal.  When  defects,  impurities  and/or  phonons  are  introduced
in  the  crystal,  these  will  act  as  scattering  centers  and  leading  to  peaks  in  the
probability  function  of  the  electron.  In  this  way,  we  can  describe  the  carrier
motion  as a Brownian motion  with a  mean-free-path  in the range of the average
distance  between  scattering  centers.  This  distance  is  several  hundred  Angstrom
in typical  semiconductors;  that  is, the mean-free-path  extends  to distances  much
larger than the inter-atomic spacing [4].
In  a  semiconductor,  there  is  two  difference  charge  carrier  transport  mecha-
nisms:  Drift,  which  is  a  result  of  external  forces  and  diffusion  that  is  caused  by
gradients in concentration of the charge carriers.
3.3.1 The Drift Current
The current density j  is proportional to the electrical force - the electrical field "
(3.9)j = e me ne ".
The  proportionality  factor  me  is  the  electron  mobility  and  ne  is  the  electron
density.
We define the electrical conductivity s as
(3.10)se = e me  ne ,
(3.11)sh = e mh  nh ,
where e  denotes electrons and h  denotes holes.
Now we can define the current densities for both electrons and holes:
(3.12)je = e ne me  "
(3.13)jh = e nh mh  "
3.3.2 Diffusion Currents
Carrier  diffusion by itself  can be observed  when a concentration  gradient exists.
The  diffusion  current  is  proportional  to  the  diffusion  coefficient  D  and  to  the
carrier density gradient. For electrons and holes we have
(3.14)je,diff = e De  
d neÅÅÅÅÅÅÅÅÅÅÅÅd x
Transport Equations
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(3.15)jh,diff = -e Dh  
d nhÅÅÅÅÅÅÅÅÅÅÅÅÅd x
The  carriers  flows  "against"  the  gradient,  i.e.  j = -D dnÅÅÅÅÅÅdx .  The  charge  of  the
electron is negative, therefore we have a positive sign in je,diff .
From Einsteins relation [5] we have
(3.16)De = me  
k T
ÅÅÅÅÅÅÅÅÅÅe ,
(3.17)Dh = mh  
k T
ÅÅÅÅÅÅÅÅÅÅe ,
from,  which  we  obtain  the  more  commonly  used  equation  for  the  diffusion
current
(3.18)je,diff = e me  k T 
d neÅÅÅÅÅÅÅÅÅÅÅÅd x
(3.19)jh,diff = -e mh  k T  
d nhÅÅÅÅÅÅÅÅÅÅÅÅd x .
3.3.3 Total Currents
The current for each carrier type is the sum of the drift and the diffusion current
(3.20)je = e me  ne " + e me  k T  
d ne
ÅÅÅÅÅÅÅÅÅÅÅÅÅd x ,
(3.21)jh = e mh  nh " - e mh  k T  
d nhÅÅÅÅÅÅÅÅÅÅÅÅd x .
The total current in the semiconductor is the sum of all the currents for all carrier
types
(3.22)j = je + jh .
Electrochemical Potential
In thermal equilibrium and non-degenerate case we have the following approxima-
tion 
(3.23)
ne HxL = NC  expikjj- EC HxL - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T y{zz ñ
EC HxL - melch HxL = k T logK NCÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅne HxL O
Replacing EC HxL Ø -e yHxL + C  and differentiating both sides, we get
Transport Equations
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(3.24)
-
d y
ÅÅÅÅÅÅÅÅÅÅd x -
1
ÅÅÅÅÅe  
d melch
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x = k T
d
ÅÅÅÅÅÅÅÅÅd x  logK NCÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅne HxL O
= k T ne HxLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅNC  NC  -1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅne 2 HxL
=
k T
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅne HxL  d neÅÅÅÅÅÅÅÅÅÅÅÅd x .
thus
(3.25)- d yÅÅÅÅÅÅÅÅÅÅd x -
1
ÅÅÅÅÅe  
d melch
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x = -
k T
ÅÅÅÅÅÅÅÅÅÅe  
1
ÅÅÅÅÅÅÅne
 
d neÅÅÅÅÅÅÅÅÅÅÅÅÅd x
Multiplying with se = e me  ne
(3.26)
-se  
d y
ÅÅÅÅÅÅÅÅÅÅÅd x - se  
1
ÅÅÅÅÅe  
d melch
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x = -k T me  
d neÅÅÅÅÅÅÅÅÅÅÅÅd x ñ
se  
1
ÅÅÅÅÅe  
d melch
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x = -se  
d y
ÅÅÅÅÅÅÅÅÅÅd x + me  k T
d neÅÅÅÅÅÅÅÅÅÅÅÅÅd x .
The right-hand side is the total current; thus, the left-hand side must also be equal
to je .
(3.27)je = -se  
1
ÅÅÅÅÅe  
d melch
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x
Since in thermal equilibrium the electrochemical potential must be horizontal, we
conclude  that  the  electron,  and  hole,  current  must  vanish  separately  in  equilib-
rium, that is
(3.28)d m
elch
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x = 0 fl je = jh = 0.
3.3.4 Summary
In this section, we have described the electrical transport in a semiconductor. In a
semiconductor, electrons and holes are carriers of current. There are two kinds of
electrical transport, drift and diffusion.
3.4 Deep levels
In  absence  of  defects,  the  carrier  life  time  is  only  limited  by  the  direct  band  to
band recombination  (from EC  to EV ). The recombination processes involved set
the physical upper limit to the lifetime. 
Three  type  of  generation  processes  can  be  distinguished  [6].  Each  one  of  the
processes needs energy. This energy can be supplied by the following processes:
Ë Thermal (phonon field)
Ë Optical (electromagnetic field)
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Ë Electrical energy (electric field) 
Two types  of recombinations  are distinguished.  Each  releasing  energy in one of
the following two forms:
Ë Thermal energy via nonradiative  recombination
Ë Luminesence via radiative recombination
The  type  of  generation  selected  is  usually  the  choice  of  the  experimentalist,
whereas the type of predominant recombination is mostly a function of the defect
structure  of  the  selected  material.  It  is  also  influenced  by  the  temperature,  and
sometimes by the electric field and other parameters [4].
Non-radiative recombination
Non-radiative  recombination  of  carriers  releases  energy  in  the  form  of  phonons
or  by  accelerating  another  electron,  with  Auger  recombination,  which  conse-
quently leads to acoustic or LO phonon emission by the accelerated electron.
3.4.1 Recombination Centers and Traps
Recombination involves energy dissipation, and impurity or defects centers make
energy dissipation by phonon emission much easier than in perfect crystals.
In semiconductors such as silicon, the band structure has indirect gap type and
for  carrier  recombination  phonon  emission  is  required  for  momentum  consider-
ations  (conservation).  Therefore  the  probability  of  recombination  of  electron-
hole  pairs  across  the  energy  gap  is  low  for  these  materials  and  would represent
lifetimes at 300°K of the order of seconds.
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Figure 3.3: Emission and Capture Mechanism. Et  in this figure is what we denotes Ej .
An  important  property  for  a  deep  state  is  if  the  state  is  neutral  or  positive
charged  when  it  is  electron-occupied.  In  the  case  of  donors,  it  is  the  number  of
unoccupied  states  that  contributes  to  the  space  charge,  while  for  acceptors;  it  is
the number of occupied states that contributes to the space charge.
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Table 3.1. Electron states and their charges
Symbol Description Charge
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        HE.RLi , HC.RLi Emission and capture rates for electrons at localized acceptor-like 
states
UnoccupiedØ0
OccupiedØ(-)
HE.RL j , HC.RL j Emission and capture rates for holes at local-
ized donor-like states
UnoccupiedØ(+)
OccupiedØ0
Ge , Re
Generation and Recombi-
nation rates for electrons 
at non-localized states at 
EC
Direct band-to-band 
transitions 
Gh , Rh
Generation and recombi-
nation rates for holes at 
non-localized states at 
EV
Direct band-to-band 
transitions  
3.4.2 Rate Equations
Carrier Capture and Emission
In  the  following  we  will  follow  [1]  in  describing  the  dynamic  properties  of  the
occupation of the deep states. A very similarly description can be found in [2].
Four processes determine the electrical behavior of a deep state. These processes
are the electron emission, electron capture, hole emission and hole capture. 
Let  Nj  be  the  density  of  deep  states  at  energy  level  Ej  and  let  nj  be  the
density of the electron occupied states. The capture process is characterized by a
cross section, sk , where the indices k  denote the proper carrier type (e  or h). In
the  case  of  ne  electrons  at  EC  with  a  rms  velocity  ve ,  a  deep  state  will  be
exposed  to  a  flux  of  ne ve  electrons  per  unit  time  per  unit  area.  The  number  of
electrons capture by the the HNj - nj L  unoccupied states in a short time interval is
(3.29)D nj = se  ve  ne HNj - nj L D t
We define the electron capture rate per unoccupied state, as
(3.30)ce =
D nj
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅHNj - nj L D t = se  ve  ne
(3.31)ce = se  ve  ne
A similar expression can be defined for holes
(3.32)ch =
D nj
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅHNj - nj L D t = se  vh  nh
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The  capture  rate,  per  carrier,  is  related  to  the  minority  carrier  lifetime  due  to
recombination  of electrons and holes  at the deep state. Thus for  p-type material,
the lifetime of minority electrons is given by
(3.33)1ÅÅÅÅÅÅÅÅ
te
=
1
ÅÅÅÅÅÅÅÅne
 
D nj
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
D t  Hp - typeL
and,  from  Equation  3.29  the  non-radiative  lifetime  associated  with  electron
capture at the deep state is given by
(3.34)1ÅÅÅÅÅÅÅÅÅÅ
tnr
= se  ve HNj - nj L
In  low  injection  conditions,  when  the  number  of  minority  carriers  is  small
compared  with  the  number  of  majority  carriers,  the  high  capture  rate  of  holes
onto  the  state  Equation  3.32  compared  with  Equation  3.31  ensures  that  the
majority  of states are always empty so in the steady state nj = 0. The lifetime is
then given simply by
(3.35)1ÅÅÅÅÅÅÅÅÅÅ
tnr
= se  ve  Nj
This  equation  indicates  how  the  trap  density  and  the  trap  capture  cross  section
control the lifetime, which in turn influence the performance of many devices.
(3.36)1ÅÅÅÅÅÅÅÅ
th
=
1
ÅÅÅÅÅÅÅÅnh
 
D nj
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
D t Hn - typeL
Figure 3.4: The rate processes related to a deep state with the density Nj  at energy level Ej
in n-type material.
Electrons  are  emitted  and  holes  are  captured  at  the  nj  electron  occupied  states.
Holes  are  emitted  and  electrons  are  captured  at  the  HNj - nj L  states  unoccupied
by electrons. The net rate of change of electron occupancy is therefore
(3.37)d njÅÅÅÅÅÅÅÅÅÅÅÅd t = Hce + eh L HNj - nj L - Hch + ee L nj
(3.38)d njÅÅÅÅÅÅÅÅÅÅÅÅd t = aHNj - nj L - b nj
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This differential equation has the following solution
(3.39)nHtL = aÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅa + b  Nj - J aÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅa + b  Nj - nj H0LN expH-Ha + bL tL
Letting t Ø ¶  we find
(3.40)nj,¶ =
a
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅa + b  Nj
Now we can write the solution of the rate equation a short practical form
(3.41)nHtL = nj,¶ - Hnj,¶ - nj H0LL expJ -tÅÅÅÅÅÅÅÅÅt N
with  t = Hee + eh + ce + ch L-1 .  In  Figure  3.5  we  see  the  response  from  a  deep
level that were initially full and empty.
time
0
0.2
0.4
0.6
0.8
1
ycnapucc
O
Electron loss
Electron gain
a
a + b
Figure 3.5: Relaxation  of  the  occupancy  of  a  deep  state  in  n-type  sample.  The  initial
conditions are fully occupied and empty.
Deep States in Thermal Equilibrium
By  the  principle  of  detailed  balance  [7],  in  thermal  equilibrium  the  processes
have to balance in the detail; meaning that the rate of captured electrons at a deep
state has to be equally balanced by the emission rate of the same deep state, else
a  net band-to-band  transfer  of  electrons  could  occur  while  the occupancy  of the
deep  state  remain  in  steady  state.  By  using  this  principle  both  of  the  following
equations, have to be fulfilled:
(3.42)ee  nj = ce HNj - nj L
(3.43)ch  nj = eh HNj - nj L
From Equation 3.42 and Equation 3.43 we find the equilibrium occupancy
(3.44)
nj,0
ÅÅÅÅÅÅÅÅÅÅÅÅNj
=
ceÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅce + ee
=
ehÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅeh + ch
.
Here  we  use  a  zero  to  indicate  thermal  equilibrium.  In  thermal  equilibrium,  the
occupancy  is  also  defined  by  the  Fermi-Dirac  distribution  function.  For  a  deep
state  at  energy  Ej  with  degeneracy  g0  when  empty  of  electrons  and  g1  when
occupied by one electron, the electron average occupancy of the state is
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(3.45)
nj,0
ÅÅÅÅÅÅÅÅÅÅÅNj
=
1
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
1 + Hg0 ê g1 L expJ Ej - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T N
Now, from Equation 3.42 and Equation 3.45 we find that
(3.46)eeÅÅÅÅÅÅÅce =
HNj - nj,0 L
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅnj,0
=
Nj
ÅÅÅÅÅÅÅÅÅÅÅÅnj,0
- 1 = g0ÅÅÅÅÅÅÅÅg1  exp
ikjjj Ej - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T y{zzz
Similarly for the hole emission
(3.47)eeÅÅÅÅÅÅÅÅce
=
g1ÅÅÅÅÅÅÅÅg0
 expikjjj Ej - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅk T y{zzz
Since g0 êg1 º 1  these equations show that when melch  is above Ej , then ce > ee
and eh > ch  so that the state is occupied with electrons. When melch  is below Ej ,
then ce < ee  and eh < ch , so that the state is unoccupied; the state is empty. This
is shown in Figure 3.6.
melch< Ej Ej m
elch> Ej
Energy
1
2
1
Occupation Probability
eh<ch
ce<ee
eh>ch
ce>ee
EC
Ej
EV
melch>Ej
melch<Ej
Figure 3.6: The occupation of  a deep state  at two different chemical potentials.  When melch
is above the deep level, the state is occupied, and when melch  is below the state is unoccupied.
The  reason  for  the  change  in  the  relative  magnitude  of  ee  and  ce (and  eh ,  ch )
with  melch  is  that  the  capture  rates  are  determined  by  the  free  carrier  density
according  to  Equation  3.30  and  Equation  3.32,  and  for  a  non-degenerated
semiconductor
(3.48)ne = NC  expikjjj- EC - melchÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅk T y{zzz
so  when  melch  is  near  EC  and  above  the  Ej ,  ce  is  large  because  ne  is  large
whereas  when  melch  is  below  Ej ,  ne  and  ce  is  small.  This  shows  how  the
dynamic  quantities  ce  and  ch  are  related  to  equilibrium  occupancy  of  the  deep
state defined by melch  and Ej .
Notice  that  ce  and  ch  are  dependent  on  the  doping  level  of  the  sample
whereas se  and ee  Hsh  and eh ) are intrinsic properties of the deep state!
For  non-degenerated  semiconductors  Hne ` NC , or nh ` NV L  the  free
electron  density  is  determined  by  the  Boltzmann  distribution  function,  whereas
the  occupancy  of  the  deep  state  is  defined  by  the  Fermi-Dirac  distribution
function,  because  nj  may  be  as  large  as  Nj .  In  thermal  equilibrium  we  can
substitute  Equation  3.30  and  Equation  3.48  into  Equation  3.47  and  obtain  the
result
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(3.49)ee HTL = se  ve  g0ÅÅÅÅÅÅÅg1  NC  expK- EC - EjÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T O
Likewise, we get for the hole emission
(3.50)eh HTL = sh  vh  g0ÅÅÅÅÅÅÅÅg1  NV  expK EV - EjÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T O
If we take a look at the electron emission, we have
(3.51)ve = K 3 k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅm* O1ê2
and
(3.52)NC = 12 K 2 p m*  k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅh2 O3ê2
If we allow for temperature dependent capture cross section of the form
(3.53)sHTL = s¶  expK -D EÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T O
then equation Equation 3.49 gives the temperature dependence of ee HTL  as
(3.54)sHTL = g sna  T2  expK -EnaÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅk T O
where
(3.55)g = 2 è!!!3  MC H2 pL3ê2  k2  m*  h-3
and
(3.56)sna =
g0ÅÅÅÅÅÅÅÅg1
 s¶ .
Therefore a log-plot of ee ê T2  versus T-1  is a straight line with activation energy
Ena  and  pre-exponential  factor  defined  by  sna .  This  plot  is  called  “the  trap
signature”  and,  although  Ena  and  sna  cannot  be  interpreted  immediately  as  an
energy level and a capture  cross section, their values can be used to characterize
deep states in terms of its signature defined by Equation 3.54.
Now  we  will  define  the  concepts  of  “electron  traps”  and  “hole  traps".  For
states  in  the  upper-half  of  the  energy  gap  we  have  HEC - Ej L < HEj - EV L  so
ee > eh ; the state emits more electrons than holes (I would call that a “hole-trap”.
Come  back  to  that  later),  whereas  for  states  in  the  lower-half,  whereHEC - Ej L > HEj - EV L  then  eh > ee ,  thus  the  name  “hole  trap”.  The  precise
demarcation  energy  between  the  two  regimes  occurs  at  an  energy  Ej  where
ee = eh . From Equation 3.49 and Equation 3.50 this energy is given by
(3.57)Ej = Ei +
1
ÅÅÅÅÅ2  k T logK sh  vh  g1 êg0ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅse  ve  g0 êg1 O
where  Ei  is  the  intrinsic  chemical  potential.  The  intrinsic  level  is  close  to  mid-
gap.
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Majority and Minority Carrier Traps
Depending  on  position  of  the  electrochemical  potential  and  the  deep  level,  two
kinds of traps can be identified; Majority  traps and minority traps. In Figure 3.7,
the top  figure illustrates  a  majority trap.  Here is dominating  interaction  between
the  deep  level  and  the  conducting  band.  In  the  bottom  figure  is  a  minority  trap
illustrated.  This  trap type is characterized  by  the interaction  with both bands.  In
EIS,  the  response  comes  from variation  in  the  population  in  the  surrounding  of
the cross-point.  To use EIS to characterize  such a trap,  a large has  to be used to
create a sufficient  band bending to get the two levels to cross. This has not been
tried in this project.
Figure 3.7: Two types of traps can be identified. Majority and minority traps.
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3.5 Transport Equations (Again)
From  the continuity  equation,  Equation  3.58,  here  only  shown for  electrons,  we
can derive the density rate-equations.
(3.58)d neÅÅÅÅÅÅÅÅÅÅÅÅÅd t = Ge - Re +
1
ÅÅÅÅÅe  “ ÿ J
where  Ge  denotes  the  rate  of  electrons  coming  to  conduction  band,  and  Re
denotes the rate of electrons leaving the conduction band.
From  Equation  3.37  we  find  that  we  have  to  add  the  following  terms  to  that
describes Ge  and Re terms just mentioned. The terms are ee  nj - ce HNj - nj L  and
to nh ,  eh HNj - nj L - ch  nj ,  divided  by  an effective  time  constant  teff ,  giving  the
following equations:
(3.59)
ne Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
 t = mn HTL EHx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx  ne Hx, t, TL +
mn HTL EHx, t, TL ne Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx + mn HTL k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅe 2 ne Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅx2 +
Ge Hx, t, TL - Re Hx, t, TL + ee  nj - ce HNj - nj LÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅteff
(3.60)
nh Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
 t = - mh HTL EHx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx  nh Hx, t, TL -
mh HTL EHx, t, TL nh Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx + mh HTL k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅe 2 nh Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx2 +
Gh Hx, t, TL - Rh Hx, t, TL + eh HNj - nj L - ch  njÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅteff
(3.61)
ne,i Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
 t = -Hee  nj - ce HNj - nj LL
ª
(3.62)
nh, j Hx, t, TL
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
 t = -Heh HNj - nj L - ch  nj L
ª
(3.63)d EHx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd x = rHx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅHx, TL
(3.64)E = Eint + Eext
(3.65)
jHx, t, TL = eHme HTL ne Hx, t, TL + mh HTL nh Hx, t, TLL EHx, t; TL -
k T
ÅÅÅÅÅÅÅÅÅÅe  K- me HTL ne Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx + mh HTL nh Hx, t, TLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅx O
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(3.66)rHx, t = 0, TL
(3.67) rÅÅÅÅÅÅÅÅÅ
 t Ãx=0,L = - jÅÅÅÅÅÅÅÅÅÅÅÅÅÅx Ãx=0,L
All electrical phenomena are contained in these equations.
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Chapter 4
The System
4.1 The Sample
The sample  that  has  been investigated  in  this thesis  is  n-type silicon with X100\
crystal  structure.  The both  surfaces  are  polished.  On one side,  an ohmic contact
was  made  by  epitaxial  (MBE)  growth  of  Antimony (Sb)  and,  further,  a  layer of
150Å Platinum (Pt) was deposited. On the other side, a 150Å Platinum (Pt) was
deposited creating an Schottky contact. The sample was rinsed in RCA and had a
HF-dip just before metal deposition..
The  sample  dimensions:  length  2.12  mm,  width  1.21  mm,  thickness  0.366
mm, all measured with a Mitutoyo no. 293-816 micrometer.
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Figure 4.1: The A1 sample. The picture is taken on a 5mm. squared paper.
DLTS
The sample was bombarded with 2 MeV electrons at room temperature, creating
a  number  of  defects  in  the  crystal  structure.  Some  of  the  most  important  deep
levels from radiation can be seen in the table below.
After  the  electron  bombardment,  the  deep  states  were  determined  by  DLTS.
The  results  are  shown  in  Table  4.2  and  in  Figure  4.2.  This  shows  four  distinct
deep levels.
Both the electron bombardment and the DLTS analysis were carried out by dr.
scient  Arne  Nylandsted  Larsen  at  Department  of  Physics  and  Astronomy  at  the
University of Aarhus.
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Table 4.1. The most important deep levels with radiation [8]
Defect Type
Position in 
the forbidden 
gap
se @cm2 D sp @cm2D
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
A-center a EC - 0.17 eV 10-14 > 5 ä10-14
E-center a EC - 0.45 eV 5 ä 10-15 > 10-13
K-center d EV + 0.35 ` 10-15
H0.1 - 1Lä
1015
Vac-Vac d EV + 0.20 eV 4 ä 10-14 5 ä10-16
Vac-Vac a EC - 0.23 eV 5 ä 10-16 4 ä10-14
Vac-Vac a EC - 0.41 ~ 10-14 3 ä10-15
Table 4.2. Results from the DLTS measurement.
DLTS-Peak Energy @eVDEC - Ej Density @cm-3DNj Description
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
1 (EL2=-4.15 eV) 0.10 2 ä1013
Most probably 
due to 
Ci Hintersticial CL
2 (EL3=-4.22 eV) 0.17 2.3ä 1014
The sum of the 
Oi -V pair (the A 
center) and the 
Ci  Cs pair both
at the same
energy level.
3 (EL4=-4.28 eV) 0.23 1.8ä 1013
The double 
acceptor state of 
the divacancy
4 (EL5=-4.46 eV) 0.41 4.0ä 1013
The sum of the P-
V pair (the E-
center) and the 
single acceptor 
state of the 
divcancy.
ON  23,  AREP = 2 mm2 ,  ND = 2.0 ä 1015  cm-3 ,  2 MeV  electrons  at  RT,  dose:
1 ä 1015 electrons cm-2 .
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Figure 4.2: Result from the DLTS analysis. This show four deep levels, as indicated.
4.2 The Schottky-Semiconductor Contact
In Figure 4.3 a schematic of the system is shown, with the Schottky-contact  and
the ohmic contact (MBE grown contact).
Bulk
Metal
Contact
Metal
Contact
Depletion
Figure 4.3: A schematic of the sample under investigation.
In Figure 4.4 the orientation of the system in an x-y coordinate system.  We will
assume  that  the  system  is  homogeneous  in  the  z-y  plane  and  therefore  we  can
treat the system as a one-dimensional system.
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Figure 4.4: Orientaion of the system.
In  the  following,  we  will  take  advantage  of  the  simplifications  in  the  depletion
approximation  so we can focus on the physics. In the depletion approximation  it
is  assumed  that  the  semiconductor  is  fully  depleted  up  to  a  distance,  called  the
depletion  distance  a.  This  leaves  the  positive  donor  atoms  creating  a  space-
charge region.  A negative charge  distribution is created  in the metal.  See Figure
4.5.
xd
x
e Nd
-e Nd
r
Figure 4.5: Charge  distribution in  the Schottky-semiconductor  contact.  The charge distribu-
tion in the metal region is largely distorted to make the graphics illustrative.
Now we will calculate the electric field "HxL  and the electrical potential V HxL  as a
function of the distance.
(4.1)"HxL = ‡
-¶
x rHxL
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 d x
We will split the integral into two intervals; x œ @-¶, 0D , and x œ @0, xD . First we
calculate the field at x = 0.
(4.2)"H0L = ‡
-¶
x rHxL
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 d x = ‡
-xd
x
-q NdÅÅÅÅÅÅÅÅÅÅ
e
 d x = - qÅÅÅÅÅ
e
Nd @xD-xdx = - qÅÅÅÅÅe Nd  x
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Noticing  that  the  area  of  the  two  charge  distributions  is  equal.  We  know  from
particle conservation that
(4.3)xd  Nd = xd  Nd ñ xd = xd  
NdÅÅÅÅÅÅÅÅÅNd
then
(4.4)"H0L = ‡
-xd
0 -e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 d x = -‡
0
xd e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 d x
The electrical field at x = 0 becomes
(4.5)"H0L = - e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 xd
In general we have
(4.6)"HxL +"H0L = ‡
0
x e NdÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 d x - e NdÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 xd =
e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 Hx - xd L, 0 < x § xd ,
and the electrical potential
(4.7)VHxL = -‡
0
x
"HxL d x = -‡
0
x e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 d x = -e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 e  x
2 , 0 < x § xd .
We will give an estimate of the ratio VHxd L êVHxd L .The electrical screening length
xd  in the metal is of the order of 1 Å [9]
We get
(4.8)VHxd L = -‡
-xd
0
"HxL d x = -‡
-xd
0 -e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 x d x = e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 e  xd
2
In the same way we get
(4.9)VHxd L = ‡
0
xd
"HxL d x = ‡
0
x e Nd
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 x d x = e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 e  xd
2
Comparing the two potentials, we get
(4.10)K xdÅÅÅÅÅÅÅxd O2 º ikjjjj 10-10ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ10-6 y{zzzz2 = 10-8 .
We  can  easily  ignore  the  contribution  from  the  charges  in  the  metal  to  the
electrical potential.
The final potential becomes
(4.11)
VHxL = -‡
0
x
"H0L + "HxL d x = -‡
0
xikjj -e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅe  xd  d x + ‡0 x e NdÅÅÅÅÅÅÅÅÅÅÅÅÅe  x dy{zz d x =
-C -e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
e
 xd  x +
e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 e  x
2 G
0
x
=
e NdÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 e  I2 xd  x - x2 M .
In thermal  equilibrium,  the  electrochemical  potential  is  constant  through out  the
whole  system. The electrochemical  potential  is pinned by the chemical potential
in  the  metal.  In  order  to  compensate  for  this  difference  in  chemical  potential,
electrons will flow to the metal, leaving positive localized charges. This creates a
built-in potential in the semiconductor. Thus, we have
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In thermal  equilibrium,  the  electrochemical  potential  is  constant  through out  the
whole  system. The electrochemical  potential  is pinned by the chemical potential
in  the  metal.  In  order  to  compensate  for  this  difference  in  chemical  potential,
electrons will flow to the metal, leaving positive localized charges. This creates a
built-in potential in the semiconductor. Thus, we have
(4.12)mSch = mch HxL - e Vbi HxL ñ e Vbi HxL = mSch - mch HxL
where mSch  is  the chemical  potential  at the metal-semiconductor  interface,  Vbi HxL
is  the  built-in  potential  and  mch HxL  is  the  position  dependent  chemical  potential
for electrons through the sample.
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Figure 4.6: The  charge  distribution,  the  electric  field  and  the  built-in  potential  as  derived
from the depletion approximation.
Now we are able  to create an energy band diagram of our  system. In Figure 4.7
we see such an energy diagram for an n-type semiconductor,  as it is in our case.
In  this  figure,  we  see  the  difference  in  chemical  potential  Dm  between  the  bulk
mB
ch  and the metal-semiconductor chemical potential, which causes all the energy
levels to bend - called band bending. 
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Figure 4.7: The  energy  band  diagram  of  the  metal-semiconductor  contact.  WD  on  the
diagram is the depletion width.
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Chapter 5
Electric Impedance Spectros-
copy (EIS)
RD
CD
CB
RB
Rj Cj
Figure 5.1: 
Both  the  topology  and  the  ideal  electrical  components  in  this  network  are
uniquely  defined  and  they  give a  clear  and  simple  description  of the  underlying
physical processes involved.
The sample consists  of three network compartments  connected in series (bulk
and  depletion  regions).  This  spatial  reticulation  reflects  the  time  independent
(static)  spatial  in  homogeneity  of  the  relevant  electrical  material  parameters
within  the  sample;  in  this  particular  case  the  strong  variation  of  the  electrical
conductivity  within  the  depletion  regions.  Each  of  the  spatial  network  compart-
ments consists then of a number of parallel branches, each of these representing a
particular physical process that contributes significantly to the electrical response
in a given spatial region. Each of these physical processes is fully described by a
simple combination  of ideal electrical  components.  Referring now to Figure 5.1,
the  ideal  electrical  components  RB , CB ,  RD ,  CD  and  Rj ,  Cj  pair  represent  in
turn the bulk d.c. electrical transport, the bulk fast electronic polarization, the d.c.
electrical transport through depletion regions, the depletion regions’ fast polariza-
tion and finally a slow electrical polarization process caused by a deep level. The
full  dynamical  analysis  of  the  above  discussed  electrical  response  problem
assigns the following analytical values to all of these components. 
For the bulk region RB  is determined by the geometry L - WD  , the area A  of
the sample and the mobilities and densities of the electrons and holes.
(5.1)RB HTL = 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅeHne HEC , TL me HEC , TL + nh HEV , TL mh HEV , TLL  HL - WD HTLLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅA
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(5.2)CB HTL = eHTL AÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ ÅÅÅÅÅÅÅÅÅÅÅÅL - WD HTL
RD  is derived by Petr Viscor [10] from an approximation of the Dawson integral.
The depletion capacitance is purely determined by the geometry of the depletion
region.
(5.3)RD HTL = 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅe N mHE, TL  k TÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 Dmch HTL  WD HTLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅA  expK D E0ÅÅÅÅÅÅÅÅÅÅÅÅÅk T O
(5.4)CD HTL = eHTL AÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅWD HTL
(5.5)Dmch HTL = °mBch HTL - mSch HTL•
The depletion width is derived from the depletion approximation.
(5.6)WD HTL = $%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%2 eHTL Dmch HTLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅe2 N
(5.7)D E0 = EC0 - mSch HTL, if n - type,
(5.8)D E0 = mSch - EV0 , if p - type
where EC0  is the value of the conduction band  minimum at x = 0, and  EV0  is the
value of the valence band maximum at x = 0, and N  is the is the particle number
density of the majority carriers.
0 xd
Distance
E0
n
mS
elch
ygrenE
Figure 5.2: The Schottky barrier D Eo = EC Hx = 0L - mSch . Here xd = WD ..
The  deep  level  is  described  by  a  series  element  consisting  of  a  resistor  and  a
capacitor,  as  can  be  seen  in  Figure  5.1.  This  is  a  result  from numerical  simula-
tions  based  on  the  transport  equation  described  in  Section  3.5  carried  out  Jan
Vedde [2].
(5.9)Rj HTL = t j HTLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅCj HTL
Rj , Cj  and t j  is the 
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(5.10)t j HTL = 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅcn, j + ch, j + en, j + eh, j .
Here qHTL  is the “cross-over” point, which is the distance from the surface of the
sample  to  a  depth,  where  the  deep  level  crosses  the  electrochemical  potential.
D xHTL  is  an  effective  thickness  around  the  cross-over  point,  within  which  the
deep  level  contributes  significantly to the  electrical response,  and  t j  is the deep
level  relaxation  time  determine  by  the  electron  and  hole  emission  and  capture
rates, cn, j , ch, j , en, j , eh, j . We should note that
Now we will derive an expression for the deep state capacitance.
Figure 5.3: The cross point between a deep level and the electrochemical potential.
From the definition of capacitance we have
(5.11)C = d QÅÅÅÅÅÅÅÅÅÅÅd V .
From  Figure  5.3  we  see  that  when  the  system  is  perturbated  by  a  measuring
voltage,  the  deep  level  will  move  relative  to  the  electrochemical  potential.  This
will change the population of the deep level, thus the deep level will contribute to
the  change  in  the  charge  distribution  in  a  region  around  the  cross-point.  This
contribution is
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From  Figure  5.3  we  see  that  when  the  system  is  perturbated  by  a  measuring
voltage,  the  deep  level  will  move  relative  to  the  electrochemical  potential.  This
will change the population of the deep level, thus the deep level will contribute to
the  change  in  the  charge  distribution  in  a  region  around  the  cross-point.  This
contribution is
(5.12)D Q = e Nj  D x
The change in the potential can be approximate by
(5.13)
D V = d VÅÅÅÅÅÅÅÅÅÅd x  D x ñ
D x = D VÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd V êd x
taken at x = cross point . Now we have from Equation 4.11
(5.14)
VHxL = e NÅÅÅÅÅÅÅÅÅÅÅÅ2 e  I2 xd - x2 M ñ
d V
ÅÅÅÅÅÅÅÅÅÅÅd x =
e N
ÅÅÅÅÅÅÅÅÅÅÅÅ
e
 Hxd - xL
This is taken at the cross-point.
(5.15)d VÅÅÅÅÅÅÅÅÅÅÅd x ßx=cp = e NÅÅÅÅÅÅÅÅÅÅÅÅe  Hxd - cpL = e NÅÅÅÅÅÅÅÅÅÅÅe  l
where l is called the “transition length"[1]. Now we have
(5.16)C = $ D QÅÅÅÅÅÅÅÅÅÅÅ
D V =
e Nj
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅd V êd x = e NjÅÅÅÅÅÅÅÅÅÅÅÅÅÅl N
where Nj  is the density of deep states and N  is the majority carrier density. This
expression is free from the perturbation voltage.
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Figure 5.4: The  deep state  capacitance  calculaated  from the values  derived from the DLTS
measurement.
From  Figure  5.4  we  see  that  in  our  sample  we  should  expect  four  different
capacitance.  These have  different temperature  domains where they will  respond.
In Figure 5.5 and Figure 5.6 the band bending for all energy levels are shown for
two  different  temperatures.  This  also  shows  the  different  temperature  intervals
they will respond.
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Figure 5.5: Energy band diagram with all the lexpected energy level, with band bending. All
the energy levels are crossing the electrochemical potential.
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Figure 5.6: Energy band diagram of the energy levels. Here  only one of the deep levels are
crossing the electrochemical potential.
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Chapter 6
Experimental Setup
6.1 Instrumentation
In this investigation, two different impedance analyzers and a cryostat have been
used.  The  impedance  analyzers  cover  a  frequency  range  0.001Hz  to  110MHz.
The frequency range 40Hz to 110MHzis covered by a high frequency impedance
analyzer,  where  the  0.001Hz  to  1kHz  range  is  covered  by  a  LF  impedance
analyzer. The temperature range of the cryostat is 90°K to 460°K.
6.1.1 High Frequency setup
The most used analyzer in this project is the High Precision Impedance Analyzer
4294A  from  Agilent  Technologies  [11]  [12].  This  instrument  covers  the  fre-
quency range from 40Hz to 110MHz and an impedance range of 25mW to 40 MW
within  an  accuracy  of  10%.  It  has  a  ±  40V,  ±  20mA  (100mA  at  ±25V)  bias
generator. The 4294A impedance analyzer operates by an Auto Balancing Bridge
principle,  which  provides  a  wide  frequency  coverage  and  high  accuracy  over  a
wide  impedance  range.  Included  in  the  analyzer  are  measuring  procedures  and
internal  routines  to  compensate  for  extension  cables  and  fixture  impedance  (see
appendix).
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Figure 6.1: Agilent  4294A  High  Precision  Impendace  Analyzer  covering  the  frequency
range 40Hz to 110MHz.
6.1.2 Low Frequency Instrument Setup
To  cover  frequencies  below  40Hz,  an  impedance  analyzer  was  built,  consisting
of  two  time-synchronized  digital  voltmeters  (Agilent  3458A),  a  function  wave-
form  generator  (Agilent  33250A)  and  a  current  amplifier  (Keithley  428).  The
inter-connection of these instruments can be seen in Figure 6.3 and in Figure 6.2
a picture of the instruments can be seen.
The  LF  impedance  analyzer  can  cover  a  frequency  range  of  0.001Hz  up  to
1kHz. This setup can measure  impedances with a ratio between the real part and
the imaginary  part  up to a ratio  of 1:1000. When this ration becomes larger,  the
phase can not be resolved with noisy impedance curves as a result. 
Instrumentation
38
Figure 6.2: The  low  frequency setup.  It  consists  of  two  digital  voltmeters  (Agilent  3458A)
that are used as analog-to-digital  converts and they are synchronized, a frequency generator
(Agilent 33250A) and a current amplifier (Keithley 428).
Figure 6.3: The  inter-connection  of  the  instruments  that  constitutes  the  LF  impedance
analyzer.
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6.1.3 Cryostat
The  cryostat  is  a  cryostat  from  Delong  Instruments  s.r.o  Czech  Republic.  It
covers  a temperature  range  of 90°K to 460 °K and  is  cooled by liquid  nitrogen.
The system consists  of a cryostat  chamber  with a heat exchanger,  an insert  with
coax-lines  and  a  sample  holder,  a  dewar  and  a  nitrogen  pump.  The  cryostat
chamber is isolate with an evacuated double-wall. The whole system can be seen
in Figure 6.4. The insert can be seen in Figure 6.5.
The length of the coax-lines plus the length of the coax cables, attached to the
coax-lines,  is  1  meter.  This  fit  the  operational  mode  of  the  Agilent  4294A
impedance analyzer.
Figure 6.4: The cryostat consisting of a Cryostat  chamber with sample holder,  transfer line,
vacuum pump, 25 liter dewar and a nitrogen pump (inside the box due to noise).
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Figure 6.5: The coax-lines with spacers, coax cables and the sample holder at the end.
6.1.4 Sample holder
For this investigation, a specialized sample holder was designed. It can be seen in
Figure 6.6,  where the  A1 sample is  mounted between the two electrodes.  It  was
designed  to  handle  the  very  small  size  of  the  sample  (2ä1ä  0.366  mm)  and  it
should  be easy to  operate.  Sample sizes  up to 10ä 10ä3 mm  can be mounted in
this sample holder.
To  compensate  for  thermal  expansion  during  the  temperature  sweeps,  all
mechanical/electro-mechanical  joints  are  made  with  spring-loads  or  soldered
with  high  temperature  solder,  otherwise  the  pieces  will  fall  apart.  A drawing  of
the  sample  holder  is  shown  in  Figure  6.7.  The  sample  holder  consists  of  two
horizontal  marcor  bars.  In  these,  a  gold-platted  screw  that  constitutes  the  elec-
trode. The sample is placed in a sandwich between the two marcor bars with the
electrodes  and two springs  keeps  the pressure  against  the sample at all  tempera-
tures.  Marcor  is  a  glass  ceramic  material  with  very  good  thermal  electrical
properties.  Spring washers are placed at the electrodes/screws  to compensate  for
thermal expansion. 
The temperature  sensor  is placed  behind the  sample  holder  and  has  no direct
mechanical  contact with the sample. Thus, it is necessary not to start the imped-
ance  measurement  before  the  sample  and  the  surrounding  gas  are  in  thermal
equilibrium.  In  this  respect,  it  is  fortunately  that  the  cryostat  is  quit  slowly,  so
there  are  no  problem  with  time-depended  temperature  gradients  between  the
sample and the sensor. (Where to put the measurements of this?)
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The temperature  sensor  is placed  behind the  sample  holder  and  has  no direct
mechanical  contact with the sample. Thus, it is necessary not to start the imped-
ance  measurement  before  the  sample  and  the  surrounding  gas  are  in  thermal
equilibrium.  In  this  respect,  it  is  fortunately  that  the  cryostat  is  quit  slowly,  so
there  are  no  problem  with  time-depended  temperature  gradients  between  the
sample and the sensor. (Where to put the measurements of this?)
Figure 6.6: The A1 sample on the sample holder. Also, the temperature sensor can be seen.
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Figure 6.7: A drawing of the sample holder made for A1 sample.
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Chapter 7
Data and Analysis
7.1 Mott-Schottky Plot
By  measuring  the  depletion  capacitance  versus  an  applied  reverse  bias  voltage,
the  doping  density  and  the  difference  in  chemical  potential  between  the  metal-
semiconductor  interface  and  the  semiconductor-bulk  can  be  estimated.  For
further information see [1] chapter 5.
We  can  use  the  results  from  this  measurement  to  check  our  fit.  The  bias
dependence has been measured at two temperatures; 200 °K and 300 °K.
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Figure 7.1: Mott-Schottky plot. Sample A1 at 200°K and 300°K. 
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Figure 7.2: The real part of the capacitance measured versus an applied reverse bias voltage
at 200°K (sample A1).  The real-part of the capacitance at 1MHz was used to determine the
doping level. 
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Figure 7.3: The  imaginary-part  of  the  capacitance  measured  versus  an  applied reverse  bias
voltage  at  200°K  (sample  A1).   The  real  -part  of  the  capacitance  at  1MHz  was  used  to
determine the doping level. 
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Figure 7.4: The I-V characteristic of the A1 sample at 200°K.
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Figure 7.5: The  real  part  of  the  measured  capacitance  versus  a  reversed  bias  voltage  at  1
MHz and 200°K (A1 sample).
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300°K
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Figure 7.6: The real part of the capacitance measured versus an applied reverse bias voltage
at 300°K (sample A1).  The real-part of the capacitance at 1MHz was used to determine the
doping level. 
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Figure 7.7: The  imaginary  part  of  the capacitance  measured  versus  an  applied reverse  bias
voltage  at  300°K  (sample  A1).   The  real  part  of  the  capacitance  at  1MHz  was  used  to
determine the doping level. 
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Figure 7.8: The I-V characteristic of the A1 sample at 300°K.
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Figure 7.9: The   real-part  of  the  measured  capacitance  versus  a  reversed  bias  voltage  at  1
MHz and 300°K.
Results
From the Mott-Schottky  plot the doping level and the difference  in the chemical
potential is found. From the charges neutrality in the bulk, the chemical potential
in  the  bulk  mBch  is  found  and  from  that,  the  value  of  the  metal-semiconductor
chemical  potential mSch , the depletion width WD . Then it is possible to determine
the  bulk  resistance  RB ,  the  bulk  resistivity  rB ,  the  bulk  capacitance  CB .  By
calculating the average of the real part of the impedance at the highest frequency
it  was found that  this  value about  3  times the RB .  This  must  be due  to the very
thin  metal  layer  deposit  on  the  silicon.  The  resistance  was  calculated  as  the
difference  between  the calculated  RB  and  average  of the real part  of  the imped-
ance, as described above.
Table 7.1. The results from Mott-Schottky plot (sample A1).
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Parameter T=200°K T=300°K
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
Doping 9.75ä 1020 @m-3 D 1.02ä 1021 @m-3 D
mB
ch -4.219 [eV] -4.318 [eV]
Dmch 0.582 [eV] 0.573 [eV]
mS
ch -4.801 [eV] -4.891 [eV]
WD 8.96 ä10-7 @mD 8.75 ä10-7 @mD
rB 4.58 [W cm] 4.37 [W cm]
RB 6.52 W 6.23 W
CB 7.34ä 10-13 @FD 7.34ä 10-13
RS 15.1 [W] 17.83 [W]
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Figure 7.10: The real part of the impedance of sample A1.
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Figure 7.11: The imaginary part of teh impedance of sample A1.
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Figure 7.12: The absolute value of the impedance of sample A1.
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Figure 7.13: The phase of the impedance of sampe A1.
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Figure 7.14: The real part of the capacitance. of sample A1
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Figure 7.15: The imagianry part of the capacitance of sample A1.
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Figure 7.16: ReHCH f LL . The min and max caapactianece is  2.4ä10-11 @FD and 2.8ä10-10 @FD ,
respectivily.
It  is very difficult  to see structure  in these plots,  so lets select  some temperature
intervals  and  try  to  zoom  in  on  some  details.  From  the  calculation  of  the  deep
level capacitances we have selected the following examples
First we look at the highest  temperatures to see if  we can find changes  in the
capacitance caused by deep level at EC - 0.41 eV. There is a very tiny indication
in the capacitance.
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Figure 7.17: The real part of the capacitance.
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Figure 7.18: The imaginary part of the capacitance.
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Figure 7.19: The real part of the impedance.
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Figure 7.20: The imaginary part of the impedance.
The next  temperature  interval  is  select  so it  should  fit  the capacitance  related to
Ej = EC - 0.23 . 
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Figure 7.21: The real part of the capacitaance.
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Figure 7.22: The real part of the impadance.
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Figure 7.23: The imaginary part of the impedance.
And  then  for  the  level  Ej = EC - 0.17.  Here  we  have  a  very  nice  example  of  a
deep level. We see that in a certain temperature interval the capacitance increases
at  lower  frequencies,  indicating  a  deep  level.  We  also  see  that  the  typical
response frequency, related to t j , is temperature dependent.
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Figure 7.24: The  real  part  of  the  impedance.  The  min  and  max  caapactianece  is
2.4ä10-11 @FD and 2.8ä10-10 @FD , respectivily.
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Figure 7.25: The real part of the impedance.
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Figure 7.26: The imaginary part of the impedance.
7.2 Model Fit
In  this  section,  we  will  describe  the  results  from  data  fitting  to  the  reticulate
impedance  model.  First,  we  look  at  the  most  visible  of  the  possible  deep  level
response  at  the  lowest  temperatures.  We  start  with  a  model  only  including  the
bulk and depletion part, to fix these two terms. In Figure 7.27 we see a very nice
fit to data. When we look at the capacitance, Figure 7.28, it also looks quit well.
In Figure 7.29 we look at the detail of the deep level capacitance, but this feature
is not covered, yet.
Table 7.2. Results from fit at T = 130 °K, with only bulk and depletion.
Parameter Fitted value
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
A 9.24ä 10-7 @m2 D
Nd 2 ä1021 @m3 D
melch -4.37eV
RB 9.03 W
CB 2.64ä 10-10 @FD
RD 6.21ä 108  W
CD 2.43ä 10-10 @FD
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Figure 7.27: The real and imaginary part of the impedance.
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Figure 7.28: The real and imaginary part of the capacitance.
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Figure 7.29: A zoom of the real part of the capacitance.
Next, we include one deep state. We can see from the figures below, that we got
a  reasonable  good  fit,  although  we  had  to  adjust  the  sample  area.  Some adjust-
ment  can  be  tolerated  because  the  sample  is  relatively  small  and  it  is  not  a
straight rectangle.
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Next, we include one deep state. We can see from the figures below, that we got
a  reasonable  good  fit,  although  we  had  to  adjust  the  sample  area.  Some adjust-
ment  can  be  tolerated  because  the  sample  is  relatively  small  and  it  is  not  a
straight rectangle.
Table 7.3. Results from fit at T = 130 °K.
Parameter Fitted value
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
A 9.24ä 10-7 @m2 D
Nd 2 ä1021 @m3 D
melch -4.37eV
RB 9.03 W
CB 2.64ä 10-10 @FD
RD 6.21ä 108  W
CD 2.43ä 10-10 @FD
Rj 1.28ä 106 W
Cj 7.82ä 10-12 @FD
Nj 5 ä1019  8 @m3 D
t j 10-5 @s-1 D
Ej EC - 0.23 eV
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Figure 7.30: The real and imaginary part of the impedance, at T = 130 °K .
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Figure 7.31: The real and imaginary part of the capacitance at T = 130 °K.
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Figure 7.32: The real part of the capacitance, zoomed, at T = 130 °K.
Now we will keep the found parameters and see how well this will fit at another
temperature. We start with T = 150 °K.
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Figure 7.33: The real and imaginary part of the impedance at T = 150 °K.
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Figure 7.34: The real and imaginary part of the capacitance at T = 150 °K.
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Figure 7.35: The real and imaginary part of the capacitance at T = 150 °K.
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Then we goes up to T = 170 °K.
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Figure 7.36: The real and imaginary part of the impedance at T = 170 °K.
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Figure 7.37: The real and imaginary part of the capacitance at T = 170 °K.
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Figure 7.38: The real and imaginary part of the capacitance at T = 170 °K.
We  see  from these  figures,  that  the  parameters  only  fit  at  one  temperature.  We
can also see that one of the features that can be seen in the imaginary part of the
impedance  (the  small  peak)  in  the  model  moves  down  with  temperature,  while
this peak in data moves up with temperature. Not good.
We  will  show  another  example,  where  it  was  tried  to  assume  that  the  deep
level  that  can  be  seen  at  temperatures  around  130 °K  is  Ej = EC - 0.17 .  This
would be reasonable  to assume, because the DTLS measurement  tell us that this
level has the highest density and therefore one should expect the largest response.
Table 7.4. Results from fit at T = 130 °K, Ej = EC - 0.17.
Parameter Fitted value
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        
A 1.54ä 10-6 @m2 D
Nd 1.0ä 1020 @m3D
melch -4.30eV
RB 105.1 W
CB 4.4 ä 10-13 @FD
RD 8.64ä 107  W
CD 1.22ä 10-10 @FD
Rj 7.96ä 105 W
Cj 2.51ä 10-10 @FD
Nj 7.5ä 1019  8 @m3D
t j 10-5 @s-1 D
Ej EC - 0.17 eV
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Figure 7.39: The real and imaginary part of the impedance at T = 130 °K
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Figure 7.40: The real and imaginary part of the capacitance at T = 130 °K
As can be seen, this is not a very good fit. In fact, it was not possible get reason-
able fit,  i.e.  fits that could describe  anything else than the bulk and depletion,  at
any of the higher temperatures. 
Using Equation 3.54 a fit  to find the activation energy of this t j  at this level
was tried.  The data  for the fit was selected  from the zoomed capacitance  plot  in
Figure 7.24. The points were selected as the midt point between the two horizon-
tal levels in the real part of the capacitance.
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Figure 7.41: A fit of  1 ê Ht T2 L  versus T-1 . The found activation energy was 0.23 eV.
A  quit  nice  fit  was  achieved  and  the  found  energy  Ea = 0.23 eV  is  exactly  the
energy found in the fit.
In order to see if the response from the deep states should be at lower frequen-
cies,  the  impedance  was  measured  down  to  0.01Hz,  at  200°K  and  300°K.  Ther
was no indications of any response from deep levels at these frequencies.
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Chapter 8
Discussion and Conclusion
The  purpose  of  this  master  thesis  has  been  to  determine  whether  Electrical
Impedance Spectroscopy can be used for determination of the electrical character-
istics  of deep states  in semiconductors.  A test  sample  of silicon was bombarded
with 2 MeV electrons, creating a number of defects with energy levels within the
forbidden  energy gap.  This sample  was measured  using DLTS as  a reference  in
order to be able to compare the results from the EIS measurements  and analysis.
The  necessary  semiconductor  theory  is  was  reviewed  and  the  principles  behind
creating  a  reticulated  R,  C  electrical  equivalent  network  model  have  been
described. 
We  have  seen  that  there  are  some  features,  especial  in  the  capacitance  that
could  be  taken  as  the  response  from  the  deep  levels.  The  temperature  interval
where such features is expected, was calculated from the Cj  (see Figure 5.4).
We  have  seen  that  the  model  we  have  described  in  this  project,  was  able  to
make a good fit at one deep level, although that the energy level was not the that
one  should  expect  from  the  DLTS  measurements.  In  the  DLTS  measurement  it
was  the  EC - 0.17 eV  level  that  had  the  largest  density  and  this  should  give the
largest  response  in  the  EIS  measurement.  A fit  of  the  t j  gave  an  energy  of  the
same  magnitude  as  the  energy  level  used  in  the  fit.  It  is  not  that  clear  if  it  is
reasonable to conclude that the time constants from the rate equations can be set
equal  to  the  time  constant  of  the  term  that  describe  the  deep  level  in  the  EIS
model.
The results from this project show that the EIS method is capable of determin-
ing  the  characteristics  of  the  deep  states,  provided  the  density  of  these  is  rela-
tively high. At low densities, the method fails, at least with the suggested model.
Minority carrier  traps have not been investigated in the project.  To be able to
excitate  these  traps  the  temperature  sweep  has  to  be  performed  under  a  large
reverse bias. In this case, the system is not equilibrium, but in steady state.
The  development  work  related  to  the  experimental  setup,  consisting  of  a
0.001Hz  to  1kHz, and  40Hz  to  110MHz impedance  analyzers,  a cryostat  cover-
ing the temperature range of 90°K to 460°K and a specialized sample holder are
also described.
In this project a lot of time and effort has been use to get the cryostat working.
There  have  been  problems,  especially  because  it  was  defect  and  it  took  some
time to discover that. After it was repaired it work reasonable well, but it is very
slow,  72  hour  for  such  temperature  sweep  we  have  exploit  in  the  report.  All
programs for data acquisition, representing and modeling have been developed in
Mathematica  5.2  during  this  project.  A  specialized  sample  holder  was  been
design and frabricated for this project.
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In this project a lot of time and effort has been use to get the cryostat working.
There  have  been  problems,  especially  because  it  was  defect  and  it  took  some
time to discover that. After it was repaired it work reasonable well, but it is very
slow,  72  hour  for  such  temperature  sweep  we  have  exploit  in  the  report.  All
programs for data acquisition, representing and modeling have been developed in
Mathematica  5.2  during  this  project.  A  specialized  sample  holder  was  been
design and frabricated for this project.
Michael Jensen, Lyngby, 2006.05.08
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Appendix A
Adapter and Sample holder 
Compensation
To  be  able  to  make  measurements  with  a  sample  holder  that  is  placed  in  an
extender,  it  is  necessary  to  make  some  measurements  that  tell  the  instrument
something about the conditions of the extender and the impedance of the sample
holder. These routines were made before each measurement.
First, Adapter compensation has  to be made. This will tell the Agilent 4294A
how long the extender is and it can compensate for standing waves.
To compensate  for  the  sample  holder  impedance  the Agilent 4294A  analyzer
has some routines to measure and estimate the sample holder impedance. This is
called “Fixture Compensation” in the Agilent manual [11]. It assumes a model of
the sample holder impedance consisting of a t-circuit, shown in Figure 8.1, where
ZS  is a serial impedance, Zp  is the parallel impedance, ZL  is lead impedance and
Zx  is the impedance that is going to be measured (not compensated for).
Now,  by  measuring  three  known  impedances  it  is  possible  to  estimate  the
three  components  in  the  sample  holder  model.  The  Agilent  calls  these  three
OPEN,  SHORT  and  LOAD.  Normally  OPEN  is  measured  with  nothing  in  the
sample  holder,  SHORT  with  the  sample  holder  electrodes  short-circuited  and
LOAD with well-known impedance.
Zs
Zp
ZL
Zx
Figure 8.1: A model of the sample holder, including impedance to be measured Zx .
Internally,  the  instrument  assumes  a  model  for  each  of  the  test-impedances  that
are  measured.  These  are  shown  in  Figure  8.2.  These  fixed  impedance  models
limits the choices of test-impedances, because high impedances have to include a
capacitor and a resistor in parallel in the modeled.
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LOADOPEN SHORT
Figure 8.2: The models of the three sample holder compensations.
The  test-impedances  used  here  were  an  open  circuit,  a  short  circuit  and  for  the
LOAD  a  100W  SMD  reference  resistor.  It  was  supplied  by  Agilent,  but  it  is  a
standard component. In Figure 8.3 and Figure 8.4 the result of a measurement of
the  impedance  of  this  reference  resistor  is  shown.  The  measurement  was  per-
formed just after the sample  holder  compensation was done.  These graphs  show
that the value of this reference resistor is very well measured.
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Figure 8.3: The real-part of the impedance of the 100W SMD reference resistor.
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Figure 8.4: The imaginary-part of the impedance of the 100W SMD reference resistor.
Below is  shown printout  from the  data  file,  showing  some of the  conditions  the
100W reference resistor was measured under.
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Out[553]= 88824-01-2006 16:20:54<,8100SMD ref. test after compensation<,8100SMD<, 8Name Ø Temperature, Value Ø 21<<<
Out[554]= 888Air Cryostat sample holder<, Fixture State: ON,
Fixture date: 24-01-2006 16:19:46,8888Open, ON<<, 88Conductor, 0.<, 8Capacitor, 18.<<<,888Short, ON<<, 88Inductor, 0.<, 8Resistor, 0.<<<,888Load, ON<<,88Inductor, 0.<, 8Resistor, 100.<<<<<<
Out[555]= 888BWFACT, 3<, 8PAVER, 1<, 8PAVERFACT, 4<, 8E4TP, M1<<<
Figure 8.5: The  sample  holder  with  the  100W  SMD reference  resistor  mounted  for  sample
holder compensation measurements.
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Appendix B
Determination of the Oscilla-
tion Level
In  order  to  see  what  influence  the  oscillation  level  has  on  the  measured  imped-
ance,  a  measurement  where  the  oscillation  level  was variate  between  0.005  and
0.05  volt  rms,  where  carried  out.  The  result  can  be  seen  below  and  there  is  no
significant  influence  on  the  impedance,  except  that  the  curves  become  noisy  at
the  lowest  levels.  An  oscillation  level  of  0.02  volt  rms  was  chosen  in  all  the
measurements.
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Oscillation
Figure 8.1: The real-part of the impedance at different oscillation levels.
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Figure 8.2: The imaginary-part of the impedance at different oscillation levels. 
Model Fit
71
Appendix C
Temperature Curves
During  a  temperature  sweep,  the  two  temperatures  from  the  cryostat  are  moni-
tored  and  stored  together  with  the  impedance  data.  A  temperature  sweep  from
90°K to 460°K with an increment of 10°K takes approximately 72 hours. This is
quit  a  long  time.  Figure  8.8  show  the  temperatures  from  a  typical  temperature
sweep.  At  130°K  something  went  wrong  and  manually  intervention  was
necessary.
A lot of time and effort has been spending to get this cryostat working. It was
of great  benefit  that the author  also has  written the data  acquisition software;  so
proper patches could be implemented in the software to get the cryostat working.
0 500 1000 1500 2000 2500 3000
t @minD
100
150
200
250
300
350
400
T
@KD
420
410
400
390
380
370
360
350
340
330
320
310
300
290
280
270
260
250
240
230
220
210
200
190
180
170
160
150
140
130
120
110
100
Cryostat Temperatures
Heat ex.
Sample
Figure 8.1: The  sample  and  heat  exchanger  temperature  measured  during  a  temperature
sweep. The temperature graph shows problems getting to the right temperature at 130°K and
manual intervention was necessary.
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Figure 8.2: The  sample  and  heat  exchanger  temperature  during  the  last  four  measuring
temperatures.
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