Abstract-In this paper, we show that the sparse channel estimation problem can be formulated as a regularization problem between mean squared error(MSE) and the Li-norm constraint of the channel impulse response. A simple adaptive method to solve regularization problem using the convolution inequality for entropy is proposed. Performance of this proposed regularization method will be compared to the Wiener filter, the matching pursuit (MP) algorithm and the information criterion based method. The results show that the estimate of the sparse channel using the MSE criterion with the Li-norm constraint outperforms the Wiener filter and the conventional sparse solution methods in terms of MSE of the estimates and the generalization performance.
I. INTRODUCTION Estimation of the sparse channel which has a small number of nonzero channel coefficients with a large span of delay is considered in this paper. Such sparse channels are encountered in many communication applications. High-Definition television(HDTV) channels are hundreds of data symbols long but there are only a few nonzero taps [1] . Hilly terrain delay profile has a small number of multipath in the broadband wireless communication [2] and underwater acoustic channels are also known to be sparse [3] .
Estimation of the sparse channels proposed in [4] viewed this sparse channel estimation problem as a sparse representation problem and exploited the sparse nature of the channel using the matching pursuit (MP) algorithm and showed that it outperformed the least square based methods in robustness and low complexity accuracy. Matching pursuit algorithm is a method that has been used in many sparse applications [5] , [6] , [7] . Recently, a parametric method for selecting the structure of sparse model is proposed by Stoica [8] . This methods exploits the information provided by the local behavior of an information criterion. An adaptive method using the augmented Lagrangian to find the sparse solution has been proposed by Rao et. al [9] . This method augmented the L1-norm constraint of the channel impulse response as a penalty term to the MSE criterion. It is well known that the concavity of the Ll-norm in the parameter space yields sparse solution and this sparsity measure has been widely used in many applications [6] . However, determination of the parameters in regularization problems, here Ll-norm of the channel coefficients which play an important role for good estimation, has been remained as an open problem.
In this paper, we propose a searching tool for the Ll-norm of channel coefficients using the convolution inequality for entropy [10] , [11] . We will compare the performance of proposed sparse channel estimation method with the Wiener solution, the matching pursuit algorithm and the information criterion based method.
The organization of this paper is as follows: In the next section, we will summarize the proposed regularization method using the convolution inequality for entropy. In the following section, to help the readers understand the sparse problems, the conventional sparse methods such as the matching pursuit algorithm, and the information criterion based method are briefly introduced. Then, we will provide the experimental results of the comparison of channel estimation accuracy and generalization performance. To find the sparse weight solution, Rao et. al [9] used L1-norm constraint of the weight vector. The cost function is
Hr(-) denote the Renyi's entropy then convolution inequality for Renyi's entropy is [10] [6] . The penalty factor A can be included as an adaptive parameter by modifying the cost function as,
where , is a positive stabilization constant that keeps the penalty factor A bounded. We choose 3 = 1 in the experiments. This modified cost function is known as the augmented Lagrangian [12] . The stochastic gradients of the cost function are given by,
a9hi
Then the adaptation rule of parameters is given by
where nh and r, are step size. Ak converges to a value A* [9] 2=(i=l -a)
The equality holds if and only if the filter is a pure delay.
Let hmax denote the max hih , then we can start to search the adaptive parameter a in equation (2) using above equation (9) . If the vector h is sparse, then L1-norm of the channel impulse response will be not much bigger than hmax. Instead of searching a in an arbitrary range, we can simplify searching based on this information. Therefore, we start searching with a = hmax, and train the adaptive filter with the algorithm given by equations (4) and (5). After training, we compute MSE between the received signals z and the filter outputs. Then, we increase a with some amount and repeat learning. After all iterations, we can find the value of a and the corresponding system parameters with the least MSE.
Since we cannot work directly with the PDF, nonparametric method is used here to estimate the entropy. Entropy estimate is obtained from Renyi's quadratic entropy estimator which estimates the PDF by Parzen-window method using Gaussian kernel [13] , [14] . For instance, we calculate the entropy of output as:
i=l j=l (10) where N is the number of sample, G(.) is the Gaussian kernel (7) and a2is its variance.
This proposed method can be summarized as follows: (8) where h* is the asymptotic coefficient vector from (6) .
Note that the constant denoted by a in equation (2) is unknown so it has to be searched cautiously to get a good performance. With inappropriate presumption of a, the performance of the adaptive system becomes poor. Therefore we propose a method based on the convolution inequality of entropy to determine a before learning system parameters using the stochastic gradient algorithm in equations (4) Set a = hmax from entropy inequality (9) while flag is true do Train adaptive filter by (6), (7) Compute MSE and check if it's reached minimum. If minimum, set flag=false.
If not minimum, increase a end while III. OTHER SPARSE METHODS To help readers understand the sparse problem, we briefly summarize the conventional MP method [7] which have been widely used in many sparse application and recently proposed parametric method [8] which exploits the information provided by the local behavior of an information criterion.
A. Matching Pursuit based method
The MP algorithm [7] first finds the best fitted column, Uk1 with different input signals, SNR, and the nonzero channel coefficients are performed. Table I shows the comparison of the proposed criterion performance to the Wiener's MSE criterion. We searched the a using the proposed method based on convolution inequality and fix the value of a to (3-hmax) from Fig. 1 . Here, estimated a value is 5.5995 which is very close to the value of L1-norm of true vector h, 5.6242. As can be seen in Table I , the proposed method estimates the zero tap coefficients better than Wiener's MSE solution but there is a penalty for this. MSE is increased in nonzero tap coefficients estimation and it is the performance loss due to the penalty term.
We also compared the performance of the proposed method to matching pursuit algorithm which is widely used in sparse application and information criterion based method which is recently proposed. Fig. 2(a) shows that proposed method outperforms other methods in terms of the MSE of channel impulse response estimates. Fig. 2(b) shows that the generalization performance also outperforms other methods. To measure the generalization performance we feed the test data which is not used in training to the estimated channel. We can see from Fig. 2 that the performance of the proposed method at low SNR is much better than other methods except the MP method. Note that the iteration number of MP algorithm is 8 which is the exact number of nonzero channel tap in this simulation but number of nonzero taps are unknown in practical. So the stopping criterion of MP here (Fig. 2) is optimal.
V. CONCLUSION We have employed the regularization method between MSE criterion and the Ll-norm constraint to identify the sparse channels with only a subset of coefficients are non-zero.
In order to specify the range of search for the Ll-norm 
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