In this paper we revisit the Moser-Veselov description for the free Rigid Body, which, in the 3×3 case, can be implemented as an explicit, second order, integrable approximation of the continuous solution. By backward error analysis, we study the modified vector field which is integrated exactly by the discrete algorithm. We deduce that the discrete Moser-Veselov (DMV) is well approximated to higher order by time-reparametrizations of the continuous equations (modified vector field). We use the modified vector field to preprocess the initial data to the DMV and show the equivalence of the DMV algorithm and the RATTLE algorithm. Numerical integration with these preprocessed initial data is several order of magnitude more accurate of the original DMV and RATTLE approach.
Introduction
In 1991 Moser and Veselov published a memorable paper (Moser & Veselov 1991) in which they described discrete versions of several classical integrable systems, among which, the Rigid Body (RB). The integrability of these discrete maps was shown with the help of a Lax-pair representation corresponding to a factorization of certain matrix polynomials.
There is a large interest of the computational community towards good methods for the integration of the RB equations, since they arise naturally in a number of applications, for instance celestial mechanics and molecular dynamics. RB equations are used here to follow particles (planets, atoms, molecules, etc.) in between other body-body interactions. It is of fundamental importance that some qualitative features of the system under consideration are preserved under integration, for instance energy. However, in the recent years it has become clear that numerical preservation of energy alone is not enough to obtain 'good' qualitative descriptions of the system. Other properties like symplecticity and time-reversibility have been shown to produce favourable propagation of errors, hence better numerical methods, especially when interested over long time behaviour.
Another interesting aspect of the work of Moser and Veselov is that their approach is based on the theory of discrete Lagrangians, which has become emergent in the computational mechanics community (see for instance (Marsden & West 2001) and references therein) because the methods derived by this approach naturally inherit the symplectic structure of the system under consideration, they preserve the discrete Lagrangian, preserve momentum and preserve energy. However, this approach has also some major drawbacks: i) it is difficult to obtain numerical methods of order higher than two, ii) it is usually difficult to estimate the numerical error, and iii) the derived methods (with some few exceptions) are highly implicit, hence computationally expensive. In facts, the DMV algorithm for the 3 × 3 RB is an exception, since, as we shall see in the sequel, it can be implemented as an explicit numerical method.
Motivated by this, in this paper we revisit the DMV algorithm for the RB equations and analyse it as a numerical algorithm for the their time integration. The original DMV is a second order method, but, unfortunately, it has a large error constant, so that it is not competitive with other numerical algorithms (like the splitting method of McLachlan (1993) , which is second-order, explicit, reversible and norm-preserving, or the Implicit Midpoint Rule (IMR), which is second order, norm-and energy-preserving for this problem but implicit, though remarkably accurate) which are nowadays widely used for the integration of the RB.
Using tools dear to numerical analysis, like backward error analysis (BEA), we are able to construct a modified vector field which is integrated by the DMV up to order 6 and describe a general procedure for obtaining higher order approximations. The study of the modified vector field for the 3 × 3 RB reveals that the DMV algorithm solves a time-reparametrisation of the original RB equations. This observation is hence used to "preprocess" and "postprocess" the initial condition of the original DMV algorithm so that a 4th and a 6th order method are obtained, adding only a tiny percent to the total expense of the original DMV algorithm! These observations hold also for the RATTLE methods for the RB, which is shown to be equivalent to the DMV algorithm. Remarkably, for the 3 × 3 RB the DMV algorithm can be implemented as an explicit method, without losing any of its originaly integrability.
The present paper is organised as follows. In the rest of this section we describe briefly the connection between the DMV algorithm and the discrete Lagrangian approach. In Section 2 we study the modified vector field of the DMV algorithm deriving the components f 3 and f 5 explicitely and sketching the procedure for the higher order components. In Section 3 we focus on the case of the 3 × 3 RB equations and obtain explicit expressions for f 3 and f 5 as a constant times [M, Ω] . These constants are then used in Section 4 to rescale the initial condition in order to obtain numerical approximation of order 4 and 6 respectively (DMV4, DMV6). In Section 5 we discuss the behaviour of the methods DMV, DMV4 and DMV6 as function of the step size h of integration. In Section 6 we establish the equivalence of the RATTLE method for the RB with the DMV algorithm and conclude that the scalings for order 4 and 6 for DMV can be used to improve RATTLE in an analogous fashion. In Section 7 we present some numerical experiments illustrating the results presented in this paper. Finally, in Section 8, we describe the explicit algorithm used to implement the DMV in this paper. Moser & Veselov (1991) consider the fuctional S(X) determined by
The DMV via the discrete Lagrangian approach
where X = {X k } with X k ∈ O(N ) and J is a symmetric matrix. To obtain the stationary points of S, they take constrained variations
(where Λ k = Λ k is a Lagrange multiplier), so that δS = 0 becomes
from which, multiplying by X k on the left and taking into consideration the symmetry of Λ k ,
hence, the discrete analogue of the angular momentum in space,
In the body variables, setting
What is the relation between the discrete Lagrangian (1.1) and the Lagrangian of the continuous RB equations?
Let us consider the continuous RB equations in body coordinates,
4) (Arnold 1989) , where M is the angular momentum and Ω the angular velocity. M and Ω are skewsymmetric matrices and J is a diagonal matrix, the inertia operator. The Lagrangian of the continuous RB equations, is the kinetic energy,
where we take into account that Ω = −Ω and that the trace is invariant under cyclic permutations. Following (Marsden, Pekarsky & Shkoller 1999) , discretise Ω = g −1ġ , where g ∈ SO(N ) is the configuration of the body, using a finite difference approximation of the derivative,
which gives
Due to the orthogonality of the g k 's and the cyclicity of the trace, the first and the last term cancel, and moreover, we can write
). Up a scaling factor, this is precisely the discrete Lagrangian (1.1) whereas X k is replaced by g k .
The DMV algorithm for the RB equations
Assume that the we wish to solve the RB equations (1.4) in the interval [t 0 , t n ], where t k = t 0 + kh, h is the step size of integration and M 0 is initial condition. Without loss of generality, the matrix J is assumed to be diagonal.
The DMV algorithm:
2. For k = 0, 1, . . . , n − 1, find the unique w k with the properties below such that
In step 2. one has to solve ripetutely the Moser-Veselov equation
where M is a skew-symmetric matrix and J is diagonal with entries J 1 , J 2 , . . . , J N , for the unknown orthogonal matrix ω. The Moser-Veselov equation (1.6) does not have a unique solution; however, if the set S of eigenvalues λ i of W = ω J admits a splitting S = S + ∪ S − , with
then, there exists a unique ω = J −1 W that satisfies (1.6), with specW = S + (Moser & Veselov 1991) . We recall that the eigenvalues λ are the solutions of the characteristic equation
For the 3 × 3 RB, we look for a modified vector field (see for instance (Hairer, Lubich & Wanner 2002) ),
such that Φ h (M k ) equals the solutionM (t k+1 ) at time t k+1 = t 0 + (k + 1)h of the modified vector field (2.3).
Deriving the map
To arrive at the formulation (2.2), we write
where Ω 0 , Ω 1 , Ω 2 , . . . , are skew-symmetric matrices computed so that
The next step consists of expanding
in terms of powers of h using the series expansion for ω k . Finally, comparison of the Taylor expansion of the solution of (2.3) and (2.2) allows us to derive the expressions for the f i 's, i = 3, 4, 5, . . . in (2.3).
We commence by expanding ω k in powers of h,
(2.6) Substituting in (2.5), we obtain
Comparing left and right-hand-sides, it is trivially observed that the order-h term disappears if Ω 0 = Ω (to simplify notation, we omit the dependence of Ω on t k ). In order to annihilate the h 2 -term, we require that
Recall that M = ΩJ +JΩ and hence M = Ω J +JΩ . On the other hand, M = [M, Ω] = −(Ω 2 J −JΩ 2 ). Hence we can write
and the identity is satisfied by if and only if By a similar token, we require that
From which we deduce that
from which we deduce that
where the operator J is the linear operator such that J S = SJ + JS.
Using the relations between M, Ω and J and their derivatives, after some tedious computations we find
Hence, Ω 3 reduces simply to
Next, we consider the equation for Ω 4 . Setting the coefficient of h 5 to zero, we obtain
At this point, we repeat the tedious work of substituting in the above expression the known values of Ω 0 , Ω 1 , . . ., and of expressing the whole as Ω 4 J + JΩ 4 = CJ + JC, from which we will deduce Ω 4 = C. Firstly, we have
Secondly, using the equalities
we deduce that
from which we obtain
In general, the algorithm to derive Ω i , for i = 1, 2, . . ., is 1. Find the coefficient of h i+1 in (2.5) and set it equal to zero. This will give an equation of the type J] . Note that the terms C i J + JC i have an odd occurrence of the 
h j+1 Ω j , and then using the relations between exp and sinh, cosh).
Use the derivatives of M and Ω to express the term
Once the Ω i s are known, substituting back in (2.1) and using the well known identity
where ad 2000)), we obtain the Taylor expansion for the DMV algorithm,
Using the expressions for the Ω i s, by the skew-symmetry of the commutator and by comparison with (2.2), we obtain the explicit expressions for the functions d 2 , d 3 , . . .,
Taylor expansion of the solution of the modified equation
The derivation of the Taylor expansion of the solution of the modified vector field can be done according to (Hairer et al. 2002) . Consider
is the original vector field of the RB equations, where J is a linear operator, defined such that J Ω = ΩJ + JΩ = M . Puttingỹ(t) = M (t), we expand the solution of the above equation in a Taylor series and collect corresponding powers of h,
where f is considered as a linear operator, f as a bilinear operator and so on and so forth. In our case,
and, since f is quadratic, f and all the other higher derivatives equal zero. Taking into accout the equalities displayed in Tables (1) - (2), we have
from which we immediately deduce that
as we would expect from a second-order methods, and, moreover,
hence f 3 is a quartic polynomial in M . For our computations, it will be conventient to write f 3 as
Note that f 3 is a quartic polynomial in M . This confirms what had been already proved in (Deift, Li & Tomei 1992 ) by a completely different argument: Deift et al. used the theory of loop groops and rank-2 extension and their expression for K(M ) = f 3 (M ) is given as a limit of a double integral. In the sequel, we shall see that, due to its simplicity, our formula (2.13) is much more amenable and easy to use in numerical computations to dramatically improve the performance of the DMV algorithm. At this point it is important to stress an important difference between the expressions for the modified vector field of (Hairer et al. 2002) and ours. While the vector field discussed in (Hairer et al. 2002) is in R n , hence the f is a symmetric quadratic operator, this is not the case for our vector field which is on matrices, thus in general f (f f, f ) = f (f, f f ). This non-commutative case is discussed with more generality in (Munthe-Kaas & Krogstad 2002) . However, we observe that all the terms containing combinations of f , f and f correspond simply to higher derivatives of f . The mixed terms are treated instead specifically. Therefore, we have
(2.14)
whereby all the vector fields are computed at M . By direct computation,
To reduce the second term in f f 3 we have used the equation for M in Table 2 , thence the identities
By a long and tedious computation, it is verified that indeed
Similarly,
(2.15)
The fact that f 2 = f 4 = 0 is not unexpected. Indeed, it can be proved that all the functions f 2i = 0 for i = 1, 2, . . ., as shown in the result below. 
Proof. It is sufficient to show that if
By construction,
Recall that, for a positive time step, the orthogonal solution ω of the matrix equation (1.6) M = ω J − Jω is computed as the unique matrix such that W = ω J has eigenvalues with positive real part (see § 1.2).
Next, we compute M k+2 = Φ −h (M k+1 ). For negative step size, either i) we compute the unique solution corresponding to eigenvalues λ solving (1.8) having negative real parts, or ii) we take the solution with positive real parts and exchange ω by ω ; both procedures are equivalent. Considering the first case, we have
which, by comparison with M k+1 = −ω k J + Jω k gives immediately
for sufficiently small step size, because of the uniqueness of the orthogonal solution with the required eigenvalues properties and the O h 2 consistency. Hence,
h . This condition is equivalent to f 2i = 0, for i = 1, 2, . . ., see (Hairer et al. 2002) . 2 Moser and Veselov (Moser & Veselov 1991) prove that, for general N , the algorithm (2.1) is a timereparamtetrisation of the flow of the original vector field of the rigid body: since the mapping preserves the underlying Poisson structure and all the integrals F i = c i of the system, it commutes with all commuting Hamiltonian flows generated by the F i s, M = {M, ∇F i }. The nonsingular compact level sets T c = ∩ i (F i = c i ) consists of a finite union of tori and on each torus the DMV mapping is a shift along the trajectory depending on an integral quantity H 2 which will be introduced later.
This, in combination with Theorem 2.1, means that (2.1) solves the modified equation
where h is the stepsize of integration and the τ 2i+1 , for i = 1, 2, . . ., are constants that depend only on the function H 2 , the matrix J and the Casimirs of the system. In what follows, we use our results on the modified vector field of the DMV algorithm to find an explicit expression for some of the τ i s in the 3 × 3 case.
Modified vector fields and time reparametrisation of the Discrete
Moser-Veselov algorithm for the 3 × 3 rigid body
The previous results were general and independent of the dimensions of the rigid body under consideration. In what follows, otherwise specified, we focus on the 3 × 3 case. In this case, the equations of motion for the components m 3 = −m 1,2 , m 1 = −m 1,3 , m 2 = m 2,3 are
The correspondence between the matrix and vector notation is well known and is given by the hatmap function,â 
In Figure 3 .1 we display the components m 1 , m 2 , m 3 of the solution of the DMV algorithm (dotted line) compared with the exact solutions of the RB equations (1.4) (solid line) and the exact solutions of the modified vector fields f + h 2 f 3 (dash-dotted line) and f + h 2 f 3 + h 4 f 5 (dashed line) in the interval [0, 50]. The initial condition m 0 and the matrix J are reported in §7. The stepsize of integration h for the DMV is chosen as h = 8 10 . The "exact solutions" are computed using the MATLAB routine ode45 with absolute and relative errors set to machine precision. The numerics confirm that the order of approximations are two, for the RB; four for the modified vector field f + h 2 f 3 and six for f + h 2 f 3 + h 4 f 5 . indicate that DMV approximation, though preserving very well the 'qualitative' features of the solution of (1.4), oscillates too rapidly compared to exact solution.
In what follows, we focus on the 3 × 3 case and we set
and where
is a constant which depends the integral function H 2 , on the Casimir m 2 = m(t 0 ) 2 and on the entries of the matrix J.
Proof. We start recalling that H 2 in (3.2) is an integral of the system 1 , though it is not independent of the Hamiltonian H. Reducing the right-hand-side of (3.1) to a common denominator and eliminating it, we obtain Secondly, let us denote by f 3 = (f 3;1 , f 3;2 , f 3;3 ) the three-vector such thatf 3 = f 3 . We show that the first component of this vector is of the form
To this scope, we compute explicitly f 3;1 using (2.13). Collecting terms carefully, we have The procedure is analogous for the other components of the vector f 3 .
2
Before proceding, we introduce the following simplifying notation: for i, j = 1, 2, . . ., let
Proposition 3.2 For the 3 × 3 RB, the function f 5 is of the form
where
is a positive constant which depends on the constant function H 2 , the Casimir m 2 , and on the entries of the matrix J.
Proof. By direct computation, as in the case of τ 3 . The positivity of τ 5 is not immediate, because of the presence of the term −28 m 2 2 det(J 2 )H 2 , but can also be verified by expanding the above expression (τ 5 is ultimately a combination of positive terms with positive coefficients). 2
Constructing higher order integrable approximations
In this section, we wish to use the results derived in the previous section to obtain higher order integrable approximations to the RB equations. To preserve the properties of the integrable discretisations, we propose to simply scale the initial condition (since this amounts to a time reparametrisation for the continuous equations). The scaling must, of course, depend on the step size h of integration. As our ansatz we choose to scale the initial condition as
We perform again the backward error analysis. We set nowω = exp(−hΩ 0 − h 2Ω 1 + · · ·) and solve for theΩ i s as the skew-symmetric matrices that solve
It is immediately verified thatΩ
hence it is clear thatf 1 = f 1 = 0 andf 2 = f 2 = 0 for the new modified vector field. The firstΩ i to differ isΩ 2 . Equating the h 3 term and taking into account (2.8), we havẽ
Moreover,f
hence, in order to have an order-four scheme, we must setf 3 = 0 which corresponds to the choicẽ
One could be tempted to extrapolate thatτ 5 = τ 5 does the job of rendering the methods of order six, but unfortunately this is not the case, since there are more complicate nonlinear effects arising from the scaling of the initial condition. Therefore we need to proceed with our backward error analysis. The equation forΩ 3 is identical to (2.9), whereby Ω 2 is replaced byΩ 2 , hence,
For whatΩ 4 is concerned, we need to take into account also the h 5 term on the left-hand-side of (4.2), hence
from which we deduceΩ
We now computed 5 according to (2.12),
Because of the nature of the scaling, it is evident thatf 4 = f 4 = 0, thereforẽ
having chosenτ 3 so thatf 3 = 0. We havẽ
5 How large can the step size h be?
The choice of the step size is intimately related to the accuracy of the method. Other limitations to the choice of the step size for a method can be loss of stability or convergence (for instance for an implicit scheme). For the DMV-type algorithms described in this paper, there is a further limitation, which comes from the spectrum S of the polynomial P (λ) in (1.8): when two opposite-sign roots become purely imaginary, then the choice of ω in the Moser-Veselov equation (1.6) is no longer unique; in other words the relation (1.6) cannot give rise to a one-to-one map.
In this section we intend to investigate this limit on the step size h for the original DMV algorithm and the new proposed algorithms DMV4 and DMV6.
In Figure 5 .3 we plot real and imaginary parts of the eigenvalues λ i of the characteristic equation (1.8) versus step size h for our running test problem (see §7). The roots are computed using MATLAB's routine roots for finding zeros of polynomials. When h is very small, all the roots are real (they correspond to plus/minus the squares of the moments of inertia in J). For larger steps, the typical behaviour is that some roots become complex.
For the DMV algorithm (circles joined by a dotted line) the maximum allowed step size is h ≈ 1.2; for this value, two couples of opposite-sign complex and conjugate roots hit the imaginary axis. This occurres also for the DMV6 algorithm, though at a larger step size, h ≈ 2.2; afterwards the spectrum recovers its original splitting (1.7). Remarkably, the roots of the DMV4 algorithm do not appear to hit the imaginary axis at all for this test problem and preserve the desired spectrum splitting (1.7) for all values of h. Does Figure 5.3: Real (top) and imaginary (bottom) part of the eigenvalues λ i as a function of the step size h. Legend: DMV corresponds to circles joined by dotted line; DMV4 to pentagrams joined by dash-dotted line; DMV6 to hexagons joined by dashed line this mean that the limitation on the step size are dictated only by the accuracy required in the computations? The answer is no: let us look more carefully at the polynomial −P (λ) in (1.8). Assume that m 0 is the given initial condition, that we scale through the algorithms DMV4 and DMV6 to m 0 /(1 + h 2 τ 3 ) for DMV4 and m 0 /(1 + h 2 τ 3 + h 4τ 5 ) for DMV6. Let us denote by −P 4 (λ) and −P 6 (λ) the corresponding characteristic polynomials in which we factor out the dependence on the scaling from the initial condition,
is independent of h. By a similar token,
We consider the polynomial as parametrised by the h and we analyse their roots letting h → ∞. Starting with P h , we have
Two pure imaginary roots are have disappeared at ±∞, two pure imaginary roots go to zero, and two stay real. In particular, this means that (1.6) cannot be made into a map which is symplectic. The situation is different for the scaled methods DMV4 and DMV6. Since
we have
which is the same as having h = 0 -in other words, no motion! Hence, the map is still integrable, symplectic and momentum preserving, but the motion becomes slower and slower until it stops at infinity. This seems to indicate that there exist optimal values of the stepsize for moderate h and we plan to explore the phenomenon in more details in a latter paper. The behaviour of the roots of −P h , −P 4,h , −P 6,h for large h is displayed below in Figure 5 .4.
RATTLE ≡ DMV
In this section we consider the RATTLE algorithm for the integration of the RB and prove that RATTLE is the same as DMV. In brief we mention that the RATTLE algorithm can be derived as a Lie-Poisson integrator and it is described at a larger detail in (Hairer et al. 2002) . A reformulation of RATTLE for the RB equations is in (Hairer et al. 2002) , pg. 247, which we report here for convenience. Note that we replace h with −h to obtain the same equations. The notation is as in this paper.
The RATTLE algorithm for the RB equations:
With the same notation of this paper, M (t 0 ) = JΩ(t 0 ) + Ω(t 0 )J is the initial condition.
1. Set Y 0 = JΩ(t 0 ).
2. For k = 0, 1, 2, . . . , n − 1, 
The first step in 2. is equivalent to solving the Ricatti equation
This method is of order 2, it preserves the Casimir m 2 2 and the Hamiltonian H in (3.1).
Theorem 6.1 The RATTLE method for the RB equation is equivalent to the DMV algorithm.
Proof.
It is sufficient to demonstrate that the two algorithms are equivalent for the first step. By construction, we have
+ hS, where S is a symmetric matrix determined so that Q is orthogonal. Hence, by direct computation,
namely, Q is a solution of the Moser-Veselov equation (1.6). Similarly, since T is a symmetric matrix and
which, compared with (2.1), reveals that Y 1 − Y 1 is precisely the DMV approximation for M (t 1 ) = M (t 0 + h), since, for sufficiently small h, the DMV gives the only order-2 solution of (2.1) consistent with the dynamics of the flow. Hence RATTLE coincides with DMV.
2
As a consequence, our results on the DMV can be immediately be extended to RATTLE for the Rigid Body, and it is of no surprise that the method preserves both the Hamiltonian and the Casimirs of the system, since the method is integrable. Moreover, our analysis allows us to improve the order of the RATTLE approximation to order 4 and 6 simply by scaling the initial condition and the scaling back the final approximation! The RATTLE4, RATTLE6 algorithms: 2. For k = 0, 1, 2, . . . , n − 1,
• determine a symmetric matrix S such that
• determine a symmetric matrix T such that
This equivalence is particularly interesting since the RATTLE algorithm can be efficiently implemented by using quaternions (Hairer 2003) .
Comparison with other methods
In this section we compare the numerical results of the DMV algorithm with the new proposed schemes DMV4 and DMV6. Moreover, we also compare with
• the explicit second-order Lie-Poisson integrator for the RB of McLachlan (LP2) (McLachlan 1993) , which is obtained by splitting the Hamiltonian H in three pieces, H = H 1 + H 2 + H 3 , whose corresponding vector fields can be integrated exactly, generating the flows φ 1,h , φ 2,h , φ 3,h . Then, at each step, the numerical approximation is computed as
and
• the well known implicit midpoint rule (IMR), reading
for the problem y = f (y), which is second-order, energy and momentum preserving -but implicit.
In Figure 7 .5 we display the error of the methods versus step size h = (Without loss of generality, m 0 is normalised so that m 0 2 = 1.) The slope of the lines agrees with the order of the methods under consideration. The original DMV method is the one that has lowest accuracy and the most limitations on the step size: it fails at around h = 1.2 (see also Table 4 ) never to recover. Also DMV6 fails, but at around h = 2.2 to recover afterwards.
6.7903e-03 5.1043e-01 1.6055e+00 1.7002e+00 1.9489e+00 1.3902e+00 IMR 1.5494e-04 9.9329e-03 1.3119e-01 3.9514e-01 2.5276e-01 6.1905e-01 DMV 1.5014e-02 5.9899e-01 NaN NaN NaN NaN DMV4
1.757e-07 7.6167e-04 1.0785e-01 1.6094e+00 5.0245e-01 5.1624e-01 DMV6
1.962e-10 1.6440e-06 7.0269e-02 NaN 7.0407e-01 1.0519e-01 Step size h Error at T=100 LP2 IMR DMV DMV4 DMV6 Figure 7 .5: Error versus step size computed at T = 100 for the methods LP2, IMR, DMV, DMV4, DMV6.
In Figure 7 .6 we plot instead the cost of the methods (in floating point operations) versus their accuracy. We have not taken into consideration the computation of τ 3 andτ 5 , but these are very small and done only once for all the computations, hence irrelevant to the overall estimate of the methods. As one can see, the methods DMV, DMV4 and DMV6 have the same floating point operations -they only differ on the scaling of the initial condition. The gain in accuracy for the latter two is however so significant that DMV6 is the method which is the most efficient, especially when good accuracy is required.
The DMV, DMV4 and DMV6 are implemented using the algorithm described in the appendix and we have done very little effort to optimise the computations.
Finally, in Figure 7 .7 we plot the solutions obtained with the methods LP2, IMR, DMV4 and DMV6 for a large value of h, h = 5. The method LP2 performs very poorly in this case, the solution loses completely its shape, DMV is not plotted because it does not generate a solution for this choice of the step size. As our analysis predicted, DMV4 and DMV6 still produce a solution, which has precisely the same integrals of the original problem, but is much too slow compared with the true solution. Remarkably, the IMR still preserves some form and the integrals of the original problem. For this test example the IMR fails to converge at h ≈ 6.5.
For comparison, in Figure 7 .8 we plot the solutions for h = 1. In this case, both IMR, DMV4 and DMV6 give a very good agreement with the exact solution. where M is a skew-symmetric matrix, and J is diagonal. Cardoso & Leite (2001) have shown that every solution of (8.1) (not necessarily orthogonal) can be written as
for some symmetric matrix S. The proof is immediate. Clearly, if S is symmetric, X = J −1 (−M/2+S) is a solution of (8.1). Next, assume that X solves (8.1) and setX = JX. Then (8.1) becomesX −X = M . Recall that any matrixX can be uniquely decomposed in its symmetric and skew-symmetric part, X = 1 2 (X +X ) + 1 2 (X −X ), from which follows that the skew-symmetric part ofX is precisely −M/2, while the symmetric part is an arbitray symmetric matrix S. From this it follows immediately that X = J −1 (−M/2 + S). Thus, the problem is reduced to the well known problem of solving Ricatti equations. Ricatti equations can be associated to symplectic matrices. For this problem, the corresponding symplectic matrix is
