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GLOBAL WELL-POSEDNESS FOR THE COMPRESSIBLE
NAVIER-STOKES EQUATIONS WITH THE HIGHLY
OSCILLATING INITIAL VELOCITY
QIONGLEI CHEN, CHANGXING MIAO, AND ZHIFEI ZHANG
Abstract. Cannone [3] proved the global well-posedness of the incompressible
Navier-Stokes equations for a class of highly oscillating data. In this paper, we
prove the global well-posedness for the compressible Navier-Stokes equations in the
critical functional framework with the initial data close to a stable equilibrium. Es-
pecially, this result allows us to construct global solutions for the highly oscillating
initial velocity. The proof relies on a new estimate for the hyperbolic/parabolic
system with convection terms.
1. Introduction
We consider the compressible Navier-Stokes equations in R+ × Rn(n = 2, 3) ∂tρ+ div(ρu) = 0,∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇P (ρ) = 0,
(ρ, u)|t=0 = (ρ0, u0).
(1.1)
Here ρ(t, x) and u(t, x) denote the density and velocity of the fluid respectively. The
pressure P is a suitably smooth function of ρ, and the Lame´ coefficients µ and λ
satisfy
µ > 0 and λ+ 2µ > 0, (1.2)
which ensures that the operator µ∆+ (λ+ µ)∇div is elliptic.
The local existence and uniqueness of smooth solutions for the system (1.1) were
proved by Nash [24] for smooth initial data without vacuum. Later on, Matsumura
and Nishida[23] proved the global well-posedness for smooth data close to equilibrium.
Recently, Lions[22] proved the global existence of weak solutions for large initial data.
However, the question of uniqueness of weak solutions remains open, even in the two
dimensional case.
A natural way of dealing with the problem of uniqueness is to find a functional
setting as large as possible in which existence and uniqueness hold. For the incom-
pressible Navier-Stokes equations ∂tu− ν∆u+ u · ∇u+∇p = 0,divu = 0,
u(x, 0) = u0,
(1.3)
such an approach was initiated by Fujita and Kato[17]. They proved the global
existence and uniqueness of strong solution for small initial data in the homogeneous
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−1. Let’s point out that the space H˙
n
2
−1 is a critical space. We
give the precise meaning of critical spaces. It is well-known that if (u, p) is a solution
of (1.3), then
(uλ(t, x), pλ(t, x))
def
== (λu(λ2t, λx), λ2p(λ2t, λx)) (1.4)
is also a solution of (1.3). A functional space is called critical if the corresponding
norm is invariant under the scaling of (1.4). For the compressible Navier-Stokes
equations, one can check that if (ρ, u) is a solution of (1.1), then




ρ(λ2t, λx), λu(λ2t, λx)
)
,
is also a solution of (1.1) provided the pressure law has been changed into λ2P . This
motivates the following definition.
Definition 1.1. A functional space is called critical if the associated norm is invariant
under the transformation (ρ, u) −→ (ρλ, uλ)(up to a constant independent of λ).












2 is not included in L∞ such that we cannot expect to obtain a L∞ control
of the density when ρ0 − ρ¯ ∈ H˙
n
2 . Instead, one can choose the initial data (ρ0, u0)
such that for some ρ¯,















2,1 is continuously embedded in L
∞. In a seminal paper, Danchin[11] proved
the global well-posedness of (1.1) in the critical Besov space for small initial data u0
and ρ0 close to ρ¯. More precisely,
Theorem 1.2. Let ρ¯ > 0 be such that P ′(ρ¯) > 0. There exist two positive constants




















then the system (1.1) has a global unique solution (ρ− ρ¯, u) such that




















== L1(R+; B˙s+1,s) ∩C(R+; B˙s−1,s)×
(




Here and what follows, we refer to Section 2.2 for the definition of Besov spaces.
On the other hand, Fujita-Kato result was generalized to the critical Lebesgue
space Ln by Weissler [26](see also [21]), and to a class of function spaces such as
B˙0n,∞ by Cannone, Meyer and Planchon [4] which allows to construct self-similar
solutions. Recently, Cannone [3] generalized it to Besov spaces of negative index of





≤ c, p > n
for some small constant c, then the Navier-Stokes equations (1.3) is globally well-
posed. Let us emphasize that this result allows us to construct global solutions for
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highly oscillating initial data which may have a large norm in H˙
n
2
−1 or Ln. A typical






where φ ∈ S(R3) and ε > 0 is small enough. We refer to [8, 10, 9, 25] for some
relevant results. An important question is then to prove a theorem of this type for
the compressible Navier-Stokes equations.
To solve this problem, the key point is to generalize the well-posed result in
Theorem 1.2 to the critical functional spaces with negative index of regularity(the












for some p > n. Let’s recall the proof of Theorem 1.2, where the
energy method is applied to obtain the smoothing effect and damping effect of the
system. This method works well for the well-posed problem in the L2 framework.
However, it doesn’t work for the well-posed problem in the Lp framework for p 6= 2,
especially in the case when the coupling effect of the system is important for the
problem. In this paper, we will develop a new method based on Green’s matrix of
the linearized system to study the well-posed problem in general Besov spaces.
In order to present our method, let us look at the linearized system of (1.1) with
the convection terms:  ∂ta+ Λd = −v · ∇a+ F,∂td− ν¯∆d− Λa = −v · ∇d+G,
(a, d)|t=0 = (a0, d0),
(1.5)
where Λ = (−∆)
1
2 . Let G(x, t) be the Green matrix of the linear system{
∂ta+ Λd = 0,
∂td− ν¯∆d− Λa = 0.












G(x, t− τ) ∗
(
F − v · ∇a
G− v · ∇d
)
dτ. (1.6)
To obtain the estimates of (a, d) in the Besov spaces, it is natural to study the action
of Green’s matrix G(x, t) on distributions whose Fourier transform is supported in a
ring. As we know, the semi-group of the heat equation shows for any couple (t, λ) of
positive real numbers,
supp fˆ ⊂ λC =⇒ ‖et∆f‖Lp ≤ Ce
−ctλ2‖f‖Lp , 1 ≤ p ≤ ∞,
where C is a ring, which plays an important role in a new proof given by Chemin[7]
on the Cannone, Meyer and Planchon result. To obtain similar properties for G(x, t),
we need to investigate the precise behaviour of Ĝ(ξ, t). Roughly speaking, for |ξ| . 1,
Ĝ(ξ, t) behaves like the heat kernel:
|Dαξ Ĝ(ξ, t)| ≤ Ce
−ϑ|ξ|2t(1 + |ξ|)|α|(1 + t)|α|,
which allows us to obtain
‖G ∗ f‖L2 ≤ Ce
−ctλ2‖f‖L2 , (1.7)
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which allow us to obtain, for any 1 ≤ p ≤ ∞,
‖G1 ∗ f‖Lp ≤ Cλ
−1e−ct‖f‖Lp , ‖G
2 ∗ f‖Lp ≤ Cλ
−2e−ct‖f‖Lp , (1.8)
if supp fˆ ⊂ λC for λ ≫ 1. Since G has different behaviour for low frequency and
high frequency, it is natural to work with the hybrid-Besov spaces(see Definition
2.6). Indeed, from (1.6), (1.7) and (1.8), we can obtain the following estimate in the





































== s − n
p
+ n2 . Let us point out that if we take s =
n
p
for p > n, the
regularity index s − 1 for the high frequency part of d0 is negative, which is enough
to ensure that the norm of d0 in the hybrid-Besov space B˙
sp−1,s−1
2,p is small if d0 is
highly oscillating, see Proposition 2.9.
Unfortunately, the inequality (1.9) cannot be applied directly. In fact, if the con-
vection term v · ∇a is viewed as a perturbation term, one derivative loss about the
function a will appear no matter how smooth is v. To overcome this difficulty, we
will work in the Lagrangian coordinate such that the convection terms in (1.5) will
disappear modulus some commutators. Here the idea is partially motivated by the




























+ n2 . Our main result is stated as follows.
Theorem 1.3. Let ρ¯ be a positive constant such that P ′(ρ¯) > 0. There exist two
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the following results hold
(1)Existence. if 2 ≤ p < 2n, and p ≤ min(4, 2n
n−2), the system (1.1) has a global

























(2)Uniqueness. if 2 ≤ p ≤ n, then the uniqueness holds in E
n
p .
Remark 1.4. Compared with Theorem 1.2, an important improvement of Theorem
1.3 is that it allows the regularity index for the high frequency part of u0 to be
negative. Especially, this allows us to obtain the global well-posedness of (1.1) for














≪ 1 for p > n
if ε is small enough, see Proposition 2.9.
Remark 1.5. In fact, Theorem 1.3 also holds for general dimension. But we need
to restrict the dimension n = 2, 3 in order to obtain global solutions for the highly
oscillating initial velocity.
Remark 1.6. We believe that our method can be adapted to the other hyperbolic-
parabolic models. This is the object of our future work.
The structure of this paper is as follows.
In Section 2, we recall some basic facts about Littlewood-Paley theory and the
functional spaces. In Section 3, we recall some results concerning the classical para-
bolic regularizing effect. Section 4 is devoted to the study of Green’s matrix of the
linearized system. In Section 5, we establish the key estimates for the the linearized
system with convection terms. Section 6 is devoted to the proof of Theorem 1.3.
Finally, an appendix is devoted to some estimates in the hybrid-Besov spaces.
2. Littlewood-paley theory and the function spaces
2.1. Littlewood-Paley theory. First of all, we introduce the Littlewood-Paley de-
composition. Choose two radial functions ϕ,χ ∈ S(Rn) supported in C = {ξ ∈
R
n, 34 ≤ |ξ| ≤
8
3}, B = {ξ ∈ R
n, |ξ| ≤ 43} respectively such that∑
j∈Z
ϕ(2−jξ) = 1 for all ξ 6= 0.






−jD)f, for j ∈ Z.
With our choice of ϕ, it is easy to verify that
∆j∆kf = 0 if |j − k| ≥ 2 and
∆j(Sk−1f∆kf) = 0 if |j − k| ≥ 5.
(2.1)
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In the sequel, we will constantly use the Bony’s decomposition from [2]:












Next, let us introduce some useful lemmas which will be repeatedly used throughout
this paper.
Lemma 2.1. [6] Let 1 ≤ p ≤ q ≤ +∞. Then for any γ ∈ (N ∪ {0})n, there exists a
constant C independent of f , j such that
suppfˆ ⊆ {|ξ| ≤ A02








j ≤ |ξ| ≤ A22




Let a vector field v(t, x) ∈ L1loc(R; Lip(R
n)). We define ψ and ψj as follows
d
dt
ψ(t, x) = v(t, ψ(t, x)), ψ(0, x) = x,
d
dt
ψj(t, x) = Sj−1v(t, ψj(t, x)), ψj(0, x) = x, j ∈ Z.




0 ‖∇v(τ)‖L∞dτ . Now we are position to state
the following lemmas.
Lemma 2.2. Let 1 ≤ p <∞. Then there hold
‖f ◦ ψ(t, x)‖Lp ≤ e
V (t)‖f‖Lp , ‖f ◦ ψ(t, x)‖L∞ ≤ ‖f‖L∞ .
Proof. Lemma 2.2 can be deduced from the fact
∂tdet(∇ψ) = div vdet(∇ψ),
and a change of variables. 
Lemma 2.3. Let 1 ≤ p ≤ ∞. Then for any j, k ∈ Z, there hold
‖∆j(∆kf ◦ ψk)‖Lp ≤ C2
−(j−k)eCV (t)‖∆kf‖Lp ,
‖Sj(∆kf ◦ ψk)‖Lp ≤ Ce
CV (t)
(
V (t) + 2j−k
)
‖∆kf‖Lp .
Here C is a constant independent of j, k.
Proof. Let {αℓ}
n
ℓ=1 be a smooth unity decomposition of S
n−1 such that ξ′ℓ 6= 0 on
suppαℓ(ξ
′), here ξ′ = (ξ′1, · · · , ξ
′
n) ∈ S




















∂ℓ(∆¯jℓf), j ∈ Z, (2.3)
GLOBAL WELL-POSEDNESS OF THE COMPRESSIBLE NAVIER-STOKES EQUATIONS 7
from which, we get by integration by parts that








Thus by Young’s inequality, Lemma 2.2 and Lemma 2.1, we have
‖∆j(∆kf ◦ ψk)‖Lp ≤ C2
−j‖(∇∆kf)(ψk)‖Lp‖∇ψk‖L∞
≤ C2−jeV (t)‖∇∆kf‖Lp‖∇ψk‖L∞
≤ C2k−jeV (t)‖∆kf‖Lp‖∇ψk‖L∞ . (2.4)
On the other hand, thanks to (2.3), we have







== (F−1χ)(x). Making a change of variables: y 7→ ψ−1k (y), and then inte-
grating by parts yields




























j(x− ψ−1k (y))) det(∇ψ
−1
k )





Thus, we get by Young’s inequality that








L∞ ‖∆kf‖Lp . (2.5)
Now, Lemma 2.3 follows from Proposition 3.1 in [16], (2.4) and (2.5). 
Lemma 2.4. [5] Let 1 ≤ p ≤ ∞. Then for any j ∈ Z, there hold
‖∆(∆jf ◦ ψj)− (∆∆jf) ◦ ψj‖Lp ≤ C2
2jeCV (t)V (t)‖∆jf‖Lp ,




Here C is a constant independent of j, k.
2.2. The hybrid-Besov space. We denote the space Z ′(Rn) by the dual space of




multi-index}. Let us first recall the
definition of general Besov space.
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Now we introduce the hybrid-Besov space we will work with in this paper. Let
R0 > 0 be as in Proposition 4.4.




















We also denote B˙s,σ by B˙s,σ2,2 .
The norm of the space L˜rT (B˙
s,σ










It is easy to check that L˜1T (B˙
s,σ












2,p ) for r > 1.
The following lemma is a direct consequence of the definition of Besov space and
Lemma 2.1.
Lemma 2.7. The following properties hold:
(a) B˙s2,σ2,p ⊆ B˙
s1,σ




2,p if σ1 ≤ σ2;

































p,1 for p ≥ 2.
Lemma 2.8. [14] Let 1 ≤ p ≤ ∞. Then there hold
(a) if s1, s2 ≤
n
p














































here C is a constant independent of ε.


























from which and Young’s inequality, we infer that
‖∆jφε‖Lq ≤ Cε
N max(2Nj , 2(1−
1
q
)nj), 1 ≤ q ≤ ∞,


















Taking j0 such that 2











This completes the proof of Proposition 2.9. 
3. Regularizing effect of the heat equation
Let us recall the classical parabolic regularizing effect.
Lemma 3.1. [7] Let φ be a smooth function supported in the annulus {ξ ∈ Rn :
A1 ≤ |ξ| ≤ A2}. Then there exist two positive constants c and C such that for any
1 ≤ p ≤ ∞ and λ > 0, we have
‖φ(λ−1D)eνt∆f‖Lp ≤ Ce
−ctλ2‖φ(λ−1D)f‖Lp .
Proposition 3.2. Let s, σ ∈ R, and p, r ∈ [1,∞]. Assume that u0 ∈ B˙
s,σ





Then the heat equation {
∂tu− ν∆u = f,
u|t=0 = u0,














Proof. The solution u can be written as





















Using q = 2 for 2j ≤ R0 and q = p for 2
j > R0, then Lemma follows from the
definition of the hybrid-Besov space. 
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To prove the uniqueness of the solution, we need the following two propositions.
Proposition 3.3. [12] Let p, q, r ∈ [1,∞], s ∈ R. Assume that u0 ∈ B˙
s−1
p,q , f ∈
L1T (B˙
s−1
p,q ). Let u be a solution of the following equation
∂tu− µ¯∆u+ (λ¯+ µ¯)∇divu = f, u(0, x) = u0(x),
where µ¯ > 0, λ¯+ µ¯ > 0. Then for t ∈ [0, T ], there holds
‖u‖eLrt (B˙s−1+2/qp,q ) ≤ C
(
‖u0‖B˙s−1p,q + ‖f(τ)‖eL1t (B˙s−1p,q )
)
.




), 1 + n
p
), and 1 ≤ p, q ≤ +∞. Let v be
a vector field such that ∇v ∈ L1T B˙
n
p
p,1. Assume that f0 ∈ B˙
s




p,q) and f is
a solution of the transport equation
∂tf + v · ∇f = g, f(0, x) = f0.
Then for t ∈ [0, T ], there holds


















4. Green’s matrix of the linearized system
We study the linearized system of the compressible Navier-Stokes system ∂ta+ Λd = 0,∂td− ν¯∆d− Λa = 0,
(a, d)|t=0 = (a0, d0).
(4.1)
We firstly give the explicit expression of Green’s matrix for the system.
Lemma 4.1. Let G be the Green matrix of the system (4.1). Then we have the
































Proof. We follow the proof of Lemma 3.1 in [20]. Firstly, applying the operator Λ
to the second equation of (4.1) gives
(Λd)t +∆a = ν¯∆(Λd).
Combining it with the first equation of (4.1), we get
att = −(Λd)t = ∆a+ ν¯∆at.




aˆ(ξ, 0) = aˆ0(ξ), aˆt(ξ, 0) = −|ξ|dˆ0(ξ).
(4.3)
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It is easy to check that λ± are two roots of the corresponding indicial equation of
(4.3). Thus, we may assume that the solution of (4.3) has the form
aˆ(ξ, t) = A(ξ)eλ−(ξ)t +B(ξ)eλ+(ξ)t.






















This determines Ĝ11 and Ĝ12.




dˆ(ξ, t) = e−ν¯|ξ|
2t
[







Plugging (4.4) into the above equality and using the relations
λ± + ν¯|ξ|
2 = −λ∓, λ−λ+ = |ξ|
2,
we finally get













which determines Ĝ21 and Ĝ22. 
We have the following pointwise estimates and expansion for Ĝ.
Lemma 4.2. (a) Given R > 0, there is a positive number ϑ depending on R such
that, for any multi-indices α and |ξ| ≤ R,
|Dαξ Ĝ(ξ, t)| ≤ Ce
−ϑ|ξ|2t(1 + |ξ|)|α|(1 + t)|α|, (4.5)
where C = C(R, |α|);
(b) There exist positive constants R,ϑ depending on ν¯ such that the following











































for a positive constant C depending on |α|, ν¯.
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Remark 4.3. In fact, Ĝ2 is a diagonal matrix, see (4.9). Since both nonzero elements
in Ĝ2 can be estimated by the right side of (4.8), we don’t care about its explicit
expression, and we view it as a scalar function.
Proof. We follow the proof of Lemma 3.2 in [20]. Since the explicit expansion of Ĝ
is important for us, here we will present a proof. We refer to [20] for more details.
The inequality (4.5) can be deduced from Lemma 4.1 by routine calculations. We
present the proof of (b) below. Let p be the symbol
p(z, r) = z2 + ν¯r2z + r2.
Define contours Γ+,Γ− and Γ0 in the complex plane to be the circles of radius
ν¯−1
2








F (r, t) = Et(r, t) + ν¯r
2E(r, t),
for large enough such that r > 10ν¯−1. Then it is easy to verify that p(∂t, r)E = p(∂t, r)F = 0,E(r, 0) = 0, F (r, 0) = 1,
Et(r, 0) = 1, Ft(r, 0) = 0.
Thus, we may assume that E and F have the form
E(ξ, t) = AE(ξ)e
λ−t +BE(ξ)e
λ+t,
F (ξ, t) = AF (ξ)e
λ−t +BF (ξ)e
λ+t.














Let aˆ, dˆ be as in the proof of Lemma 4.1. By (4.3), we find
aˆ(ξ, t) = F (|ξ|, t)aˆ0(ξ)− |ξ|E(|ξ|, t)dˆ0(ξ), Ĝ21 = Ĝ12,
which implies that
Ĝ11(ξ, t) = F (|ξ|, t), Ĝ12(ξ, t) = −|ξ|E(|ξ|, t), Ĝ21(ξ, t) = −|ξ|E(|ξ|, t).
Introducing the function












Ĝ22(ξ, t) = e−ν¯|ξ|





















GLOBAL WELL-POSEDNESS OF THE COMPRESSIBLE NAVIER-STOKES EQUATIONS 13
Consequently, we obtain the required expansion (4.6) of Ĝ with
Ĝ1(ξ, t) = −|ξ|E(|ξ|, t), Ĝ2(ξ, t) =
[





































for large enough r > 10ν¯−1, here C is an absolute constant. Let bj(t) be the contour




where C˜ is an absolutely constant. Then if r > 2ν¯−1 is large enough, the term in




2 (C˜ν¯−1)2j ≤ C(ν¯)e−
ν¯r2t
2 (C˜ν¯−1)2j .
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∣∣∣∣ ≤ C(ν¯)e− ν¯−12 tr−k−1. (4.11)
With (4.10) and (4.11), we can obtain (4.7) and (4.8) by using the definitions of
the functions E,F and H. 
Using Lemma 4.2, we can obtain the following smoothing effect of Green’s matrix
G, which will play an important role in this paper.
Proposition 4.4. Let C be a ring centered at 0 in Rn . Then there exist positive
constants R0, C, c depending on ν¯ such that, if supp uˆ ⊂ λC, then we have
(a) if λ ≤ R0, then
‖G ∗ u‖L2 ≤ Ce
−cλ2t‖u‖L2 ; (4.12)
(b) if b ≤ λ ≤ R0, then for any 1 ≤ p ≤ ∞,
‖G ∗ u‖Lp ≤ C(1 + b
−n−1)e−cλ
2t‖u‖Lp ; (4.13)
(c) if λ > R0, then for any 1 ≤ p ≤ ∞,
‖G1 ∗ u‖Lp ≤ Cλ
−1e−ct‖u‖Lp , (4.14)
‖G2 ∗ u‖Lp ≤ Cλ
−2e−ct‖u‖Lp . (4.15)
Proof. (a) Thanks to Plancherel theorem, we get
‖G ∗ u‖L2 = ‖Ĝ(ξ)uˆ(ξ)‖L2 ≤ C‖e
−ϑ|ξ|2tuˆ(ξ)‖2 ≤ Ce
−cλ2t‖u‖2,
where we have used (4.5) and the support property of uˆ(ξ).







To prove (4.13), it suffices to show
‖g(x, t)‖L1 ≤ C(1 + b
−n−1)e−cλ
2t. (4.16)
Thanks to (4.5), we infer that∫
|x|≤λ−1






























2t(1 + |ξ|)|β|(1 + t)|β|.
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Thanks to the estimate
e−ϑ|ξ|
2t(1 + |ξ|)|β|(1 + t)|β| ≤ Ce−ϑ|ξ|




|ξ|2t(1 + |ξ|−2|β| + |ξ||β| + |ξ|−|β|),










≤ C(1 + b−n−1)e−cλ
2t,























We get by integration by parts that

















from which and (4.18), it follows that
‖g1(x, t)‖L1 ≤ Cλ
−1e−ct,
which implies (4.14). The inequality (4.15) can be similarly proved. 
5. The linearized system with convection term
In this section we consider the linearized system with convection terms ∂ta+ Λd = −v · ∇a+ F,∂td− ν¯∆d− Λa = −v · ∇d+G,
(a, d)|t=0 = (a0, d0).
(5.1)
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Let T > 0, s ∈ R, p ≥ 2, and sp
def
== s − n
p
+ n2 . We introduce the functional space







L1(0, T ; B˙
sp+1,s
2,p ) ∩ L˜






L1(0, T ; B˙
sp+1,s+1
2,p ) ∩ L˜












































, and 1 − n
p
< s ≤ 1 + 2n
p
− n2 .























(a, d) be a solution of (5.1) on [0, T ]. Then there exists a constant C independent of
T such that




































L1(0, T ; B˙s+12,1 ) ∩ L˜





== ‖a‖eL∞T B˙s−1,s + ‖d‖eL∞T B˙s−12,1 + ‖a‖L1T B˙s+1,s + ‖d‖L1T B˙s+12,1 .





, and 1 − n
p
< s ≤ 1 + n
p
. Assume














2,p , F ∈ L
1
T B˙
s−1,s, G ∈ L1T B˙
s−1
2,1 . Let (a, d) be a
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The proof of Theorem 5.1-5.2 is based on the following frequency localized system:
∂taj + Λdj = −∆j(v · ∇a) + Fj ,
∂tdj − ν¯∆dj − Λaj = −∆j(v · ∇d) +Gj ,
(aj , dj)|t=0 = (∆ja0,∆jd0)
def










2 , and denote p
′, p˜′ by the conjugate
index of p′, p˜ respectively.
5.1. Low frequency estimate: 2j ≤ R0. In this case, the Green matrix of the
linearized system behaves as the heat kernel. Using the smoothing effect of the Green
matrix, the terms v · ∇a and v · ∇d can be handled as the perturbation terms.












G(x, t − τ) ∗
(
Fj −∆j(v · ∇a)
Gj −∆j(v · ∇d)
)
dτ.
From Proposition 4.4 (a) and Young’s inequality, we infer that






















‖∆j(v · ∇a)(τ)‖L2 + ‖∆j(v · ∇d)(τ)‖L2
)
dτ.











+ ‖∆j(v · ∇a)‖L1TL2
+ ‖Gj‖L1TL2
+ ‖∆j(v · ∇d)‖L1TL2
)
.
Here and what follows, we assume 1 ≤ r ≤ ∞. Noting that 1− n
p
< s ≤ 2n
p
− n2 +1, we
apply Proposition 7.3 (b) with s = n
p




− 1, s˜ = sp − 1, t˜ =
n
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5.2. High frequency estimate: 2j > R0. In this case, since the Green’s matrix has
no smoothing effect on a, we will lose one derivative about a in the energy estimate
if we still regard v · ∇a as the perturbation term. To avoid the loss of the derivative,
we will work in the Lagrangian coordinate in this subsection.
Firstly, we rewrite (5.2) as
∂taj + Sj−1v · ∇aj + Λdj = (Sj−1v · ∇aj −∆j(v · ∇a)) + Fj ,
∂tdj + Sj−1v · ∇dj − ν¯∆dj − Λaj = (Sj−1v · ∇dj −∆j(v · ∇d)) +Gj ,






Let ψj(t, x) be the solution to
d
dt
ψj(t, x) = Sj−1v(t, ψj(t, x)), ψj(0, x) = x.
We set
a¯j = aj(t, ψj(t, x)), d¯j = dj(t, ψj(t, x)), F¯j = Fj(t, ψj(t, x)), G¯j = Gj(t, ψj(t, x)).
Then the new unknown (a¯j , d¯j) satisfies
∂ta¯j + Λd¯j = F¯j + R¯j ,
∂td¯j − ν¯∆d¯j − Λa¯j = G¯j + Q¯j,







Sj−1v · ∇aj −∆j(v · ∇a)
)





(Sj−1v · ∇dj)−∆j(v · ∇d)
)
◦ ψj − ν¯∆(dj ◦ ψj) + ν¯(∆dj) ◦ ψj
+ (Λaj) ◦ ψj − Λ(aj ◦ ψj).
We get by Lemma 2.2 that
‖aj‖Lp ≤ e
V (t)‖a¯j‖Lp , (5.6)












dτ ≤ CV (t).










∆ka¯j + Sj−N a¯j ,
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‖∆ka¯j‖Lp + ‖Sj−N a¯j‖Lp
)
.








‖Sj−N a¯j‖Lp ≤ Ce
CV (t)
(










−N‖aj‖Lp + V (t)‖aj‖Lp
)
.
Choosing N large enough such that
CeCV (T )2−N ≤
1
2























Next, we need to estimate ‖∆ka¯j‖LrTLp and ‖∆kd¯j‖L
r
TL
p for |k−j| ≤ N . In order to
do this, we first present the estimates of F¯j , G¯j , R¯j and Q¯j . We get by using Lemma
2.3 that
‖∆kF¯j‖L1TLp
≤ C2−(k−j)eCV (T )‖Fj‖L1TLp
,
‖∆kG¯j‖L1TLp






Sj−1v · ∇aj −∆j(v · ∇a)
)
◦ ψj,
R¯2j = Λ(dj ◦ ψj)− (Λdj) ◦ ψj,
Q¯1j =
(
(Sj−1v · ∇dj)−∆j(v · ∇d)
)
◦ ψj ,
Q¯2j = ν¯(∆dj) ◦ ψj − ν¯∆(dj ◦ ψj) + (Λaj) ◦ ψj − Λ(aj ◦ ψj),
Using Proposition 7.4 with s = sp, σ = s and Lemma 2.1, we get
‖Sj−1v · ∇aj −∆j(v · ∇a)‖L1TLp
≤ ‖[v,∆j ] · ∇a‖L1TLp
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from which, Lemma 2.2, and Lemma 2.7 (a), we deduce that∥∥∆kR¯1j∥∥L1TLp ≤ CeCV (T )‖Sj−1v · ∇aj −∆j(v · ∇a)‖L1TLp




From Lemma 2.4, it follows that∥∥∆kR¯2j (t)∥∥Lp ≤ C2jeCV (t)V (t) 12‖dj‖Lp . (5.11)
Similarly, we have∥∥∆kQ¯1j∥∥L1TLp ≤ Cc(j)2−(s−1)jeCV (T )V (T )‖d‖eL∞T B˙sp−1,s−12,p , (5.12)∥∥∆kQ¯2j (t)∥∥Lp ≤ CeCV (t)V (t) 12 (22j‖dj‖Lp + 2j‖aj‖Lp). (5.13)
Now we are in position to estimate ‖(∆ka¯j ,∆kd¯j)‖LrTLp . Since (a¯j , d¯j) satisfies






















We consider two cases:





























where the scale function G2 corresponds to the first nonzero in the diagonal matrix
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where the scale function G2 corresponds to the second nonzero in the diagonal matrix


































































































Here we used 2N ∼ eCV (T ) and the summation is finite(at most 2N + 1) for fixed j.
Case 2. 2k ≤ R0. Noting that
2k ≥ 2j−N ≥ R02
−N ∼ R0e
−CV (T ).
Then we apply Proposition 4.4 (b) with b ∼ e−CV (T ) to get

















+ ‖∆kR¯j(τ)‖Lp + ‖∆kQ¯j)(τ)‖Lp
)
dτ.
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Summing up (5.16)−(5.18) and noting that for 2k ≤ R0,
R0 < 2
j ≤ 2k+N ≤ R02
N ∼ R0e
CV (T ),




























+ c(j)V (T )‖(a, d)‖EsT
}
,
which together with (5.7) and (5.8) implies that∑
2j>R0
(
2js‖aj‖L∞T Lp + 2
js‖aj‖L1TLp
+ 2j(s−1)‖dj‖L∞T Lp + 2
j(s+1)‖dj‖L1TLp
)




























































































































































































































and Young’s inequality yield Theorem 5.1. 
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5.4. Proof of Theorem 5.2. Since the proof is essentially the same as that of











































































From Proposition 7.4 and Lemma 2.2, we infer that∥∥∆kR¯1j∥∥L1TL2 ≤ Cc(j)2−sjeV (T )V (T )‖a‖eL∞T B˙s2,1 ,∥∥∆kQ¯1j∥∥L1TL2 ≤ Cc(j)2−(s−1)jeV (T )V (T )‖d‖eL∞T B˙s−12,1 .
Then in the case of high frequency, we can conclude that∑
2j>R0
(
2js‖aj‖L∞T L2 + 2
js‖aj‖L1TL2
+ 2j(s−1)‖dj‖L∞T L2 + 2
j(s+1)‖dj‖L1TL2
)






















This together with (5.20) implies Theorem 5.2. 
6. Proof of theorem 1.1













2 . Then the system (1.1) can be rewritten as ∂ta+ v · ∇a+ divv = −adivv,∂tv + v · ∇v −Av +∇a = −L(a)Av −K(a)∇a,
(a, v)|t=0 = (a0, v0),
(6.1)
where
A = µ¯∆+ (λ¯+ µ¯)∇div, K(a) =
P ′(ρ¯(1 + a))
(1 + a)P ′(ρ¯)




with µ¯ = µ
ρ¯
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In view of the equality
∆vi = ∂idivv + ∂j(curl v)
i





we find that (a, d,Ω) satisfies
∂ta+ Λd+ v · ∇a = F,
∂td− ν¯∆d− Λa+ v · ∇d = G,
∂tΩ− µ¯∆Ω = H,




where ν¯ = 2µ¯+ λ¯ and
F = −adivv,
G = v · ∇d− Λ−1div
(





v · ∇v + L(a)Av
)
,
v = −Λ−1∇d− Λ−1divΩ.
6.1. A priori estimates.





. Assume that (a, d,Ω) is a







































































































































































































Here we used the fact
‖v‖eLrT B˙s,σ2,p ≈ ‖d‖eLrT B˙s,σ2,p + ‖Ω‖eLrT B˙s,σ2,p
for any s, σ ∈ R, r ∈ [1,∞].
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2 , and denote p˜
′ by the conjugate index of p˜. Due to 2 ≤ p < 2n,
p ≤ 2n
n−2 , using Proposition 7.3 (b) with s =
n
p
, t = n
p′
− 1, s˜ = n2 − 1, t˜ =
n



















































































































































































From Proposition 7.3 (b) with γ = n
p
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we plug (6.5)-(6.6) into (6.4) to obtain (6.3). 
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Proof. Since the proof is similar to that of Proposition 6.1, here we only indicate
































































































































































































































































































This together with (6.8) and (6.9) implies (6.7). 
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6.2. Approximate solutions and uniform estimates. The construction of ap-
proximate solutions is based on the following local existence theorem.
Theorem 6.3. [15] Assume that ρ0− ρ¯ ∈ B˙
n
2




2,1 with ρ0 bounded away
from zero. There exists a positive time T such that the system (1.1) has a unique
solution (ρ, u) with ρ bounded away from zero,
ρ− ρ¯ ∈ C([0, T ); B˙
n
2




2,1 ) ∩ L





Moreover, the solution (ρ, u) can be continued beyond T if the following three condi-
tions hold:








To apply Theorem 6.3 , we need




















































as k →∞, and ρ0,k ≥
ρ¯
2 for any k ∈ N.
Proof. This lemma can be proved by following the proof of Lemma 4.2 in [1]. 
Let (ρk0 , u
k
0) be as stated in Lemma 6.4. Then Theorem 6.3 ensures that there
exists a maximal existence time Tk > 0 such that the system (1.1) with the initial
data (ρ0,k, u0,k) has a unique solution (ρ
k, uk) with ρk bounded away from zero,














Using the definition of the Besov space and Lemma 2.1, it is easy to check that





2,p ) and u


















− 1, vk(t, x) = ̟−1uk(̟−2t,̟−1x).























Firstly, we claim that
T ∗k = Tk, ∀k ∈ N.
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then the inequality (6.11) follows from (6.12). In conclusion, we construct a sequence







for any k ∈ N. Next, we claim that
Tk = +∞, ∀ k ∈ N.














































6.3. Existence. We will use the compact argument to prove the existence of the
solution. Due to (6.13), it is easy to verify that














By the interpolation, we also have







for any ǫ ∈ [−1, 1].










It is easy to check that vkL tends to the solution of
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We set a˜k
def
== ak−ak0 and v˜
k def== vk−vkL. Firstly, we claim that (a˜


























k = −vk · ∇ak − divvk − akdivvk,





p,1 , thus a˜







p,1 ). On the other hand,
∂tv˜
k = −vk · ∇vk +Av˜k −∇ak − L(ak)Avk −K(ak)∇ak.
Thanks to Lemma 2.8 and Proposition 7.5, we have






































































Let {χj}j∈N be a sequence of smooth functions supported in the ball B(0, j + 1)
and equal to 1 on B(0, j). The claim ensures that for any j ∈ N, {χj a˜
k}k∈N








p,1 ), and {χj v˜









p,1 ). Observe that for any χ ∈ C
∞
0 (R
































By applying Ascoli’s theorem and Cantor’s diagonal process , there exists some func-
tion (a˜, v˜) ∈ E
n
p such that for any j ∈ N,
χj a˜














as k tends to ∞(up to a subsequence). By the interpolation, we also have
χja





p,1 ), ∀ 0 < s ≤ 1,
χjv







p,1 ), ∀ − 1 ≤ s < 1.
(6.15)
With (6.14)-(6.15), it is a routine process to verify that (a˜+a0, v˜+vL) satisfies the
system (6.1) in the sense of distribution(see also [11]). Finally, following the argument
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6.4. Uniqueness. In this subsection, we prove the uniqueness of the solution. As-
sume that (ρ1, u1) ∈ E
n
p and (ρ2, u2) ∈ E
n
p are two solutions of the system (1.1) with
the same initial data. Without loss of generality, we may assume that (ρ1, u1) satisfies










2,p ) and ρ










− 1, vk(t, x) = ̟−1uk(̟−2t,̟−1x), k = 1, 2,
δa = a1 − a2, δv = v1 − v2.
Thanks to (6.1), we find that (δa, δu) satisfies ∂tδa+ v
2 · ∇δa = δF,
∂tδv −Aδv = δG,
(δa, δv)|t=0 = (0, 0),
(6.17)
where
δF =− δv · ∇a1 − divδv − a1divδv − δadivv2,
δG =−∇δa− (v1 · ∇v1 − v2 · ∇v2)− L(a1)Av1 + L(a2)Av2
−K(a1)∇a1 +K(a2)∇a2.








dτ for i = 1, 2, and denote by









. Due to the inclusion
relation E
n
p ⊆ E1(p ≤ n), it suffices to prove the uniqueness of the solution in E1. So,
in the following we take p = n.












+ C(1 + ‖a1‖B˙1p,1
)‖δv‖B˙1p,1
.









Applying Proposition 3.3 to the second equation of (6.17) gives
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We take T small enough such that
‖(v1, v2)‖eL1T (B˙2p,1)∩eL2T (B˙1p,1) ≪ 1.
Thus, plugging (6.21) into (6.20), we infer that for any t ∈ [0, T ],








Lemma 6.5. [13] Let s ∈ R. Then for any 1 ≤ p, r ≤ +∞ and 0 < ǫ ≤ 1, we have










From Lemma 6.5, it follows that
‖δv‖L1t (B˙1p,1)
≤ C‖δv‖eL1t (B˙1p,∞) log
(
e+




which together with (6.19) and (6.22) yields that for any t ∈ [0, T ],














where CT = ‖δv‖eL1T (B˙0p,∞)+‖δv‖eL1T (B˙2p,∞). Noticing that ‖(v
1, v2)(t)‖B˙2p,1
is integrable
on [0, T ] and ∫ 1
0
dr
r log(r + CT r−1)
dr = +∞,
Osgood lemma applied concludes that (δa, δv) = 0 on [0, T ], and a continuity argu-
ment ensures that (a1, v1) = (a2, v2) on [0,∞).
7. Appendix
In what follows, we denote χ{·} by the characteristic function defined in Z, and
{c(j)}j∈Z by a sequence in ℓ
1 with the norm ‖{c(j)}‖ℓ1 ≤ 1.
Lemma 7.1. Let s, σ, t, τ ∈ R, 2 ≤ p ≤ 4, p′ is the conjugate index of p, and







. Then there hold
(a) if s ≤ n2 , σ ≤
n
p















‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p ; (7.1)
(b) if s ≤ n
p
, σ ≤ 2n
p

















× ‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p ; (7.2)
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−σ−t))‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t2,1 . (7.3)














(k′, k); |k − j| ≤ 4, k′ ≤ k − 2
}

















== I1 + I2 + I3,
where
Jℓm = {(k


































































−s−τ)‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p ,






















−σ−τ)‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p .
Then the inequality (7.1) can be deduced from the estimates of I1, I2 and I3.






(k′, k); |k − j| ≤ 4, k′ ≤ k − 2
}
,
then for 2j ≤ R0, there holds
J = Jℓℓ ∪ Jℓm ∪ Jhm,
where
Jℓℓ = {(k





′, k) ∈ J, 2k
′
≤ R0, R0 < 2
k ≤ 24R0},
Jhm = {(k
′, k) ∈ J, 2k
′
> R0, R0 < 2
k ≤ 24R0}.

















== II1 + II2 + II3.
































‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p ,





















‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p .
The inequality (7.2) follows from the above estimates.
(c) Since the proof of (7.3) is similar, here we omit it. 
Lemma 7.2. Let s, σ, t, τ ∈ R, 2 ≤ p ≤ 4, p′ is the conjugate index of p, and







. Assume that s+ t > 0, s+ τ > 0, σ + t > 0, and
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‖f‖eLr1T B˙s2,1‖g‖eLr2T B˙t,τ2,p . (7.6)
where p′ is the conjugate index of p.









== {(k, k′); k ≥ j − 3, |k′ − k| ≤ 1}, then
J = Jℓℓ ∪ Jℓm ∪ Jhm ∪ Jhh,
where
Jℓℓ = {(k, k
′) ∈ J, 2k ≤ R0, 2
k′ ≤ R0},
Jℓm = {(k, k
′) ∈ J, 2k ≤ R0, R0 < 2
k′ ≤ 2R0},
Jhm = {(k, k
′) ∈ J, 2k > R0, 2
−1R0 ≤ 2
k′ ≤ R0},
Jhh = {(k, k


















== I1 + I2 + I3 + I4.
































−s−t)‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p .
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‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p .






































‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p .












































‖f‖eLr1T B˙s,σ2,p ‖g‖eLr2T B˙t,τ2,p .
Then the inequalities (7.4) and (7.5) can be deduced from the above estimates. Fi-
nally, the inequality (7.6) can be deduced from









−s−t)‖f‖eLr1T B˙s2,1‖g‖eLr2T B˙t,τ2,p ,
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and












−s−τ)‖f‖eLr1T B˙s2,1‖g‖eLr2T B˙t,τ2,p .
This completes the proof of Lemma 7.2. 







. Then we have
(a) if σ, τ ≤ n
p



















(b) if s, s˜ ≤ n
p
, s+ t > n− 2n
p
























































Proof. Thanks to (7.1), we get for 2j > R0,




















and from (7.4), we infer that
















from which and Bony’ decomposition (2.2), we obtain (7.7).












































which imply (7.8). In the same manner, the inequality (7.9) can be deduced from
(7.3) and (7.6). 
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Proposition 7.4. Let 2 ≤ p ≤ 4, −n
p
< s ≤ n2 + 1, and −
n
p
< σ ≤ n
p
+ 1, and







. Then for 2j ≥ R0, there holds







−s))‖v‖eLr1T B˙ n2 +1, np+12,p ‖f‖eLr2T B˙s,σ2,p . (7.10)
Moreover, if −n
p
< s ≤ n
p
+ 1, then







‖f‖eLr2T B˙s2,1 . (7.11)
Proof. Using the Bony’s decomposition (2.2), we write























And from (7.4), s > −n
p
and σ > −n
p
, we infer that
‖∆jR(v



























































‖f‖eLr2T B˙s,σ2,p . (7.12)




i,∆j ]∂i∆kf . Set h(x) =
(F−1φ)(x), we get by integration by parts that
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−s))‖v‖eLr1T B˙ n2 +1, np+12,p ‖f‖eLr2T B˙s,σ2,p .
Summing up the above estimates, we conclude the inequality (7.10). On the other
hand, we have from (7.6),
‖∆jR(v





















and thanks to the representation of [Tvi ,∆j ]∂if , we have














Then the inequality (7.11) follows from the above three estimates. 
Proposition 7.5. Let 2 ≤ p ≤ 4, s, σ > 0, and s ≥ σ − n2 +
n
p





loc with F (0) = 0. Then there holds






)max([s],[σ])+1‖f‖eLrT B˙s,σ2,p . (7.13)
For any s > 0 and p ≥ 1, there holds
‖F (f)‖eLrT B˙sp,1 ≤ C(1 + ‖f‖L
∞
T L
∞)[s]+1‖f‖eLrT B˙sp,1 . (7.14)
Proof. The inequality (7.14) is classical, see [12]. We only present the proof of (7.13).





















′(Sk′f + τ∆k′f)dτ . We denote
Jℓ = {k; 2
k ≤ R0}, Jh = {k; 2
k > R0}.
Then we have
Jℓ = Jℓℓ ∪ Jℓm ∪ Jℓh, Jh = Jhℓ ∪ Jhm ∪ Jhh.










(k, k′); k ∈ Jℓ, k







(k, k′); k ∈ Jℓ, k







(k, k′); k ∈ Jh, k







(k, k′); k ∈ Jh, k











By Lemma 2.1, we have









‖∆k(∆k′f mk′)‖L2 ≤ C2
(k′−k)|α|‖∆k′f‖L2(1 + ‖f‖L∞)
|α|. (7.15)











′)(s−[s]−1)(1 + ‖f‖L∞T L∞)
|α|
≤ C(1 + ‖f‖L∞)
[s]+1‖f‖eLrT B˙s,σ2,p . (7.16)
And we apply (7.15) with |α| = 0 to get∑
(k,k′)∈Jℓm









≤ C‖f‖eLrT B˙s,σ2,p . (7.17)
Setting m0
def
== F ′(0), we write
∆k(∆k′f mk′) = ∆k(∆k′f m0) + ∆k(∆k′f(mk′ −m0)).
It is easy to find that∑
(k,k′)∈Jℓh
2ks‖∆k(∆k′f m0)‖LrTL2 ≤ C‖f‖eLrT B˙s,σ2,p ,






== (Sk′−1f +∆k′f)m˜k′ ,








































































































2ks‖∆k(∆k′f mk′)‖LrTL2 ≤ C
(







‖f‖eLrT B˙s,σ2,p . (7.18)





















≤ C(1 + ‖f‖L∞T L∞)
[σ]+1‖f‖eLrT B˙s,σ2,p , (7.19)














≤ C(1 + ‖f‖L∞T L∞)
[σ]+1‖f‖eLrT B˙s,σ2,p . (7.20)
Finally due to σ > 0, we have∑
(k,k′)∈Jhh









≤ C‖f‖eLrT B˙s,σ2,p . (7.21)






∞, we obtain (7.13). 
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