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1. Introduction
In this paper, we consider an equation named after two important topics in the field of
integrable systems—the KP hierarchy and the ultradiscrete systems.
The KP hierarchy [1] is a sequence of equations generated from a bilinear identity
and plays an important role in the construction of a unified theory for integrable
systems. By applying a transformation for the independent variables called the Miwa
transformation, the KP hierarchy is rewritten in the form of the discrete KP hierarchy
[2]. The fundamental equation in the discrete KP hierarchy is a trinomial equation
known as the Hirota-Miwa equation [3, 4]. It is known that all equations in the discrete
KP hierarchy are generated by such trinomial equations [5] and that most discrete
integrable equations are obtained by taking some reduction for this equation.
Ultradiscrete systems are difference equations in which only max and ± operators
appear and which are obtained by a limiting procedure [6] from canonical difference
equations. The remarkable point of this procedure is that it preserves the good
properties of integrable systems, although the dependent variables only take discrete
values. The most famous example is the Box and Ball system (BBS) [7], which is a
cellular automaton consisting of an infinite sequence of boxes and a finite amount of
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balls. The BBS has solitons and an infinite amount of conserved quantities and is
obtained by the ultradiscretization of the KdV equation.
It is an interesting problem to try to obtain the structure of the solutions to
ultradiscrete soliton equations, as opposed to those of ordinary soliton equations. In
previous papers [8, 9], we proposed a recursive representation which corresponds to
the notion of vertex operators, to several ultradiscrete analogues of soliton equations
including the ultradiscrete KP equation. As an analogue of determinant-type solutions,
the ultradiscretization of signature-free determinants is discussed in [10] and the
relationship between this type of solution and ultradiscrete soliton equations is discussed
in [11, 12]. The establishment of relationships to other mathematical topics is
also studied, for example, algebro-geometrical [13, 14, 15] and combinatorial theories
[16, 17, 18].
Recently, finding exact solutions to specific ultradiscrete systems became an active
field of research. For example, negative soliton solutions were found in the analysis of
the BBS with generalized dependent variables [19]. We previously solved the initial
value problem of this equation including negative solitons [20]. Soliton solutions with
periodic phase term are presented in [21]. Such solutions do not appear in discrete
integrable equations.
In this paper, we first propose yet another solution of the ultradiscrete KP equation.
We secondly extend this solution to that of the ultradiscrete KP hierarchy and the non-
autonomous one. We next discuss ultradiscrete specific solutions called backgrounds to
this equation. Finally, as an application, we consider the background solutions of the
BBS with Carrier (BBSC), express this cellular automata as a Lax form and discuss its
compatibility condition. It is expected that the ultradiscrete KP hierarchy can be the
master equation of the ultradiscrete as well as discrete systems.
2. An extension of solutions to the ultradiscrete KP equation
Definition 1 We define T
(N)
n,n′,k,l,m by
T
(N)
n,n′,k,l,m = max
(
T
(N−1)
n,n′,k,l,m, ηN + T
(N−1)
n−1,n′−1,k,l,m
)
(N ≥ 1) (1)
T
(0)
n,n′,k,l,m ≡ 0 (2)
for ηN given by ηN = nPN + n
′QN + kΞN + lΩN +mΩ
′
N + CN . Here, PN and QN are
parameters satisfying
0 < P1 ≤ P2 ≤ . . . ≤ PN (3)
0 < Q1 ≤ Q2 ≤ . . . ≤ QN , (4)
ΞN , ΩN and Ω
′
N are given by
ΞN = min(S, PN ) (5)
ΩN = min(R,QN) (6)
Ω′N = min(R
′, QN), (7)
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where S > 0, R ≥ R′ > 0.
Theorem 2 T
(N)
n,n′,k,l,m satisfies equations:
T
(N)
n,n′,k,l,m+1 + T
(N)
n,n′,k+1,l+1,m
= max
(
T
(N)
n,n′,k+1,l+1,m+1 + T
(N)
n,n′,k,l,m − R
′, T
(N)
n,n′,k,l+1,m + T
(N)
n,n′,k+1,l,m+1
)
(8)
T
(N)
n,n′,k,l,m+1 + T
(N)
n−1,n′−1,k+1,l+1,m = max
(
T
(N)
n−1,n′−1,k+1,l+1,m+1 + T
(N)
n,n′,k,l,m,
T
(N)
n,n′,k,l+1,m + T
(N)
n−1,n′−1,k+1,l,m+1 −R +R
′,
T
(N)
n−1,n′−1,k,l+1,m + T
(N)
n,n′,k+1,l,m+1 − S
)
. (9)
The first equation (8) does not depend on n and n′. Then, by regarding n and n′ as
parameters, this equation is the ultradiscrete KP equation we proposed in [9]. We shall
call this equation the ultradiscrete KP equation for the variables (k; l, m). By focusing
on variables n, n′ and m and regarding the other variables as constants, the function (1)
is equal to the solutions we proposed previously in [9]. Therefore, it solves the equation
T
(N)
n,n′,k,l,m+1 + T
(N)
n+1,n′+1,k,l,m
= max
(
T
(N)
n+1,n′+1,k,l,m+1 + T
(N)
n,n′,k,l,m − R
′, T
(N)
n,n′+1,k,l,m + T
(N)
n+1,n′,k,l,m+1
)
. (10)
We call this equation the ultradiscrete KP equation for the variables (n; n′, m). This
corresponds to (8) in the case where S and R are larger than PN and QN respectively
and the function depends on the form of n + k and n′ + l for independent variables n,
n′, k and l. We note that this function also solves
T
(N)
n,n′,k+1,l,m + T
(N)
n+1,n′+1,k,l,m
= max
(
T
(N)
n+1,n′+1,k+1,l,m + T
(N)
n,n′,k,l,m − S, T
(N)
n+1,n′,k,l,m + T
(N)
n,n′+1,k+1,l,m
)
. (11)
by interchanging the roles of (n, k) and (n′, m). We call this equation the ultradiscrete
KP equation for the variables (n′;n, k). We also note that if the function (1) solves (8),
it also solves
T
(N)
n,n′,k+1,l,m + T
(N)
n+1,n′,k,l,m+1
= max
(
T
(N)
n+1,n′,k+1,l,m+1 + T
(N)
n,n′,k,l,m − S, T
(N)
n+1,n′,k,l,m + T
(N)
n,n′,k+1,l,m+1
)
. (12)
by combining arguments above. We call this equation the ultradiscrete KP equation for
variables the (m;n, k).
Before proceeding with the proof, we introduce some lemmas.
Lemma 3 Let
H
(N)
n,n′,k,l,m = T
(N)
n+n˜,n′+n˜′,k+k˜,l+l˜,m+m˜
+ T
(N)
n−1,n′−1,k,l,m
−T
(N)
n+n˜−1,n′+n˜′−1,k+k˜,l+l˜,m+m˜
− T
(N)
n,n′,k,l,m (13)
for n˜, n˜′, k˜, l˜, m˜ such that
0 ≤ n˜P1+ n˜
′Q1+ k˜Ξ1+ l˜Ω1+m˜Ω
′
1 ≤ . . . ≤ n˜PN+ n˜
′QN+ k˜ΞN+ l˜ΩN+m˜Ω
′
N .(14)
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Then, it holds that
H
(N)
n,n′,k,l,m ≤ n˜PN + n˜
′QN + k˜ΞN + l˜ΩN + m˜Ω
′
N . (15)
We omit the proof because it is the same as that of Lemma 2 in [9].
Lemma 4 When one requires that T
(N)
n,n′,l,m,n are solutions of (8) and (9), one then has
T
(N)
n,n′,k,l+1,m + T
(N)
n−1,n′−1,k+1,l,m+1 − T
(N)
n,n′,k,l,m+1 − T
(N)
n−1,n′−1,k+1,l+1,m
≤ ΩN − Ω
′
N (16)
T
(N)
n−1,n′−1,k,l+1,m + T
(N)
n,n′,k+1,l,m+1 − T
(N)
n,n′,k,l,m+1 − T
(N)
n−1,n′−1,k+1,l+1,m ≤ ΞN (17)
T
(N)
n−2,n′−2,k+1,l+1,m+1 + T
(N)
n,n′,k,l,m − T
(N)
n−1,n′−1,k,l,m+1 − T
(N)
n−1,n′−1,k+1,l+1,m
≤ PN − ΞN +QN − ΩN (18)
for N ≥ 1.
Proof We prove (16) by induction. By employing max(a, b) − max(c, d) ≤ max(a −
b, c− d), we obtain
T
(N)
n,n′,k,l+1,m − T
(N)
n,n′,k,l,m+1 ≤ max(T
(N−1)
n,n′,k,l+1,m − T
(N−1)
n,n′,k,l,m+1,
ΩN − Ω
′
N + T
(N−1)
n−1,n′−1,k,l+1,m − T
(N−1)
n−1,n′−1,k,l,m+1) (19)
T
(N)
n−1,n′−1,k+1,l,m+1 − T
(N)
n−1,n′−1,k+1,l+1,m ≤ max(T
(N−1)
n−1,n′−1,k+1,l,m+1 − T
(N−1)
n−1,n′−1,k+1,l+1,m,
−(ΩN − Ω
′
N ) + T
(N−1)
n−2,n′−2,k+1,l,m+1 − T
(N−1)
n−2,n′−2,k+1,l+1,m). (20)
Adding the inequalities yields
H
′(N)
n,n′,k,l,m = max
(
H
′(N−1)
n,n′,k,l,m, H
′(N−1)
n,n′,k,l,m,
ΩN − Ω
′
N + T
(N−1)
n−1,n′−1,k,l+1,m + T
(N−1)
n−1,n′−1,k+1,l,m+1
−T
(N−1)
n−1,n′−1,k,l,m+1 − T
(N−1)
n−1,n′−1,k+1,l+1,m,
−(ΩN − Ω
′
N ) +H
′(N−1)
n,n′,k,l,m +H
(N−1)
n,n′,k,l,m
∣∣∣
n˜=0,n˜′=0,k˜=0,l˜=1,m˜=−1
)
, (21)
where H
(N)
n,n′,k,l,m = T
(N)
n,n′,k,l+1,m+T
(N)
n−1,n′−1,k+1,l,m+1−T
(N)
n,n′,k,l,m+1−T
(N)
n−1,n′−1,k+1,l+1,m. The
third argument is less than ΩN − Ω
′
N because of (8) for N − 1. Then, all arguments in
the maximum are less than ΩN −Ω
′
N by the assumption of the induction and Lemma 3.
The proofs of (17) and (18) are the same.
Now, let us prove Theorem 2.
Proof We employ induction on N. It is trivial that T
(0)
n,n′,k,l,m ≡ 0 solves these equations
and we assume that T
(N−1)
n,n′,k,l,m satisfies (8) and (9). Let us prove (8) first. By definition
(1), one has
T
(N)
n,n′,k,l,m+1 + T
(N)
n,n′,k+1,l+1,m = max
(
T
(N−1)
n,n′,k,l,m+1 + T
(N−1)
n,n′,k+1,l+1,m,
ΞN + ΩN + ηN + T
(N−1)
n,n′,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m,
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Ω′N + ηN + T
(N−1)
n−1,n′−1,k,l,m+1 + T
(N−1)
n,n′,k+1,l+1,m,
ΞN + ΩN + Ω
′
N + 2ηN + T
(N−1)
n−1,n′−1,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m
)
. (22)
By virtue of Lemma 3, the third argument of (22) cannot yield the maximum because
it is always less than the second. Therefore, we can rewrite (22) as
T
(N)
n,n′,k,l,m+1 + T
(N)
n,n′,k+1,l+1,m = max
(
T
(N−1)
n,n′,k,l,m+1 + T
(N−1)
n,n′,k+1,l+1,m,
ΞN + ΩN + ηN + T
(N−1)
n,n′,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m,
ΞN + ΩN + Ω
′
N + 2ηN + T
(N−1)
n−1,n′−1,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m
)
. (23)
By employing the same reasoning, we obtain
T
(N)
n,n′,k+1,l+1,m+1 + T
(N)
n,n′,k,l,m = max
(
T
(N−1)
n,n′,k+1,l+1,m+1 + T
(N−1)
n,n′,k,l,m,
ΞN + ΩN + Ω
′
N + ηN + T
(N−1)
n−1,n′−1,k+1,l+1,m+1 + T
(N−1)
n,n′,k,l,m,
ΞN + ΩN + Ω
′
N + 2ηN + T
(N−1)
n−1,n′−1,k+1,l+1,m+1 + T
(N−1)
n−1,n′−1,k,l,m
)
. (24)
By the assumption, we have to prove that T
(N−1)
n,n′,k,l,m satisfies the equation:
T
(N−1)
n,n′,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m
= max
(
T
(N−1)
n−1,n′−1,k+1,l+1,m+1 + T
(N−1)
n,n′,k,l,m − (R
′ − Ω′N ),
T
(N−1)
n,n′,k,l+1,m + T
(N−1)
n−1,n′−1,k+1,l,m+1 − (ΩN − Ω
′
N),
T
(N−1)
n−1,n′−1,k,l+1,m + T
(N−1)
n,n′,k+1,l,m+1 − ΞN
)
. (25)
Here, we consider each case for the values of ΞN , ΩN and Ω
′
N . We note that in
the case Ω′N = QN , ΩN should be equal to QN because of R > R
′. Therefore, we
should consider six case ΞN = PN or S and (ΩN ,Ω
′
N ) = (R,R
′), (QN , R
′) or (QN , QN).
However, in the case ΞN = PN and ΩN = QN , (8) reduces to (10), which is already
proven. Therefore, it suffices to consider the remaining four cases.
(I) The case ΞN = S and (ΩN ,Ω
′
N) = (QN , QN).
In this case, T
(N−1)
n,n′,k,l,m depends on the form of n + l + m for n, l, and m. We arrange
all of the shifts for the variables l and m to n′ and omit these variables. Then, (25) is
rewritten as
T
(N−1)
n,n′+1,k + T
(N−1)
n−1,n′,k+1
= max
(
T
(N−1)
n−1,n′+1,k+1 + T
(N−1)
n,n′,k − (R
′ −QN ), T
(N−1)
n,n′+1,k + T
(N−1)
n−1,n′,k+1,
T
(N−1)
n−1,n′,k + T
(N−1)
n,n′+1,k+1 − S
)
(26)
Then, we should prove
T
(N−1)
n−1,n′+1,k+1 + T
(N−1)
n,n′,k − T
(N−1)
n,n′+1,k − T
(N−1)
n−1,n′,k+1 ≤ 0 (27)
T
(N−1)
n−1,n′,k + T
(N−1)
n,n′+1,k+1 − T
(N−1)
n,n′+1,k − T
(N−1)
n−1,n′,k+1 ≤ S. (28)
However, these inequalities are satisfied because T
(N)
n,n′,k is a solution of the ultradiscrete
KP equation for (n′;n, l).
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(II) The case ΞN = S and (ΩN ,Ω
′
N) = (QN , R
′).
In this case, T
(N−1)
n,n′,k,l,m depends on n
′ + l for n′ and l. Then, (25) is rewritten
T
(N−1)
n,n′,k,m+1 + T
(N−1)
n−1,n′,k+1,m
= max
(
T
(N−1)
n−1,n′,k+1,m+1 + T
(N−1)
n,n′,k,m,
T
(N−1)
n,n′+1,k,m + T
(N−1)
n−1,n′−1,k+1,m+1 − (QN −R
′),
T
(N−1)
n−1,n′,k,m + T
(N−1)
n,n′,k+1,m+1 − S
)
. (29)
Therefore, we should prove
T
(N−1)
n,n′,k,m+1 + T
(N−1)
n−1,n′,k+1,m
= max
(
T
(N−1)
n−1,n′,k+1,m+1 + T
(N−1)
n,n′,k,m,
T
(N−1)
n−1,n′,k,m + T
(N−1)
n,n′,k+1,m+1 − S
)
(30)
and
T
(N−1)
n,n′+1,k,m + T
(N−1)
n−1,n′−1,k+1,m+1 − T
(N−1)
n,n′,k,m+1 − T
(N−1)
n−1,n′,k+1,m ≤ QN − R
′. (31)
Now, (30) is (8) for N − 1 and variables (m;n, k) and (31) is a special case of (16).
(III) The case ΞN = PN and (ΩN ,Ω
′
N) = (R,R
′).
T
(N−1)
n,n′,k,l,m depends on n+ k for n, k. Then, (25) is rewritten
T
(N−1)
n,n′,l,m+1 + T
(N−1)
n,n′−1,l+1,m
= max
(
T
(N−1)
n,n′−1,l+1,m+1 + T
(N−1)
n,n′,l,m,
T
(N−1)
n,n′,l+1,m + T
(N−1)
n,n′−1,l,m+1 − (R−R
′),
T
(N−1)
n−1,n′−1,l+1,m + T
(N−1)
n+1,n′,l,m+1 − PN
)
. (32)
Therefore, we should prove
T
(N−1)
n,n′,l,m+1 + T
(N−1)
n,n′−1,l+1,m
= max
(
T
(N−1)
n,n′−1,l+1,m+1 + T
(N−1)
n,n′,l,m,
T
(N−1)
n,n′,l+1,m + T
(N−1)
n,n′−1,l,m+1 − (R−R
′)
)
(33)
and
T
(N−1)
n−1,n′−1,l+1,m + T
(N−1)
n+1,n′,l,m+1 − T
(N−1)
n,n′,l,m+1 − T
(N−1)
n,n′−1,l+1,m ≤ PN . (34)
Here, (33) is a special case of (9) for N − 1 and (34) is also a special case of (17).
(IV) The case ΞN = S and (ΩN ,Ω
′
N ) = (R,R
′).
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(25) is reduced to (9) for N − 1.
Let us next prove (9). By virtue of a method similar to that in the proof of (8), we
should prove
T
(N−1)
n−1,n′−1,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m = max
(
T
(N−1)
n−1,n′−1,k+1,l+1,m+1 + T
(N−1)
n−1,n′−1,k,l,m − Ω
′
N ,
T
(N−1)
n−2,n′−2,k+1,l+1,m+1 + T
(N−1)
n,n′,k,l,m − (PN − ΞN)− (QN − ΩN ),
T
(N−1)
n−1,n′−1,k,l+1,m + T
(N−1)
n−1,n′−1,k+1,l,m+1 − (R− ΩN ) + (R
′ − Ω′N ),
T
(N−1)
n−1,n′−1,k,l+1,m + T
(N−1)
n−1,n′−1,k+1,l,m+1 − (S − ΞN)
)
. (35)
Now, by employing Lemma 4, this equation is reduced to
T
(N−1)
n−1,n′−1,k,l,m+1 + T
(N−1)
n−1,n′−1,k+1,l+1,m = max
(
T
(N−1)
n−1,n′−1,k+1,l+1,m+1 + T
(N−1)
n−1,n′−1,k,l,m − Ω
′
N ,
T
(N−1)
n−1,n′−1,k,l+1,m + T
(N−1)
n−1,n′−1,k+1,l,m+1 − (R− ΩN ) + (R
′ − Ω′N ),
T
(N−1)
n−1,n′−1,k,l+1,m + T
(N−1)
n−1,n′−1,k+1,l,m+1 − (S − ΞN)
)
. (36)
Similar to the proof of (8), we should consider each possible case for the parameters.
The case where ΞN = PN and ΩN = QN is already proven in [9]. Therefore, we should
prove the remaining four cases.
(I) The case ΞN = S and (ΩN ,Ω
′
N) = (QN , QN).
T
(N−1)
n,n′,k,l,m depends on n
′+ l+m for n′, l, m. Now, by virtue of the relation R > R′ > QN ,
the equation is rewritten as
T
(N−1)
n−1,n′,k + T
(N−1)
n−1,n′,k+1
= max
(
T
(N−1)
n−1,n′+1,k+1 + T
(N−1)
n−1,n′−1,k −QN , T
(N−1)
n−1,n′,k + T
(N−1)
n−1,n′,k+1
)
. (37)
Therefore, we should prove
T
(N−1)
n−1,n′+1,k+1 + T
(N−1)
n−1,n′−1,k − T
(N−1)
n−1,n′,k − T
(N−1)
n−1,n′,k+1 ≤ QN . (38)
This inequality is obtained by interchanging the roles of the variables between (n, k)
and (n′, m) in the case R ≥ QN for (17).
(II) The remaining cases: (36) are reduced to (8) for N − 1.
3. Generalization to the ultradiscrete KP hierarchy
Since the dependent variables k, l and m do not change in the recursion (1) in the
proof in the last section, we can extend the above discussion in two ways. One
way is to increase the number of independent variables. By introducing integers
K and L satisfying K,L ≥ 1, and variables k1, . . . , kK and l1, . . . , lL, we define
T (N) = T (N)(n, k1, . . . , kK ;n
′, l1, . . . lL) as
T (N) = max
(
T (N−1), ηN + T
(N−1)
n−1,n′−1
)
(39)
T (0) ≡ 0 (40)
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where
ηN = CN + nPN + k1ΞN + . . .+ kKΞK,N + n
′QN + l1ΩN + . . .+ ΩL,N . (41)
Here, we omit subscripts which do not change in the equation. Applying the proof to
the variables (ki; lj , lj′) for j > j
′, we obtain the ultradiscrete KP equation for (ki; lj ,
lj′):
T
(N)
n,n′,ki,lj ,lj′+1
+ T
(N)
n,n′,ki+1,lj+1,lj′
= max
(
T
(N)
n,n′,ki+1,lj+1,lj′+1
+ T
(N)
n,n′,ki,lj ,lj′
−Rj′ , T
(N)
n,n′,ki,lj+1,lj′
+ T
(N)
n,n′,ki+1,lj ,lj′+1
)
.(42)
By interchanging the roles of variables ki and lj, we also obtain the ultradiscrete KP
equation for (ki; lj , lj′). These equations are ultradiscrete analogues of the basic relation
of the discrete KP hierarchy.
The other way is by extending to non-autonomous systems. Let us introduce
functions Ri(x) and Si(x) satisfying Ri(x) ≥ Rj(y) and Si(x) ≥ Sj(y) for ∀x ,∀y and
i > j instead of parameters Ri and Si. Then, by denoting Ξi,N(ki) = min(Si(ki), PN)
and Ωi,N(li) = min(Ri(li), QN), we can replace kiΞi,N and liΩi,N with
∑ki
k′
i
Ξi,N(k
′
i) and∑li
l′
i
Ωi,N (l
′
i) respectively, in (46). Here
∑x
x′ means
x∑
x′
=


x∑
x′=1
for x > 0
0 for x = 0
−
−1∑
x′=x
for x < 0
. (43)
Combining these two generalizations yields the following theorem:
Theorem 5 The function written as
T (N) = max
(
T (N−1), ηN + T
(N−1)
n−1,n′−1
)
(44)
T (0) ≡ 0 (45)
for ηN given by
ηN = CN + nPN +
K∑
i=1
ki∑
k′
i
Ξi,N(k
′
i) + n
′QN +
L∑
i=1
li∑
l′
i
Ωi,N(l
′
i), (46)
solves the non-autonomous ultradiscrete KP hierarchy:
T
(N)
n,n′,k,l,m+1 + T
(N)
n,n′,k+1,l+1,m
= max
(
T
(N)
n,n′,k+1,l+1,m+1 + T
(N)
n,n′,k,l,m −R
′(m), T
(N)
n,n′,k,l+1,m + T
(N)
n,n′,k+1,l,m+1
)
(47)
T
(N)
n,n′,k,l,m+1 + T
(N)
n−1,n′−1,k+1,l+1,m = max
(
T
(N)
n−1,n′−1,k+1,l+1,m+1 + T
(N)
n,n′,k,l,m,
T
(N)
n,n′,k,l+1,m + T
(N)
n−1,n′−1,k+1,l,m+1 −R(l) +R
′(m),
T
(N)
n−1,n′−1,k,l+1,m + T
(N)
n,n′,k+1,l,m+1 −S(k)
)
, (48)
Solutions to the ultradiscrete KP hierarchy and its reductions 9
where the tuple of variables (k, l, m; R, R′, S) is (ki, lj, lj′; Rj, Rj′, Si) or (lj, ki, ki′;
Si, Si′, Rj) for i < i
′ and j < j′.
4. Background solutions to the ultradiscrete KP hierarchy
In this section, we extend the start of the recursion (1). First, we consider the case
PN < Si(x) and QN < Rj(y) for all i = 1, . . . , K, j = 1, . . . , L and x, y ∈ Z. In this
case, T (N) depends only on functions in the form of n+k1+ . . .+kL and n
′+ l1+ . . .+ lL.
We denote this (two variable) function as T 0, i.e,
T (N)(n, k1, . . . , kK ;n
′, l1, . . . lL) = T
0(n+ k1 + . . .+ kK , n
′ + l2 + . . .+ lL). (49)
Here, by virtue of Lemma 4, one has
T 0(x+ 1, y + 2) + T 0(x, y)− T 0(x, y + 1)− T 0(x+ 1, y + 1) ≤ QN (50)
T 0(x+ 2, y + 1) + T 0(x, y)− T 0(x+ 1, y)− T 0(x+ 1, y + 1) ≤ PN . (51)
Then, T 0 solves the ultradiscrete KP hierarchy (47) and (48) becomes a trivial identity
and all necessary inequalities to prove Theorem 2 are generated by the inequalities (50)
and (51). We note that we can also append a new soliton parametrized as PN+1 ≥ PN
and QN+1 ≥ QN by the recursion (44). Therefore, we can choose arbitrary T
0 satisfying
these inequalities for the start of the recursion, i.e., we can choose a T 0 that satisfies
T 0(x+ 1, y + 2) + T 0(x, y)− T 0(x, y + 1)− T 0(x+ 1, y + 1) ≤ q (52)
T 0(x+ 2, y + 1) + T 0(x, y)− T 0(x+ 1, y)− T 0(x+ 1, y + 1) ≤ p. (53)
and p ≤ P1 and q ≤ Q1. However, it should be noted that we do not need to restrict p
and q to p, q > 0, i.e., we can construct solutions even if the suprema of the left hand
sides of (52) and (53) are negative. This solution is called a “background”, because
all solitons evolve over it. Different from soliton solutions, backgrounds can keep their
structure under addition because the left hand sides of (52) and (53) are linear for T 0.
Now, note that the solutions of the ultradiscrete KP equation in [9] are special cases of
the solution defined in (1). The backgrounds are further special cases of the solutions
in [9].
5. Application: Box and Ball systems with time-dependent Carrier
It is known that the standard BBS has several degrees of freedom, for example, the
capacity of balls for boxes at each site and for carriers at each time. By setting reductions
properly, we can obtain exact solutions of this system with backgrounds.
We consider the caseK = 1,M = 3 and assume that T (N) depends on n+n′+k1+l1
for n, n′, k1 and l1, i.e., we consider the case where R1(l1) and S1(k1) are sufficiently
large. We now introduce new independent variables n + n′ + k1 + l1 = x, l2 = t and
l3 = −j and new dependent variables T
(N)
x,l2,l3
= F tj , T
(N)
x+1,l2,l3
= Gtj , R2(l2) = A
t and
R3(l3) = Bj . Note that because of the constraints on Rj(x), Rj(y) of section 3, we have
that At ≥ Bj , which means that the capacity of the carriers is greater than that of the
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boxes. Then, the non-autonomous ultradiscrete KP equation for (k1; l1, l2) and (k1; l1,
l3) is rewritten as
F t+1j+1 +G
t
j = max
(
F tj+1 +G
t+1
j − A
t, F t+1j +G
t
j+1
)
(54)
F tj +G
t+1
j+1 = max
(
F tj+1 +G
t+1
j − Bj, F
t+1
j +G
t
j+1
)
. (55)
Here, we denote U tj = F
t
j+1 + G
t
j − F
t
j − G
t
j+1 and set the boundary condition: U
t
j = 0
for |j| ≫ 1. Due to these equations,
−Gt+1j − F
t+1
j +max
(
F tj+1 +G
t+1
j −A
t, F t+1j +G
t
j+1
)
−
(
Gtj − F
t
j −G
t
j+1 −G
t+1
j +max
(
F tj+1 +G
t+1
j − Bj, F
t+1
j +G
t
j+1
))
(56)
equals U t+1j . However, by virtue of the boundary condition, we also express this as
min
(
Bj − U
t
j ,
j−1∑
n=−∞
U tn −
j−1∑
n=−∞
U t+1n
)
+max
(
j∑
n=−∞
U tn −
j−1∑
n=−∞
U t+1n −A
t, 0
)
. (57)
Therefore, one has
U t+1j = min
(
Bj − U
t
j ,
j−1∑
n=−∞
U tn −
j−1∑
n=−∞
U t+1n
)
+max
(
j∑
n=−∞
U tn −
j−1∑
n=−∞
U t+1n − A
t, 0
)
,
(58)
which is the time evolution rule of the Box and Ball system with Carrier (BBSC).
Solutions to this equation are obtained by setting parameters Pi = Qi for S1(x) ≫ 1.
Soliton solutions for this system were first presented in [22] and the direct relationship
to the discrete case is shown in [23] by ultradiscretizing soliton solutions of the discrete
modified KdV equation. We note that we can also construct solutions of the BBSC
multi-kinds of boxes and balls by properly setting different reduction conditions.
Due to the specialization of parameters PN and QN , the background solution
satisfying (52) and (53) is expressed as
T 0(n, n′) =
∑
n˜∈Z
Uj′ max(n+ n
′ − j′, 0), (59)
where Uj˜ is a function satisfying Uj˜+Uj˜+1 ≤ 0. Figure 1 depicts a solution parametrized
by Un˜ = −δn˜,0, P1 = 3, C1 = 0, Bj ≡ 1 and A
t ≡ 2.
6. Compatibility condition of the non-autonomous ultradiscrete KdV
equation
It is known that the reduction procedure to obtain the discrete modified KdV equation
[24] is the same as that to obtain the non-autonomous discrete KdV equation [25, 26].
We expect that the BBSC and an ultradiscretization of the non-autonomous discrete
KdV equation are equivalent at the level of the τ -function. Since the discrete KdV
equation is obtained by the compatibility condition of the discrete modified KdV
equation, it is expected that (54) and (55) are an ultradiscrete analogue of Lax form for
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Figure 1. An example of a time evolution of the BBSC with backgrounds. Dots denote 0
and underscores negative values.
ultradiscretization of the non-autonomous KdV equation and that the compatibility
condition yields this equation. We note that such a compatibility condition of
ultradiscrete systems is already discussed in [27].
By setting Φtj = F
t
j − G
t
j and V
t
j = G
t+1
j + G
t
j+1 − G
t+1
j+1 − G
t
j, (54) and (55) are
rewritten as
Φtj − V
t
j = max
(
Φtj+1 − A
t,Φt+1j
)
(60)
Φt+1j+1 − V
t
j = max
(
Φtj+1 −Bj ,Φ
t+1
j
)
. (61)
However, we cannot eliminate Φtj from these equations. To avoid this problem, we
employ (9) for S ≫ 1:
Φtj − V
t
j = max
(
Φt+1j+1 − V
t
j − A
t +Bj ,Φ
t+1
j
)
(62)
instead of (60). Since we can recover (60) by substituting (61) to (62), we start
by considering the compatibility condition from these equations. Here, taking the
maximum of Φtj+1 −Bj with each side hand of (62), we obtain
max
(
Φtj+1 −Bj ,Φ
t
j − V
t
j
)
= max
(
Φt+1j+1 − V
t
j − A
t +Bj ,Φ
t+1
j ,Ψ
t
j+1 −Bj
)
= max
(
Φt+1j+1 − V
t
j − A
t +Bj ,Φ
t+1
j+1 − V
t
j
)
= Φt+1j+1 − V
t
j (63)
because of (61) and At ≥ Bj . We now consider the compatibility condition for (62) and
(63). By substituting (62) to (63), we obtain
Φt+1j+1 − V
t
j = max
(
Φt+1j+1 − V
t
j −A
t +Bj ,Φ
t
j+1,
V t+1j − Bj +max
(
Φt+2j+1 − V
t+1
j − R1,t+1 +Bj,Φ
t+1
j+1
))
= max
(
max
(
− V tj − A
t +Bj , V
t+1
j − Bj
)
+ Φt+1j+1,Φ
t
j+1,Φ
t+2
j+1 − A
t+1
)
. (64)
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Figure 2. Time evolution of V tj .
1111.11........
.1111.11.......
..1111.11......
...1111.11.....
.....111.111...
.......11.1111.
.........1.1111
..........1..11
...........1...
Figure 3. Time evolution of U tj
By substituting (63) to (62) for t→ t + 1 and j → j + 1, we obtain
Φt+1j+1 − V
t+1
j+1 = max
(
−At+1 +Bj+1 +max
(
Φt+1j+1 − V
t+1
j+1 ,Φ
t+2
j+1 − Bj+1
)
,
V tj+1 +max
(
Φtj+1 − V
t
j+1,Φ
t+1
j+1 − Bj+1
))
= max
(
max
(
− At+1 +Bj+1 − V
t+1
j+1 , V
t
j+1 − Bj+1
)
+ Φt+1j+1,
−At+1 + Φt+2j+1,Φ
t
j+1
)
. (65)
Therefore, max
(
max
(
− V tj − A
t + Bj , V
t+1
j − Bj
)
+ Φt+1j+1,max
(
− At+1 + Bj+1 −
V t+1j+1 , V
t
j+1 −Bj+1
)
+ Φt+1j+1,Φ
t
j+1,Φ
t+2
j+1 −A
t+1
)
can be expressed by two ways:
max
(
Φt+1j+1 − V
t+1
j+1 ,max
(
− V tj − A
t +Bj, V
t+1
j −Bj
)
+ Φt+1j+1
)
= max
(
Φt+1j+1 − V
t
j ,max
(
− At+1 +Bj+1 − V
t+1
j+1 , V
t
j+1 − Bj+1
)
+ Φt+1j+1
)
(66)
By subtracting Φt+1j+1 from each hand side, we obtain
max
(
− V t+1j+1 ,−V
t
j − A
t +Bj, V
t+1
j −Bj
)
= max
(
− V t+1j+1 −A
t+1 +Bj+1, V
t
j+1 −Bj+1,−V
t
j
)
, (67)
which is the compatibility condition for equations (62) and (63). However, this equation
is different from that obtained by naively ultradiscretizing the non-autonomous discrete
KdV equation in [26]. Because of At > Bj for ∀t and ∀j, (67) is simplified to
max
(
− V t+1j+1 , V
t+1
j − Bj
)
= max
(
V tj+1 − Bj+1,−V
t
j
)
, (68)
which looks better as an ultradiscretization but the contribution of At has disappeared.
We also note that (67) and (68) are not evolution equations.
We next observe the behavior of V tj numerically by setting parameters N = 2,
P1 = 1, P2 = 5, C1 = 0, C2 = −3, Bj ≡ 1, A
t ≡ 1 for t < 0, At ≡ 2 for t ≥ 0. Figure
2 depicts V tj in the range −3 ≤ t ≤ 4. Two blocks of balls travel with at the same
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speed 1 when t < 0. But when t = 0, a ball is injected the former block and passes
the latter one finally. This phenomenon can be explained using the ultradiscrete Miura
transformation of [28].
Theorem 6 (Ultradiscrete Miura transformation) The dependent variables U tj
and V tj satisfy the relationship:
V tj = min
(
U t+1j , Bj − U
t
j
)
. (69)
The following ultradiscrete-closed proof is originally presented in [29].
Proof By subtracting left hand side from right hand side, we obtain
min
(
F t+1j+1 +G
t
j − F
t+1
j −G
t
j+1, F
t
j +G
t+1
j+1 − F
t
j+1 −G
t+1
j + Bj
)
. (70)
Here, by employing (54) and (55), one can rewrite
min
(
max
(
F tj+1 +G
t+1
j − F
t+1
j −G
t
j+1 − A
t, 0
)
,max
(
0, F t+1j +G
t
j+1 − F
t
j+1 −G
t+1
j +Bj
))
,
(71)
which is identically equal to 0 because of At ≥ Bj .
Due to the ultradiscrete Miura transformation (69), the case where V tj = 1 is
achieved only if U t+1j = 1 and U
t
j = 0. Therefore, the length of a block increases at
t = 0 because of an increment of capacity of the carrier and the velocity of blocks in the
BBSC (58). Figure 3 depicts the time evolution of U tj which is obtained by (69) from
V tj in Figure 2. The contribution of A
t is hidden in the degrees of freedom of solutions
to (68).
To end this section, we stress that V tj does not satisfy the ultradiscrete KdV
equation known as the time evolution rule for the standard BBS:
V t+1j = min
(
Bj − V
t
j ,
j−1∑
j′=−∞
(
V tj′ − V
t+1
j′
))
(72)
because this equation is obtained from by taking reductions Tn,n′,k,l,m = F
n+n′+k+l
m =: F
t
j
(and V tj is the same) from the ultradiscrete KP equation for (n; n
′, m). However, any
V tj that satisfies (72) also solves (68), because one can represent min
(
Bj−V
t+1
j , Bj+1−
V tj+1,
∑j
j′=−∞ (V
t
j′ − V
t+1
j′ )
)
in two ways.
7. Concluding Remarks
In this paper, we proposed a recursive representation of solutions to an ultradiscrete
analogue of the discrete KP hierarchy and its background solutions as a starting point
for the recursion.
For the equation, we took two different types of independent variables ki and lj
and chose one variable from one type and two variables from the other. In the proof,
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we employed the properties of two variables which belong to the same type. However,
solutions no longer solve the equation if we choose all three variables from one type.
The difference of type plays an important role in the ultradiscrete equations.
Equation (9) is considered to be obtained by ultradiscretizing a combination of
some equations in the discrete KP hierarchy. In fact, we employ the reduction of (9)
as a Lax form for the ultradiscrete KdV equation in section 6. Different from the
discrete equations, ultradiscrete equations are not easily combined because of the max
operators. Employing this reduction approach, we can obtain variations of ultradiscrete
soliton equations which have been previously been obtained from discrete equations by
an ultradiscrete, closed, approach.
As discussed in section 3, we can consider that the recursion (1) does not depend
on any other independent variables except n and n′. In this case however, equation (8)
is essentially not a difference equation but just an ordinary algebraic equation. Since
the number of variables is greater than that of the equations, its solutions form a 1-
parameter family. If this parameter satisfies a relation corresponding to (9), we can
obtain new solutions by applying the recursion to these solutions. We believe that this
can be explained by some elementary approach, for example, a geometrical one, which
should represent the essence of the ultradiscrete soliton equations.
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