term in (A.12) be negligible compared with (35), we must further require that (T =B 2 )e 0 =B approaches zero. This rather unusual requirement simply assures that the modeling errors (bias squared) be negligible compared with the error variance.
The derivation of the bound in (30) follows similarly by slightly modifying the definition of D D D:
A Modified QRD for Smoothing and a QRD-LSL Smoothing Algorithm

Jenq-Tay Yuan
Abstract-This paper introduces a modified QR-decomposition (QRD) that extends the method of QRD to a more general case to solve the least-squares lattice smoothing problems. We show that the conventional QRD is a special form of the modified QRD that occurs when no future data values are used. Within the framework of the modified QRD procedure, an order-recursive QRD-based least-squares lattice (QRD-LSL) smoothing algorithm is formulated. The algorithm combines all the desirable features of the standard QRD-LSL filtering algorithm with a more accurate smoothing process. The results of some computer simulations of a channel equalizer are also presented.
Index Terms-Least-squares lattice, QR-decomposition, QRD-LSL, smoothing.
I. INTRODUCTION
One of the most important families of fast algorithms in orderrecursive adaptive filtering are those of the conventional recursive least-squares lattice (LSL) algorithms [1] - [5] , [16] . Many of these fast algorithms tend to suffer from some form of numerical instability due to finite-precision effects [4] , [10] . The QR-decomposition (QRD) technique is, in general, well-conditioned and numerically stable [4] , [6] , [8] . Furthermore, a useful property of the QRD technique is that, upon solving an N th-order filtering problem, the solutions to all lower order problems are obtained as a byproduct [9] , [10] . This property is also found in the least-squares (LS) lattice filters. Accordingly, it is possible to solve the LSL problems using the QRD technique [4] , [10] , [12] . Indeed, the LSL algorithm for adaptive filtering based on the QRD is endowed with a highly desirable set of features that include robustness to roundoff error, superior numerical properties, modularity, and a high level of computational efficiency [4] . Extensive computer simulations have shown that the QRD-LSL algorithm has excellent numerical properties [7] , [12] , [13] .
Smoothing differs from filtering in that not only the "subspace of past and present observations" but the "subspace of future observations" are taken into account in estimating the present desired signal. The smoothing process is known to be more accurate than the filtering process since the former is more "complete" than the latter in terms of the available information at a certain time step [14] . A smoother can be realized by introducing a suitable delay into any filter that makes the filter "noncausal" in the sense that a linear combination of the present, past, and future observations can be used to estimate the present desired signal. However, once delay is introduced into a QRD-LSL filter, the order-recursive property no longer holds. Higher order noncausal filters, or smoothers, cannot be built from lower order ones simply by adding more lattice stages as more "future" observations are used to estimate the present desired signal. An orthogonal basis theorem was thus developed in [5] for the design of order-recursive LSL smoothers. However, the recursive LSL smoothing algorithm derived in [5] the correlation matrix of the input data may suffer from some form of numerical instability and inaccuracy due to its numerical sensitivity to limited arithmetic precision. This paper extends the well-conditioned and numerically stable QRD-LSL filtering algorithm [4] , [12] to the QRD-LSL smoothing algorithm while retaining all the desirable features of the former. The QRD-LSL smoothing algorithm is order recursive in the sense that we can always increase the smoother order by adding more "past" stages as well as more "future" stages, whereas the "old" part of the smoother still remains optimal. This property is particularly useful when there is no prior knowledge as to what the final value of the smoother order should be. The total computational complexity of the proposed algorithm scales linearly with the smoothing order N.
II. FIR SMOOTHERS AND ORTHOGONAL BASIS SETS
Consider the direct-form realization of an Nth-order FIR leastsquares smoother shown in Fig. 1 . The desired sequence x(i) is estimated from its current, p past, and f "future" observations y(i) (the data sequence) for i = 1; 2; 1 11; n. The length of the observations n is variable. The order N = p + f. We will refer to any Nth-order smoother that uses p past and f future data values as a (p; f)th-order smoother, where N = p + f is assumed implicitly.
The estimation error is 
The vector h p; f p; f p; f (n0f) contains the fixed coefficients of the (p; f)thorder FIR smoother and will be chosen, at time n0f, for least-squares estimation error over the time interval 1 0 f i n 0 f with the prewindowing condition on the data, that is, y(i) = 0 for i 0.
Equation (1) can be written in matrix form as 
n02 ; 111; 1] is the n2n exponential weighting matrix in which 0 1.
Since a smoother uses both past and future observations to estimate the desired sequence, we need to consider the problem of increasing order N ! N +1 by increasing either f or p by one when developing an order-update recursion for the estimation error. This order-update recursion can be accomplished by embedding an (N + 1)st-order prediction lattice into a LSL smoother of order (p + 1; f) or (p; f + 1). It was first shown in [5] bases. The orthogonality among all the elements within each of these orthogonal bases has been referred to as the orthogonal basis theorem (see [5] ).
III. A MODIFIED QR-DECOMPOSITION
In this section, we modify the well-known QR-decomposition based on the orthogonal basis theorem so that it will be suited to implement the order-recursive QRD-LSL smoothers. It can be shown that an n 2 n orthogonal matrix Q(n) can always be constructed using the BFBFBF. . . sequence with p = f , can be as in (9), shown on the next page [15] , where F 1=2 M (n 0 j ) and B 1=2 M (n 0 j ) are the square roots of the minimum sum of the mth-order forward and backward prediction error squares, respectively, and the symbol x in (9) denotes either a zero or a nonzero element whose value is not of direct interest. In this correspondence, we consider only the BFBFBF. . . sequence [5] , among all C f N permissible sequences, for the implementation of a QRD-LSL smoother of an arbitraryorder (p; f ). For example, for a (7, 4)th-order smoother, we only consider the BFBFBFBFBBB sequence. Other sequences can be similarly obtained. Notice that unlike the upper triangular form we have in the conventional QRD in which the diagonal elements give the square roots of backward prediction error energies of all orders owing to the use of current and past observations only to estimate the present desired signal [4] , [10] . In R p; f p; f p; f (n), however, the first f diagonal elements give the square roots of forward prediction error energies corresponding to the f future observations y(n); 111; y(n 0 f + 1), and the remaining (p + 1) diagonal elements give the square roots of backward prediction error energies corresponding to the current observation y(n 0 f ) and the p past observations y(n 0 f 0 1); 111 ; y(n 0 N ). We will refer to the result in (8) 
IV. ORDER-RECURSIVE QRD-LSL SMOOTHERS
To develop the order-recursive QRD-LSL smoothers, we suppose that at time n 0 1, the (n 0 1) 2 (N + 1) weighted data matrix " p; f (n 0 f) (17) where " p; f p; f p; f (n 0 f) can be referred to as the angle-normalized jointprocess estimation error of x(n0f) by using the current observation, f future observations, and p past observations. The elements of vector The development of the recursions for computing the auxiliary parameters and angle-normalized joint-process estimation error for a QRD-LSL smoother can be seen in [11] and is omitted here due to space limitation. Equations (19)-(32) in Table I are final results of the development and constitute the QRD-LSL smoothing algorithm [11] . A signal-flow graph of the QRD-LSL smoothing algorithm showing the (2, 2)th-order QRD-LSL smoother using the sequence BFBF is shown in Fig. 2 . Note that a QRD-LSL smoother may also be implemented by using the multichannel filtering algorithms of unequal channel lengths based on orthogonal Givens rotations developed by Rontogiannis and Theodoridis [17] for the special case of two input channels. However, the algorithm developed in this paper is different from [17] in the sense that one of C f N orthogonal basis vectors of the subspace of both past and future observations is constructed first followed by the projection of the present desired signal vector onto the orthogonal basis vector successively. As a result, successive stages of the QRD-LSL smoothers developed in this correspondence are decoupled. This decoupling property permits dynamic assignment and rapid automatic determination of the most effective smoother length.
V. COMPUTER SIMULATIONS
In this section, we present results of computer simulations of adaptive equalization of a linear channel having unknown distortion. The simulations closely follow that of [16] . A polar form pseudorandom signal x(n) is applied to a channel having unit pulse response otherwise.
The observation y(n) is the sum of the channel output and an independent white Gaussian noise with variance 0.001. The adaptive equalizer attempts to correct the distortion produced by the channel and the additive noise. We compared the performances of three equalizers, each having order N = 10 (11 taps). Equalizer #1 was a tenth-order QRD-LSL filter. Equalizer #2 was a tenth-order QRD-LSL filter with five units time delay (i.e., five "future" observations were used) of the type described in [16] . Equalizer #2 would have possessed the order-recursive property were it not for the five units of delay. As noted earlier, once delay is introduced into a QRD-LSL filter, the order-recursive property is lost. Equalizer #3 was a (5, 5)thorder QRD-LSL smoother possessing the order-recursive property of the type described in this correspondence. Of the C 5 10 = 252 possible realizations of a (5, 5)th-order QRD-LSL smoother, we used the sequencing BFBFBFBFBF. The parameter W in (18) was set equal to 2.9 and 3.5 to provide for eigenvalue spreads 6.078 and 46.82, respectively. The learning curves for the three equalizers are shown in Figs. 3 and 4. Each learning curve was obtained by ensemble-averaging the squared value of the a posteriori error over 200 independent trials of the experiment. It can be seen from the plots that the steadystate mean squared error of noncausal filters including the smoother and the filter with delay is about 15 dB less than that of a causal filter. It can also be seen that the rate of convergence of the (5, 5)thorder QRD-LSL smoother is a little faster than that of the tenth-order filter with delay. Additional realizations including the sequencing BBBBBFFFFF and the sequencing FFFFFBBBBB were tried. The simulation results revealed that the alternating sequence BFBFBF-BFBF (or FBFBFBFBFB) and equalizer #2 displayed the fastest and slowest initial transient performance respectively compared with other sequences of the (5, 5)th-order smoother, although their differences were not large. We conjecture that this is because signal autocorrelation functions are typically monotonically decreasing. In addition, the two alternating sequences that use the present observation first immediately followed by the use of its nearest-neighboring observations to estimate the present desired signal make earlier use of the correlation between the desired signal and the corresponding observations than other sequences. On the other hand, the realization of equalizer #2 that actually corresponds to the BBBBBBBBBB sequence with five units time delay introduced to the desired signal x(n) makes the latest use of the correlation among all possible sequences.
VI. CONCLUSIONS
This work extends the QRD-LSL algorithm from filtering to smoothing with identical computational cost. All the desirable features found in the QRD-LSL filtering algorithm are also shared by the QRD-LSL smoothing algorithm with a finite delay but with a significant reduction in minimum mean square error. Due to the construction of the orthogonal basis set of the subspace of both past and future observations, successive stages of the QRD-LSL smoother developed in this paper are decoupled. This decoupling (or orderrecursive) property gives the QRD-LSL smoother a computationally efficient, modular, latticelike structure.
