Pediatric oncology patients could benefit from bonding with a social robot and talking about their day in the hospital. With our research we aim to contribute to the development of a robot that is able to facilitate a child-robot bond autonomously and long-term. We propose to use robot-disclosure and a shared interaction history to create a child-robot bond where the child feels comfortable and familiar enough to talk about their day with the robot. 
MOTIVATION
Cancer is one of the most profound health threats in modern society. Treatments are often extensive and life changing especially for children and their families. Providing social support to prevent late adverse effects, such as post-traumatic stress, is an important part of the treatment process [7] .
Social robots could prove to be a useful tool for child-life specialists to offer social support, especially when human presence is not possible, e.g. during radiation treatment. The first research into using social robots as a companion to reduce stress during treatment shows promising results. Hospitalized children are for example more eager to emotionally connect with a robot than a virtual character [6] . Using a Nao robot to assist a psychotherapist resulted in a significant lower amount of stress for pediatric oncology patients than after a therapy session with just the psychotherapist [1] .
It is important to note that these studies, just like many other human-robot interaction (HRI) and child-robot interaction (CRI) studies, are based on a one-time interaction with a Wizard of Oz (WoZ) set-up. With the proposed research we aim to work towards a system that can overcome the challenges of long-term [3] and autonomous [4] CRI.
One of our goals is for children to form a bond and chat about their day with the robot over multiple interaction.
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PROPOSED RESEARCH AND RELATED WORK
Talking about the day and chit-chatting with the robot serves multiple purposes. It has the potential to contribute to the social support strategies currently in place [7] and it is the social glue between other activities with the robot [5] . In this research abstract we primarily focus on the technical and evaluation side. For an ethical and co-design perspective please consult [9] . The question is how to shape the conversational behavior of the robot. In Social Penetration Theory (SPT) the metaphor of a layered union is often used to describe a person. Forming a bond happens by penetrating the layers step by step by sharing bits of personal information with each other [2] . In order for children to feel comfortable enough to share their experiences with the robot a bond needs to be created. A bond that only can be formed if the robot self-discloses as well [5] .
This process spans multiple interactions. Creating a sense of familiarity is essential to maintain a child-robot bond [8] .
Mutual Self-Disclosure
When children are incited to self-disclose personal information they view the robot more as a friend and are more willing to interact with the robot again [8] . When the robot self-discloses personal information the children feel more inclined to do the same, the social influence of the robot is stronger and the children appreciate the robot more [10] .
We propose to create an elaborate narrative for the robot where it has a personality, a role, a fitting backstory and an extensive repertoire of anecdotes, dialogues and short personal stories. This narrative will be tailored, e.g. in terms of used language and themes, in advance to the developmental states of children. For example, a more witty robot for older children. Content from the repertoire will be selected dynamically based on the (emotional) state of the children and the interaction history (see next subsection). This is our implementation of robot-disclosure that should allow children to share about their day reciprocally.
To manage the dialogue between the children and the robot we will introduce the robot as a chitchat robot in training: "it will make mistakes and it will not understand you all the time but it likes to learn". Together with a tutorial on how to communicate with the robot, we call this 'getting acquainted', we intent to set the right expectations.
We opt for a tablet supported dialogue, where questions are formulated following a recognizable structure. Children will practice to answer in a certain way to "help the robot understand". This way we can constrain the conversation up to a level where autonomous dialogue management is feasible. When speech recognition fails the children are prompted to provide input via a tablet.
Memory and Familiarity
In order to facilitate a long-term bond some form of memory is required to store information about the user and context. Many memory models exist, mostly inspired by human cognition, but most are not suitable for autonomous child-robot interaction given the current technical limitations of the field [3] .
We will take a more pragmatic approach similar to Kruijff Korbayova et al. (2015) . They focused on creating a sense of familiarity. Familiar robots are viewed more as a friend and children feel more committed to interact with it in the future. A sense of familiarity can be achieved by creating a shared interaction history [8] . Our robot will remember the name of the child, the amount and type of encounters they had before (e.g. playing a game), relevant details about that encounter (e.g. who won and score), the schedule of the child, and the disclosed experiences of the activities, preferences & interests.
An example dialogue could be, robot: "Hey Maria, nice to see you again. Last time you beat me three times in a row with tic-tac-toe. Are you up for a re-match?". Robot during game: "How was activity X you had planned this morning?"
RESEARCH QUESTIONS
We aim to develop an autonomous robot that is able to illicit selfdisclosure among children and form a bond with them during multiple encounters. The robot should achieve that by utilizing its shared interaction history to select appropriate repertoire elements to disclose and to create a sense of familiarity. We propose to answer the following research questions:
(1) What is the appropriate repertoire element to disclose and how to select it given the current state of the child and the shared interaction history? (2) Does a shared interaction history lead to a stronger bond and more self-disclosure during and after multiple encounters?
METHOD
To answer the first research question we need to operationalize the concept of 'appropriateness' in terms of the state of the child and the shared interaction history and relate it to the robot repertoire. For example, some witty remarks by the robot are not suitable when the child is sad or sharing a story about football when the child hates football should be avoided. This knowledge can be represented in an ontology. We will use situated Cognitive Engineering, a user-centered iterative design approach, to construct such an ontology based on co-design input and human-factors knowledge [9] . We will use GOAL 1 , an agent programming language, to create a cognitive agent that can select the appropriate content using the ontology.
To answer the second research question we propose to do a six-week user study. The children will interact for about 30 minutes each week with the robot. In the first session they will get acquainted with the robot and play a game. In the five following
