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Abstract 
Su, X.-Y., A result on decompositions of regular graphs, Discrete Mathematics 105 (1992) 
323-326. 
We prove that for any connected graph G and any integer r which is a common multiple of the 
degrees of the vertices in G, there exists a connected, r-regular, and G-decomposable graph H 
such that x(H) = x(G) and o(H) = w(G), where x and w are the chromatic number and the 
clique number, respectively. Also we give a bound for the minimum order among all such 
graphs. 
Only simple graphs are considered. Given a graph G, a graph H is called 
G-decomposable if there exists a partition of E(H) into disjoint subsets E(G,) 
such that each of the graphs G, induced by E(G,) is isomorphic to the graph G. 
Wilson [2] has shown that for any graph G, the complete graph K, is 
G-decomposable for n sufficiently large if the following obvious conditions hold: 
n(n - 1)/2 is divisible by IE(G)I an d n - 1 is a multiple of the greatest common 
divisor of the degrees of the vertices of G. Recently, Fink [l] introduced a new 
parameter r,,(G) for any connected regular graph G. 
Theorem 1. For any connected graph G and any integer r which is a common 
multiple of the degrees of the vertices in G, there exists a connected, r-regular, and 
G-decomposable graph H such that x(H) = x(G) and o(H) = o(G), where x and 
o are the chromatic number and the clique number, respectively. 
Proof. Let G be any connected graph and let r be any integer which is a common 
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multiple of the degrees of the vertices in G. Of course, we may assume that G is 
nontrivial. Let 
V(G) = {v(l), . . . , II@)} and ri = r/&(@), i = 1, 2, . . . ) n. 
We define Z, X * - * X Z, = {(a,, . . . , a,) 1 Ui E Z,, i = 1, . . . , n}. Then, for each 
element (ai, . . . , a,) in Z,, X . . . X Z,, let G,,...,” be a copy of G, and let the 
vertex of G, ,... a, which corresponds to Y(‘) be denoted by v$!..~,. 
Now for each i, 1 s i =S it, identify the vertices v$),..~” and z$~...~. if and only if 
ai=bj for all j#i, lSj<n, (i.e., j=l,..., i-l,i+l,..., n). Then the 
resulting graph H is an r-regular graph. In fact, there exists a map 8 from V(H) 
onto V(G) given by 0(x) = v(‘) if x is a vertex by identifying some v~~,...~‘s; hence 
d&r) = &(v(‘))r, = r. Also, every vertex v:!...~, corresponds to exactly one vertex 
x of H which is the vertex by identifying all vertices of the form v~~..~,_,~;~,+,...~.) 
ai E Z,. Clearly H is G-decomposable and has no loops. We are now ready to 
show that H has also no multiple edges. For otherwise, suppose that there exists a 
pair of vertices x and y which are adjacent by two distinct edges e, and e2 of H, 
then e, E G, ,... (I,, e2 E G6 ,... b, for two distinct elements (a,, . . . , a,) and 
(b,, . . . > b,) of z, x * * * x z,, since G has no multiple edges. On the other 
hand, let 13(x) = vci), 13(y) = v(j). Then i #j and 
e, = (v(‘) 
(I,“‘““, V~L,), e2 = (~j$..~,, v@.~,). 
However, since v$!_.~” and vg,)..+, are identified into x of H, we must have ak = bk 
for k = 1, . . . , i - 1, i + 1, . . . , n ; similarly, a, = bl for I= 1, . . . , j - 1, j + 1, 
. . . , n. It follows that (a,, . . . , a,) = (b,, . . . , b,), a contradiction. Thus H 
has no multiple edges. 
It is not difficult to verify that H is connected and it is omitted here. 
We next show that x(H) =x(G). Let V(G) = V, U V,U. + *U Vxcc) be a 
partition of V(G) into independent subsets. Then, clearly V(H) = F’(VJ U 
. . . U O-‘(V,,,,) is a partition of V(H) as 13 is a map from V(H) onto V(G). 
Suppose that there exists a pair of adjacent vertices x and y in e-‘(Vk) for some 
1 s k <x(G). Then the edge e = (x, y) belongs to some copy of G, say G,,...,“. 
Let v$!..~, and v?.. 01 % be the vertices in G,,...,” that correspond to x and y, 
respectively. Then v@) and v(j) are adjacent in G. However, e(x) = v@) and 
8(y) = v(j), which are both in V,, contrary to the independence of V,. Therefore 
every F’(Vk) is independent; it follows that x(H) <x(G). On the other hand, 
since H is G-decomposable, H contains an (edge-induced) subgraph which is 
isomorphic to G. Thus x(H) S x(G). Therefore x(H) = X(G). 
Finally, let C be a clique of H with V(C) = {x,, . . . , x,}. Let 0(x,) = @I), 
j = 1,2,. . . , m. Then for each edge e = (xk, xl), 1 s k < 1 s m, v(‘*) and vcif) must 
be adjacent in G because e belongs to some G,,...,n; i.e., 
e = (v(&) (1 ,... a,, v$!..,,) for some (a,, . . . , a,) E Z, x . . - X 27,“. 
Thus the subgraph induced by {v(~~), . . . , v’~-‘} is a clique of G; hence 
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o(H)cw(G). But as H is G-decomposable, we have that o(H)> o(G). 
Therefore w(H) = o(G), which completes the proof. 0 
Corollary 1. Zf G is a connected regular graph of degree r, then r,(G) = 2r. 
Our graph H constructed in the proof of Theorem 1 preserves some parameters 
of G, but unfortunately its order is very large, equal to 
2 r,r, * * * r, lri = 2r, r, * . . r,, IE(G)lIr. 
i=l 
It is known that for the star K1,, (n 3 2), the complete bipartite graph K,,, is 
K,,,-decomposable and satisfies all the conditions given in the theorem. The 
order of K,,, is much smaller than that of the graph constructed in the proof of 
Theorem 1. For this reason, we give the following stronger result. 
Theorem 2. Let G be a (nontrivially) connected t-partite graph with a partition 
V(G) = VI U . . . U V, into t independent subsets. Let r be a common multiple of the 
degrees of the vertices in G. Let 
mi = lcm{r/d,(v) 1 v E Vi}, i = 1,2, . . . , t, m = m1m2. . . m,. 
Then there exists a connected, r-regular, t-partite, and G-decomposable graph H 
of order 2m IE(G r such that w(H) = w(G). 
Remark. If t = x(G) we also have x(H) = x(G). 
Proof (Outline). For each element (a,, . . . , a,) in L,, X . . . X Z,,, let G, ,___ (I, be 
a copy of G. For each i and each v E &, identify the corresponding vertices v,~...,, 
and vb,..+, if and only if ak = bk for all k # i and 
ai, bi E {jr/d,(v) + 1, jr/G(v) + 2, . . . , (j + l)rl&(v)) 
for some 0 c j s m,do(v)/r - 1. Then the resulting graph H satisfies all the 
conditions in the theorem. The verification is similar (but more complex) to that 
of the proof of Theorem 1 and is left out. The order of H equals 
,$ (c mid&v)/r)m~ . . . m,lmi = 2m IWWr. 
UE’V, 
(Note that m is dependent on the partition V(G) = V, U. . . U V,.) 0 
In general, the order of the graph in the proof of Theorem 2 is much smaller 
than that of the graph in the proof of Theorem 1. In some cases, this is best 
possible. For example, using Theorem 2, one may obtain that K,,, is K1,,- 
decomposable and that K,,,,,,,,,,, is K,,,, -decomposable. By a result of [l], K,,, 
has the minimum order among all K,,, -decomposable regular graphs. 
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Corollary 2. Zf G is a connected regular graph of degree r, then there exists a 
connected, 2r-regular, and G-decomposable graph H of order 2X(G)-1 JGI such that 
x(H) =x(G), o(H) = o(G). 
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