Abstract-This paper proposes a novel system to classify three types of electrocardiogram beats, namely normal beats and two manifestations of heart arrhythmia. This system includes three main modules: a feature extraction module, a classifier module, and an optimization module. In the feature extraction module, a proper set combining the shape features and timing features is proposed as the efficient characteristic of the patterns. In the classifier module, a multi-class support vector machine (SVM)-based classifier is proposed. For the optimization module, a particle swarm optimization algorithm is proposed to search for the best value of the SVM parameters and upstream by looking for the best subset of features that feed the classifier. Simulation results show that the proposed algorithm has very high recognition accuracy. This high efficiency is achieved with only little features, which have been selected using particle swarm optimizer.
I. Introduction
Electrocardiograms (ECG) are a non-invasive method of measuring the electrical properties of the heart. Electrocardiograms provide abundant information about the physiological state of the heart and have become one of the most important methods in diagnosing of heart disease. Heart arrhythmias result from any disturbance in the rate, regularity, and site of origin or conduction of the cardiac electric impulse [1] . Classification of arrhythmia is an important step in developing devices for monitoring the health of individuals.
In the literature, Several computer-aided heart beat classification algorithms have been proposed for this task. Among the most recently published work are those presented in [2] - [19] . In [2] , the authors used wavelet feature extraction in tandem with genetic algorithms for classification of ECG beats. In [3] , the authors presented an effective cardiac arrhythmia classification algorithm using the heart rate variability signal. The proposed algorithm is based on the generalized discriminant analysis feature reduction scheme and the support vector machine classifier. In [4] the authors proposed new morphological features; also they used temporal features together their morphological features. They adopted multi-layer perceptron (MLP) neural networks with various training algorithms as their classifier. In [5] , the author used independent components analysis for ECG detection. In [6] , the authors utilized the temporal features. In [7, 8] , the authors used wavelet transform and power spectral density of ECG signals, respectively. In [9] , an imagebased technique is presented which extracts discriminative information from the trajectories of ECG signals in the state space. The method presented in [10] used SVM for classification of heart beats. In [11] , the authors used Lyapunov exponents as their features and a recurrent neural network trained them to differentiate between four types of beats. In [12] , different classification systems based on linear discriminant classifiers are explored. In [13] , the authors used Hermit functions and self-organizing maps for clustering of ECG signals. In [14] , a power spectral based method is proposed for the classification of cardiac arrhythmias. In [15] , an automatic online beat segmentation and classification system based on a Markovian approach is proposed. In [16] , a Gaussian mixture model based classifier is presented for ECG classification after the registration of ECG signal using Pan-Tompkins algorithm. The classification scheme is based on the principle components extracted from the ECG features using principal component analysis. In [17] , a rulebased rough-set decision system is presented for the development of an inference engine for disease identification. In [18] , a patient-adapting heart beat classifier system based on linear discriminants is proposed. In [19] , the authors used different classifiers such as SVMs and MLP neural networks.
As mentioned above, artificial neural networks (ANNs) have been widely applied for detecting arrhythmias. However, the practicability of ANNs is limited due to some weaknesses [20] . Using SVMs is the method that is receiving increasing attention, with remarkable results recently [21] . The main difference between ANNs and SVMs is the principle of risk minimization.
The largest problems encountered in setting up the SVM model are how to select the kernel function and its parameter values. The parameters that should be [22] . In this study, particle swarm optimization (PSO) is chosen as an optimization technique to optimize the input feature subset selection and the SVM parameters setting simultaneously.
This paper is organized as follows. Section 2 describes the efficient features. Section 3 describes the concepts needed, including the basic SVM and PSO concepts. Section 4 describes the PSO-SVM hybrid system. Section 5 describes the experimental design, including the data description and experiment settings. Some of the evaluation results of this system are given in Section 6. Finally, Section 7 concludes with a discussion of the paper.
II. Efficient Features
Feature extraction plays an important role in any classification task. In this work, based on extensive research, we have used a balanced combination of morphological and timing features. These features describe the basic shape of the signals and position of waves within a given window of beats. The extracted parameters that describe the basic shape of the beats are: amplitude of P-peak (amP), amplitude of Q-valley (ampQ), amplitude of R-peak (ampR), amplitude of Svalley (ampS) and amplitude of T-peak (ampT). Features that describe wave position within a beat window are: position of P-peak (posP), position of Qvalley (posQ), position of R-peak (posR), position of Svalley (posS) and position of T-peak (posT). The time duration between PVC beats contains useful information about their types. So we define three features called nxtRR, prevRR and ratRR. These features are defined as the time interval between the next (nxtRR), and the previous (prevRR) beats and also the time ratio between the last beat to the next one (ratRR), respectively. To extract these features we propose a two-steps method. The first step involves the cutting of the normal and PVC and other beats by making use of the annotation files which exist in MIT-BIH arrhythmia database. The second step involves identification of peaks and valleys in every normal or abnormal beat and obtaining their respective amplitudes and positions.
In order to break to normal and abnormal beats, we process annotated file records from MIT-BIH database. For example to extract the normal beats, the algorithm examines the annotation file which contains the indices of the normal beat. Then it creates a matrix with rows equal to the number of normal beats. An R-wave detector is required to initialize our computer-aided ECG classification process. Afterwards, the algorithm saves 180 samples surrounding the target normal beat from all the recorded samples. The sample beat itself is also saved in the final matrix. We also extracted the abnormal beats in the same manner.
After classification of normal and abnormal beats, peaks and valleys are detected. For this purpose, we implemented the Al-Alaoui algorithm [23] . The peak and valley detector recognizes the P, Q, R, S, and T waves. A normalization procedure is introduced to eliminate the effect of amplitude changes. The 180-sample vectors, before extraction of features, were normalized to a mean of zero and standard deviation of unity.
In addition to the morphological features, we also extracted three local timing features that contributed to the discriminating power of morphology-based features, especially in discriminating morphologically similar heartbeat patterns. They are an R-R time interval ratio (IR) and two R-R time intervals. The IR ratio feature reflects the deviation from a constant beat rate and was defined as: 
III. Needed Concepts

Support Vector Machine (SVM)
We have proposed a multi-class SVM based classifier. SVM is a supervised machine learning method that was originally developed for binary classification problems, but it can be used for multi-class classification [24] . SVM, uses structural risk minimization (SRM) principle whereas in ANN, empirical risk minimization (ERM) is used minimizing the error on the training data [25] . Following subsections describe the binary SVM classifier and multi-class SVM classifier.
Binary SVM
SVM performs classification tasks by constructing optimal separating hyper-planes (OSH). OSH maximizes the margin between the two nearest data points belonging to two separate classes. 
The margin of the hyper-plane is
. Thus, the problem is the maximizing of the margin by minimizing 
After minimizing P L with respect to w and b , the optimal weights are given by:
The dual of the problem is given by [25] : For input data with a high noise level, SVM uses soft margins can be expressed as follows with the introduction of the non-negative slack
To obtain the OSH, it should be minimizing the (23), where C is the penalty parameter, which controls the tradeoff between the complexity of the decision function and the number of training examples, misclassified.
In the nonlinearly separable cases, the SVM map the training points, nonlinearly, to a high dimensional feature space using kernel function ) , (
, where linear separation may be possible. The kernel functions of SVMs are as follows: Linear:
Gaussian radial basis function (GRBF):
Polynomial:
where  , d,  and  are the parameters of the kernel functions. After a kernel function is selected, the QP problem will become:
After training, the following, the decision function, becomes:
The performance of SVM can be controlled through the term C and the kernel parameter which are called hyper-parameters. These parameters influence on the number of the support vectors and the maximization margin of the SVM. 
Multi-class SVM-based Classifier
There are two widely used methods to extend binary SVMs to multi-class problems [26] . One of them is called the one-against-all (OAA) method. Suppose we have a P-class pattern recognition problem, P independent SVMs are constructed and each of them is trained to separate one class of samples from all others. When testing the system after all the SVMs are trained, a sample is input to all the SVMs. Suppose this sample belongs to class P1 ideally only the SVM trained to separate class P1 from the others can have a positive response. Another method is called one-against-one (OAO) method. For a P-class problem, P (P -1)/2 SVMs are constructed and each of them is trained to separate one class from another class. Again, the decision of a testing sample is based on the voting result of these SVMs. The structure of this classifier is showed by Fig. 1 .
As mentioned the performance of multi-class SVM based classifier can be controlled through hyperparameters of the SVMs. In this paper we have an optimization algorithm, namely PSO for selection of the optimal values of these parameters. Next section describes this optimization method. 
Particle Swarm Optimization
This section provides a brief introduction to basic PSO concepts. PSO is a form of stochastic optimization technique originally developed by Kennedy and Eberhart [27] that originated from the simulation of the behavior of a group of a flock of birds or school of fish or the social behavior of a group of people. Each individual flies in the search space with a velocity which is dynamically adjusted according to its own flying experience and its companions' flying experience, instead of using evolutionary operators to manipulate the individuals like in other evolutionary computational algorithms. Each individual is considered as a volumeless particle (a point) in the N-dimensional search space.
At time step t , the ith particle is represented 
1() (
2() ( 
where n is the dimension ( Particle swarm optimization has been used for approaches that can be used across a wide range of applications, as well as for specific applications focused on a specific requirement. Its attractiveness over many other optimization algorithms relies in its relative simplicity because only a few parameters need to be adjusted.
IV. Classification Modeling by the Combination of PSO and a Support Vector Machine (PSO-SVM)
In this research, a nonlinear SVM based on the popular Gaussian kernel (SVM-RBF) has been studied. The largest problems encountered in setting up the SVM model are how to select the kernel function and its parameter values. The parameters that should be optimized include the penalty parameter (C) and the Heart Beat Classification Using Particle Swarm Optimization On the other hand, one of the other SVM classifier problems is selecting the number of features. With a small and appropriate feature subset, the rationale for the classification decision can be realized more easily. Therefore, both suitable feature subset selection and model parameter setting play an important role in the classification performance [22] . Particle representation. The particle is comprised of three parts: the input features, C, and  , when the RBF kernel is selected. Fig. 2 illustrates the representation of a particle with dimension 2 n  , where n is the total number of input features (variables) of a data set. The value of the n variables ranges between 0 and 1. If the value of a variable is less than or equal to 0.5, then its corresponding feature is not chosen. Conversely, if the value of a variable is greater than 0.5, then its corresponding feature is chosen (see Fig. 2 ).
Fitness function.
The fitness function is used to evaluate the quality of every particle which must be designed before searching for the optimal values of both the SVM parameters and the feature selection. The fitness function is based on the classification accuracy of the SVM classifier. 
MIT-BIH Arrhythmia Database
The MIT-BIH arrhythmia database [29] was used as the data source in this study. The database contains 48 recordings. Each has a duration of 30 minutes and includes two leads; the modified limb lead II and one of the modified leads V1, V2, V4 or V5. The sampling frequency is 360 Hz, the data are bandpass filtered at 0.1-100 Hz and the resolution is 200 samples per mV. Twenty-three of the recordings are intended to serve as a representative sample of routine clinical recordings and 25 recordings contain complex ventricular, junctional, and supraventricular arrhythmias. There are over 109,000 labelled ventricular beats from 15 different heartbeat types. There is a large difference in the number of examples in each heart beat type. The largest class is -Normal beat‖ with about 75,000 examples and the smallest class is -Supraventricular premature beat‖ (SP) with just two examples.
The database is indexed both in timing information and beat classification. For more details about MITBIH Arrhythmia database see [30] . We used a total of 12 records from the database. We extracted a total of 30,873 beats; 22,476 normal beats, 5,394 abnormal PVC arrhythmia beats, and 3,003 other arrhythmic beats. We used the database index files from database to locate beats in ECG signals.
Experiment settings
In the experiments, we considered a nonlinear SVM based on the popular Gaussian kernel (SVM-RBF). The related parameters C and  for this kernel were varied in the arbitrarily fixed ranges [1, 100000] and [0, 1] so as to cover high and small regularization of the classification model, and fat as well as thin kernels, respectively. In addition, for comparison purposes, we implemented, in the first experiment, the SVM classifier with two other kernels, namely linear and polynomial kernels, leading therefore to two other SVM classifiers, termed as SVM-linear and SVM-poly, respectively. The degree d of the polynomial kernel was varied in the range [2, 5] in order to span polynomials with low and high flexibility. In the particle swarm, there are several coefficients whose values can be adjusted to produce a better rate of convergence. Table 1 shows the coefficient values in the PSO algorithm. 
VI. Results
Experiment 1: classification in the whole original hyper-dimensional feature space
As the first experiment, we applied the SVM classifier directly on the entire original hyperdimensional feature space, which is made up of 13 features. The performances of the one-against-one (OAO) and the one-against-all (OAA) methods using the SVM classifier with different kernels are compared in Table 2 . We chose the best SVM classifier parameter values to maximize this prediction.
As reported in Table 2 , the percentage recognition accuracies of the OAO and OAA methods achieved with the SVM classifier based on the Gaussian kernel (SVM-RBF) on the test set were equal to 95.1970% and 95.0913%, respectively. These results were better than those achieved by SVM-linear and SVM-poly. Indeed, the percentage recognition accuracies of the OAO (and OAA) methods were equal to 93.8427% (92.0160%) for the SVM-linear classifier and 95.0253% (94.8006%) for the SVM-poly classifier. 
Experiment 2: performance evaluation with optimization in different runs
In this experiment, we trained the SVM classifier based on the Gaussian kernel, which proved in the previous experiments to be the most appropriate kernel for ECG beat classification; then, to evaluate the performance of the proposed algorithm (PSO-SVM), eight different runs were performed. PSO finds the best combination of the parameters of the SVM classifier And features to gain the fitness function maximum. More detailed information about the selected features and the optimal values of the SVM classifier parameters (i.e., the  parameter and optimal values of the C parameter) obtained by the proposed algorithm (PSO-SVM) are shown in Table 3 . The proposed algorithm successfully finds the global optimum just with 200 iterations. It can be seen that the sixth, eighth and eleventh features were the most unnecessary features among multiple runs. Using eleven features and optimum SVM parameters, the proposed PSO-SVM algorithm produced the best accuracy of 97.21%. Fig. 3 and Fig. 4 show the values of sixth and eighth features for 100 samples of each of three classes. As it can be seen, these features don't provide good discrimination for three classes. However, other features such as 10th and 12th (Fig. 5 and Fig. 6 
VII. Discussion and Conclusion
In this study, PSO-SVM approach is proposed for an automatic ECG beat classification. This approach presents methods for improving SVM performance in two aspects: feature selection and parameter optimization. The new method that proposed in this paper is the combination of a support vector machine and particle swarm optimization (PSO-SVM). This modified PSO is jointly applied to optimize the feature selection and the SVM kernel parameter.
Ten morphological features are extracted. Three timing features are extracted as well. This combination of features captures all the temporal and shaping aspects of beats to classify ECG beats in three different classes.
The SVM was employed as the classifier. In the first experiment the OAO and OAA SVM using linear, polynomial with various orders and GRBF kernels were examined. As reported in Table 2 , the percentage recognition accuracy achieved with the SVM classifier based on the Gaussian kernel (SVM_rbf) using OAO method on the test set was better than those achieved by SVM-linear and SVM-poly with various orders. So, GRBF kernel and OAO strategy was used in other experiments. We evaluated the proposed model using a data set in the second experiment. The simulation results indicate that the PSO-SVM method can correctly select the discriminating input features and also achieve high classification accuracy (97.21%, see Table 3 ). This high efficiency is achieved with 11 features, which have been selected using the particle swarm optimizer. From the obtained experimental results, it is obvious that the proposed PSO-SVM approach boosts the generalization capability achievable with the SVM classifier and can achieve high classification accuracies while training beats are limited.
