Abstract: To handle the state estimation of a nonlinear system perturbed by a scalar disturbance distributed by a known nonlinear vector, we incorporate a sliding mode term into a nonlinear observer to realise a robust nonlinear observer. By linking the observability of the unknown input to the output measurement, the so-called matching condition is avoided. The measurable output estimation error is the sliding surface. In the sliding mode, the reduced-order error system is free from the disturbance, and the convergence of the estimation error dynamics is proven. The unknown input/disturbance is estimated from the sliding mode. Under a Lipschitz condition for the nonlinear part, the nonlinear observers are designed under the structural assumption that the system is observable with respect to any control input. The proposed robust nonlinear estimator is applied to state and unknown input estimation of a bioreactor. The simulation results demonstrate the effectiveness of the proposed method.
Introduction
Since the pioneering works of linear observer designsLuenberger observer [1] and Kalman filter [2] -there have been many works on nonlinear observer. The works in [3] [4] [5] [6] [7] [8] present some fundamental results on the state estimation of systems via state transformation and nonlinear observer. Through a nonlinear change of coordinates, linearisation is achieved by input and output derivative injection. The existing results for exact linearisation by input -output injection were unified in [9] . Sliding mode control is a well established method for handling disturbances and modelling uncertainties through the concepts of sliding surface design and equivalent control [10, 11] . On the basis of the same concept, sliding mode observers (SMO) have been developed to robustly estimate the system states [11 -21] . The Lyapunov based approach of Walcott and Zak [12, 22] considered the problems of state observation in the presence of bounded uncertainties/unknown inputs based on a matching condition. The approach adopts the use of the switching terms to deal with unknown inputs directly, so that the system in the sliding mode is free from unknown inputs. The approach in [16, 23] extended the design of [11] and designed the SMO such that the states affected by the unknown inputs are dealt with by the switching terms, and the method requires the reduced-order system itself to be stable. The work in [18] extended the SMO design of [22] to Lipschitz nonlinear systems based on matching conditions [11] . Most of the works to date are limited to linear systems with constant disturbance distribution matrix and rely on either structural conditions or matching assumptions such that the error system is stable and free from unknown inputs.
The other category of SMO is based on the equivalent control concept and it required the systems to satisfy structural conditions such as the unknown inputs are decoupled in the transformed domain and only appear in fewer states. The equivalent control based SMO was first proposed by Utkin [11] and its extensions to nonlinear systems were addressed in [14, 15, 17, 24] . These methods chose the output estimation error and its higher order derivatives as the sliding surfaces. These methods require structural assumptions for the design of switching terms for all the states, which are in general conservative. In practical applications, as only the output estimation error is available, the higher order derivatives have to be obtained. A possible way is to use sliding mode differentiators with low-pass filtering [11] . The approximation of the equivalent control signal by low-pass filters at each step may introduce some delays that may lead to instability in high-order systems. The implementation issues of low-pass filters, their effects on estimation accuracy, and filter time constants were discussed in [25] .
In terms of high-gain design for systems satisfying Lipschitz condition, the high-gain observer of Khalil is a successful method for handling modelling uncertainties [26] . The asymptotical/exponential estimation convergence is proved when the modelling uncertainties are Lipschitz continuous.
In this paper, we shall consider a nonlinear plant perturbed by a disturbance input. We limit our scope to a scalar disturbance that is not necessarily Lipschitz continuous and distributed by a known vector. We analyse the SMO from the perspective of estimating unknown input/disturbance and making the state estimation insensitive to unknown input/disturbances. Our SMO is integrated into the nonlinear observer design so that in the sliding mode, the disturbance under an equivalent control becomes an increment of Lipschitzian function and the convergence of the error dynamics of the state estimation is established. The proposed method does not require the matching condition on the unknown input distribution matrix. A proper design of the estimation feedback gain ensures asymptotic convergence of the estimation residual. Moreover, through an inverse state transformation, we obtain the robust nonlinear estimator for the original system. The rest of the paper is organized as follows: Section 2 gives some preliminaries on nonlinear state transformation, inverse transformation, and nonlinear observer design. Section 3 presents the design and analysis of robust nonlinear observer that incorporates a sliding mode observer. Section 4 discusses the estimation of the unknown input. In Section 5, the robust nonlinear observer is applied to a bioreactor to demonstrate the effectiveness of the proposed observer design. Section 6 concludes the paper. Throughout this paper, l max (A) denotes the maximum eigenvalue of a matrix A, and kAk denotes the 2-norm p (l max (A T A)) of a matrix A.
Background results
Consider a nonlinear system, a single-input single-output (SISO) nonlinear system described bẏ
where
connected manifold of dimension n, and we assume that the state space of interest M is compact. The nonlinear functions f(x), b(x) are smooth vector fields on M, h(x) is a smooth function from M to R. u is the bounded control input and y is the measurable output.
By performing a nonlinear state transformation
where Lie derivative is defined as
one can obtain the following in general
Ã is a constant matrix, and
After the state transformation, both A and C are constant matrices. An estimation gain L can be readily designed such that A -LC is a stable matrix. However, the additional nonlinear terms make convergence analysis of the estimation problem more complicated.
The results in [6 -8] proved the estimation convergence of the following estimator
wherex is the estimate ofx and L is a properly chosen estimation gain, under the following assumptions:
Both the Jacobian matrix @F(x)=@x and the inverse Jacobian matrix [@F(x)=@x] À1 exist.
Assumption 2:
The transformed system (3) satisfies
. . , n, are Lipschitz functions w.r.t.x in the transformed space.
Assumptions 2 and 3 can be conservative, but they characterise the system that is uniformly observable for any bounded input. It has been proven in [6] that Assumption 2 is a sufficient condition but not a necessary condition to ensure the uniform observability for any input. The triangular structure in Assumption 2 is also necessary for the equivalent control based SMO [15, 17] to facilitate successive evaluation of higher order derivative terms from the measurable estimation error.
The estimator (4) will yield the following estimation of the original states
For systems with white noise, a Kalman-like nonlinear observer is widely adopted [6, 8] , where L is designed to produce a good estimate in terms of mean square errors. However, for systems with modelling uncertainties not sufficiently random, the designed observers may give certain errors.
3
Robust nonlinear state estimator
In this paper, we consider the following nonlinear uncertain system where modelling uncertainties and disturbance are represented as a scalar-valued disturbance or unknown input d(x, t) distributed by a known vector p(x, t), and the nominal plant is in the form of (1) satisfying Assumptions 1, 2 and 3, that is,
The unknown input is assumed to be bounded for some upper bound d, that is, jd(x, t)j d. Under Assumption 1, we transfer (6) using the mapping ofx ¼ F(x) to the following
To design a robust nonlinear estimator, we need the following additional assumptions. Assumption 4: The known functions f(x), b(x) and p(x, t) are bounded with respect to their arguments on M. The input of the nonlinear system (6) is bounded such that u u max for some upper bound u max . Further, the system (6) is Bounded-Input-Bounded-States (BIBS) stable. Assumption 5: The distribution vectorp(x) is Lipschitz function w.r.t.x and has the following form
For system (7) satisfying Assumptions 1 -5, a nonlinear estimator with a robust term can be designed as
Here,
is a properly chosen constant feedback estimation gain. The design of the scalar-valued robust term u r is based on sliding mode theory, and is given as
where r is a finite constant sliding mode estimation gain to be given in the ensuing Lemma 2.
Remark 1: The structure in (8) can be obtained by normalisingp(x) withp 1 (x). If Assumption 5 does not hold, that is ifp 1 (x) ¼ 0, then the unknown input is not observable, and the observer cannot overcome the unknown input/disturbance in the estimation. Also by this proposed method, we no longer require the so-called matching condition [11] to be satisfied in the design. In general, the matching condition [11] is applicable for a constant distribution matrix. For the case of systems with state-dependent nonlinear entriesp(x), the design of matrix to satisfy the matching condition is not feasible. For the case of constant-matrixp, our design also satisfies the matching condition [11] .
Boundedness of error dynamics
T as e Wx Àx. It can be obtained from (7) and (9) that
The boundedness of e is proved in the following Lemma 1 based on Lyapunov function analysis. To proceed with the analysis, we need to design L such that the eigenvalues of A -LC are stable, then we can define Lyapunov function V 0 W e T Pe, where the positive symmetric matrix
Lemma 1: For the system (6) satisfying Assumptions 1 -5 and the estimator (9),x and e are all bounded provided that
for Lipschitz constant l c .
Proof: Under Assumption 3, c(x, u) is a Lipschitz function. So, we have
for some Lipschitz constant l c . Also jd(x, t)j d and ju r j ¼ r. Under Assumptions 1 and 4, due to the existence of @F(x)=@x,p(x) andp(x) are bounded, hence we havẽ
for some upper bound bp: Differentiating the Lyapunov function V 0 ¼ e T Pe with respect to time and using (13), we have
Under Lyapunov equation (14) and the derived results in (16) and (17), we have
The estimation gain L shall be designed such that condition (15) is satisfied, so that c 1 . 0. Hence e is bounded such that kek c 2 =c 1 . Since the transformation matrix @F(x)=@x and x are bounded, we havex bounded. A
Sliding mode gain design
From the estimation error dynamics (13), we can notice that if d(x, t) ¼ 0, then a normal estimator (9) where u r ¼ 0 will make the right hand side of (13) the increments of Lipschitzian functions under Assumption 4, hence we can prove e ! 0 by a proper L. However, with modelling uncertainties in the form of a scalar disturbance d(x, t) not necessarily Lipschitzian, the normal estimator can only achieve a bounded e instead of e ! 0. Remark 2: When the error e 1 is in the reaching phase (i.e. initially when e 1 = 0), it is desirable to have the remaining error dynamics (e 2 , . . . , e n ) free from the effect of switching. In this paper, when the system is in the reaching phase, that is, trajectory e 1 (t) (which is measurable) is in the reaching phase, the distribution matrixp(x) in (9) can be replaced byp
So, the remaining states are unaffected by the sliding mode gain or switching term in the reaching phase and the boundedness of the other states will be independent of the unknown input. This in general is adopted by the equivalent control based SMO's [15, 17] to avoid peaking phenomenon [27] so that system states reach the sliding mode sequentially.
In our design, the estimation accuracy is improved via the sliding mode termp(x)u r in (9) . The rationale of this solution is two-fold: (A) With the sliding surface
the aim is to design the sliding mode estimation as (11) to reach and maintain in the sliding mode.
(B) Ensure that the term [u r À d(x, t)] of the estimation error dynamics (13) in the sliding mode e 1 ¼ 0, that is, the zero dynamics, can be substituted by an increment of Lipschitzian function through an equivalent control signal, hence we can prove asymptotic convergence of e. The following Lemma 2 and Theorem 1 are devoted to the above mentioned points (A) and (B) respectively.
Lemma 2:
For the system (6) satisfying Assumptions 1 -5 with the estimator (9), the sliding mode estimation (11) ensures that the sliding surface e 1 ¼ 0 can be reached and maintained in finite time provided that the gain satisfies
and l 1 . l g 1 u max , where l g 1 is the Lipschitz constant of g 1 (Á), and b e 2 and d are the upper bounds of e 2 (t) and d(x,t), respectively. Proof: First, we analyse the dynamics of e 1 of the error dynamics e from (13) . We can obtain the first dynamics
, by using the above and the sliding mode estimation (11) we have
As the state space of interest M is compact, the state is bounded. g 1 (x 1 ) À g 1 (x 1 ) ]u Under the Lipschitzian condition in Assumption 3 and the bounded input condition in Assumption 4, we have
for some Lipschitz constant l g 1 and some maximum input u max .
Hence, a proper design of the feedback estimation gain l 1 such that l 1 . l g 1 u max ensures that _ V 1 , 0 if e 1 = 0. The robust term (11) using the gain (20) ensures that the sliding surface e 1 ¼ 0 can be reached in a finite time and maintained thereafter.
A When the error e 1 is in the sliding mode, the robust term can be viewed as 'tracking element' for the unknown input or disturbance input. So the robust term in the sliding mode can be viewed as a estimate of the disturbance d(x, t) to improve the accuracy of estimation and so the convergence of estimation of error to zero is achieved. The following development will analyse the convergence of the estimation error in the sliding mode.
Convergence of error dynamics in the sliding mode
Since the estimator design (9) using the robust term (11) ensures the sliding mode, we only need to examine the convergence of the dynamics of e during the sliding mode.
In the sliding mode when e 1 ¼ 0 and _ e 1 ¼ 0,x 1 ¼x 1 , the equivalent control of u r can be obtained from (21) as in [11] 
where the subscript d denotes the estimatedx-related variables in the sliding mode, that is,
Substituting the above equivalent control (22) into (13), we have the estimation error dynamics in the sliding mode of e 1 ¼ 0
The equivalent control in the sliding mode clearly cancels the disturbance effect in the state estimation. So the robust term can be viewed as a disturbance estimate. The reconstruction of the disturbance from the sliding mode is discussed in the next section. Obviously, the equilibrium point of the error dynamics (23) 
Theorem 1:
For the system (6) satisfying Assumptions 1 -5, the estimator (9) with the robust term (11) and the gain (20) ensures that the estimation error is asymptotically stable in the sliding mode e 1 ¼ 0 provided that the gain L satisfies l 1 . l g 1 u max , (15) , and
for some Lipschitz constants l 
for Lipschitz constants l (23), we have
Under Lyapunov equation (14) and the derived results in (25) and (26), we have
Hence condition (24) guarantees convergence of the robust estimator. A
Observer in the original space
To estimate the states in the original system (6), we transfer (9) back to the original space
The final observer in the original space is obtained as follows
To avoid switching caused by the sign ( . ) function, we may approximate ( . ) by a saturation function
Remark 3: By replacing the ( . ) function with sat ( . ), the error dynamics finally settle to a bound inside the boundary layer rather than converging to zero in the sliding plane. As shown in this paper, the convergence of e occurs after e 1 reaches the sliding mode. Decreasing the boundary layer thickness 1 in sat ( . ) increases the accuracy in estimation.
Design of gain L
The gain L should be designed such that it satisfies the two conditions (15) , (24) and the Lyapunov condition (14) . If there is no disturbance in the system, the gain design of the system (9) will be similar to the result of Thau's observer [28] . The stability aspects for observer of the similar kind are discussed in [29] . Extensions of Thau's work for Lipschitz nonlinear systems were given in the recent works [30, 18] .
The distance to unobservability of the pair (A, C) is defined as the magnitude of the smallest perturbation that makes the pair unobservable [31, Definition 2.1], [32] . The methods of [30, 31] provide some insights about the distance to unobservability and the selection of the condition number that gives better stability. The gain is to be designed such that the distance to unobservability [32] of the linear matrix A-LC is greater than the Lipschitz constants and bounded functions (right hand side of inequalities in (15) and (24)), in order to achieve stability for the system.
From the gain design point of view, the design is similar to the design methodology of works [18, 28, 30, 31] except that the development is for nonlinear systems with unknown input and involves the Lipschitz constants as well as bounds resulting from nonlinear SMO.
It is clear that condition (24) is stronger than condition (15) . If the unknown input distribution matrixp(x) is a constant matrix or functions of the outputs, that isp(x) ¼p(y), we have lp ¼ lp 1 ¼ 0. So, the condition (24), reduces to the form
In the absence of unknown inputs, that is, if all the inputs are known, the condition (24) will be reduced to the form
The above condition together with (14) is similar to the result of Thau's observer [28] except for an additional bound arising from the uncertainties. The presence of disturbances inherently introduces constraints into the system. In this setting, one may also use the procedures adopted by [18, 31] for the gain design.
Unknown input estimation from sliding mode
Once the trajectory reaches the sliding mode and all the states converge to the true states, the equivalent control u eq information can be used to reconstruct the unknown input. That is, once the system attains the sliding mode, and states converge to the true states, we havex d !x. Therefore e 2,d ' 0 Then, from (22) we can approximate
We can recover the equivalent control signal by the use of a low-pass filter [11] . Continuous approximation of equivalent injection signal by using a small positive scalar was implemented in [16] . Alternatively, by using a small boundary layer thickness e, we can eliminate chattering and also approximate the discontinuous component of the signal within the boundary layer. The use of the boundary layer is also equivalent to the approximation given by [16] . Similar to the approximation of [16] , for some small positive scalar d, the unknown input can be estimated aŝ
Remark 4: The estimation of unknown input relies only on the output estimation error and hence the estimation can be performed online together with state estimation.
Application to bioreactor
As an application example, this paper investigates the on-line monitoring of bioreactors [6, 33] . The bioreactor system with uncertain parameters belongs to the generic form of the nonlinear uncertain system considered for the proposed robust estimator design. Consider the following continuous biological system -a bioreactor, which has been discussed in many works [6, 34, 35 ]
In the above equations, X represents the cell mass concentration that can be measured 'on-line', S represents the substrate concentration that is not measured, S f is the substrate concentration in the feed stream, Y is the yield of cell mass, D . 0 is the dilution rate, and also the plant's control input. S f and Y are known constants. The growth rate function m(X , S) is described by the Contois model
where m m . 0 denotes the uncertain maximum growth, and k c . 0 denotes the uncertain saturation constant. We can now obtain the bioreactor model with the growth function (33) as
The cell mass concentration X (t) is measured by a biosensor. The target is to estimate the unavailable S(t) from the measurable X (t). In a practical situation, m m and k c may be uncertain and time-varying. Hence we model them into m m ¼ m The system satisfies (1) the dilution rate is bounded as D(t) ! D min . 0, 8t, where D min is a constant; (2) the feed rate S f is bounded; (3) each reaction involves at least one reactant which is neither a catalyst nor an autocatalyst, hence according to Theorem 1.1 in [34] , we can conclude that the state variables X (t) . 0, S(t) . 0 and D(t) . 0 and bounded for all t. Hence Assumption 4 is satisfied.
System model in state-space
Define a state vector as x W X S Â Ã T . The system can be re-written into the form of (6), where
Hence, we have
Therefore Assumption 1 is satisfied. Alsõ
It can be readily computed that the transformed system becomes
It can be verified that f(X ,S) and g(X ,S) are differentiable with respect to their arguments, these together with the boundedness of the states X, S,X ,S ensure the Lipschitzian f and g. Moreover, the above equation belongs to the structure given in (3). Hence both Assumptions 2 and 3 are satisfied. Owing to the boundedness of the states X, S,X ,S, it can also be verified that p(x) is Lipschitz function withp 1 ¼ L p h(x) ¼ 1. Hence Assumption 5 is also satisfied.
Robust estimator
We need to choose a proper estimation gain L ¼ l 1 l 2 Â Ã T and the sliding mode estimation gain r. Since L p h(x) ¼ 1, the proposed robust estimator is designed as
The unknown input or disturbance can be estimated according to (31) 
Simulation results
The following parameters of the bioreactor described by (34) were chosen for the simulation: The maximum eigenvalue of P, the solution of (14) is 1.5. On the basis of these bounds, the inequalities in (15) and (24) are satisfied.
First, we applied the nonlinear estimator without the robust terms in accordance with (5) Fig. 1 shows the estimation errors due to the imposed parametric uncertainties. Clearly, the estimator tracks the actual state but the accuracy is not very good.
To improve the estimation accuracy, we applied the proposed robust nonlinear estimator described by (9) and (11), and implemented by (35) and (36) for this bioreactor application. Fig. 2 shows the improved estimation performance.
To estimate the unknown input according to (37), d is chosen to be 0.001. The unknown input reconstructed from the sliding mode is shown in Fig. 3 . The estimated unknown input converges to the actual disturbance after all the states have converged.
Conclusions
In order to tackle the presence of uncertain parameters and disturbances, we have incorporated a sliding mode term into the nonlinear observer for a class of uncertain nonlinear systems so as to improve the estimation accuracy. The unknown input can also be estimated from the sliding mode. The sliding surface uses only the measurable output estimation error. Hence the proposed method can be easily implemented. It has been proven that the estimation error is asymptotically convergent under certain conditions in the sliding mode. The proposed robust nonlinear estimator is effectively applied to the on-line monitoring of a bioreactor. 
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