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Abstract
In applications, choices of orthonormal bases in Hilbert space H may come about from the si-
multaneous diagonalization of some specific abelian algebra of operators. This is the approach of
quantum theory as suggested by John von Neumann; but as it turns out, much more recent construc-
tions of bases in wavelet theory, and in dynamical systems, also fit into this scheme. However, in
these modern applications, the basis typically comes first, and the abelian algebra might not even be
made explicit. It was noticed recently that there is a certain finite set of non-commuting operators Fi ,
first introduced by engineers in signal processing, which helps to clarify this connection, and at the
same time throws light on decomposition possibilities for wavelet packets used in pyramid algo-
rithms. There are three interrelated components to this: an orthonormal basis, an abelian algebra, and
a projection-valued measure. While the operators Fi were originally intended for quadrature mirror
filters of signals, recent papers have shown that they are ubiquitous in a variety of modern wavelet
constructions, and in particular in the selection of wavelet packets from libraries of bases. These
are constructions which make a selection of a basis with the best frequency concentration in sig-
nal or data-compression problems. While the algebra A generated by the Fi -system is non-abelian,
and goes under the name “Cuntz algebra” in C∗-algebra theory, each of its representations contains
a canonical maximal abelian subalgebra, i.e., the subalgebra is some C(X) for a Gelfand space X.
A given representation ofA, restricted to C(X), naturally induces a projection-valued measure on X,
and each vector inH induces a scalar-valued measure on X. We develop this construction in the gen-
eral context with a view to wavelet applications, and we show that the measures that had been studied
earlier for a very restrictive class of Fi -systems (i.e., the Lemarié–Meyer quadrature mirror filters)
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for certain classes of induced scalar measures. In the applications, X may be the unit interval, or a
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1. Introduction
A popular approach to wavelet constructions is based on a so-called scaling identity, or
scaling equation. A solution to this equation is a function on Rd for some d . The equa-
tion is related to a subdivision scheme that is used in numerical analysis and in computer
graphics. In that language, it arises from a fixed scaling matrix, assumed expansive, a sys-
tem of masking coefficients, and a certain subdivision algorithm. An iteration of the scaling
produces a succession of subdivisions into smaller and smaller frequency bands. In signal
processing, the coefficients in the equation refer to “frequency response”. There are various
refinements, however, of this setup: two such refinements are multiwavelets and singular
systems.
If the masking coefficients are turned into a generating function, called a low-pass filter
m0, then the scaling identity takes a form which admits solutions with an infinite product
representation. Various regularity assumptions are usually placed on the function m0. The
first requirement is usually that the solution, i.e., the scaling function, is in L2(Rd), but
other Hilbert spaces of functions on Rd are also considered. If the number of masking
coefficients is finite, then m0 is a Fourier polynomial. (For the Daubechies wavelet, there
are four coefficients, and d = 1.) Readers not familiar with wavelets are referred to the
classic [1] by Daubechies. More general families of multiresolutions are studied in [2–4].
For recent applications of multiresolutions to physics, see [5]. In general, however, m0
might be a fairly singular function. In favorable cases, the associated infinite product will
be the Fourier transform of the scaling function. This function, sometimes called the father
function, is the starting point of most wavelet constructions, the multiresolution schemes.
The function m0 is a function of one or more frequency variables, and convergence of the
associated infinite product dictates requirements on m0 for small frequencies, hence low-
pass. The term “low-pass” suggests a filter which lets low-frequency signals pass with high
probability. A complete system, of which m0 is a part, and which is built from appropri-
ately selected frequency bands, offers an effective tool for wavelet analysis and for signal
processing. Such a system gives rise to operators Fi , and their duals F ∗i , that are the start-
ing point for a class of algorithms called pyramid algorithms. They are basic to both signal
processing and the analysis of wavelet packets. (In operator theory, F ∗i is usually denoted
Si , and S∗i is set equal to Fi . The reason is that it is the operator F ∗i that is isometric.) In
the more traditional approaches, m0 is a Fourier polynomial, or at least a Lipschitz-class
function on a suitable torus, and the low-pass signal analysis is then relatively well under-
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are no better than continuous, or perhaps only measurable. Then the standard tools break
down, and probabilistic and operator theoretic methods are forced on us. This is the setting
which is the focus of the present paper.
Recent developments in wavelet analysis have brought together ideas from engineering
and from computational mathematics, as well as fundamentals from representation theory.
One of the aims of this paper is to stress the interconnections, as opposed to one aspect of
this in isolation.
By now, the subject draws on ideas from a variety of directions. Of these directions,
we single out quadrature-mirror filters from signal/image processing, see Fig. 1 below.
High-pass/low-pass signal-processing algorithms have now been adopted by pure mathe-
maticians, although they historically first were intended for speech signals, see [7]. Perhaps
unexpectedly, essentially the same quadrature relations were rediscovered in operator alge-
bra theory, and they are now used in relatively painless constructions of varieties of wavelet
bases. The connection to signal processing is rarely stressed in the math literature. Yet, the
flow of ideas between signal processing and wavelet mathematics is a success story that
deserves to be told. Without these recent synergistic trends, we would perhaps only know
isolated examples of wavelets. Thus, mathematicians have borrowed from engineers; and
the engineers may be happy to know that what they do is used in mathematics.
Our new results in this paper include Corollary 3.11, Proposition 5.3, Theorem 6.3, and
Corollary 5.5, covering both construction (algorithms) for wavelets, and selection (statis-
tics) of the “best” wavelets in explicitly parametrized families. They concern a construction
of measures which allows the selection of the “best” wavelet from a library of wavelet bases
(decomposition theory).
It is well known that the quadrature mirror filters which are used in subband construc-
tions of signal processing are also the building blocks for wavelets and for wavelet packets;
see, e.g., [6] and [7]. The reader may find good accounts of recent results on wavelet pack-
ets in the papers [4] and [3]. The scaling function for the wavelets, and the wavelet packet
functions arise from pyramid algorithms which are built directly from the quadrature mir-
ror filters. While the wavelet functions live in spaces of functions on R, typically L2(R),
the signals may be analyzed in the sequence space 2(Z), or equivalently L2(T), where
T = R/2πZ. As is well known, the isomorphism L2(T) ∼= 2(Z) is given by the transform
of Fourier series. Then there is an operator which maps 2(Z) onto some resolution sub-
space in L2(R) and intertwines the analysis of the signals in 2 with the transformations
acting on the wavelet functions. In the simplest case, there is a function ϕ ∈ L2(R), called
the scaling function, which sets up the operator from 2 to L2(R): If ξ = (ξk)k∈Z ∈ 2, set
(Wϕξ)(x) =
∑
k∈Z
ξkϕ(x − k). (1.1)
A subband filter is given by a sequence (ak)k∈Z of frequency response coefficients. They
define an operator S0 on 2 as follows:
(S0ξ)n =
∑
an−2kξk, (1.2)
k
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symbol for up-sampling; see [8] and [9] for details. A function ϕ on R is said to satisfy a
scaling identity with masking coefficients (ak)k∈Z if
ϕ(x) = √2
∑
k∈Z
akϕ(2x − k). (1.3)
The following lemma makes the connection between the discrete analysis of 2 and the
wavelet analysis on R.
The issue of smoothness properties of the possible scaling functions ϕ, and the corre-
sponding wavelets, is an important one. It is studied in a number of papers, for example in
[10], and the reader will find more in [9].
Lemma 1.1. Suppose the sequence (ak)k∈Z is such that the function
m0(z) =
∑
k
akz
k (1.4)
is in L∞(T). Let S0 be the corresponding bounded operator on 2. Let ϕ ∈ L2(R), and let
Wϕ be the corresponding operator (1.1). Then ϕ satisfies the scaling identity (1.3) if and
only if
WϕS0ξ = 1√
2
(Wϕξ)
(
x
2
)
. (1.5)
In other words, Wϕ intertwines S0 with the dyadic scaling operator on L2(R). We shall
introduce
(Uf )(x) = 1√
2
f
(
x
2
)
(1.6)
for the unitary scaling operator on L2(R), and (1.5) takes the form
WϕS0 = UWϕ. (1.7)
Proof. The proof is straightforward, and we refer to [9] or [11] for details. 
The quadrature conditions on the filter (ak) may be stated as∑
k
a¯kak+2l = δ0,l , l ∈ Z. (1.8)
If
m0(z) =
∑
akz
k and m1(z) = zm0(−z), z ∈ T, (1.9)k
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(Sif )(z) = mi(z)f
(
z2
)
,
f ∈ L2(T), z ∈ T = {z ∈ C ∣∣ |z| = 1}, i = 0,1, (1.10)
define isometries on L2(T), and they satisfy the relations
∑
i
SiS
∗
i = 1L2(T), (1.11)
S∗i Sj = δi,j1L2(T), (1.12)
where 1L2(T) denotes the identity operator in the Hilbert space L2(T), and T is equipped
with the usual Haar measure. Equivalently, L2(T) is viewed as a space of 2π -periodic
functions, and the measure on T is then (2π)−1 dθ . The relations (1.11), (1.12) are called
the Cuntz relations, see Section 3 below, but they also reflect the realization of the diagram
in Fig. 1, from signal processing.
When the two operators and their dual adjoints act on sequences, then (1.11) takes the
form
S0S
∗
0ξ + S1S∗1ξ = ξ (1.13)
and expresses perfect reconstruction of signals from the subbands.
In view of (1.11), (1.12) it is clear that the isometries Si provide dyadic subdivisions of
the Hilbert space H= L2(T) ∼= 2. Specifically, for every k ∈ Z+ the subspaces
H(i1, i2, . . . , ik) := Si1Si2 · · ·SikH (1.14)Fig. 1. Perfect reconstruction of signals.
566 P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590are mutually orthogonal, and
∑⊕
i1,...,ik
H(i1, i2, . . . , ik) =H. (1.15)
But if the index labels (i1, . . . , ik) are used in assigning dyadic partitions, for example
the intervals [i1/2 + · · · + ik/2k, i1/2 + · · · + ik/2k + 1/2k), then it can be shown that
(i1, . . . , ik) → H(i1, . . . , ik) extends to a projection-valued measure E on the unit inter-
val I , defined on the Borel subsets of I , specifically
E
([
i1
2
+ · · · + ik
2k
,
i1
2
+ · · · + ik
2k
+ 1
2k
))
=H(i1, . . . , ik), (1.16)
and it was shown in [6] and [12] that this measure determines the selection of bases of
wavelet packets from some prescribed library of bases. The libraries of bases in turn are
determined by quadrature mirror filters.
However, it is difficult to compute E(·) in general. If f ∈H, ‖f ‖ = 1, then
µf (·) :=
〈
f
∣∣E(·)f 〉= ∥∥E(·)f ∥∥2 (1.17)
is a probability measure on I , and it is easier to compute for special classes of quadrature
mirror filters; explicit results are given in [6] and [12] for the filters m0, m1 first introduced
by Y. Meyer. But it is not known in general for which quadrature mirror filters mi , and
for which f ∈ H, the measure µf (·) = ‖E(·)f ‖2 is absolutely continuous with respect
to Lebesgue measure on I . Absolute continuity is desirable in the calculus of libraries of
bases formed from wavelet packets.
Remark 1.2. While the conditions we list in (1.11), (1.12) may seem unnecessarily strin-
gent, it is possible to use the methods in our paper on a wider class of operator systems Si
than the ones which correspond to perfect reconstruction, as we define it by Fig. 1. In fact,
Arveson [13] has recently developed an elegant operator-theoretic approach to finite sys-
tems of operators Si , i = 0,1, . . . , n, when it is only assumed that the operator system of
n+ 1 operators forms a row-contraction. By this we mean that each operator Si is defined
in a Hilbert space H, and the system satisfies the contractivity condition
∥∥∥∥∥
n∑
i=0
Sifi
∥∥∥∥∥
2

n∑
i=0
‖fi‖2 for all (f0, . . . , fn) ∈
n⊕
0
H,
or equivalently
n∑
i=0
∥∥S∗i f ∥∥2  ‖f ‖2 for all f ∈H.
As stressed in papers by Ron and Shen, e.g., [14], such row-contractions arise from con-
ditions on systems of filter functions which are weaker than the ones we summarize in
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wavelet system in the sense we discuss below. It will only have considerably weaker or-
thogonality properties than those which are customary for the standard wavelet bases, and
the authors of [14] refer to these systems as framelets; see also our survey paper [15].
2. Subdivisions
Subdivisions serve as an effective tool in the theory of dynamical systems [16], in com-
putations [17], and in approximation theory [14]; see also [9]. Moreover, they are part of
many wavelet constructions: see, e.g., [18]. The simplest such is the familiar representa-
tions of the fractions 0 x < 1 in base 2. For k ∈ N and a1, a2, . . . , ak ∈ {0,1}, set
Jk(a) :=
[
a1
2
+ · · · + ak
2k
,
a1
2
+ · · · + ak
2k
+ 1
2k
)
. (2.1)
Each interval Jk(a) is contained in some Jk−1(b), and the length of Jk(a) is 2−k by def-
inition. Moreover, the symbols (a1, . . . , ak), for k finite, yield a one-to-one representation
of the dyadic rational fractions. Note that we are excluding those infinite strings which
terminate with an infinite tail of 1’s, and an infinite tail of 0’s may be omitted in listing the
bits a1, a2, . . . , ak .
We will also need the analogous representation of fractions in base N where N ∈ Z+,
N  2. In that case ai ∈ {0,1, . . . ,N − 1}, the left-hand endpoint of Jk(a) is a1/N + · · · +
ak/N
k
, and length (Jk(a)) = N−k .
More general partitions like this arise in the study of endomorphisms σ :X → X, where
X is a compact Hausdorff space, and σ is continuous and onto. If, for each x ∈ X, the car-
dinality of σ−1(x) = {y ∈ X | σ(y) = x} is N , independently of x, then there are branches
of the inverse, i.e., maps
σ0, σ1, . . . , σN−1 :X → X (2.2)
such that
σ ◦ σi = 1X, (2.3)
or in other notation,
σ
(
σi(x)
)= x, x ∈ X, (2.4)
for 0 i < N . Naturally, it is of special interest if the sections {σi}0i<N may be chosen
to be continuous, as is the case in the study of complex iteration of rational maps; see, e.g.,
[19,20].
568 P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590Fig. 2. Graphic representation of σ , σ0, and σ1.
Example 2.1. The particular example, N = 2, mentioned above arises this way when the
identification
[0,1) ∼= R/Z (2.5)
is made and σ(x) = 2x mod 1. The three maps σ , σ0, and σ1 may then be represented by
the graphs in Fig. 2.
If J = [0,1) is the usual unit interval on the line, then the subdivision from (2.1) takes
the form
Jk(a) = σa1 ◦ σa2 ◦ · · · ◦ σak (J ), (2.6)
and the system
σa := σa1 ◦ σa2 ◦ · · · ◦ σak (2.7)
forms a set of branches for σk = σ ◦ · · · ◦ σ︸ ︷︷ ︸
k times
as ai ∈ {0,1}, i = 1, . . . , k.
Example 2.2. Set σ0(x) = x/3 and σ1(x) = (x + 2)/3, and let X ⊂ R be the unique solu-
tion to
X = σ0(X)∪ σ1(X). (2.8)
Then X is the familiar middle-third Cantor set, and there is a unique Borel probability
measure µ supported on X and satisfying
µ = 1
2
(
µ ◦ σ−10 +µ ◦ σ−11
) (2.9)
or equivalently
∫
f dµ = 1
(∫
f ◦ σ0 dµ+
∫
f ◦ σ1 dµ
)
for all f ∈ C(X). (2.10)2
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In this section we study subdivisions of compact metric spaces, and subdivisions of
projections in Hilbert space, and we use our observations in the construction of certain
projection-valued measures.
Definition 3.1. Let (X,d) be a compact metric space. For subsets A ⊂ X, we define the
diameter
|A| := sup{d(x, y) | x, y ∈ A}. (3.1)
A partition of X is a family {A(i)}i∈I , I some index set, such that
⋃
i
A(i) = X, and A(i)∩A(j) = ∅ if i = j. (3.2)
Let N ∈ Z+, N  2. Let ΓN := {0,1, . . . ,N − 1}. Suppose for each k ∈ Z+, we have a
partition into Borel subsets {Ak(a)} indexed by a ∈ Γ kN = ΓN × · · · × ΓN︸ ︷︷ ︸
k times
, and
∣∣Ak(a)∣∣= O(N−ck), c > 0. (3.3)
Suppose every Ak+1(a) is contained in some Ak(b). We then say that {Ak(a)} is an N -adic
system of partitions of X.
Definition 3.2. Let H be a complex Hilbert space. A partition of projections in H is a
system {P(i)}i∈I of projections, i.e., P(i) = P(i)∗ = P(i)2, such that
P(i)P (j) = 0 if i = j and
∑
i
P (i) = 1H, (3.4)
where 1H denotes the identity operator in H. Let N ∈ Z+, N  2. Suppose for each k ∈
Z+ we have a partition of projections {Pk(a)}a∈Γ kN such that every Pk+1(a) is contained in
some Pk(b), i.e.,
Pk(b)Pk+1(a) = Pk+1(a). (3.5)
Then the combined system {Pk(a)}k∈Z+,a∈Γ kN is a system of partitions of 1H forming, by
N -adic subdivisions, an N -adic system of projections. We refer to this system as an N -
adic system of partitions of 1H into projections (or for brevity, if the context makes clear
what Hilbert space H is being partitioned into projections, simply as an N -adic system of
projections).
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A positive operator-valued function E defined on B(X) may be called a σ -additive mea-
sure if, given a sequence B1,B2, . . . in B(X) such that Bi ∩Bj = ∅ for i = j , the measures
combine according to the formula
E
(⋃
i
Bi
)
=
∑
i
E(Bi), (3.6)
where, since the values E(Bi) are positive operators, we may take the summation on the
right-hand side to be convergent in the strong operator topology. Such a measure is called
an orthogonal projection-valued measure if it satisfies the additional properties (i)–(iii):
(i) E(B) = E(B)∗ = E(B)2 for B ∈ B(X) = the Borel subsets of X,
(ii) E(B1)E(B2) = 0 if B1,B2 ∈ B(X) satisfy B1 ∩B2 = ∅, and
(iii) E(X) = 1H.
Remark 3.4. There are four independent conditions in Definition 3.3. If E(·) is a function
defined on B(X) and taking values in positive operators on H, and if only property (3.6) is
satisfied, we say E(·) is a positive operator-valued measure. If (i) is also satisfied, we say
that E is projection-valued. If (3.6), (i), and (ii) are satisfied, we say that the projection-
valued measure is orthogonal. If all four conditions hold, we talk of a projection-valued
measure which is orthogonal and normalized, in short an orthogonal projection-valued
measure. In this paper, we will only have occasion to study the case when E(·) satisfies all
four conditions.
Lemma 3.5. Let N ∈ Z+, N  2. Let (X,d) be a compact metric space, and let H be
a complex Hilbert space. Let {Ak(a)}k∈Z+,a∈Γ kN be an N -adic system of partitions of X,
and let {Pk(a)}k∈Z+,a∈Γ kN be the corresponding N -adic system of partitions of 1H intoprojections (i.e., the corresponding N -adic system of projections). Then there is a unique
normalized orthogonal projection-valued measure E(·) defined on the Borel subsets of X
and taking values in the orthogonal projections in H such that
E
(
Ak(a)
)= Pk(a) for all k ∈ Z+ and a ∈ Γ kN . (3.7)
Definition 3.6. Let N ∈ Z+, N  2. We shall need the Cuntz algebra ON [21] on N
generators s0, s1, . . . , sN−1. It is the unique C∗-algebra on the relations
∑
i
sis
∗
i = 1 (3.8)
where 1 is the unit element in the algebra ON . We haves∗i sj = δi,j1. (3.9)
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S0, S1, . . . , SN−1 such that
∑
i
SiS
∗
i = 1H. (3.10)
Then S∗i Sj = δi,j1H and the representation is determined uniquely.
Lemma 3.7. Let N ∈ Z+, N  2, and let S0, S1, . . . , SN−1 be a representation of ON on a
Hilbert space H. For k ∈ Z+ and a = (a1, . . . , ak) ∈ Γ kN , set
Sa := Sa1 · · ·Sak and Pk(a) = SaS∗a . (3.11)
Then the combined system {Pk(a)}k∈Z+,a∈Γ kN is an N -adic system of partitions of 1H intoprojections (i.e., an N -adic system of projections).
We now turn to the proof of the two lemmas.
Proof of Lemma 3.5. Let N ∈ Z+, and let systems {Ak(a)}k∈Z+,a∈Γ kN , {Pk(a)}k∈Z+,a∈Γ kN
be given as in the statement of the lemma. For every k ∈ Z+, the finite sums
∑
a∈Γ kN
CaχAk(a) (3.12)
form an algebra Ak of functions on X, and from the definition of the partition system
{Ak(a)}k∈Z+,a∈Γ kN it follows that there are natural embeddings Ak ↪→ Ak+1. From the de-
finition of the projection system {Pk(a)}k∈Z+,a∈Γ kN we conclude that the mapping, definedfor each k ∈ Z+,
∑
a∈Γ kN
CaχAk(a) →
∑
a∈Γ kN
CaPk(a) (3.13)
extends to the algebra
A :=
⋃
k∈Z+
Ak. (3.14)
But the operators on the right-hand side in (3.13) form an abelian algebra C of opera-
tors. The algebra A is closed under complex conjugation f → f¯ , and C is ∗-closed, i.e.,
E ∈ C ⇒ E∗ ∈ C. Let the mapping obtained from (3.13) be denoted π . Then one checks
from the two definitions, Definitions 3.1 and 3.2, that π(f1f2) = π(f1)π(f2), f1, f2 ∈ A,
and π(f¯ ) = π(f )∗, f ∈ A. Since the sets Ak(a) satisfy |Ak(a)| = O(N−k), where | · |
denotes the diameter, it is clear that every f ∈ C(X) may be approximated uniformly with
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extension satisfies
π˜(f1f2) = π˜(f1)π˜(f2), f1, f2 ∈ C(X), and π˜
(
f¯
)= π˜ (f )∗. (3.15)
A standard argument from function theory now shows that π˜ extends further from C(X)
to all the Baire functions, and the extension satisfies the same multiplication rules (3.15).
For this part of the argument see, e.g., [22, Section 6]. If B ∈ B(X), we may then define a
projection-valued measure E(·) as follows:
E(B) := π˜(χB), (3.16)
where χB denotes the indicator function of the set B . Since π˜ is obtained as a unique
extension from (3.13) it follows immediately that E(·) in (3.16) has the properties (i)–(iii)
from Definition 3.3, and that it is countably additive, see (3.6). Moreover, it satisfies (3.7),
and is determined uniquely by (3.7). 
Proof of Lemma 3.7. The details are essentially well known; see, e.g., [23]. In fact, an
inspection shows that the projections Pk(a) = SaS∗a , a ∈ Γ kN , introduced in (3.11) generate
an abelian algebra of operators. It is a special case of the algebra C which we introduced
in the proof of Lemma 3.5 above. Also note the following monotonicity: If S and T are
positive operators on H, we say that S  T if
〈x | Sx〉 〈x | T x〉 holds for all x ∈H. (3.17)
The inner product of H is denoted 〈· | ·〉 and is assumed linear in the second factor. Using
the defining relation (3.10) for the generators of a representation ofON , note that if a ∈ Γ kN
for some k, and if i ∈ ΓN , then
(ai) ∈ Γ k+1N and
∑
i
Pk+1(ai) = Pk(a). (3.18)
As a result, we get Pk+1(ai) Pk(a), or equivalently Pk(a)Pk+1(ai) = Pk+1(ai), which
is the desired relation (3.5) from Definition 3.2. 
Remark 3.8. If {Si}i∈ΓN is a representation of ON on a Hilbert space, it is known that
the C∗-algebra C generated by the projections Pk(a) = SaS∗a , a ∈ Γ kN , k ∈ Z+, is naturally
isomorphic to the algebra of all continuous functions on the infinite Cartesian
product
∏
Z+
ΓN or Γ
Z+
N (3.19)
when the Cartesian product is equipped with the product topology of Tychonoff, i.e., C ∼=
C(X) with X = Γ Z+N . Recall that X is compact; see, e.g., [24].
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properties listed in (2.3). If elements x in X are represented as sequences (x1, x2, . . .), we
set
σ(x1, x2, . . .) = (x2, x3, . . .) and σi(x1, x2, . . .) = (i, x1, x2, . . .). (3.20)
All N + 1 functions are continuous X → X and satisfy (2.3), i.e.,
σ
(
σi(x)
)= x for all x ∈ X and i = 0,1, . . . ,N − 1. (3.21)
There is a family of measures on X which generalizes the property (2.9) above. They
are the product measures: Let {pi}i∈ΓN be given such that pi  0 and
∑
i pi = 1, and let
ξk :X → ΓN be the coordinate projection ξk(x1, x2, . . .) = xk . For subsets T ⊂ ΓN , set
ξ−1k (T ) =
{
x ∈ X ∣∣ ξk(x) ∈ T }. (3.22)
Using standard measure theory [24], note that there is a unique measure µp on X such that
µp
(
ξ−1k
({i}))= pi for all k ∈ Z+, i ∈ ΓN. (3.23)
Introducing the maps σi :X → X of (3.20) we note that µp satisfies
µp =
∑
i∈ΓN
piµp ◦ σ−1i , (3.24)
or equivalently ∫
X
f dµp =
∑
i∈ΓN
pi
∫
X
f ◦ σi dµp for all f ∈ C(X). (3.25)
Finally, note that distinct probabilities (pi) and (p′i ) yield measures µp and µp′ which are
mutually singular.
If (Si)0i<N is a representation of ON for some N ∈ Z+, N  2, then we will denote
the corresponding projection-valued measure on Γ Z+N by E. If {Ak(a)}k∈Z+,a∈Γ kN is an
N -adic system of partitions of some compact metric space (X,d), then the corresponding
projection-valued measure on B(X) will be denoted EA(·) to stress its dependence on the
partition system.
The next lemma shows that the algebra C in the proof of Lemma 3.5 is isomorphic
to C(Γ Z+N ) where C is viewed as a C∗-algebra, and the infinite Cartesian product X =
Γ
Z+
N is given its Tychonoff topology. Since C is an abelian C∗-algebra we know that it is
isomorphic to C(K) for some compact Hausdorff space K . The isomorphism C ∼= C(K)
is called the Gelfand transform, and K the Gelfand space. The conclusion of the lemma
is that Γ Z+N is the Gelfand space of C, and further we offer a formula for the Gelfand
transform. We also note, by standard theory, see, e.g., [24], that Γ Z+2 is homeomorphic to
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Γ
Z+
N is totally disconnected.
Lemma 3.9. Let N ∈ Z+, N  2, and let ON be the Cuntz C∗-algebra with generators
{si}0i<N subject to the axioms in Definition 3.6, i.e., (3.8). The C∗-algebra C is the norm-
closure of the algebra generated by the elements
e(a) := sas∗a = sa1sa2 · · · sak s∗ak · · · s∗a2s∗a1 , (3.26)
where k ∈ Z+ and a = (a1, . . . , ak) ∈ Γ kN . Let ξi :X → ΓN be the coordinate function
(3.22), X = Γ Z+N . Then the assignment
(χ{a1} ◦ ξ1)(χ{a2} ◦ ξ2) · · · (χ{ak} ◦ ξk) G−→ e(a1, . . . , ak) (3.27)
extends to a C∗-isomorphism of C(X) onto C.
Proof. The function fa , for a ∈ Γ kN , in the formula on the left-hand side in (3.27) is given
as follows: Evaluation at x = (xi) ∈ X, fa(x) = δa1,x1δa2,x2 · · · δak,xk . From the defini-
tion of the Tychonoff topology it follows that each fa is continuous, and that the family
{fa}k∈Z+,a∈Γ kN separates points in X.
It follows from the relations on the generators {si}0i<N that the assignment G in (3.27)
is an isomorphism from an abelian subalgebra S of C(X) into a dense subalgebra of C. But
S is dense in C(X) by virtue of the Stone–Weierstraß theorem, and it is immediate from
this that G extends uniquely, by closure, to a ∗-isomorphism of C(X) onto C. 
Definition 3.10. Let (X,d) be a compact metric space, and let N ∈ Z+, N  2, be given.
We say that an N -adic system {Ak(a)}k∈Z+,a∈Γ kN of partitions of X is affiliated with aniterated function system (IFS) on X if there is a system σ, (σi)0i<N of continuous maps
such that
σ ◦ σi = idX, i ∈ ΓN, (3.28)
and
σa1σa2 · · ·σak (X) = Ak(a) for all k ∈ Z+ and a ∈ Γ kN . (3.29)
(Note that (3.28) is part of the definition of an IFS.)
The following is a corollary to the result stated as Lemma 3.5 above, i.e., the construc-
tion of a projection-valued measure EA(·) from a given representation (Si) of ON on a
Hilbert space and a given N -adic system (Ak(a)) of partitions.
Corollary 3.11. Let (Si) be a representation of ON on a Hilbert space H, and let (Ak(a))
be an N -adic system of partitions which is affiliated with a continuous iterated function
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EA(·), see Lemma 3.5, satisfies
SaE
A(B)S∗a = EA(σaB) for all B ∈ B(X), k ∈ Z+, and all a ∈ Γ kN, (3.30)
and
N−1∑
i=0
SiE
A(B)S∗i = EA
(
σ−1(B)
)
, (3.31)
where a = (a1, . . . , ak), σa = σa1 ◦ · · · ◦ σak , and
σ−1(B) = {x ∈ X | σ(x) ∈ B}.
Proof. The argument in the proof of (3.30) and (3.31) is based directly on the two-step
approximation which went into the construction of the measure EA(·); see Lemma 3.5 for
details.
With the assumptions on the representation (Si) and the IFS partition, the two operator
commutation relations (3.30), (3.31) follow from the same approximation, coupled with
the observation that if a ∈ Γ kN and b ∈ Γ lN , then
SaE
A
(
Al(b)
)
S∗a = SaSbS∗bS∗a = SabS∗ab
= EA(Ak+l (ab))= EA(σa(Al(b))), (3.32)
where ab = (a1, . . . , ak, b1, . . . , bl) ∈ Γ k+1N , i.e., concatenation, and the formula⋃
i
σiB = σ−1(B), B ∈ B(X).  (3.33)
4. Endomorphisms of B(H)
From the point of view of the pure mathematics of operator algebras, it is natural to
ask about the von Neumann type of the representations of the Cuntz algebras that come
from subband filters (i.e., are they type I, II, or III, and how do they decompose?) While
this is addressed in [27], and to some extent (in a different context) in [23,25,26], we will
not discuss it here. Rather we will address a related question regarding the selection of the
“best” wavelets in specific parametrized families.
Let N ∈ Z+, N  2, and let H be a complex Hilbert space. In our understanding of
scaling problems in approximation theory, it is often helpful to study endomorphisms of the
C∗-algebra of all bounded operators on H. By this we mean a linear mapping α :B(H) →
B(H) taking 1H to 1H and satisfying ( )α(ST ) = α(S)α(T ), S,T ∈ B(H), and α T ∗ = α(T )∗. (4.1)
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of the Cuntz relations; see (3.8) in Definition 3.6. If (Si)0i<N is a representation of ON
on a Hilbert space H, then define α :B(H) → B(H) by
α(T ) =
N−1∑
i=0
SiT S
∗
i , T ∈ B(H), (4.2)
and it is clear that α ∈ End(B(H)). Moreover, the relative commutant
B(H)∩ α(B(H))′ = {T ∈ B(H) ∣∣T α(X) = α(X)T , X ∈ B(H)}
is naturally isomorphic to the algebra of all N -by-N complex matrices MN(C). If (ei,j )
are the usual matrix units in MN(C), i.e.,
ei,j (k, l) = δi,kδj,l , (4.3)
then the assignment
MN(C)  ei,j → SiS∗j ∈ α
(
B(H))′ (4.4)
defines the isomorphism. There is a similar result for the commutant of the iterated map-
ping αk(B(H)). Then there is a similar isomorphism:
ei1,j1 ⊗ ei2,j2 ⊗ · · · ⊗ eik,jk → Si1Si2 · · ·SikS∗jk · · ·S∗j2S∗j1 . (4.5)
The correspondence between End(B(H)) and representations from (4.2) is not quite
unique: If the (Si) system is given and if u = (ui,j ) is a unitary N -by-N matrix, then the
system Sui :=
∑
j ui,j Sj defines the same endomorphism α(T ) =
∑
i S
u
i T S
u∗
i , but this is
the extent of the non-uniqueness in the correspondence.
The following result shows that the case when the induced measure
µf (·) =
∥∥E(·)f ∥∥2 (4.6)
is a product measure on
XN = Γ Z+N (4.7)
is exceptional. Here µf is the measure defined in (1.17), and E(·) is the projection-valued
measure defined on the Borel sets in XN which is induced from some given representation
(Si)0i<N ofON . The result shows that µf is a product measure precisely when the vector
f ∈H, ‖f ‖ = 1, is a simultaneous eigenvector for the operators S∗i . The operators S∗i have
the form ↓ [filter], the two operators on the left in Fig. 1, which is the case N = 2, i.e., filter
followed by down-sampling; see Fig. 1 in Section 1.
Motivated by the main result in [27], it is appropriate to restrict attention to irreducible
representations when considering the representations of the Cuntz algebras induced by
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in the proposition below. It is needed again for the states ωf from (4.11); see also [23].
Proposition 4.1 (see [25]). Let (Si)0i<N be a representation of ON on a Hilbert space
H, and let α = αS be the corresponding endomorphism of B(H) (see (4.2)). Let f ∈H,
‖f ‖ = 1, and let ωf (·) = 〈f | ·f 〉 be the corresponding state. The following three condi-
tions are equivalent.
(i) ωf (α(T )) = ωf (T ) for all T ∈ B(H).
(ii) f is a joint eigenvector for S∗i , 0 i < N .
(iii) There are λi ∈ C, 0 i < N , with ∑Ni=0 |λi |2 = 1, such that
ωf
(
Si1Si2 · · ·SikS∗jl · · ·S∗j2S∗j1
)= λ¯i1 λ¯i2 · · · λ¯ik λj1λj2 · · ·λjl (4.8)
for all k, l ∈ Z+ and all ii , . . . , ik ∈ ΓN and j1, . . . , jl ∈ ΓN .
If the representation is assumed to be type I, then a fourth condition is equivalent to the
first three:
(iv) The measure µf obtained from ωf by restriction to the maximal abelian subalgebra
C is a product measure on XN = Γ Z+N .
In general (iii) ⇒ (iv).
Remark 4.2. If (i)–(iii) hold, the λi in (iii) are the eigenvalues from (ii).
Remark 4.3. For non-type-I representations, it is possible to have (iv) satisfied, even if
(i)–(iii) fail to hold.
Proof. The equivalence of conditions (i), (ii), and (iii) was already established in [25].
Indeed, if f in H satisfies (ii), there are λi ∈ C such that
S∗i f = λif. (4.9)
Using
ωf
(
Si1 · · ·SikS∗jl · · ·S∗j1
)= 〈S∗ik · · ·S∗i1f ∣∣ S∗jl · · ·S∗j1f 〉,
formula (4.8) in (iii) follows. The proof that (i) ⇒ (ii) relies on the fact that ωf (·) is a pure
state on B(H); see [25]. Now if the relations (4.9) are substituted into
∑
SiS
∗ = 1H, (4.10)
i
i
578 P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590we get
∑
i |λi |2 = 1. Setting pi = |λi |2, we get a probability distribution on ΓN . Setting
k = l and i1 = j1, . . . , ik = jk in (4.8), we finally conclude that
ωf
(
Si1 · · ·SikS∗ik · · ·S∗i1
)= pi1pi2 · · ·pik . (4.11)
This implies that µf = ωf |C is a product measure. Indeed, setting µf = ωf |C , and using
Lemma 3.9, we get
µf
({x ∈ XN | x1 = i1, . . . , xk = ik})= pi1pi2 · · ·pik , (4.12)
which is to say that µf is the product measure determined by the probability distribution
(pi)0i<N . Equivalently, µf is the unique probability measure on XN which satisfies the
identity (3.24).
The conclusion in (iv) is the fact that µf = ωf |C is a product measure. Suppose the
probabilities are (pi)i∈ΓN . Then (4.12) holds. But in terms of the ON representation, this
reads as (4.11).
Now suppose the representation is type I. Using again that ωf is pure, we conclude that
(4.9) must hold for some λi ∈ C with |λi | = pi .
To show that there are non-type-I representations of ON for which (iv) holds, but (iii)
does not, it is enough to display a state ω on ON for which (4.11) holds, but (4.8) fails.
Such states are known and studied in [23]. They are called KMS states. We show that for
every pi > 0, such that
∑
i pi = 1, there is a state ω = ω(p) on ON for which
ω
(
Si1 · · ·SikS∗jl · · ·S∗j1
)= δk,lδi1,j1 · · · δik,jkpi1 · · ·pik .
Note that this is consistent with (4.11) so ω|C is a product measure on XN = Γ Z+N , but it is
inconsistent with (4.8). It is known that the representation generated by ω is type III, i.e.,
it generates a type III von Neumann algebra. 
Example 4.4. We now calculate the measure µf from the dyadic partitions of the unit
interval [0,1) of Example 2.1 in the case of two specific representations of O2. Each of
the representations yields a product measure on the Cartesian product space X2 = Γ Z+2 :
the first (a) has probability weights p0 = 1, p1 = 0, and the second (b) has p0 = p1 = 1/2.
The induced measure on [0,1) for (a) is the Dirac mass δ0 on [0,1), i.e., for the first
representation; and it is the restricted Lebesgue measure in the second case (b). We take
H= L2(T) as the Hilbert space for both representations. We introduce the notation
ek(z) := zk (4.13)
for the Fourier basis on H, i.e., {ek}k∈Z is the usual orthonormal basis of L2(T) from
Fourier analysis. Following the discussion of Section 1, we set
( )
Sif (z) = mi(z)f z2 , f ∈ L2(T), z ∈ T, i = 0,1, (4.14)
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may be summarized in the requirement that
the matrix
1√
2
(
m0(z) m0(−z)
m1(z) m1(−z)
)
is unitary for a.a. z ∈ T. (4.15)
The two cases are (a) and (b) below.
(a) A permutative representation (see [26]).
With
{m0 = e0,
m1 = e1, we have
{
S∗0e0 = e0,
S∗1e0 = 0.
(b) The representation of the Haar wavelet (see [7]).
With


m0 = 1√2 (e0 + e1),
m1 = 1√2 (e0 − e1),
we have


S∗0e0 = 1√2e0,
S∗1e0 = 1√2e0.
Hence in case (a), the measure µe0 is the Dirac mass at x = 0 in [0,1), or µe0 = δ0, and in
case (b), the measure µe0 is Lebesgue measure on [0,1).
The representation of O2 described in (a) above is permutative in the sense of [26].
A permutative representation (Si)i=0,1 of O2 in a Hilbert space H is one for which H has
an orthonormal basis {en}n∈Z such that each of the isometries Si maps the basis to itself,
i.e., there are maps σi :Z → Z such that
Sien = eσi(n), i ∈ {0,1}, n ∈ Z. (4.16)
For the representation given in (a), the two maps σi are σ0n = 2n, σ1n = 2n + 1. For
permutative representations, the problem of diagonalizing the commutative family of op-
erators
Si1Si2 · · ·SikS∗ik · · ·S∗i2S∗i1 (4.17)
is very simple; see [26]. But unfortunately wavelet representations are typically not per-
mutative, and the reader is referred to [27] for details of the argument.
In general, the explicit transform which diagonalizes the commuting family (4.17) may
be somewhat complicated. But if the representation (Si) is permutative, it is easy to see that
the operator monomials from (4.17) may be naturally realized as multiplication operators
on the sequence space 2(Z). Specifically, if k ∈ Z+, and (i1, . . . , ik) ∈ Γ k2 are given, then
the corresponding operator in (4.17) is represented as multiplication by the indicator func-
tion of the set σi1σi2 · · ·σik (Z) ⊂ Z, where the maps σi are determined from the formula
(4.16).
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We now turn to the computation of the measures µf (·) = ‖E(·)f ‖2 in the special case
when the representation of ON arises from a system of subband filters. Recall from Sec-
tion 3 that every representation of ON defines a projection-valued measure on [0,1) when
restricted to the subalgebra C in ON . A system of subband filters corresponding to N sub-
bands is a set of L∞-functions m0,m1, . . . ,mN−1 on T such that the following matrix
function on T takes unitary values:
1√
N
(
mj
(
zei2πk/n
))
0j,k<N . (5.1)
Specifically, for a.e. z ∈ T, the N ×N matrix of (5.1) is assumed unitary.
The following lemma is well known; see [9].
Lemma 5.1. Let m0,m1, . . . ,mN−1 be in L∞(T) and set
Sjf (z) = mj(z)f
(
zN
)
, f ∈ L2(T), z ∈ T, j = 0,1, . . . ,N − 1. (5.2)
Then (Sj )0j<N is a representation of ON on the Hilbert space L2(T) if and only if the
functions mj satisfy the unitarity property (5.1).
We state the next result for the middle-third Cantor set, but it applies mutatis mutandis
to most of the fractals based on iterated function systems (IFS’s) built on affine maps.
Proposition 5.2 (Example 2.2 revisited). Let


m0 = 1√2 (e0 + e2),
m1 = e1,
m2 = 1√2 (e0 − e2),
(5.3)
and let
Sjf (z) = mj(z)f
(
z3
)
, j = 0,1,2, f ∈ L2(T), z ∈ T, (5.4)
where ep(z) = zp , p ∈ Z, and L2(T) is the Hilbert space H of L2-functions on T defined
from the Haar measure on T. Then (Sj )j=0,1,2 is a representation of O3 on H = L2(T).
Let I be the unit interval, and let E(·) be the corresponding projection-valued measure
on B(I ). Then the induced scalar measure µe0(·) = ‖E(·)e0‖2 is the middle-third Can-
tor measure of Example 2.2, i.e., the unique measure µ on I which satisfies (2.9). (It is
supported on the middle-third Cantor set X.)
Proof. That the system (Sj )j=0,1,2 of (5.4) forms a representation ofO3 onH follows im-
mediately from Lemma 5.1. As noted in Lemma 3.7, the corresponding projection-valued
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that
E
(
Jk(a)
)= SaS∗a , (5.5)
where Jk(a) = [a1/3 + · · · + ak/3k, a1/3 + · · · + ak/3k + 1/3k), and Sa := Sa1Sa2 · · ·Sak .
From (5.3), we get


S∗0e0 = 1√2e0,
S∗1e0 = 0,
S∗2e0 = 1√2e0,
which are the joint eigenvalue identities of (ii) in Proposition 4.1. Now a direct check on
µe0(·) = ‖E(·)e0‖2, using (5.5) and Proposition 4.1, (ii) ⇒ (iv), shows that µe0 is indeed
the Cantor measure of Example 2.2. See also [23]. 
For more about the representation (5.4) and the corresponding fractal wavelet, the reader
is referred to [28]. While this representation does not correspond to a system of wavelet
functions ϕ, ψ1, ψ2 in L2(R), we show in [28] that there is a Hilbert space of functions on
R which admits ϕ, ψ1, ψ2 as wavelet generators. If s = log2(3) = ln 2/ ln 3, the wavelet
system is constructed on the Hausdorff measure Hs , i.e., the measure on R constructed
from (dx)s by the usual completion; see also [29] for details on the Hausdorff measureHs .
Some terminology. For functions g on T, we define the Fourier transform gˆ(n) as follows:
gˆ(n) = 〈en | g〉 =
∫
T
z−ng(z)dλ(z) =
1∫
0
e−i2πnθg(θ)dθ, (5.6)
where λ denotes Haar measure on T, and where we have identified g(θ) with g(ei2πθ ).
If k ∈ Z+, and a = (a1, . . . , ak) ∈ Γ kN , set
ma(z) := ma1(z)ma2
(
zN
) · · ·mak (zNk−1), (5.7)
or in additive notation,
ma(θ) := ma1(θ)ma2(Nθ) · · ·mak
(
Nk−1θ
)
. (5.8)
When a system mj satisfies the condition (5.1) we say that the representation (5.2) is a
wavelet representation of ON .
582 P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590Proposition 5.3. Let the functions (mj )0j<N satisfy the condition (5.1) and let Sj be the
corresponding wavelet representation of ON on the Hilbert space L2(T). Let f ∈ L2(T),
‖f ‖ = 1, and let k ∈ Z+, a = (a1, . . . , ak) ∈ Γ kN . Then
µf
(
Jk(a)
)=∑
n∈Z
∣∣(f m¯a)̂ (nNk)∣∣2. (5.9)
Proof. Let the conditions be as stated. Then
µf
(
Jk(a)
)= ∥∥SaS∗af ∥∥2 = 〈f ∣∣ SaS∗af 〉= ∥∥S∗af ∥∥2 =∑
n∈Z
∣∣〈en ∣∣ S∗af 〉∣∣2
=
∑
n∈Z
∣∣〈Saen | f 〉∣∣2 =∑
n∈Z
∣∣〈ma(z)en(zNk ) ∣∣ f 〉∣∣2
=
∑
n∈Z
∣∣∣∣
∫
T
e−nNk m¯af dλ
∣∣∣∣2 =∑
n∈Z
∣∣(m¯af )̂ (nNk)∣∣2,
which is the desired conclusion. 
Specializing to f = ep , for some p ∈ Z, we get for µp(·) = µep(·) = ‖E(·)ep‖2,
µp
(
Jk(a)
)=∑
n∈Z
∣∣mˆa(p − nNk)∣∣2. (5.10)
Let N ∈ Z+, N  2, and let (mj )0j<N be a subband filter system, i.e., the mj ’s are
functions which satisfy condition (5.1). We shall assume further that m0 is Lipschitz of
order 1 as a function on T, and that m0(1) =
√
N . In that case, there is an L2(R) scaling
function ϕ such that
ϕˆ(ξ) =
∞∏
k=1
m0(ξ/Nk)√
N
,
where we set m0(θ) = m0(e−i2πθ ), and ϕˆ(ξ) =
∫
R
e−i2πξxϕ(x)dx. We will assume in
addition that ∑
l∈Z
∣∣ϕˆ(ξ + l)∣∣2 = 1. (5.11)
It is known that (5.11) is equivalent to each of the following three conditions on ϕ:
(i) ‖ϕ‖2 = ∫
R
|ϕ(x)|2 dx = 1,
(ii) the system {ϕ(x − k) | k ∈ Z} is orthogonal in L2(R), and
(iii) the operator Wϕ is isometric;
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Recalling the N -adic representation for Z+,
n = a1 + a2N + · · · + akNk−1, k = 1,2, . . . ; a = (a1, . . . , ak) ∈ Γ kN, (5.12)
we get a sequence of L2(R)-functions wn, the wavelet packet functions of Wickerhauser,
satisfying
wˆn(ξ) = N−k/2ma1
(
ξ
N
)
ma2
(
ξ
N2
)
· · ·mak
(
ξ
Nk
)
ϕˆ
(
ξ
Nk
)
. (5.13)
Hence, setting n¯ := ak + ak−1N + · · · + a1Nk−1, bit-reversal, we get
wˆn¯
(
Nkξ
)= N−k/2ma(ξ)ϕˆ(ξ). (5.14)
In the next lemma we shall need the following transformation T kϕ acting on L2(R):
(
T kϕ f
)
(x) =
∫
R
f (x + y)ϕ(Nky)dy.
Lemma 5.4. Let m0, . . . ,mN−1 and ϕ be as described above. Then
mˆa
(
p − jNk)= Nk/2(T kϕ wn¯)
(
j − p
Nk
)
. (5.15)
Proof.
T kϕ wn¯
(
j − p
Nk
)
=
∫
R
ei2π(j−(p/Nk))ξ
(
T kϕ wn¯
)̂
(ξ)dξ
= Nk
∫
R
ei2π(jN
k−p)ξ (T kϕ wn¯)̂ (Nkξ)dξ
=
∫
R
ei2π(jN
k−p)ξ wˆn¯
(
Nkξ
)
ϕˆ(ξ)dξ
= N−k/2
∫
R
ei2π(jN
k−p)ξma(ξ)
∣∣ϕˆ(ξ)∣∣2 dξ
= N−k/2
1∫
ei2π(jN
k−p)ξma(ξ)
∑∣∣ϕˆ(ξ + l)∣∣2 dξ0 l∈Z
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1∫
0
ei2π(jN
k−p)ξma(ξ)dξ
= N−k/2mˆa
(
p − jNk). 
Corollary 5.5. Let m0, . . . ,mN−1 and ϕ be as described above. Then the measure µp(·) =
µep(·) = ‖E(·)ep‖2 is given by the formula
µp
(
Jk(a)
)= Nk∑
j∈Z
∣∣∣∣(T kϕ wn¯)
(
j − p
Nk
)∣∣∣∣2 (5.16)
for all p ∈ Z, k ∈ Z+, and a ∈ Γ kN .
Proof. The conclusion is immediate from the two previous lemmas, and the results in
Section 4. 
Some consequences of the formula (5.16)
(i) It gives a formula for the measure µp in terms of the wavelet packet functions (wn)
themselves. It is known that the functions{
Nq/2wn
(
Nqx − k)} (5.17)
form an orthonormal basis (ONB) for L2(R) when the index labels n, q , and k are
carefully selected: for (n, q) ∈ N × Z we may set I (n, q) = [Nqn,Nq(n + 1)). It is
known [6] that if a subset E of N × Z has the property that {I (n, q) | (n, q) ∈ E} is a
partition of [0,∞) with overlap on at most a countable set, then{
Nq/2wn
(
Nqx − k) ∣∣ (n, q) ∈ E, k ∈ Z} (5.18)
is an orthonormal basis for L2(R). It is of interest to know when the exceptional
set with overlap might be more than countable, for example if the ONB conclu-
sion for (5.18) might hold if it is only known that the overlap of the partition sets
{I (n, q) | (n, q) ∈ E} is at most of Lebesgue measure zero: hence the interest in when
the spectral measure is absolutely continuous with respect to the Lebesgue measure
on [0,1).
(ii) Formula (5.16) shows that
µp+Nk
(
Jk(a)
)= µp(Jk(a))
and
Nk−1∑
µp
(
Jk(a)
)= 1.
p=0
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asymptotics of the sequence {wn | n ∈ N} as n → ∞, and there are effective estimates
on ‖wn‖L∞(R) in the literature: see, e.g., [6,30,31].
(iv) Finally, (5.16) specializes to a known formula in case N = 2 and wn is the Lemarié–
Meyer wavelet packet; see [12].
6. The family of measures {µf | f ∈H}
Since the standard operations that are usually applied to systems of subband filters
(mi)0i<N depend on the functions mi having some degree of regularity, it is not sur-
prising that new and different geometric tools are needed for the analysis when the mi ’s
are only known to be measurable. In addition to the present results, the reader is referred
to recent papers of R. Gundy [32,33].
We saw that every representation of the C∗-algebra ON on a Hilbert space H naturally
induces a family of measures {µf | f ∈H} with each µf being a Borel measure on the
unit interval J = [0,1). We also saw that, if (Si)0i<N is a Haar wavelet representation of
ON on H = L2(T), then the measure µe0 is the Lebesgue measure dt restricted to J . As
in Section 4, we denote the Fourier basis for L2(T) by en(z) = zn, n ∈ Z, z ∈ T.
Terminology. Let C be an abelian C∗-algebra of operators on a Hilbert space H, and let
f ∈H. We set Cf := {Cf | C ∈ C}. We denote the closure of Cf by [Cf ], or justHf when
the algebra C is clear from the context.
A well-known fact, based on Zorn’s lemma, is that there is always a family fi ∈ H,
‖fi‖ = 1, such that
H=
∑
i
⊕Hfi . (6.1)
Implicit in (6.1) is the assertion that
Hfi ⊥Hfj when i = j, (6.2)
and that the closure of the spaces Hfi is all of H.
A vector f in H for which Hf =H is called a cyclic vector.
We state the next result just for the case N = 2, but it holds for any N ∈ N, N  2.
Lemma 6.1. Let m0 = (e0 + e1)/
√
2, and m1 = (e0 − e1)/
√
2. Let
Sif (z) = mi(z)f
(
z2
)
, i = 0,1, z ∈ T, f ∈ L2(T), (6.3)
and let C be the C∗-algebra generated by the commuting projectionsPa := SaS∗a (6.4)
586 P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590as k ∈ N and a = (a1, . . . , ak) ∈ Γ k2 . Then e0 (i.e., the constant function 1) is a cyclic
vector for C acting on the Hilbert space H = L2(T), and the measures {µf | f ∈ H}
are all absolutely continuous with respect to the Lebesgue measure restricted to the unit
interval J = [0,1).
Proof. A direct calculation, using the formula
S∗i f (z) =
1
2
∑
w∈T,w2=z
mi(w)f (w), (6.5)
yields
S∗i e0 =
1√
2
e0, i = 0,1, (6.6)
S∗i e2n =
1√
2
en, i = 0,1, (6.7)
S∗0e2n+1 =
1√
2
en, S
∗
1e2n+1 = −
1√
2
en. (6.8)
More generally, if
n = i1 + 2i2 + · · · + 2k−1ik + 2kp, (i1, . . . , ik) ∈ Γ k2 , p ∈ Z, (6.9)
then
S∗a en = ±2−k/2ep (6.10)
for a = (a1, . . . , ak) ∈ Γ k2 and S∗a := S∗ak · · ·S∗a1 . Introducing the familiar functions
ma(z) := ma1(z)ma2
(
z2
) · · ·mak (z2k−1) (6.11)
of (5.7), we see that
SaS
∗
a e0 = ±2−k/2ma. (6.12)
Let f =∑n∈Z ξnen ∈ L2(T), and suppose 〈f | SaS∗a e0〉 = 0 for all k ∈ N and all a ∈ Γ k2 .
Then
〈S∗af | e0〉 = 0 for all a, or equivalently
∫
T
S∗af dλ = 0 for all a. (6.13)
But S∗af =
∑
n∈Z ξnS∗a en, and using (6.13) and (6.10), we conclude that ξn = 0 for all
n ∈ Z, and therefore f = 0. This means that the closed span of the vectors{ }SaS
∗
a e0 | k ∈ N, a ∈ Γ k2 (6.14)
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and the absolute continuity of µh follows from this, since we know that µe0 is the Lebesgue
measure on the unit interval. 
When the lemma is combined with the next theorem, we get the following result for the
Haar wavelet representation.
Proposition 6.2. Let (Si)i=0,1 be the Haar wavelet representation of O2 acting on L2(T).
Then there is a unique unitary isometry
V :L2
([0,1),dt)→ L2(T) (6.15)
such that
V (χJk(a)) = SaS∗a e0 (6.16)
for all k ∈ N, a = (a1, . . . , ak) ∈ Γ k2 , where χJk(a) is the indicator function of
Jk(a) =
[
a1
2
+ · · · + ak
2k
,
a1
2
+ · · · + ak
2k
+ 1
2k
)
. (6.17)
In particular, the isometry V of (6.15) maps onto the Hilbert space L2(T), and
V ∗SaS∗aV = MχJk(a) , (6.18)
where the operator on the right-hand side in (6.18) is multiplication by the function χJk(a)
acting on L2([0,1),dt).
Theorem 6.3. Let N ∈ N, and let {Ak(a)}k∈N,a∈Γ kN be an N -adic system of partitions of a
compact metric space X. Let (Si)0i<N be a representation of ON on a Hilbert space H,
and let EA(·) be the corresponding projection-valued measure, as given by Lemma 3.5.
(a) Then there is a set f1, f2, . . . (possibly finite), fi ∈H, ‖fi‖ = 1, such that the measures
µi(·) :=
∥∥EA(·)fi∥∥2 (6.19)
are mutually singular.
(b) For each i, there is a unique isometry
Vi :L
2(X,µi) →H (6.20)satisfying the following three conditions:
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V ∗i SaS∗aVi = MχAk(a) , (6.22)
Vi
(
L2(X,µi)
)=Hfi . (6.23)
(c) Moreover, H=∑⊕i Hfi , where Hfi := [Cfi].
Proof. The vectors fi may be chosen such that (c) holds by an application of Zorn’s
lemma. With this choice, it follows from [22] that the corresponding measures µi in (6.19)
will be mutually singular.
When k is fixed, the projections Pk(a) = SaS∗a are mutually orthogonal, with the multi-
index a ranging over Γ kN , and EA(Ak(a)) = Pk(a). Now consider the functions from
(3.12). We calculate
∫
X
∣∣∣∣∑
a
CaχAk(a)
∣∣∣∣2 dµi =
∫
X
∑
a
|Ca|2χAk(a) dµi =
∫
X
∑
a
|Ca|2µi
(
Ak(a)
)
=
∫
X
∑
a
|Ca|2
∥∥Pk(a)fi∥∥2 =
∥∥∥∥∑
a
CaPk(a)fi
∥∥∥∥2.
This proves that an isometry Vi , in (6.20), is well defined. The argument is in fact the same
measure-completion process which was used in Section 3. Moreover, it follows from the
construction that Vi satisfies (6.21)–(6.23). 
Acknowledgments
We are pleased to thank Dorin Dutkay and the members of the August 2004 workshop
on wavelets held at the National University of Singapore for their interest and helpful
suggestions. We thank Professor Sandra Saliani for sending us her recent preprints on
wavelet packets and measures. We especially thank Brian Treadway for a beautiful job
of typesetting, for graphics constructions, for a number of corrections, and for some very
helpful suggestions. We thank Professor David Larson for kindly checking the final version
of our paper.
References
[1] I. Daubechies, Ten Lectures on Wavelets, CBMS–NSF Regional Conf. Ser. in Appl. Math., vol. 61, SIAM,
Philadelphia, PA, 1992.
[2] J. Packer, M. Rieffel, Wavelet filter functions, the matrix completion problem, and projective modules over
C(Tn), J. Fourier Anal. Appl. 9 (2003) 101–116.
[3] M. Ruskai, G. Beylkin, R. Coifman, I. Daubechies, S. Mallat, Y. Meyer, L. Raphael (Eds.), Wavelets and
Their Applications, Jones and Bartlett, Boston, MA, 1992.
P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590 589[4] D. Deng, D. Huang, R.-Q. Jia, W. Lin, J. Wang (Eds.), Wavelet Analysis and Applications: Proceedings of the
International Conference, Zhongshan University, Guangzhou, November 15–20, 1999, AMS/IP Stud. Adv.
Math., vol. 25, American Mathematical Society–International Press, Providence, RI–Boston, MA, 2002.
[5] P. Jorgensen, A. Paolucci, Wavelets in mathematical physics: q-oscillators, J. Phys. A: Math. Gen. 36 (2003)
6483–6494.
[6] R. Coifman, Y. Meyer, V. Wickerhauser, Size properties of wavelet-packets, in: M. Ruskai, G. Beylkin,
R. Coifman, I. Daubechies, S. Mallat, Y. Meyer, L. Raphael (Eds.), Wavelets and Their Applications, Jones
and Bartlett, Boston, MA, 1992, pp. 453–470.
[7] P. Jorgensen, Matrix factorizations, algorithms, wavelets, Notices Amer. Math. Soc. 50 (2003) 880–894.
[8] G. Strang, T. Nguyen, Wavelets and Filter Banks, Cambridge Press, Wellesley, MA, 1996.
[9] O. Bratteli, P. Jorgensen, Wavelets through a Looking Glass: The World of the Spectrum, Appl. Numer.
Harmonic Anal., Birkhäuser, Boston, MA, 2002.
[10] A. Cohen, I. Daubechies, A new technique to estimate the regularity of refinable functions, Rev. Mat.
Iberoamericana 12 (1996) 527–591.
[11] P. Jorgensen, D. Kribs, Wavelet representations and Fock space on positive matrices, J. Funct. Anal. 197
(2003) 526–559.
[12] S. Saliani, Measures associated to wavelet packets, J. Fourier Anal. Appl. 9 (2003) 117–126.
[13] W. Arveson, The free cover of a row contraction, Doc. Math. 9 (2004) 137–161.
[14] A. Ron, Z. Shen, The Sobolev regularity of refinable functions, J. Approx. Theory 106 (2000) 185–225.
[15] P. Jorgensen, Unitary matrix functions, wavelet algorithms, and structural properties of wavelets, Tutorial
notes, Workshop on Functional and Harmonic Analyses of Wavelets and Frames, Institute for Mathematical
Sciences, National University of Singapore, August 4–7, 2004, http://arxiv.org/abs/math.CA/0403117.
[16] D. Ruelle, Dynamical Zeta Functions for Piecewise Monotone Maps of the Interval, CRM Monogr. Ser.,
vol. 4, American Mathematical Society, Providence, RI, 1994.
[17] V. Strela, P. Heller, G. Strang, P. Topiwala, C. Heil, The application of multiwavelet filterbanks to image
processing, IEEE Trans. Image Process. 8 (1999) 548–563.
[18] G. Strang, V. Strela, D.-X. Zhou, Compactly supported refinable functions with infinite masks, in: L. Baggett,
D. Larson (Eds.), The Functional and Harmonic Analysis of Wavelets and Frames, San Antonio, TX, 1999,
Contemp. Math., vol. 247, American Mathematical Society, Providence, RI, 1999, pp. 285–296.
[19] L. Carleson, T. Gamelin, Complex Dynamics, Universitext, Springer-Verlag, New York, 1993.
[20] M. Yamaguti, M. Hata, J. Kigami, Mathematics of Fractals, Transl. Math. Monogr., vol. 167, American
Mathematical Society, Providence, RI, 1997. Translated from the 1993 Japanese original by Kiki Hudson.
[21] J. Cuntz, Simple C∗-algebras generated by isometries, Comm. Math. Phys. 57 (1977) 173–185.
[22] E. Nelson, Topics in Dynamics, I: Flows, Mathematical Notes, Princeton University Press, Princeton, NJ,
1969.
[23] O. Bratteli, P. Jorgensen, V. Ostrovs’kyı˘, Representation theory and numerical AF-invariants: the represen-
tations and centralizers of certain states on Od , Mem. Amer. Math. Soc. 168 (2004) 797.
[24] W. Rudin, Functional Analysis, second ed., Internat. Ser. Pure Appl. Math., McGraw–Hill, New York, 1991,
first ed., McGraw–Hill, 1973.
[25] O. Bratteli, P. Jorgensen, G. Price, Endomorphisms of B(H), in: W. Arveson, T. Branson, I. Segal (Eds.),
Quantization, Nonlinear Partial Differential Equations, and Operator Algebra, Proc. Sympos. Pure Math.,
vol. 59, American Mathematical Society, Providence, RI, 1996, pp. 93–138.
[26] O. Bratteli, P. Jorgensen, Iterated function systems and permutation representations of the Cuntz algebra,
Mem. Amer. Math. Soc. 139 (1999) 663.
[27] P. Jorgensen, Minimality of the data in wavelet filters, Adv. Math. 159 (2001) 143–228.
[28] D. Dutkay, P. Jorgensen, Wavelets on fractals, preprint, University of Iowa, 2003, http://arXiv.org/abs/
math.CA/0305443, Rev. Mat. Iberoamericana, in press.
[29] K. Falconer, The Geometry of Fractal Sets, Cambridge Tracts in Math., vol. 85, Cambridge University Press,
Cambridge, 1985.
[30] M. Wickerhauser, Best-adapted wavelet packet bases, in: I. Daubechies (Ed.), Different Perspectives on
Wavelets, San Antonio, TX, 1993, Proc. Sympos. Appl. Math., vol. 47, American Mathematical Society,
Providence, RI, 1993, pp. 155–171.
[31] M. Wickerhauser, Adapted Wavelet Analysis from Theory to Software, IEEE Press–A.K. Peters, New York–
Wellesley, MA, 1994.
590 P.E.T. Jorgensen / Advances in Applied Mathematics 34 (2005) 561–590[32] V. Dobric´, R. Gundy, P. Hitczenko, Characterizations of orthonormal scale functions: a probabilistic ap-
proach, J. Geom. Anal. 10 (2000) 417–434.
[33] R. Gundy, Low-pass filters, martingales, and multiresolution analyses, Appl. Comput. Harmonic Anal. 9
(2000) 204–219.
