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ABSTRACT
Modelling and computational methods have been essential in advancing quantitative science, especially in the past two
decades with the availability of vast amount of complex, voluminous, and heterogeneous data. In particular, there has been a
surge of interest in agent-based modelling, largely due to its capabilities to exploit such data and make significant projections.
However, any well-established quantitative method relies on theoretical frameworks for both construction and analysis. While
the computational aspects of agent-based modelling have been detailed in existing literature, the underlying theoretical basis
has rarely been used in its construction. In this exposition, we provide an overview of the theoretical foundation of agent-based
modelling and establish a relationship with its computational implementation. In addition to detailing the main characteristics
of this computational methodology, we illustrate its application to simulating the spread of an infectious disease in a simple,
dynamical process. As the use of agent-based models expands to various disciplines, our review highlights the need for
directed research efforts to develop theoretical methods and analytical tools for the analysis of such models.
1 Introduction
The seminal work of the American economist Thomas Schelling in 1971 [1] showed that computational and simulation
approaches can be applied to understanding the universal principles of any ‘complex adaptive system’. While there is no single
definition of a complex adaptive system, it is generally accepted that such a system has many individual parts working together
to generate the system behaviour referred to as macro dynamics. Complex adaptive systems are common in both nature and
society. For example, the immune system is a highly advanced biological system comprised of individual cells, chemicals,
and signals working together to create a complex network. Although it is not feasible to capture this complexity in its entirety,
many key characteristics of the underlying system can be reconstructed in-silico (i.e., computer) environment with sufficiently
detailed programming of the elementary mechanisms. Schelling’s work laid the foundation for a new field of research on
socio-economic systems, in which the natural unit of decomposition is the ‘individual’ rather than the observable or equations,
often termed as individual-based modelling. With the rapid advances in computational theory, this field has led to the evolution
of Agent-Based Modelling (ABM) computational systems.
Today, methodologies studying complex adaptive systems in a qualitative sense have shifted to systematically investigate
them by using ABM through a disaggregation of the systems into their individual components that have their own characteristics
and behaviours [2, 3]. An ABM computational system is a dynamical model that consists of a collection of abstract objects
(i.e., agents) embedded in an in-silico environment and interact through a set of prescribed rules. This type of model is often
implemented computationally by using deterministic input-output functions, typically coded in a structured or object-oriented
programming language. The ‘agents’ in ABM represent the individual components of the complex system under study. Each
agent individually perceives its situation, makes decisions, and performs actions according to specific rules. These rules can
be simple or complex, deterministic or stochastic, and fixed or adaptive. Thus an ABM encodes in a computer program a set
of rules that describe the interdependencies between the individual components as the system evolves in time. While often
the formal set of rules are simple, large scale models can incorporate neural networks, genetic algorithms, and other machine
learning techniques for realistic agent’s behaviour and adaptation [4]. Since each agent is modelled individually, there is no
central controlling agency nor explicit language that describes the global dynamics of the system. As a consequence, ABM
allows for an investigation into the universal properties of a complex system, including: heterogeneity since agents can be
modelled individually, adaptation since the model is dynamic, space and scale since an arbitrary number of agents can be
embedded in this virtual environment, and non-linearity since the model can track individual agents separately.
An agent-based model has three main advantages: (i) it can capture the global dynamics as a result of the local interactions
between heterogeneous agents; (ii) it allows for the construction of a system in the absence of knowledge about global
interdependencies between individual components; and (iii) it provides the flexibility required to study the system’s complexity
in comparison to traditional equation-based aggregate-level modelling strategies. Given these advantages, and a growing body
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of literature with the use of ABM in various disciplines (e.g., economics [5, 6, 7], ecology [8], sociology [9], geography [10],
finance [11], military [12, 13, 14], and healthcare [15]), a better understanding of this computational system is essential for
advancing quantitative science.
In this exposition, we provide an overview of ABM by describing its fundamental components. We detail how an agent-
based model is computationally constructed, validated, calibrated and executed. This is followed by a mathematical formalism
of ABM which is founded upon partial recursive functions and well-established Markov Chain processes. Finally, we present
an application of ABM in a simple model of disease transmission dynamics to illustrate how the theory and computation are
integrated.
2 Emergent global dynamics in ABM
Traditional models of complex systems are typically formulated using mathematical equations. Examples include dynamical
systems such as the Lotka-Volterra equations describing predator-prey interactions [16], and the Susceptible-Infected-Recovered
models of disease epidemics [17]. Despite their usefulness that have been exemplified in the literature, these models often
have significant limitations that arise from the treatment of all or groups of individual components of the systems as largely
homogeneous entities, i.e., a representative class. For example, in differential equation models of disease transmission, all
individuals in a sub-population are represented with the same characteristics. On the other hand, ABM enables the generation of
system dynamics in a ‘bottom-up approach’ in which a single homogeneous model is replaced with a population of individual
models, each of which is an autonomous decision-maker (i.e., the agent). This heterogeneity includes not just the variation in
individual agents, but also the interactions and network topology. Running such a model simply amounts to instantiating an
agent population with initial conditions and iteratively letting the agents interact by executing a set of rules that define them. Of
course, if the system is stochastic in nature, then capturing randomness is of particular importance. As a result of heterogeneities
and stochasticity, enigmatic global dynamics including fixed points, cycles, dynamic patterns, and long transients emerge from
the local properties and interactions among agents. These emergent macro dynamics, although not explicitly programmed in
the model, can have properties that are decoupled from those of the individual components. The emphasis on modelling the
heterogeneity of agents and the emergence of global behaviour from local interactions is a distinguishing feature of ABM.
3 Absence of global interdependencies
Agent-based models are particularly suited to complex systems in which the dynamics of its constituent components are more
understood than the overall dynamics of the system. They are ideal for modelling systems in which agents’ behaviour is
non-linear and heterogeneous, and includes learning and adaptation, temporal and spatial correlations, and non-Markovian
properties [18]. In this sense, contrary to what the term agent suggests, the concept of an agent enables us to represent
any physical object that can be programmed, provided we have a clear understanding of the object. Agents can represent
particles, cells, humans, various species, and spatial entities such as buildings and organizations. Consequently ABM can, in
principle, incorporate any complex behaviour that can be observed experimentally provided we have a qualitative description of
the underlying mechanisms and components. Of course, in practice agent-based models are limited by finite computational
resources, time investment, and incomplete knowledge, and therefore will inevitably demand a balance between the desired
complexity of a system and available resources.
4 Rigour in ABM
A drawback to the ABM approach is the lack of a well-established theory, which can be used for rigorous analysis similar
to equation-based models. Analytical and differential equation dynamical systems, provide a formal framework for the
organization and analysis of knowledge and theoretical results. For example, such models are equipped with various tools
for stability and bifurcation analyses, and even sensitivity analysis of their outputs, which allows them to communicate
mathematically without ambiguity. Agent-based models, on the other hand, often do not make use of any explicit mathematical
equations but exploit computational simulations, implemented in a programming language to elucidate the complex dynamics
underpinning the system. However, the idea that the lack of formal mathematical tools prevents any sort of formal analysis
in ABM is misguided. Indeed ABM computational systems, by virtue of being computer programs, can and do utilize a
well-defined set of functions which relate inputs to outputs, in either a deterministic or stochastic fashion, and unambiguously
define the global dynamics and any eventual equilibria of the system [19, 20, 21, 22]. For example, a proposed mathematical
representation of an agent-based model [22] is a discrete-time dynamical system over a finite set of states. In this framework,
the state of the model is fully specified by a vector taking values over a finite field K. An update function transfers a given
state into another state based on rules of the complex system. The model dynamics are generated by repeated iteration of this
function. Another approach [23] is to derive a polynomial dynamical system, where the input-output functions are defined by
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polynomials, which makes it amenable to powerful symbolic computational capabilities. This allows for the computation of
equilibria and analysis of the model to symbolically solve a system of polynomial equations.
From a formal point of view, agent-based models are also ‘Markov Chains’ [24, 25, 26], which provide a rigorous
mathematical basis of ABM by linking the micro-description of the system to the complex local behaviours. These chains
establish how the corresponding global dynamics of an agent-based model are obtained by a projection construction, and how
the model’s long-term properties are given by the ergodic theorem of Markov processes. Analysing an agent-based model
as a Markov Chain can make apparent transient dynamics, asymptotic behaviour, and stochasticity that were otherwise not
evident. More generally, ABM can be naturally classified as hidden models that relate a set of observable variables to a set of
latent variables [27]. In addition to formal mathematical frameworks, there is an established protocol for an agent-based model
specification developed by [28]. This protocol, the so-called ‘ODD’ (Overview, Design concepts, Details), describes a standard
template for the model construction, reproducibility, and update functions.
Another common objection to ABM is that a single realisation of the model under the condition of randomness cannot
be used to derive any reliable conclusion of the results. This is partially addressed in [29] where the computer programs are
provided as sufficiency theorems approach of Newell and Simon. That is, when an agent-based model, call it A, produces a
result R, it establishes a sufficiency theorem which is the formal statement ‘if A then R’. In other words, each run of the model
is a logical theorem that reads ‘the output of an agent-based model follows with logical necessity from applying to the input a
formal set of rules that define the model’.
Despite these criticisms, the creation of ABM in a bottom-up approach offers several advantages over conventional equation-
based models, since the output of ABM tends to be more visual, pattern-oriented, and can range from micro to macro levels
of the system. These advantages arise from two fundamental differences between agent-based and equation-based models.
First, equation-based models express the relationships among observables and their evolution over time as input of the system.
ABM, on the other hand, begins not with equations that relate observables to one another, but with a set of rules which govern
the agents’ behaviour and their interactions in the environment, as described in Section 5. In this context, direct relationships
among the observables become an output of the model. Second, equation-based models tend to focus on the observables at
the system (macro) level, which often simplifies their formulation using closed-form equations. Hence, they may become
mathematically tractable for a thorough analysis using established theories of dynamical systems. However, many observables
are measurable characteristics at the micro level and may differ from those aggregated at the system level. Since ABM relies on
emergent dynamics from interacting agents and environment, capturing these observables at the micro-level becomes possible.
5 Structural Components
Any agent-based model has three fundamental components:
1) A set of agents that represent the smallest components of the system being modelled. Since every agent-based model
is a computer program, agents are often implemented as virtual computational objects. In computer science, an object
is a data structure consisting of variables, functions, or methods, and is a value in memory which is referenced by an
identifier. There is a large degree of similarity between a computational agent and the concept of an object (or structure)
in a programming language. An agent-based model can be seen as a set of objects that share the same properties and the
same rules. The concept of an agent as being a computational object makes it clear that this basic unit is abstract. An
agent is made concrete by translating sufficient properties of the real-world component into a suitable formulation in the
programming language.
2) An in-silico environment that allows agents to change their spatial and relational associations. In most complex systems,
the concept of physical space or spatial network is significant to the global dynamics. This concept is difficult to model
in traditional analytic models. However, in ABM, it is rather simple to have the agent interactions mediated by a virtual
space.
3) A set of rules that define the level of connectedness and modes of interaction between agents. Each agent can be assigned
a unique set of rules or a single one that can be applied to all (or a group of) agents.
To integrate these three components, an agent-based model requires a computational framework or a simulator engine. This
simulator is responsible for driving the ABM by repeatedly (i.e., by iteration) executing the rules that define the agents’
behaviours and interactions. This iterative process often operates over a time-step or discrete-event simulation structures. In the
course of these iterations, the simulator also calculates the aggregate results of the model which can be re-injected back into the
evolving behaviour of the agents. The structure of a typical agent-based model is shown in Figure 1.
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Rules Agents Environment
Figure 1. The general structure of an ABM computational system. Agents are characterized with a set of properties,
connected and interact through a lattice environment system.
5.1 Agent Structure and Properties
Since an agent-based model is an abstraction of a real-world phenomenon, an agent ideally represents a component of the
complex system being reconstructed. When using ABM approach, one needs to systematically recognize which components
of the system can be translated into agents. Then, a decision will need to be made on the level of abstraction and the details
that may be included for each agent. An acceptable compromise between realism and simplicity is required. If the level of
abstraction is too low, the model may fail to faithfully capture the system dynamics. On the other hand, a one-to-one mapping of
the real-world component to an agent is likely unnecessary, impossible, and/or computationally overwhelming. One will need to
have valid hypothesis on the underlying processes or fundamental mechanisms that are sought to be explained. Ideally, the level
of abstraction is justified by utilizing empirical data as well as expert opinions. Previous work [30] suggests two principles that
should be followed for implementing a set of rules: (i) agents should be as abstract as possible subject to the requirements that
any rule attributed to them must either be reliably derived from empirical observation or be subject to experimental observations,
and (ii) assumptions based on pre-conceptions are avoided [30]. Several other studies [31, 32, 3, 33, 19, 28, 34] have also
identified similar key characteristics:
• Self-contained and autonomous. Autonomy implies that there is no central authority that controls the agents’ behaviour.
An agent can be thought of a model in itself, capable of processing information and making decisions. Agents are free to
interact among each other and move in the virtual environment they reside in.
• Heterogeneity. Each agent represents a unique component of the complex system. For example, an agent representing a
human in some population model can have age, sex, health status, and location as dynamic attributes.
• Active. Agents can be ‘goal-oriented’ [34], that is they try to achieve a goal but not necessarily maximize utility or
bounded rational [35] in which agents are generally assumed to be rational optimisers with complete access to information
and possibly restricted analytical ability (through heterogeneity).
• Internal state. Agents have an ‘internal state’ (i.e., data represented by variables) and can communicate this state to the
model by message-passing or signal protocols.
Once the agents’ characteristics are defined, the next step is to implement a formal set of functions (or the rule-set) that
define the ‘perception-decision-action’ (PDA) cycle for every agent [34, 36]. An agent-based model systematically and
iteratively gives each agent the chance to perform a PDA cycle. Mathematically speaking, let xa represent the internal state
of an agent a, which is essentially a list of quantitative variables and internal parameters associated with the agent’s current
situation, i.e., a vector taking values over some finite field K (often K= Rn) describing the state of the agent at a given time.
Let x ∈ X = {xa}a∈Λ denote the global state of the model, where Λ is the set of all agents. Then, with notation borrowed from
[36], the PDA cycle of the agent a is a set of functions that:
• PERCEPTION()a : X −→P which computes a percept p ∈P using the global state of the model x. Intuitively, the
function processes this state, and returns data such as the coordinates of nearby agents or objects, or possible locations
for a roaming agent. Thus, p is often an n-tuple consisting of quantitative and categorical information.
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Figure 2. A visual representation of a PDA cycle which formally implements the rule-set to guide an agent’s behaviors and
interactions.
• DECISION()a :P →D which is a core function executing the rules of the agent’s behaviour given their PERCEPTION.
Decision functions can be arbitrarily complex, encapsulating the bulk of the model’s logic, ranging from simplistic fuzzy
rules to complex behaviours modelled by neural networks, logic systems, artificial intelligence, or a hybrid multi-layer
system. These functions are often imputed by using empirical data and expert opinion.
• ACTION()a :D×X→ X computes the new internal state xa of the agent by acting on a decision d ∈D . Actions can be
in the form of, for example, discrete messages, or signals that are transferred between agents. In response to a message,
an agent may change their internal state, modify the environment, or respond back with another message, but should not
be able to modify the internal state of other agents.
5.2 The Virtual Environment
The second fundamental component of an agent-based model is the in-silico environment, which represents the physical space
of the corresponding real-world system. The environment defines the spatial associations of an agent and the conditions for
the PDA cycle to carry out, i.e., the environment is part of the input state to the PERCEPTION function of every agent. The
environment may also include passive objects such as roads and buildings or resources such as wealth and healthcare. As agents
move in the environment, their location can be tracked by a dynamic variable. Agents may also be spatially implicit, meaning
that their location within the environment is irrelevant.
Modelling the environment is often via a ‘discrete topology’ of connected and bounded space units. The topology of the
environment defines possible interactions and relationships between agents. There are two main types of spatial environments:
1) The most common type is the discretized environment consisting of a finite grid of cells in one or more dimensions
with integer coordinates [36], which provides a simple representation of physical space, e.g. GIS based environments.
This type of environment provides an easy mechanism for agents to interact with others who share similar coordinates
or reside in neighbouring cells. The simplest form of spatial environments are described by cellular automata models
where the environment consists of a square lattice, divided uniformly into ‘cells’. However, in cellular automata, the cells
are interpreted as agents and there is no distinction between the agents and the cells that create the lattice environment.
ABMs extend this topology by decoupling the agents from their cells. Agents can then move from one cell to another and
interact with different parts of the grid, resulting in a set of neighbours that constantly change as the simulation proceeds.
2) The second type is a ‘relational environment’ in which a link between agents a1 and a2 defines a network topology.
Relational environments are often defined by graph- or node-based constructions and there is no distinction between
agents and the nodes of the network. Both directed and undirected graphs can be supported and can be static or dynamic
[3]. In static networks, links are fixed and do not change. In dynamic networks, links and nodes are determined
endogenously according to the mechanisms programmed in the model.
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Figure 3 shows examples of different environment topologies. Agents typically interact with a subset of all other agents, which
are located in the agent’s ‘neighbourhood’. In complex and large-scale agent-based models, spatial and relational environments
can be intertwined to offer a more granular approach. The environment may further have its own set of properties relevant to
the real-world systems. For example, in modelling disease-transmission at the age-group level, it might be relevant to identify
sections of the environment as School, Residential, and Business. The environment may also respond to messages from agents
or change with time (i.e. a dynamic environment), and can even generate or delete agents.
A B
C D
Figure 3. Different environment topologies for agent interactions and movement: (A) cellular automata (von Neumann
neighbourhood), (B) network relational topology, (C) geographic information system, and (D) free-roaming with
neighbourhoods.
5.3 Rules
Recall that the DECISION and ACTION functions of every agent implement the rules that will affect their internal state and
interactions with other agents in a dynamic (possibly changing) environment. The rules are typically derived from published
literature, expert opinion, or empirical data. In general, rules are based upon simple if-else statements with agents carrying
out an action once the specified conditions have been met, but can also be applied using more sophisticated methods like
machine-learning techniques and artificial intelligence [37, 38]. For example, the rules that govern the dynamics of an airborne
disease transmission are generally based on interactions between susceptible and infectious individuals in the environment (e.g.,
changing their spatial relationship). Because agents are autonomous decision making entities in the model, their decisions to
interact determine the possibility of disease transmission. In this process, a simple if-else statement can be executed to check if
the interaction is between susceptible and infectious individuals, followed by rejection sampling-based (i.e., Bernoulli) trials
to determine the occurrence of disease transmission. At the point of infection if transmission was successful, the timelines
for natural history of the disease (e.g., latent, incubation, and infectious periods) for an infected agent are sampled from the
relevant distributions, often derived from observational and epidemiological studies. The execution of such rules and relevant
sampling processes induces stochasticity into the system and as a result, different outputs can be produced in each run of the
model as emergent phenomena at the system level. Indeed, by utilizing complexity theory and network science, ABM is highly
effective in explaining how complex patterns (i.e., a process model) emerge from micro-level rules (i.e., a pattern model) [39] .
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6 Model Implementation
Every agent-based model implements a simulator engine that specifies the operating procedures of the agents, drives the PDA
cycle, and describes the model evolution in time from an initial condition. The simulator is often implemented in a programming
language based on sound principles of computer science [40]. For example, writing independent ‘functions’ (which represent
distinct components of the complex system) makes maintenance, debugging, and code reuse easier when considering future
changes to the model. Good programming principles also ensures reproducibility of the model across various platforms and
operating systems. Frequently used programming languages are Java and C++.
Programming an ABM from the ground up allows for controllability and flexibility of the model. However, this is a
time-consuming process and requires expertise and experience in programming. In addition, considerable amount of time may
be spent on extraneous activities such as building graphical user interfaces and data collection and input methods. To overcome
the constraints posed by time and required expertise, alternative solutions have been developed in simulation platforms that
provide a programming environment. Examples of these platforms include NetLogo, RePast, and SWARM [39, 41, 42], which
specify pre-defined methods and libraries, enabling novice programmers to rapidly develop and prototype models. However,
these platforms have their own set of limitations, including a lack of flexibility if the software does not implement the desired
functionality such as incorporating multi-agent complex systems that are high dimensional. Furthermore, a substantial time
investment may still be required in learning and utilizing the software.
When a model is implemented, a number of important factors must be taken into account as outlined below.
6.1 Monte Carlo Simulations
ABMs are generally stochastic in nature and account for randomness found in real-life phenomena. This stochasticity, known
as first-order uncertainty, relates to the natural randomness in agent behaviours, interactions, and the progression of the model
[43]. First-order uncertainty is often introduced by the use of a random number generator through a deterministic program
code; however, in digital computers random numbers are not really random. They are generated by an algorithm that produces
a sequence of numbers that is seemingly random. These numbers are referred to as pseudo-random and the algorithm is called
a pseudo-random number generator (PRNG). Each sequence produced by any PRNG is uniquely identified by its ‘seed’ s,
a number which provides the initial value to the generator. The seed is usually supplied by an environmental variable such
as the computer clock, which can virtually guarantee that it is different for every simulation run. In other words, a PRNG
produces numbers based on a deterministic formula which is seeded with some initial number. This allows for computer, and
particularly agent-based models to simulate stochastic variables but also offer reproducible results. First-order uncertainty can
be reduced by running the model several times, commonly known as ‘Monte Carlo’ simulations [44, 43]. The sufficient number
of simulations usually depends on some descriptive statistic of the model output, typically the means and variances, where
the the minimum number is the point when the statistic reaches some stability [45]. While suffering from some degree of
subjectivity, [45] this provides expositions on calculating the minimum number of simulations taking into account variance
stability, effect size, and multivariate stability. In general, the sufficient number of Monte Carlo simulations depends on the
parameters, time horizon, and the model structure, but there is no specific mathematical formulae to determine the minimum
number of simulation runs.
The behavior of any ABM is also sensitive to the model parameters and on the initial conditions, often referred to as
‘second-order uncertainty’ [43]. While first-order uncertainty relates to stochasticity in model structure, second-order uncertainty
corresponds to estimation of parameters since true values are often unknown. In order to address second-order uncertainty,
underlying distributions of parameters should be utilized whenever available. Second-order uncertainty can also be addressed
by the use of sensitivity analysis methods such as one-parameter-at-a-time local, least squares linear fit, linear regression,
Gaussian processes, and Latin Hypercube Sampling techniques [46, 47, 48].
6.2 Temporal Evolution
Often, in ABM, the model components (e.g., environment) may not only react to the agent inputs but also evolve according to
endogenous factors including time. Time evolution can be modelled in three ways: (i) ‘continuous time’ in which the model
can compute the system state for any time input, (ii) ‘discrete time’ in which time evolves in distinct, but fixed intervals, and
(iii) ‘discrete event’ in which time instantaneously jumps from one event to the next. Within each time step, specific events
may occur (e.g., movement of agents across the environment or transmission and progression of disease) or agents update
their internal states based on interactions and endogenous factors. The decision to use a type of time evolution depends on the
application domain, and most ABM computational systems implement discrete time or event transitions.
Discrete time In a discrete time structure, the simulator engine advances the virtual clock by a given interval ∆t. The time
interval ∆t will typically have a natural real-world unit associated with it, such as hours, days, or years depending on the
phenomenon underlying the model. For example, an agent-based model that tracks the infection dynamics of HIV over time
may have the time units of ‘year’, while a model for influenza infection is often run with the units of ‘day’ resolution. At each
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∆t, the simulator engine picks agents sequentially (in some given order) and executes their PDA cycle iteratively. An inherent
limitation to this method is the order in which the agents are selected (and their PDAs are executed) which may change the
result obtained for the system, since the system state evolves with each action. It is entirely possible that a different ordering
may result in vastly different global dynamics. Possible solutions to this limitation include selecting shuffling the order of
agents at every time interval or have all agents simulate concurrently by operating on temporary variables, so that the perceived
state is the same for all agents.
Discrete event This simulation process considers time evolution as discrete increments with variable magnitudes correspond-
ing to events occurring in the model. Every jump in time marks a change in the state of system. Between consecutive events,
the system is idle and no changes occur. A discrete-event model is programmed to maintain a ‘queue’ corresponding to the
list of events that will occur. The program iterates over the queue, executing the event at the head of the queue. Once the
event executed, it is removed from the queue, and the next event is scheduled appropriately (and sometimes dynamically). In
comparison to the discrete-time approach, this is a more flexible paradigm. For instance, because discrete-event simulations do
not have to simulate every time-step, they are typically run faster than the corresponding discrete-time simulations.
6.3 Validation and Calibration
Validation concerns with identifying the degree of consistency between an agent-based model and the underlying system it
represents. It comprises of two stages: (i) ‘Input validation’ that refers to the realism of the assumptions used to build the model,
and (ii) ‘output validation’ which measures the plausibility of the model outcomes relative to the observations of a real-world
phenomenon. Output validation relies on a process called ‘calibration’, which systematically refines the model parameters so
that the output data closely resemble those observed in the phenomenon. A well-calibrated and validated model can be used to
make predictions, and can provide inference on micro states, which may not be inferred from standard time series or statistical
methods.
A proposed framework of validity [49] characterizes a model as useful if it can exhibit at least some real-world observations;
as accurate if the simulated data matches historically observed real-world data; and as complete if the simulated data matches
all of the observed patterns of the real-world phenomenon. Based on this framework, the goal of validation and calibration is to
construct a model that can be accurate, but also complete if possible.
Input validation This stage validates the structure and assumptions of the model relative to the theory it is based on. Structural
assumptions include choices of the rules and behaviours that define an agent’s PDA cycle, the environment, and pattern of
interactions. For instance, agents can be utility maximizing or employ bounded rationality. A more accurate and complete
set of assumptions correspond to a higher number of parameters and variables in the model. Parameter-rich models are often
difficult to validate, may suffer from over-fitting, and can end up in dimension hell and might even become computationally
infeasible. In order to cope with these challenges in an accurate and complete model, it is often the case that input validation is
conducted against some stylized facts (defined as a simplified presentation of an empirical finding), i.e., focusing on a limited
number of variables which are most relevant to the complex system. For example, the basic reproduction number (commonly
denoted byR0) in epidemiology is a summary measure succinctly describing the burden of a communicable disease. It defines
the number of new cases that an infectious individual can generate in an entirely susceptible population [50]. In this sense, an
agent-based model of a communicable disease may be validated by choosing parameters that yield the desired reproduction
number from the simulated data.
Input validation also often requires ‘program validation’ which refers to the validation of the simulator engine. This aims
to validate the computer codes which implement the various components of an agent-based model. Computer codes do not
automatically generate errors when they encounter a bug or if some rules is incorrectly implemented. On the contrary, most
programs will continue to produce results, independently of how the computational code is built. Careful attention is therefore
needed to capture bugs and other artifacts. It is recommended that one should follow the principles from computer-science,
including modularity and unit-testing [34]. These tests can be performed for each functional component of the system during
the model development cycle, in which simple scenarios are created to verifying that all modules of the model are working
in concert when executed together. In addition to unit-testing, well-established methods of degeneracy tests can always be
performed to evaluate the outcomes using extreme value analysis by selectively disabling portions of the model or selecting
plausible values for input parameters from estimated ranges [51].
Calibration This stage systematically determines a set of parameters and input values that maximize the fitness of the model
to the observed data, i.e., finding parameter values, assumptions and structural components that make the model ‘fit the data
well’ [52]. Calibration of agent-based models can be inherently difficult due to (often) a large parameter space, long simulation
run-times, and stochasticity of events. The high dimensional nature of the model further exacerbates the issue of calibration.
The calibration process usually consists of running the model and evaluating a suitable summary measure of the simulated
data, and comparing that against a set of empirically observed data such as time-series or experimental measurements [52]. For
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example, a common choice for such a measure is the squared difference
d(datasimulated,dataobserved) = (datasimulated−dataobserved)2,
which increasingly penalizes parameters that make the simulated data more distant from the empirical data. The summary
measure, in general, is chosen with respect to the context of the model and can be, for example, specific data points, cross-
sectional averages, regression analysis, and averages over realisations. If the simulated dynamics bear resemblance to the
real-world observations, then the model is a possible explanation of the underlying complex system.
However, this way of calibration may pose several challenges. First, it is often computationally demanding. Indeed, for any
given point in the parameter space, a large number of Monte Carlo simulations may be needed to generate a distribution for the
statistics of interest or by comparing instances of a model with different values of parameters and choosing the ones that best
fit the data. Second, this calibration approach does not necessarily imply that the model reaches a single optimal choice for
input parameters. Indeed, the reproduction of empirical data by a set of statistical properties of the simulated data is a quite
weak form of calibration, since, in general there may be many possible sets of parameter values that generate the same outputs
given the high degrees of freedom in the model. However, one can generate confidence intervals in which the true value of
the parameters lie [52]. In a Bayesian approach to calibration, parameters are assigned a posterior probability distribution
taking into account the uncertainty about their values based on prior knowledge. This effectively uses observed empirical
data to inform parameters such that the model predicts the past and present observations well [53]. Lastly, it is clear that this
calibration process is limited by the quality of the available data. When restrained by the lack or limited amount of quantitative
data, qualitative data may be used for parameter identification [54]. Nevertheless, the preceding two decades have seen an
increasingly number of studies that attempted to calibration and validate agent-based models by way of optimization techniques
and statistical methods, taking into account both quantitative and qualitative data [55, 56, 53, 52, 54]. These include simulated
minimum distance, Bayesian estimation, Markov Chain Monte Carlo, Sequential Monte Carlo, and particle filters methods.
7 A Mathematical Formalism of ABM
Considering the fundamentals of the ABM approach described above, we now provide an overview for its mathematical
representation.
7.1 Partial Recursive Functions
Since ABM is a collection of independent models, all of which are computer programs, there exists a corresponding unique
partial recursive function [19, 21]. Therefore, in principle, one can provide a representation of ABM as an explicit set of
mathematical formulas (i.e., recursive functions). A system of equations is recursive if the output depends on one or more of its
past outputs. In other words, the values for all state variables can be determined sequentially rather than simultaneously. If,
in addition, the probability distribution of the next state depends only on the current state (and not any other previous states),
the system is memoryless and is called a ‘Markov Chain’. In fact, it is always possible to characterize an ABM as a Markov
process [26] by redefining the state space. Thus, agent-based models can be created as Markov chains.
To begin, consider an agent-based modelA with m agents which evolves over some time, and can be continuous or discrete.
We are interested in the state of the model observed at discrete times t1, t2, . . . , tT , with tk < tk+1. Even if the underlying model
runs in continuous time, the model state can be sampled at discrete observation times. At any time t, an agent ai ∈ A is
associated with the variable x(i,t), which take values in some finite field F. Assuming the variables can be codified in a finite set
of possibilities and are quantitative in nature (i.e., real numbers), then x(i,t) ∈ Rn corresponds to an n-dimensional vector. The
variable x(i,t) represents the state of an agent. For example, an agent could be described by the vector (age, sex, location), so the
set of variables is a triple with a mixture of numerical and codified entries. Borrowing notation from [18], the evolution of the
agent’s state variables through time is specified by the equation:
x(i,t+1) = fi(x(i,t),x(i−,t),αi), (1)
where fi is an agent-specific update function (or transition function), which internally implements the agent’s PDA cycle, αi is
a vector of agent-specific parameters (some of which could be stochastic), and x(i−,t) is the state of all agents except ai. The
set of update functions fi, one for each agent ai, defines the ‘data-generating process’ (DGP) of the model. These functions
may be complicated, possibly involving discontinuities, fuzzy logic rules, and ‘if-else’ statements. In the case that each fi is
a polynomial, the resulting model is called a polynomial dynamical system and is amenable to the computational tools and
theoretical results of computer algebra [23]. The complete system state at time t is the collection Xt = [x(1,t) x(2,t) . . .x(m,t)]
which is an n×m matrix of all individual states. The time evolution of the overall model is thus specified as
Xt+1 = F(Xt ,α)+ξt , (2)
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where α a vector of agent-specific parameters, and ξt ∈ Rn×m is a matrix containing all stochastic elements at time t. Since the
DGP functions fi may be nonlinear with stochasticity, the agent-based model is better represented by a more general map F:
Xk+1 = F(Xk,α,ξ k), (3)
where ξ t is a stochastic random matrix. The initial conditions of the system at t0 are (X0,ξ 0). Equation (3) is called the
transition equation of the system. A closer look at (3) reveals the Markov chain representation of an agent-based model, though
in practice these expressions may be complicated and difficult to interpret. Indeed, in most cases, the explicit set of functions fi
and consequently F, are not mathematically tractable. In analytical models, the transition functions in (3) often have closed
form, with a simple structure, linear (or linearized), and are kept free (or at a minimum level) of heterogeneity. Any aggregation
can be performed on variables by taking expectations over the stochastic elements. However, in agent-based models, the
specification of (3) have little or no restrictions. Since the state space of the model can grow large (possibly with infinite states),
the transition equation may not have an analytical representation.
Once the DGP has been specified, we are then interested in some aggregate or macro features of the model. Let yt be a set
of aggregate statistics at time t, and let h be a statistic function (i.e., a projection from X to Y) over the system state, given by
yt = h(x(1,t), x(2,t), . . . ,x(m,t)) = h(Xt). (4)
Regardless of the complexity and specification of each fi, the solution (i.e., shape and form) to (4) at each time t can always be
found by backward iterations, which trace yk back to the initial conditions. That is,
y0 = h(X0),
y1 = h(X1) = h(F(X0,α,ξ 0)),
y2 = h(X2) = h(F(X1,α,ξ 1)) = h(F(F(X0,α,ξ 0),α,ξ 1)),
...
yk = h(F(. . .F(F(X0,α,ξ 0), . . .))).
This backward iterations process uniquely relates the value of yt to the initial conditions, however explicating this relationship
may be difficult because of the stochastic ξ t terms. Since the DGP functions in Equation 3 and the statistic function h may be
nonlinear, these random terms cannot be averaged out by expectations. Therefore, the relationship between the initial conditions
(X0,ξ 0) and the statistic Y is only realized by Monte Carlo analysis. Using Monte Carlo simulations for different initial states
and parameter values, one could obtain a distribution for Y. Recall that Monte Carlo techniques rely on a pseudo-random
number generator which is an inherently deterministic algorithm given the initial value of the seed s. Thus, any stochasticity
implemented in the model by virtue of a PRNG has a deterministic nature, which allows us to further explore the formalism of
an ABM. In particular, the stochastic term ξ k is a deterministic function of the seed s and can be considered, conveniently, as
part of the initial conditions. Letting Z0 = {X0,s}, (3) reduces to
Xk+1 = F(Z0,α). (5)
It then follows that the statistic Y is given by:
Xk = F(F(. . .F(X0,α,s))) = Fk(Z0,α),
yk = h(F
k(Z0,α))≡ gk(Z0,α).
(6)
Equation (6) is called the ‘input-output transformation’ (IOT) function and drives the results of the ABM. When the seed s is
fixed, the IOT is a deterministic mapping of inputs (i.e., initial values and parameters of the system) onto outputs. While this is a
convenient mathematical representation, from a practical point of view, the explicit form of the IOT function is unknown and the
empirical distribution of the underlying stochastic process is often obtained by Monte Carlo simulations, by selecting different
random seeds together with the initial conditions and parameter values. However, since an ABM places little restrictions on the
specification of (1), careful attention is needed to control for the complexity, within the bounds of available computational
resources. Nevertheless, we have provided a convenient formalism for agent-based modelling to bridge the gap between
analytical models and computer simulations. This formalization is abstract enough to apply statistical rigour in performing
quantitative analysis of the emergent properties of an agent-based model, in particular to assess stationarity and ergodicity.
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7.2 Stationarity and Ergodicity
In ABM, stationarity and ergodicity tests are crucial to know whether the model reaches a statistical (unique) equilibrium state
[57, 58]. These are intuitive concepts describing the long-term properties of a process or model. Stationarity of a process,
in general, implies that every observation comes from the same probability distribution and that every observation carries
information about the properties of the DGP. A variety of well-established parametric techniques exist for understanding
stationarity of traditional models. In the framework of agent-based models where the implementation of the DGP may not
yield an analytical form, one needs to confront with a priori unknown stochastic properties of the model, assumptions and
applicability of parametric tests that may be too restrictive or erroneous. Therefore, non-parametric tests are in general more
suited for agent-based models as they do not require any assumptions on the IOT function of the model.
As mentioned before, the autonomous and heterogeneous nature of agents can evolve the system and generate the global
dynamics. Equilibria associated with this global behaviour are idiosyncratic with respect to the agents, in the sense that in
distinct Monte Carlo simulations, the evolution of every agent may vary substantially. Therefore, equilibria in agent-based
models can only be defined at the aggregate level and in statistical terms after the global dynamics have emerged. When
the model is relatively simple so that for any values of the parameters, it is stationary and ergodic, it is generally possible
to characterise its equilibria. However, non-stationarity and non-ergodicity preclude the possibility of fully describing the
long-term dynamics of the model. By stationarity in this section, we mean weak stationarity (also known as covariance
stationarity).
Definition 1. A stochastic process {wt} is weakly stationary if the first moment of wt is independent of t, that is, E(wt) = µ
and if Cov[wt ,wt+h] exists, is finite and depends only on h and not on t.
Recall the IOT function {yk}∞k=0 defined by yk = gk(Z0,α), which relates the initial state of the system Z0 = (X0,s) to the
aggregate output of the model yk. We call {yk}∞k=0 the associated time-series of the agent-based model.
Definition 2. A statistical equilibrium in an agent-based model is reached in a given time window (t−, t+) if the associated
time-series {yk}∞k=0 is (weakly) stationary. The statistical equilibrium is denoted by µ∗ = g∗(Z0) and is given by
µ∗(Z0,α) = E[yt | t ∈ (t−, t+)], (7)
with respect to the process {yt}, and initial conditions Z0. An equilibrium is said to be an absorbing (or steady-state) if yk is
stationary in (t−, t++ τ),τ→ ∞. An equilibrium is said to be a transient if yk is stationary in (t−, t+), but no longer stationary
in (t−, t++ τ),τ > 0.
A model may display both transient and absorbing equilibria, but the latter shows that once the system is in this state, it can
no longer move out. On the other hand, a model may oscillate between two or more transient equilibria (possibly followed
by an absorbing equilibria). It follows that for any given initial conditions and parameter values, there can be at most one
absorbing equilibrium. It is entirely possible that a model displays no absorbing equilibrium for a given statistic of interest. If
a model is stationary and converges to the same equilibrium µ∗(Z0,α) = µ∗(α) irrespective of the initial conditions Z0, the
process yk is said to be ‘ergodic’. Ergodicity is sometimes defined [59] as:
lim
n→∞
1
n
n
∑
k=1
Cov(yt ,yt−k) = 0, (8)
which describes a property that concerns with the memory of a process. An ergodic process is characterized by weak memory
(low persistence), and events far away from each other can be considered as almost independent because the effects of
stochasticity fade with time. In other words, if an equilibrium is reached, it will be the same for all simulation runs, irrespective
of the initial conditions, and the absorbing equilibrium will be unique. Different initial values (X0,s) would not change the
equilibrium value µ∗, but might change the reaching time. Moreover, if yk is ergodic, the observation of a unique time series
provides sufficient information to infer the shape and form of the IOT function in (6). This means that if the model is ergodic,
the properties can be analysed by using a time-series produced by a single run of the model. If the model is non-ergodic,
then a set of Monte Carlo simulations (each produced by the same IOT but with different seeds) are necessary to describe, in
distributional terms, the properties of the model.
The inherent lack of an analytical form of the DGP and the difficulty of dealing with unknown stochasticity require
non-parametric statistics and tests. A common standard non-parametric test used to check stationarity is an application of
the ‘Runs Test’ developed by Wald and Wolfowitz in 1940 [57], which tests the hypothesis that a given set of observations
are mutually independent and randomly distributed. While ergodicity is crucial for understanding the long-term behaviour,
literature surveying tests for ergodicity is rather scarce. A previous work [57] describes a modified Runs Test algorithm, which
considers the invariance of the moment of order k between different time-series produced by the same DGP, but with different
random seeds. A full detailed survey of stationarity tests can be found in [57, 60].
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8 Application of ABM to Disease Dynamics
The use of ABM in the filed of mathematical epidemiology has been rapidly growing, with the development of comprehensive
models that incorporate various databases to address public health challenges [61, 62, 63, 64], in particular for emerging
infectious diseases [65, 66, 67]. In this section, we detail an application of ABM to disease dynamics. We illustrate the
construction and calibration of an agent-based model that describes the dynamics of disease transmission in a simple linear
cascade of infection and recovery. The model we consider here was originally developed by Kermack and McKendrick in the
1920s [68, 69], and is referred to as the classical SIR (Susceptible-Infected-Recovered) model. In this model, the population is
stratified into three different compartments (or health states) of susceptible (S), infected (I), and recovered (R). A susceptible
individual leaves the S-compartment when infected and enters the I-compartment. Similarly, an infected individual leaves the
I-compartment and enters the R-compartment upon recovery. When the rate of infection is proportional to the total number of
individuals in the population, the model can be represented by a set of differential equations:
dS
dt
=−β SI
N
,
dI
dt
= β
SI
N
− γI,
dR
dt
= γI,
(9)
where β is the rate of disease transmission, γ is the recovery rate, and N = S+ I+R. Although (9) is written in deterministic
form, it is clear that a disease transmission process involves stochasticity as contacts between individuals occur randomly, even
when stochastic nature of other behavioural, host, and biological factors are omitted. Thus, the classical SIR model is built on
the assumption of homogeneous mixing in the population where all individuals have equal chance to interact with others. This
means that, on average, each infected individual generates βS/N new infected individuals per unit time.
Here, we develop an agent-based model to replicate the dynamics of the SIR model in a simple structure. The general
framework of the model includes two main entities: (i) an in-silico two-dimensional lattice environment and (ii) a set of unique
agents situated (fixed) in the lattice. We set the size of the lattice to 20×20 resulting in an environment with a total of 400 agents.
Each agent is fully characterized by their health status as Susceptible, Infected, or Recovered which are programmatically
codified as integer values of 0 = SUS, 1 = INF, and 2 = REC, respectively. Therefore, an agent a is fully described by its
associated internal state variable xa ∈ {0,1,2}.
Running the agent-based model simply amounts to instantiating a fully susceptible agent population, introducing an infected
agent as the initial condition, and iteratively letting the agents interact by executing their associated PDA cycles. The iterative
process operates over a discrete time-step where the simulator engine advances the virtual clock by a single unit, in which the
PDA cycle of each agent is carried out sequentially. The perception stage of each agent determines all possible interactions of
the agent, modelled through contacts with up to 8 random agents on the lattice that are situated in neighbouring cells. The
perception function returns the number of infected contacts k out of the eight random contacts for each agent at any time-step.
In the decision stage, decision functions encapsulating the logic of the interactions are executed. If a susceptible agent meets
an infected agent, successful disease transmission is determined using a rejection sampling-based (Bernoulli) trial where the
chance of success is defined by a suitable probability distribution. Letting xa,t denote the internal state of an agent a at time t,
the one-step transition probability (in the Markov process) is given by:
Pr
[
xa,t+1 = INF | xa,t = SUS
]
= 1− (1−b)k, (10)
where k is the number of simultaneous contacts with infectious individuals (assuming that transmission events are independent
per contact) and b is the transmission probability. If the trial is successful, a susceptible individual becomes infected. In a
similar way, the one-step transition from INF→ REC is given by:
Pr
[
xa,t+1 = REC | xa,t = INF
]
=
{
1 if t > tU
0 otherwise
(11)
where tU is an empirically derived parameter representing the infectious period, which in this context is sampled from a Uniform
distribution between 3 and 6 units of time. Finally the action stage updates the internal state of each agent as well as the global
state of the model and broadcasts it to the entire lattice for the next iteration of the PDA cycle to continue. The computational
implementation of the associated update function is described in Algorithm 1.
A key parameter in our model is the unknown transmission probability b. Typically the value of b is calibrated to some
empirical observation of the underlying system such as the basic reproduction number (denoted byR0 as described in Section
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Algorithm 1 Pseudocode implementation of an agent’s PDA cycle and the associated update function.
1: Input :agent a, time t
2: if xa,t = SUS then
3: n← Discrete Uniform [1,8]
4: k = 0;
5: for 1 to n do
6: xˆ← AgentState(Discrete Uniform [1,400]) ;
7: if xˆ = SUS then
8: k = k+1
9: end if
10: P = 1− (1−b)k ;
11: if rand() < P then
12: a.tU← Discrete Uniform [3,6]
13: xa,t = INF
14: end if
15: end for
16: end if
17: if xa,t = INF then
18: if t > a.tU then
19: xa,t = REC
20: end if
21: end if
6.3) or incidence rate (i.e., new infections per unit time). By running Monte Carlo simulations, the value of b could be
estimated to match, for example,R0 obtained from simulation data with a givenR0. It is worth noting that this process can be
computationally demanding depending on the complexity of the model. One must sweep through a parameter space (which
could be arbitrarily large), running Monte Carlo simulations for each value. Reduction of the parameter space to a suitable
subset requires an educated initial guess.
In our example, we calibrated b to yieldR0 = 1.6, indicating that an infected person can infect 1.6 individuals (on average)
over the course of infectious period. The calibration procedure requires an initial value of b, and counting the number of
secondary cases caused by the initial infected agent. If the predictedR0 is not acceptable, the value of b is changed accordingly,
and the process is repeated. Of course, multiple realisations are necessary for each value of b to address the first- and second-
order uncertainties. Using 500 Monte-Carlo simulations, the calibration process provided an estimated value of b = 0.047 for
which the average of realisations givesR0 = 1.6.
After calibration, we ran 500 Monte-Carlo simulation for 120 units of time to illustrate the behaviour of the system,
corresponding to the spread of disease in the population. The global dynamics are represented by the changes in the number
of individuals in different health states of the model. Figure 4A shows the outputs for the state variable I (i.e., the number of
infections at any point in time) for each realisation. As is evident, each realisation produces a different infection curve as a
result of stochasticity. It is also interesting to note that the average of realisations has a lower magnitude compared to many
realisations. This is due to the fact that in many simulations, the initial infected case recovers without infecting any susceptible
individuals and therefore the epidemic dies out. Figure 4B shows the average of realisations for all state variables.
In the context of disease spread represented by the model in equations (9), as the ABM follows agents through the
environment, it is possible to provide more detailed (micro-level) information such as where an agent becomes infected or
who infected them. This type of observables could lead to a better understanding of disease spread and can be useful to make
decisions on control policies. However, simulating the model (9), even when implemented stochastically, could not provide this
agent-level information. Furthermore, recent studies show that a stochastic instantiation of equation-based models through
implementation of a Markov process (e.g., Gillespie exact algorithm [70]) is still inadequate to produce some specific patters of
the system behaviour observed in an ABM [71].
9 Concluding Remarks
The current surge of interest in ABM has gradually built up over the last twenty years [2], especially with emerging technologies
in computational power and big data collection platforms that bring a higher realism to such models for simulating the real-world
phenomena. The use of agent-based models has provided an additional tool for advancing quantitative science, especially
in research areas (e.g., public health domain [72]) in which decision to intervene in the system dynamics may be subject
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Figure 4. Monte-Carlo simulations of the agent-based model for system (9): (A) independent realisations of the state variable
I; (B) average of realisations for all state variables.
to substantial heterogeneity and variability. While the capability of these models to address practical questions and inform
decision-making in the face of uncertainty has been exemplified, there remain limitations to their systematic application.
In particular, a more directed research is needed for expanding the theoretical aspects of ABM, by taking into account the
objectives of reliability, efficiency, and adaptability which underlie the flexibility of agent-based models. This remains a major
undertaking, and our review here should only highlight its importance as the application of ABM expands in various disciplines.
We hope that this exposition assists future research in this direction by providing a clearer understanding of the fundamentals
and mathematical theories upon which ABM is established.
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