Abstract. The first order theory of the decomposition of measures with respect to dimension which has been developed by Kahane, Katznelson, Cutler, and others is extended through transfinite recursion to a ω 1 -order theory. Necessary and sufficient conditions for a finite regular Borel measure on [0, d] ω 1 to be a ω 1 -order multispectrum for a finite Borel measure on R d is given.
Introduction
The purpose of this paper is to introduce a theory of transfinite multispectral decompositions of measures with respect to dimension which is the transfinite version of the first order theory that is present in the work of Cutler, Kahane and Katznelson. The main goal is to identify the set of all possible ω 1 -order multispectrums. The first order version of this theory has been given by Cutler in Corollary 4.4.1 of [4] . Kahane and Katznelson, in the examples of [10] , have also indicated some special specifications of unidimensionality of the kernel obtained in the first order decomposition. In this paper a complete characterization of possible ω 1 -multispectrums in R d in terms of 'basic multispectrums' will complete certain ideas started by Kahane and Katznelson in their examples. More generally, necessary and sufficient conditions for a finite regular Borel measure on [0, d] ω1 to be the ω 1 -order multispectrum of a finite measure in R d will be given in what shall be called the Multispectral Theorem (Theorem 9.2). The paper is divided into several sections. Section 2 reviews the first order decomposition theory as given by Cutler, Kahane and Katznelson. Other types of first order multifractal formalisms can be found in Michon/Peyrière [13] , Olsen [14] , and Holley/Waymire [6] . In Section 3, the transfinite multispectral extensions, α-order multispectrums, and α-order local dimension maps are defined. Section 4 gives the First Version of Necessity of the Multispectral Theorem. Section 5 introduces the ideas of basic multispectrums and gives the Second Version of Necessity of the Multispectral Theorem. Section 6 introduces some linearity results and closure properties of the set of all ω 1 -order multispectrums and ends with a uniqueness characterization for a measure being the α-order multispectral extension of a specified measure. Section 7 begins the investigation of sufficiency by considering random multiplicative cascades in certain ultrametric spaces. That section ends with Theorem 7.7 which states that if certain filtration systems can be found, then randomly generated measures give all the 'bits and pieces' needed in proving sufficiency. This uses the dependent cascade theory of Waymire and Williams in [19] [21] [18] [20] which fits into the positive martingale theory of Kahane found in [8] [9] . These processes are generalization of the Mandelbrot martingales studied by Kahane and Peyrière in [11] . Section 8 shows that all the filtration bases needed in Section 7 can be constructed. Finally Section 9 gives the complete statement of the Multispectrum Theorem for R d (Theorem 9.2).
First Order Theory
Let (T, ρ) be a fixed compact metric space, and M + (T ) be the set of all finite Borel measures on T . For each µ ∈ M + (T ), t ∈ T , and a ∈ (0, ∞], the a-potential of µ at t, U a µ (t) 
, is the integral ρ(t, s) −a dµ(s). The a-energy, I
a µ , of µ is defined by U a µ (t)dµ(t). A Borel subset E of T is said to have positive a-capacity if there exists a measure µ ∈ M + (X) so that the I a µ < ∞ and µ(E) > 0. The set E is said to have null a-capacity if no such measure exists. The capacitarian dimension of E, ψ(E), is defined to be the inf {a ∈ [0, ∞) : E has null a-capacity} = sup {a ∈ [0, ∞) : E has positive a-capacity}. The Hausdorff dimension of a set is known to be the same as its capacitarian dimension. See Kahane [7] (p. 133). Two obvious facts about the function ψ are:
( [4] .
Our first task is to review and expand on the theory concerning the local dimension function Φ and the kernel decomposition associated with it. This theory is called the first order theory of decompositions with respect to dimension. In particular, the first two parts of the next theorem (Theorem 2.1) can be found in the papers by Kahane and Katznelson (Lemmas 2 and 3) [10] and by Cutler [4] . Part 3 follows easily from the first two parts and implies a certain linearity. (See Theorem 6.1). Further, part 3 implies, in the case ψ(T ) < ∞, the fact that the dimension-moment functional ψ * : M + (T ) → [0, ∞) defined by ψ * (µ) = Φ(µ, t)dµ(t) (2.1) is linear, in the sense of additive and positive homogeneous, and that ψ can be essentially recovered from ψ * . See Conway [3] (Theorem 5.12). Some relationships between strong linear functionals on M + (T ) and set functions has been studied by Mauldin [12] . See also Remark 9.3.
The collection of all continuous real-valued functions on T will be denoted by C(T ). The weak* topology on M + (T ) is the weakest topology which makes the functionals 'µ → fdµ' continuous for all f ∈ C(T ). The Borel field of M + (T ) with respect to the weak * topology will be denoted by B(M + (T )). The product topology on M + (T ) × T where the topology of the first factor is the weak * topology and the second is the metric ρ-topology will be called the weak topology. Let N denote the natural counting numbers. It is not hard to show that for any µ and ν in M + (T ), Φ(µ + ν, ·) = Φ(µ, ·) ∧ Φ(ν, ·).
The function Φ allows us to define a first order dimension spectrum and a first order spectral extension distribution for any µ in M + (T ). where id : T → T is the identity on T and where id, Φ(µ, ·) is the function from T into T × [0, ∞] defined by id, Φ(µ, ·) (t) = t, Φ(µ, t) . The measure K(µ) is called the first order spectral extension distribution of µ.
The measure σ (µ) is called the Kahane/Katznelson spectral measure in [21] and the dimension measure of µ by Cutler. It will be shown in Theorem 6.1 that Theorem 2.1 part (3) implies both σ and K are strongly continuous and linear.
The following two definitions are made for notational convenience:
is a measurable map and µ ∈ M + (T ), then a decomposition kernel of µ with respect to φ is a µ • φ −1 -essentially defined map 'x → µ φ=x ' from X into Pr (T ) which is (X, Σ) to (M + (T ), B (M + (T ))) measurable and satisfies: for any bounded B (T ) × (X, Σ) measurable map G :
Other notations used for this kernel are: µ φ=x x∈X and µ(·|φ = x) x∈X .
If µ is a probability measure and X is a compact metric space with Σ = B(X), then 'x → µ φ=x ' is a regular conditional probability. See Proposition 46.3 in Parthasarathy [15] . A special case of the above disintegration in product spaces of compact metric spaces gives rise to the following: Definition 2.3. If both (T, ρ) and (X, σ) are compact metric spaces, π T and π X are the coordinate projections of T × X onto T and X respectively, and µ ∈ M + (T × X), then the factor decomposition kernel of µ with respect to π X is the µ • π
T , where 'x → µ πX=x ' is the decomposition kernel of µ with respect to π X as in Definition 2.2.
Finally, it is convenient in places to represent measures through integrals of measures. The following notation will be used: Definition 2.4. Let (T, ρ) be a compact metric space, (X, Σ) is a measurable space, and 'x → µ x ' is a (X, Σ) to (M + (T ), B(M + (T )) measurable function and κ is a finite measure on Σ so that 'x → µ x (T )' is in L 1 (κ), then the unique measure µ ∈ M + (T ) so that for every H ∈ C(T ),
will be called the weak
The following theorem is one of the spectral decomposition theorems of Kahane/Katznelson and of Cutler, and forms the second main theorem of this section.
Then the following are true: 
That is, for ν-a.e.-s, K(µ) s is supported on {B x : x ∈ D and s ≤ x} which by property 1 of ψ implies part (1). For part (2) , note if x is an atom of σ(µ), then K(µ) x is absolutely continuous with respect to µ. Thus by Theorem 2.1 part
For (3), note: since µ is supported on C,
which by Theorem 2.2 part (c) equals 0.
This sections ends with some facts which will be referenced as needed in later sections:
If ν and µ are finite measures in M + (T ) with ν µ and φ is as in Definition 2.2,
Z and for the factor kernels of ν and µ with respect to the projection π Z , we have
is the Radon-Nikodym derivative of ν z with respect to µ z .)
Let T and X be compact metric spaces, φ : T → X and ψ : T → X be Borel measurable functions, and
Also in this setting, if id : T → T is the identity map, φ : T → X is measurable as above, id, φ : T → T × X is defined by id, φ (t) = t, φ(t) , and
where 'x → µ φ=x ' is the decomposition kernel of µ with respect to φ and 'x →
' is the factor kernel of µ • id, φ −1 with respect to the projection π X .
Definition of Transfinite Multispectrums
In order to abstract all the information out of the induction lemma, a transfinite sequence of spectral extensions will be defined for each µ ∈ M + (T α , and γ < α, and a non-bold γ-indexed letter, s γ , is mentioned in the same context, then the relationship s = s γ γ<α is assumed to hold and the non-bold letter is taken to be the coordinate of index γ of the boldface letter. (Also remember, the lowest index is 0 not 1.)
For the purposes of this paper, we let Some obvious relations between the above defined functions are:
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where 's →µ β,s ' is the factor kernel of µ β with respect to ζ β , then µ α = ν.
The measure µ α is called the α th order multifractal spectral extension measure of µ, or the α th multispectral extension of µ. The measure σ α (µ) defined by
is called the α th order multispectrum of µ. For each α ≤ ω 1 , we define the α th order multifractal spectral extension map
Also we define the α th order multispectrum map, σ α or σ α (·), by σ α (·)(µ) = σ α (µ). α , and the sequence satisfies and is uniquely determined by the three conditions:
Proof. First we show that µ α α≤ω1 is well defined. For any function f , let dom(f ) denote the domain of f and im(f ) denote the set {f (x) : Since the function Ext progresses through M for dom(f ) ≤ ω 1 , the principle of transfinite recursion implies there exists a unique function with domain ω 1 + 1 and values in M, which we denote by µ α α≤ω1 , so that Ext( µ β β<α ) = µ α for all α ≤ ω 1 .
Second, note statement (2.5) implies: if the function φ µ,α of statement (3.4) exists at all, it is µ-essentially unique.
Third, note Ext(
α for 1 ≤ α ≤ ω 1 . We now prove, by induction, the statements (3.3), (3.4) , and (3.5) for the case α < ω 1 and that statement (3.2) holds with µ α = ν at successor α.
3) holds for α = 1 and is vacuously true for α = 0. Further, statement (3.4) holds with φ µ,1 = Φ(µ, ·). Equation (3.5) follows from Theorem 2.1 part (3), for α = 1. Also statement (3.2) is true for ν = µ 1 since
Induction hypothesis for α < ω 1 : for each γ < β < α, the equations (3.3), (3.4), and (3.5) are true if α is replaced by β, and β is replaced by γ, in those equations. Statement (3.2) holds at successor ordinals less than α. As a further induction hypotheses, suppose that for all γ < β < α, µ-a.e., φ µ,γ = θ β,γ • φ µ,β . Case: α is a limit ordinal. The induction hypothesis implies µ β β∈α satisfy the Kolmogoroff consistency conditions. Thus there is a unique Borel measure ν ∈ M + (T × [0, ∞] α ) satisfying condition (3.1), µ α = ν, and statement (3.3) holds.
An easy exercise will show the relations '
α,β B) where the first equality is due to statement (3.3) already shown for this α, the second equality follows from statement (3.4) assumed in the induction hypothesis, and the third is the defining relation of φ µ,α , and the fourth is an obvious manipulation of coordinates. Since {π Since the function φ ν,α is ν-uniquely determined by the stability of coordinates, the ν-essential equality φ µ,β = φ ν,β for β < α, implies the ν-essential equality φ µ,α = φ ν,α .
Case: α = β + 1 for some β. 
where the first equality is by definition of Ext, and the second equality is by definition of K. But by definition of the factor kernel 'u → µ β,u ' and by statement (3.4) for β, the last expression becomes
. Now, the kernel 'u → µ β,u ' can be chosen to be weak * Borel and the function φ µ,β is Borel, and so the function 't → Φ(µ β,φ µ,β (t) , t)' is Borel given these choices. De-
t). By this definition, we extend the induction hypotheses by
For the case ω 1 , note statement (3.3) being true for all β < α < ω 1 implies there is a unique Baire measure so that statement (3.3) is true for α = ω 1 From what we have proven so far, conditions (1), (2), and (3) are true for the sequence µ α and in fact the measures defined by equations (3.1) and (3.2) are unique. This implies that there can be only one transfinite sequence which satisfies (1), (2) , and (3). Definition 3.3. For α < ω 1 , we call φ µ,α the α th order local dimension map.
That there is a Baire measurable function φ µ,ω1 :
−1 holds for Baire sets could be proved now if we wished.
Instead, we shall prove in Theorem 4.3 that there is a Borel measurable function φ µ,ω1 so that µ ω1 = µ • id, φ µ,ω1 −1 holds true on Borel sets. The specific form of φ µ,ω1 will be pointed out there in the proof. Also a uniqueness characterization for the measures µ α in terms of disintegration kernels will be given later in Corollary 6.8.
holds and if 1 ≤ β < α < ω 1 , for σ β (µ)-a.e.-s,
where 's → σ α (µ) s ' is the factor kernel of σ α (µ) with respect to θ α,β .
α is a well-defined finite regular Borel measure on [0, ∞] α . Statement (3.6) follows from (3.3) with β = 0, and the definition of σ α (µ). Since
, and for α < ω 1 ,
where the first equality follows from the definition of factor kernel 's → µ β,s ', the second equality follows from (3.3), the third from (3.3), and the fourth by definition of factor kernel 's → σ α (µ) s ' and making an obvious substitution of s * u for v. Thus (3.8) follows.
Note if the factor kernel is defined for α = ω 1 , then (3.8) also makes sense for that α. We shall see that µ ω1 has compact metrizable support and so such is the case. (See Theorem 4.3 condition (1) and Lemma 4.2.)
and σ α (µ)-a.e.-s,
where 's → µ α,s ' is the factor kernel of µ α with respect to ζ α and where 's → µ φµ,α=s ' is the decomposition kernel of µ with respect to
Proof. By definition, (3.4), and the identity
µ,α . And (3.10) follows from (2.6). The last statement follows since by Theorem 3. Proof. Fix 1 ≤ α < ω 1 . The statement is trivial for β = 0. Suppose the statement is true for all γ < β.
Case: β is a limit ordinal.
where the first equality is (3.3) and the second equality is the induction hypothesis. Using (3.3) but this time with respect to the pair µ α,s;β and π β,η , and also an obvious fact about coordinates, (3.12) implies
Since β is a limit ordinal, the Stone-Weierstrass Theorem implies that the ring
. And so the case is done.
Using Corollary 3.3, the above equality implies:
where the first equality follows from the definition of µ α+β and the second equality follows from (3.13) and (3.14) . Applying the definition of µ α,s;β for β = γ + 1, the case is done.
Corollary 3.5. For any
where 's → µ α,s ' is the factor kernel of µ α with respect to ζ α , and 's → σ α+1 (µ) s ' is the factor kernel of σ α+1 (µ) with respect to θ α+1,α . Further, for σ α (µ)-a.e.-s,
Proof. This follows easily from (3.11) with β = 1.
Remember if x ∈ [0, ∞], thenx is the element of [0, ∞] ω1 which is constantly x in every coordinate.
Proof. Suppose µ is unidimensional of dimension x. Then µ 1 = µ×δ x by definition of unidimensionality. Suppose the induction hypothesis µ β = µ × (δ x ) β for 1 ≤ β < α. If α is a limit ordinal then (3.3) and the uniqueness part of Kolmogoroff extension theorem implies
3) implies the converse.
First Version of Necessity
Before stating the first version of necessity, the following lemmas should be noted:
and let κ be a finite regular Borel measure on
Since O is a finite union of open cylinders, there is a countable ordinal γ, so that for any β ≥ γ, ρ 
which is supported on ∆ α , then the decomposition kernel of κ with respect to ρ β is well-defined. Let ∆ ω1 denote the set {s ∈ [0, ∞] ω1 : ∀γ∀β if γ < β < ω 1 , then s γ ≥ s β }. Since decreasing sequences in [0, ∞] which are indexed by elements of ω 1 are eventually constant,
ω1 , however, unlike ∆ α , ∆ ω1 is not metrizable.
Lemma 4.2. If κ is a finite regular Borel measure on [0, ∞]
ω1 , then the following three statements are equivalent:
Proof. We will show (1) implies (2) implies (3) implies (1). Suppose (1). Since κ is countably additive, for any countable ordinal α, (1) implies κ is supported on the set
is non-decreasing in [0, ∞) and so eventually constant. Let D be a countable dense set of [0, ∞], which contains {0, ∞}. There is a countable ordinal δ so that for each x ∈ D, ϕ α (x) δ≤α<ω1 is a constant sequence. By the right continuity of the ϕ α 's,
(where ∞ − ∞ = 0 conventionally). Statements (4.4) and (4.
Theorem 4.3. For each µ ∈ M
+ (T ), the following two conditions are satisfied:
It will be shown by induction that for 1 ≤ α < ω 1 , the following is true:
is supported on a set of dimension ≤ s 0 ' follows from Theorem 2.3 part (1).
Induction hypothesis: Suppose S(β) is true for 1 ≤ β < α. Case: α is a countable limit ordinal.
be a sequence of ordinals converging up to α. Then θ
Let β < α, by the induction hypothesis σ β (µ)-a.e.-s, µ β,s is supported on a set of dimension ≤ inf γ<β s γ . From this last and (3.
Case: α = β + 1. By the induction hypothesis, σ β (µ)-a.e.-s, µ β,s is supported on a set of dimension ≤ (inf γ<β s γ ) and σ β (µ)(A β ) = m. This and Theorem 2.3 part (3) together imply:
Obviously S(α) being true for all α < ω 1 implies condition (1). Note condition (1) and Lemma 4.2 together imply σ ω1 (µ) is supported on the compact metrizable subset ∆ α0 for some countable α 0 . Thus for any β < ω 1 , the decomposition kernel σ ω1 (µ) ρ β =s s∈[0,∞] β is well defined.
In order to prove condition (2), fix a countable ordinal α. By Corollary 3.5, for σ α (µ)-a.e.-s,
where µ α,s s∈[0,∞] α is the factor kernel of µ α with respect to ζ α , and where
Since Theorem 3.4 and the last statement implies
In order to show (4.6), let α 0 be a countable ordinal so that
where s α0 is the coordinate of s with index α 0 . Easily, for σ α0+1 (µ)-a.e.-s,
since σ ω1 (µ) is supported on ∆ α0 . But (4.8) and Corollary 3.5 together imply: for σ α0+1 (µ)-a.e.-s, σ 1 (µ α0+1,s ) = σ α0+2 (µ) s = δ sα 0 . Thus µ α0+1,s is unidimensional of dimension s α0 , and by Lemma 3.6
where the first equality follows from the definition of id, φ µ,ω1 , the second from (3.4), the third by the definitions of factor kernel 's →µ α0+1,s ' and the definition of g α , the fourth by (4.9), and the fifth by Theorem 3.4. Thus, this φ µ,ω1 satisfies (4.6). Since σ ω1 (µ) is supported on a compact metrizable set, by (2.5), φ µ,ω1 is essentially unique. For (4.7), let ν µ. Let α 0 be a countable ordinal so that σ ω1 (µ) is supported on ∆ α0 . By (3.7), σ β (µ) is supported on ρ β (∆ α0 ), and so by the last statement of
and since ν-a.e., φ ν,αo+1 = φ µ,αo+1 , it follows that φ ν,ω1 = φ µ,ω1 ν-a.e. In this case, the measure κ α is called the dimension spreading measure or the dimension diffusing measure and the Borel map U is called the unidimensional map of κ. If µ ∈ M + (T), and σ ω1 (µ) is a basic multispectrum of order α, then µ is said to have simple α-order dimension spreading or diffuseness and to have simple α + 1 order unidimensionality.
Unidimensionality and the Second Version of Necessity
There has already been work done on producing measures with simple 1st order diffuseness. Some results can be seen in the examples of [21] [10] . We will see that all orders of dimension spreading occur (see Section 9). Simple 0-order spreading is just unidimensionality. 
Define F γ = {s ∈ ∆ α : γ(s) = γ}. Since a finite measure can have only countably many atoms, statement (5.1) implies for κ γ -a.e.-u, there are only countably many x in the real numbers so that u * x ∈ F γ . It follows from a theorem of Lusin and Novikov that there exists countably many disjoint Borel functions {U γ,i } i∈N from subsets of [0, ∞] γ into the reals so that the set {u * U γ,i (u) : i ∈ N, u is in
Now we show that κ γ,i satisfies conditions (1), (2), and (3) of Definition 5.1.
γ , s is in ∆ α , and s = u * x for some x ∈ R, then s is in ∆ γ . Therefore, F γ,i ⊆ ∆ γ , κ γ,i is a probability measure which is supported on ∆ γ , and (1) 
Some Linearity Results and A Uniqueness Characterization
Before proceeding to the proof of sufficiency, some linearity results will be shown.
The following is an easy linearity result. In the case α = 1, it has already been noted by Cutler. 
µ is linear and strongly continuous.
, then both ν and µ are absolutely continuous with respect to µ + ν. Thus, φ µ+ν = φ µ µ-a.e. and φ µ+ν = φ ν ν-a.e., implying
The following two lemmas and Theorems 6.5 and 6.6 explore some closure properties of the set of all possible multispectrums. 
Proof. ω1 (t, s) .
and G is a non-negative σ ω1 (µ)-integrable function, then the measure ν ∈ M + (T ) defined by the weak * integral formula
is absolutely continuous with respect to µ and
. Proof. Using the definition of ν and (4.6) of Theorem 4.3, for any H ∈ C(T ),
Definition 6.2. Let S (T,ρ) denote the set of all ω 1 -order multispectrums of T , µ ω1 and
where the first equality is the definition of σ ω1 (ν), the second is (6.1), the third is (4.6) of Theorem 4.3 as is the fourth, the fifth from the choice of µ, and the last by the definition of G. Thus ξ = σ ω1 (ν), implying ξ ∈ S (T,ρ) . Now it will be shown that S (T,ρ) is strongly closed.
is a sequence of elements of S (T,ρ) which converge strongly to the finite regular Borel measure κ.
2 i µ i converges strongly to an element µ of M + (T ). Since (·) ω1 is strongly continuous,
Proof. For any Borel
ω1 , let κ1 A denote the measure which is absolutely continuous with respect to κ and has Radon-Nikodym derivative 1 A . Let
is a countable collection of elements of C, then
, and each term of
That is, C is closed under countable unions. It follows that there is an element B of C so that
It is enough to show κ(B) = κ([0, ∞]
ω1 ) to arrive at the conclusion of the theorem.
implying κ(B ∪ C) > κ(B), contradicting (6.2).
The following lemma uses the homogeneity of the operator K to make some small calculations. The corollary which follows can be thought of as a characterization of the uniqueness of µ α , which is a transfinite version of Theorem 2.2. 
Proof. That the conclusion is true for β = 1 is just condition (1). Induction Hypothesis: Suppose that the conclusion is true for all γ < β. Case: β is a limit ordinal.
, which equals ξ γ by the induction hypothesis. So ξ = µ β by uniqueness of Kolmogoroff extensions.
Case: β = γ + 1. By the induction hypothesis,
Using the homogeneity of the operator K, (6.4), and hypothesis (2), we have µ γ • ζ
Using (6.3) and (6.5), the case follows. α the following two conditions hold:
Proof. If λ satisfies (1) and (2), then Theorem 6.7 implies λ = µ α . All that is left to show is (1) and (2) is true for µ α . It follows from Theorem 3.1 statement (3.3) and an obvious manipulation of coordinates, that for 1 ≤ β < α,
where "s → µ α,s " is the factor kernel of µ α with respect to ζ α . Since K(µ) = µ 1 , (6.6) (with β = 1) implies (1). All that is left is to show (2) is true for µ α . Remember by definition σ α (µ) = µ α • ζ 
By definition of µ β+1 and (6.7), for h ∈ C(T × [0, ∞] β+1 ),
But it follows from (6.6) that
The equations (6.8) and (6.9) together imply (2).
Multiplicative Cascades in Certain Ultrametric Spaces
In this section, a set valued cascade and an associated multiplicative process are analyzed in order to show the possibility of producing, in certain ultrametric spaces, the 'bits and pieces' of α-order basic multispectrums needed in Theorem 6.6. In particular we have Theorem 7.7 at the end of the section as the main theorem. Let b be an integer ≥ 2, T be the product space {0, 1, . . . , b − 1} N , d > 0, and Let T * denote the set of all finite sequences of elements in {0, 1, . . . , b − 1} with ∅ denoting the empty sequence. For any τ ∈ T * ∪ T , let | τ | denote the length of τ . For either t ∈ T or t ∈ T * , and n an integer less than or equal to the length of t, then t | n will denote the element in T * of length n which has coordinates equal to the first n coordinates of t.
Also we let λ denote normalized Haar measure on T , where T is viewed as infinite product group of the finite group Z mod b. Definition 7.1. Let κ be a basic multispectrum of diffuseness order α ≥ 1, with spreading measure ν and unidimensional map U . Let P n ∞ n=0 be a sequence of partitions of [0, d] α into ν-measurable sets so that
the σ-algebra generated by the set ∞ n=0 P n and the ν-null sets is the ν-measurable sets, (3) for each n, P n+1 refines P n , and
Such a sequence will be called a positive filtration base for ν (or for κ). For any s ∈[0, d]
α and n ∈ Z + , let E n (s) denote the unique element in P n satisfying s ∈E n (s). A positive filtration base P n ∞ n=0 is said to encode a coordinate induction rule for κ if and only if ν-a.e.-s, for each β < α,
where s β is the coordinate of s of index β and s | β = θ α,β (s). A function r from {∅} ∪ P n ∞ n=0 into {0} ∪ [1, ∞) which is 1-1 and r(∅) = 0 is said to be a transfer map for P n ∞ n=0 . A transfer map r is said to encode an induction initiation rule if for ν-a.e.-s,
, r is called a coordinate induction pair for κ if P n ∞ n=0 is a positive filtration base which encodes a coordinate induction rule and r is a transfer map for P n ∞ n=0 which encodes an induction initiation. Definition 7.2. Given a positive filtration base P n ∞ n=0 for some basic multispectrum κ of spreading order ≥ 1, and a transfer map r , for each n ≥ 1, the n th transition matrix induced by the pair P n ∞ n=0 , r is the matrix q n = (q n,A,B ) A,B with rows indexed by elements of P n−1 ∪ {∅} and columns indexed by elements of P n ∪ {∅} satisfying: for A ∈ P n−1 ∪ {∅} and B ∈ P n ∪ {∅},
and an initial distribution induced by r, q 0 , is defined on P 0 ∪ {∅} by
Lemma 7.1. The vector q 0 defined in (7.4) is a probability vector on {∅} ∪ P 0 and for all n ∈ N, the matrix q n defined in (7.3) is a probability transition matrix from {∅} ∪ P n−1 to {∅} ∪ P n . Further, for A a Borel subset of [0, d] and B ∈ P n−1 , Since for all C ∈ P n , either C ⊆ B or C ∩ B = ∅, the set {C ∈ P n : C ⊆ B} is a countable partition of B, and ν(C | B) = 0 for C ∈ {C ∈ P n : C ∩ B = ∅}. Thus the right hand side of (7.5 
Proof. Since r(A)
≥
) equals ν(A | B).
The sequence of matrices q n ∞ n=0 allows us to define a distribution for a set valued stochastic process A n where the value of A n is in {∅} ∪ P n by the consistency scheme P (A 0 = B) = q 0,B and the n th transition defined by
Also this defines a distribution for a real valued stochastic process as the distribution of the transferred sequence r (A n ) ∞ n=0 . We can use the transferred distribution on r (A n ) ∞ n=0 as a generator process for a random cascade (see the paragraph after Theorem 2.1 of [21] , and also Definition 2.1 and Theorem 2.1 of the same.) The following two definitions give the notation of section 2 of [21] in our coordinate induction pair setting. . For each τ ∈ T * , let A τ :
→ {∅} ∪ P |τ | be the τ th coordinate projection. The collection A τ τ ∈T * is called the set valued random cascade associated with P n ∞ n=0 . Given a transfer map r for P n ∞ n=0 , the probability cascade measure generated by the pair P n ∞ n=0 , r is the measure on the Borel sets of Ω Pn ∞ n=0 defined by the following scheme:
(1) P (A ∅ ) = q 0,B if B ∈ {∅, [0, ∞] α }, and (2) If B τ ∈ {∅} ∪ P |τ | for all τ satisfying |τ | ≤ n, then 
, defined by
is a multiplicative cascade in the sense of statements 2.2 through 2.4 of [21] .
Proof. Transferring back and forth from the set values E and the real numbers r(E) and letting
which is equation 2.1c of [21] . Also equation (i) of [21] follows from the equation:
Establishing that the transferred distribution satisfies (ii) follows from (7.6).
We will use the following defined setup throughout this section: Definition 7.4. Let κ be a basic multispectrum of spreading order α ≥ 1. A κ-cascade-setup is the ordered collection of objects < κ,
is a positive filtration base for κ, r is a transfer map for P n
, F, P is the probability space generated by the pair P n ∞ n=0 , r , A τ τ ∈T * and W τ τ ∈T * are the set-valued cascade and random cascade associated with P n ∞ n=0 , r , F n ∞ n=0 is the filtration defined by F n = σ-{W τ : |τ | ≤ n}, and Q n ∞ n=0 is the multiplicative process generated by the pair P n ∞ n=0 , r . Since r is 1-1, F n = σ-{A τ : |τ | ≤ n} also. One of the most exploited properties of the multiplicative process Q n ∞ n=0 defined above is its being a positive T -martingale: That is, Q n ∞ n=0 is a sequence of non-negative functions measurable with respect to the σ-algebra generated by the F × B (T )-rectangles 5 and for each t ∈ T , Q n (t) ∞ n=0 is a martingale with respect to the measure P . (See [9] and [18] for basic facts concerning positive T -martingales and sections 1, 2, and 3 of [21] for some theory for positive T -martingales with this cascade structure.) Perturbations of multiplicative cascades Q n which preserve the 'cascade measurability' and T -martingale properties can be obtained by weight systems, G = G τ τ ∈T * , as introduced in Definition 2.2 of [21] .
Lemma 7.3. Fix a κ-cascade-setup. Let B be a Borel subset of [0, d]
α , and let F(B) = F (B) τ τ∈T * , where
Then F(B) is a weight system for the multiplicative process Q n ∞ n=0 .
Proof. Fix t ∈ T , and n ∈ N, then
where the first equality is measurability of Q n (t), the second is (7.7), and the third is Lemma 7.1. That is, '(ω, t) → Q n (ω, t) F (B) t|n ' is a positive T -martingale and for each τ ∈ T * , F (B) τ is σ-W τ |i : i ≤ n -measurable and so F (B) is a weight system for the multiplicative cascade Q n .
A fundamental property of positive T -martingales Q n ∞ n=0 is the following: if
converges weak * to a measure Q ∞ (µ), (where for each n, Q n µ is the measure absolutely continuous with respect to µ with Radon-Nikodym derivative Q n , and Q ∞ is a random operator). See Kahane [9] . In the case µ = λ, the following notation is adopted from [21] (with the exception of the use of G −1 throughout this paper): Definition 7.5. Let λ denote normalized Haar measure on T . If G is a weight system for the multiplicative cascade Q n ∞ n=0 , and
is said to die if λ G,n (T ) converges to 0 a.s.
We will also use the auxiliary measures Q G and P G,t associated with the multiplicative cascade with weight system G , G −1 = 0 as defined in section 2 of [21] (see statements 2.4 and Theorem 2.3 of that paper). We note a basic property of P G,t here: for each bounded function H : Ω Pn ∞ n=0 → R measurable with respect to σ-{W τ : |τ | ≤ n},
The following lemma is a restatement of Corollaries 2.1, 2. 
The collection of weight systems F(B) B∈B ([0,d] α ) defined in Lemma 7.3 is 'differentiable' with respect to ν and has a local structure. See [21] for a definition of local structure. (1) F(·) has a local structure with respect to ν with a version of ∂F(s) given by
α , and with respect to this choice version we have:
lives.
Proof. Let F(·) be the measure valued weight decomposition defined by
Applying (7.11) to the right hand side of (7.10), we have P ∂F(s),t (A t|n = E n (s)) = ∂F (s) (2) follows. Using the statement (2) already proved, P ∂F(s),t -a.s.,
Now apply Lemma 7.4 part (2).

Lemma 7.6. Within the setup of Theorem
lives}.
lives and P -a.s.
(2) Suppose ζ is a finite measure supported on the set
Proof. That ∂Fdζ is a weight system follows from Fubini's Theorem. Let s ∈L.
lives, Corollary 2.2. of [21] implies
This together with part (2) of Theorem 7.5 implies
Since ζ is supported on L, Theorem 2.11 of [21] implies λ ∂Fdζ,n ∞ n=0 lives, and P -a.s.
e.-t, ∃u ∈ B (namely s) so that ∀n, A t|n = E n (u). Using Fubini's Theorem and (7.14), the preceding statement becomes P -a.s., λ ∂Fdζ,∞ -a.e.-t, ∃u ∈ B so that ∀n, A t|n = E n (u). But since λ ∂Fdζ,n ∞ n=0 lives, Theorem 7.5 part (1) and this last implies λ-a.e.-t, P ∂Fdζ,t -a.s., there is a (random) s ∈B so that A t|n = E n (s) for all n.
For part (2) , note that the function ϕ is Borel. If a, b are extended reals with a < b, then
defines a weight system by part (1). Let
Easily by the definition of ϕ, if s ∈ C, 1 (a, b) ). By part (1), λ-a.e.-t, P G,t -a.s., there is a (random) s ∈B so that A t|n = E n (s) for all n. Continuing with this same s, using (7.12) and (7.15),
By Lemma 7.4 parts (4) and (5), P -a.s., λ G(a,b),∞ is supported on a set of dimension ≤ b and gives sets of dimension < a measure zero. If ζ({x}) = 0, then equation (7.14) implies
The last two statements together with Theorem 2.2 imply for ζ({x}) = 0,
Since there exists a countable dense set D of reals so that ζ • ϕ −1 (D) = 0 and the cumulative mass distribution of the form of the left hand side of (7.16) are right continuous, it follows that P -a.s., for all x, the equation (7.16) holds. 
, r is a coordinate induction pair for κ so that ν-a.e.-s,
Let P be the cascade measure generated by the coordinate induction pair. Then the measure valued process λ n ∞ n=0 lives with respect to P and
Proof. Let L be as Lemma 7.6. Theorem 7.5 part (3) and (7.17) implies ν(L) = 1.
= s β and
, r is a coordinate induction pair, ν(Ind) = 1. Fix s ∈ L ∩ Ind. Letting ζ = δ s in Lemma 7.6 part (2), the ϕ for δ s satisfies
This implies by Lemma 7.6 part (2), P -a.s., α,β -a.e.-u, ν θ α,β =u (L) = 1. Claim ζ: P -a.s. the following two conditions hold:
Using again part (2) of Lemma 7.6, (0) follows from the calculation: for ζ = ν,
Thus Claim ζ holds.
To establish this claim it is enough to show P -a.e., λ ∞,α = w * -λ ∂F(s),∞ × δ s dν(s), since this and the fact P -a.s., ν-a.e.-s, λ ∂F(s),∞ is unidimensional of dimension U (s), will imply the claim. But this follows from Claim ζ and Theorem 6.7 and the fact that P -a.s.,
, where the first equality comes from Claim κ, the second by Fubini's Theorem, and the third since ∂F −1 (θ ω1,α (s)) = 1. Thus the last statement of the theorem follows.
Remark 7.1. Note that P -a.s., the Borel map φ λ∞,ω1 associated with λ ∞ is defined λ ∞ -a.e. by the formula φ λ∞,ω1 (t) = s * Û(s) where s is the unique element of Ind so that A t|n = E n (s) for all n, i.e., A t|n = {φ λ∞,ω1 (t)} for λ ∞ -a.e.-t, P -a.s.
Existence of Positive Filtration Bases
The existence of positive filtration bases for basic multispectrums which encode induction rules needs to be demonstrated. The following κ-setup will be assumed throughout this section:
κ-Setup: Let κ be a basic multispectrum of diffuseness order α ≥ 1, with spreading measure ν and unidimensional map U . We suppose κ-a.e. 
Proof. This is an easy consequence of the definition of basic multispectrum of spreading order α ≥ 1. Proof. It is well known that if P is a non-atomic probability measure on the Borel sets of R with cumulative distribution function F , then
Let A be a universally measurable subset of [0, d] β × R, and for each u
where the third equality follows from the fact 'for ν • θ
Since κ is a basic multispectrum of order α and β < α,
β is non-atomic. Thus, (8.7) and (8.5) together imply (8.4) .
For statement 8.3, note ν θ α,β=u {s : 6 and applying (8.7) and the preceding sentence, we have ν θ α,β=u {s : 
Proof. The first statement will follow if the second statement can be proved. For γ < α, we fix the functions H γ to be Borel and to be measurable with respect to θ α,γ+1 by changing them, if necessary, with respect to countably many sets of measure zero. Thus σ-(H γ ; γ < β) is contained in the σ-algebra generated by σ-(S γ ; γ < β). Let H β = H γ γ<β . For each β ≤ α, let
We will show that ν(A β ) = 0 for all β ≤ α. Easily A 0 = ∅, and so ν(A 0 ) = 0.
, then θ α,β (s) = θ α,β (u)}. Now, ν(B β ) = 1, and since H γ is measurable with respect to θ α,β for γ < β, B β is saturated with respect to the map θ α,β . Let C be a Borel subset of [0, d] α which is saturated with respect to θ α,β 7
and C ⊆ B β . Since C ⊆ B β and C is saturated with respect to θ α,β , C is saturated with respect to H β :
, C is in the σ-algebra generated by the ν-null sets and σ(H γ ; γ < β). It follows that σ-(S γ ; γ < β) is a subset of in the σ-algebra generated by the ν-null sets and σ(H γ ; γ < β).
Proof. It is enough to show that
where the fourth equality is Lemma 8. 
Easily, formula (8.9) implies the collection of σ-fields {F =γ : γ < α} is a totally independent collection of σ-algebras with respect to ν. Further, (8. 
Proof. Easily H is measurable with respect to the σ-algebra generated by the multi- 
We will now construct a positive filtration base. 
Proof. For a fixed κ-setup, let δ 1 , δ 2 , . . . be a listing of the elements in α, where the indexing is done with the natural numbers or a finite initial segment of the natural numbers. Further, choose the indexing so that δ 1 = 0.
If D is a finite subset of α, then define the extension set, D , of D by
Let Z denote the integers. For each n ≥ 1, define a function g n with domain
k -tile and ∀i < n, A i ⊇ A i+1 } and with range the set {h : D → Z : D is a finite subset of α} so that g n satisfies the following two conditions: 
For each n ≥ 1, a function G n from Dom n into the collection of sets of multi-b ktiles is defined as follows:
The set Y is a compact Hausdorff space when given the topology of pointwise convergence. Since G n ( A i n i=1 ) is always a collection of disjoint multi-b k -tiles which unions to A n , the following claim holds: Claim 1. For each n, P n is a finite partition of [0, d] α into multi-b k -tiles and P n+1 refined P n .
For
In particular for p = 1,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and for p ≥ 2, subtracting the left hand side of (8.13) with p − 1 substituted for p from the left hand side of (8.13) (without changing p) and noting the result must lie in (−1, 1) , it follows that Proof of Claim 3: There is a integer j so that γ = δ j . By the definition of P n , δ j ∈ D(A n ), if there is at least j i's less than n so that A i = A i+1 . Apply Claim 2. 
Using the compactness of Y , it is easy to see that there is an integer n so that for all B ∈ P n either B ⊆ A or B ∩ A = ∅. Easily A ∈ σ(P n ) for that n. Thus σ( 
Any such r is a transfer map for P n Let T be a compact metric space, and M (T ) * denote the linear functionals on the bounded countably additive Borel signed measures of T which are strongly continuous. Let |µ| denote the total variation measure of µ for µ ∈ M + (T ). The following Representation Theorem can be found in Conway [3] (Theorem 5.12) and is of the type that Mauldin attributes to Schreier in [12] .
Theorem. If ψ * ∈ M (T ) * , then there exists a bounded function Φ ψ * : M (T )×T → R so that for all finite signed measures µ and ν, 1) Φ ψ * (µ, ·) is |µ|-measurable, 2) if |ν| |µ|, then |ν|-a.e., Φ ψ * (ν, ·) = Φ ψ * (µ, ·) and 3) ψ * (µ) = Φ ψ * (µ, t)dµ(t).
Such Φ ψ * can be thought of as a local parameter map for the functional ψ * . It follows from Lemma 6.2 that the first order parameter extension map K ψ * :
is linear and strongly continuous. However, K ψ * may not have enough weak * measurability to form the transfinite parameter extensions of Definition 3.2 since the iterated integrals needed will not be well-defined. then it is not hard to show that when ψ is an increasing set function,ψ(A) satisfies (1) and (2) of page 2 11 ,ψ ≤ ψ, andψ * = ψ * . In this case the local parameter function Φ ψ * satisfies all the statements of the first order theory (Theorems 2.1, 2.2, and 2.3) except possibly the statement that Φ ψ * is weakly Borel. If Φ ψ * and K ψ * are sufficiently measurable, then the iterated integrals of the definitions of the transfinite multiparameter extensions are well defined and the theorems of Sections 3, 4, 5, and 6 are true. However the converse of Theorem 4.3 need not be true for these increasing parameters. (Consider the example F given above.) 9 For example: Let T = [0, 1] , let λ denote Lebesgue measure on [0, 1], and let A be a subset of [0, 1] not measurable with respect to λ. Define ψ * (µ) = xgµ(x)dλ + x∈A xµ({x}), where gµ(x)dλ is the part of the Lebesgue decomposition of µ which is absolutely continuous with respect to λ. In this case K ψ * (λ) = w * − δx × δxdλ(x) and K ψ * (δ x) = 1 A (x)δx × δx+ 1 A c (x)δx × δ 0 but 1 y>0 dK ψ * (δx)(t, y)dλ(x) is not well defined. 10 Potential/capacitance theory with this type of formula can be found elsewhere, for example in [5] . Our interest here is merely the the lineψ * = ψ * . 11 Tricot gives some discussion on "σ-stability" and also of the "irregularity of a set" in [17] .
