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a b s t r a c t
In this article, a new methodology, Direct Expansion Method of Boundary Condition
(DEMBC), is developed to solve 3D elliptic equations in the irregular domain. First, the
previous Rational Differential Quadrature Method (Rational Spectral Collocation Method
in (Berrut et al. 2005) [8]), developed by Berrut et al. (2005) [8], has been generalized to
solve 3D elliptic equations. Second, it is showed that Direct ExpansionMethod of Boundary
Condition is capable of handling boundary problems with higher efficiency. Finally, with
the help of conformal mapping (Tee and Trefethen, 2006) [9] and domain decomposition
method, DEMBC and 3D-RDQM are able solve three kinds of 3D elliptic equations with
small parameters in the irregular domain. Numerous test results justify the accuracy and
efficiency of our approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Differential Quadrature Method (DQM), introduced by Richard Bellman and his associates [1], due to its global
domain property, is more efficient for nonlinear problems than the traditional numerical techniques such as finite-element
and finite-difference methods [2]. Malik and Bert [3] has developed a detailed methodology for implementing multiple
boundary conditions in differential quadrature solutions of higher-order differential equations. Then, Chu presented a
direct matrix method for analytically computing the Jacobian of nonlinear algebraic equations, which could be applied
on 1D and 2D problems [4]. Later, Chen et al. used DQ approximate formulas to express the 2D and 3D Poisson and
convection–diffusion equations as the Lyapunov algebraic matrix equation with the help of the reduction technique [5].
Furthermore, the Hadamard and SJT product of matrices could be applied to the DQ solution of geometrically nonlinear
bending of isotropic and orthotropic rectangular plates [6]; a methodology for applying the DQM to the free vibration
analysis of arbitrary quadrilateral plates has been developed to transform the irregular physical domain into a rectangular
domain in the computational space [7]. But DQM does not have the absolute capability to handle equations with small
parameters.
The Rational Differential Quadrature Method (RDQM) has been widely introduced and recognized to the public in recent
years. RDQM was developed by Berrut, Baltensperger, and Mittelmann based on rational interpolates [8]. The common
feature of RDQM is its barycentric formwhich could help to eliminate the Runge phenomenon. With the presence of RDQM,
a particular solution could be discovered soon. On the other hand, it is not necessary for RDQM to transform the underlying
problem into new coordinates or take into account as the existing adaptive spectral methods do [9].
With the help of conformal mapping and the domain decomposition method, we could solve elliptic equations with
small parameters on a line segment. The article of Kumar and Singh [10] is a wide survey and classification of various
computational techniqueswhich are used for solving singular boundary-value problems, but these techniques are all applied
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on one and two-dimensional elliptic problems. Based on the application of the Kronecker product, we are able to extend
RDQM to three dimensions in this article. By using conformal mapping and the domain decomposition method, elliptic
equations could be solved in 3D-RDQM with small parameters in a cube.
Spectral methods are successfully used nowadays for widely diverse applications, such as fluid dynamics, wave
propagation, solid and structural analysis, and so on [11]. Their principal appeal relies on their spectral accuracy for
sufficiently smooth functions.
However, there are constraints in the implementation of spectral methods. One of the biggest limitations is that the
geometry of the domain solving the problem must be simple enough to accommodate an appropriate orthonormal basis
in which to expand the full set of possible solutions to the problem. This inability to handle an irregularly shaped domain
is the main hindrance in the application of spectral methods in many engineering problems, while the main reason why
finite-element methods are preferred is its flexibility to describe complex geometries [12].
Some methods have been developed to overcome this limitation. For example, a normal method of solving PDEs on a
triangle domain is to introduce a translation that maps the triangle domain onto a normalized computation domain. So, one
edge of the mesh has to degenerate into a single point, then resulting into an over-dense grid near the point and eventually
will incur unnecessary efforts for massive computation [13]. The domain decomposition method (DDM) is able to handle
such problems on triangle domains [14], however, is still complicated to some extent. Another way is to use the Differential
Quadrature Trefftz Method (DQTM) [15]. In DQTM, spectral collocation methods are used to compute a particular solution
on a regular domain and the TrefftzMethod is used to solve the homogeneous solution. The domain embeddingmethod [11]
is also a good idea to avoid the gridding and the complexity coming from the irregularity of the domain. The idea of these
methods is to approximate the solution to the original problem by the solution of an auxiliary problem in a fictitious regular
domain in which the irregular geometry is embedded [16–18]. Lam has applied the Differential Quadrature Method to
thermal and torsional problems in two dimensions with geometry ranging from quadrangles to curved shapes, and got
accurate results [19]. However, it is necessary to adjust the values on the boundary of the rectangles, so that u = 0 on ∂Ω0
in those procedures, which is very complicated.
In this article, a new method, Direct Expansion Method of Boundary Condition, is developed to treat the boundary
conditions on the irregular domain of three-dimensional elliptic equations. The numericalmethod has been an alternative to
the finite-element method and the boundary-element method, due to its advantages of effective treatment of complicated
load conditions, and avoiding mesh distortion in the large deformation program [20].
The overview of this article is organized as follows. In Section 2, we will present the implementation of how RDQM
is extended to three dimensions and introduce conformal mapping and the domain decomposition method. In Section 3,
we will perform analysis on DEMBC and then illustrate how to implement DEMBC on the irregular domain. In Section 4,
numerical examples will be presented to reveal the priority of DEMBC and 3D-RDQM. In Section 5 we present the
conclusions.
2. 3D rational differential quadrature method
2.1. Extension of rational differential quadrature method
The barycentric form of a rational function r(x)which interpolates data f1, f2, . . . , fN+1 at points x1, x2, . . . , xN+1 is
r(x) =
N+1∑
i=1
ωi
x−xi fi
N+1∑
ii=1
ωii
x−xii
(1)
where ω1, ω2, . . . , ωN+1 are named barycentric weight.
It has been proved that the barycentric weights take the value ω1 = 12 , ωi = (−1)i−1, i = 2, . . . ,N , and ωN+1 = (−1)
N
2 ,
if {xi = cos( i−1N π)}i=1,2,...,N+1 [21]. li(x)will be used to denote a base function of r(x), viz.
li(x) =
ωi
x−xi
N+1∑
ii=1
ωii
x−xii
(2)
where i = 1, 2, . . . ,N + 1.
Its derivatives can be evaluated easily using a differentiation formula derived by Baltensperger and Berrut [22,23]. The
one-order and two-order derivatives of r(x) evaluated at xj can be written in the form (3).
r (1)(xj) =
N+1−
i=1
Ajifi r (2)(xj) =
N+1−
i=1
Bjifi (3)
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Table 1
Implementation of the rule of multiplication.
Matrix form Detail
C1 = D1U
forj = 1 : N2 + 1
for k = 1 : N3 + 1
for i = 1 : N1 + 1
C1(i, j, k) = 0;
for l = 1 : N1 + 1,
C1(i, j, k) = C1(i, j, k)+ D1(i, l) ∗ U(l, j, k);
end
end
end
end
C2 = D2U
for i = 1 : N1 + 1,
for k = 1 : N3 + 1,
for j = 1 : N2 + 1
C2(i, j, k) = 0;
for l = 1 : N2 + 1,
C2(i, j, k) = C2(i, j, k)+ D2(j, l) ∗ U(i, l, k);
end
end
end
end
C3 = D3U
fori = 1 : N1 + 1,
for j = 1 : N2 + 1,
for k = 1 : N3 + 1,
C3(i, j, k) = 0;
for l = 1 : N3 + 1,
C3(i, j, k) = C3(i, j, k)+ D3(k, l) ∗ U(i, j, l);
end
end
end
end
where the Aji and Bji are given by (4) and (5).
Aji =

ωi
ωj(xj − xi) j ≠ i
−
N+1−
k=1, k≠i
Ajk j = i
(4)
Bji =

2Aji

Ajj − 1xj − xi

j ≠ i
−
N+1−
k=1, k≠i
Bjk j = i
(5)
for i, j = 1, 2, . . . ,N + 1.
We set the points x1, x2, . . . , xN+1 to be the Chebyshev–Lobatto points. Let us denoteU a three-dimensional array, where
Uijk = u(xi, yj, zk), 1 ≤ i ≤ N1 + 1, 1 ≤ j ≤ N2 + 1 and 1 ≤ k ≤ N3 + 1. Then, Il, Al and Bl are supposed to be the identity
matrix, the differential matrix of 1-order and the differential matrix of 2-order separately. The two-dimensional matrix Dl
is used to represent Il, Al or Bl. Apparently, the dimension of Dl is Nl + 1, where l = 1, 2 or 3.
Table 1 shows the rule of multiplication between two-dimensional matrix Dl and three-dimensional array U .
According to the rule of multiplication set in Table 1 and the definition of Kronecker product, the differential operators
could be approximated by the matrices and the vectors, which are shown in Table 2. In this article, vec U , with the same
meaning of U(:) in Matlab, is used to represent the vectorization of U , while⊗ is the Kronecker product.
2.2. Implementation of 3D-RDQM
Any cube could be transform to be [−1, 1]3 with a little effort. So we just talk about the case in [−1, 1]3 in this article.
We suppose thatΩ0 = {(x, y, z)|(x, y, z) ∈ [−1, 1]3}.
Lu = a1uxx + a2uyy + a3uzz + a4uxy + a5uxz + a6uyz + a7ux + a8uy + a9uz + a10u = f (x, y, x) (x, y, x) ∈ Ω0 (6)
u(x, y, z) = ϕ(x, y, z) (x, y, x) ∈ ∂Ω0 (7)
where as, s = 1, . . . , 10, denotes the smooth function of (x, y, z).
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Table 2
The approximation of differential operator.
Differential operator Discretization Vectorization
uxx B1I2I3U (I3⊗ I2⊗B1)×vec U
uyy I1B2I3U (I3⊗B2⊗ I1)×vec U
uzz I1I2B3U (B3⊗ I2⊗ I1)×vec U
uxy A1A2I3U (I3⊗A2⊗A1)×vec U
uxz A1I2A3U (A3⊗ I2⊗A1)×vec U
uyz I1A2A3U (A3⊗A2⊗ I1)×vec U
ux A1I2I3U (I3⊗ I2⊗A1)×vec U
uy I1A2I3U (I3⊗A2⊗ I1)×vec U
uz I1I2A3U (A3⊗ I2⊗ I1)×vec U
u I1I2I3U (I3 ⊗ I2 ⊗ I1)× vec U
Now, we suppose {(xi = cos( i−1N1 π), yj = cos(
j−1
N2
π), zk = cos( k−1N3 π))}, Uijk = u(xi, yj, zk), as,ijk = as(xi, yj, zk) and
fijk = f (xi, yj, zk), i = 1, . . . ,N1+ 1, j = 1, . . . ,N2+ 1, k = 1, . . . ,N3+ 1, in this article. Thanks to Table 2, we can derive
(6) into the form ofM × vec U = vec f , where vec(as) and vec f is the notation of as(:) and f (:) in Matlab.
M = diag(vec(a1))× (I3 ⊗ I2 ⊗ B1)+ diag(vec(a2))× (I3 ⊗ B2 ⊗ I1)
+ diag(vec(a3))× (B3 ⊗ I2 ⊗ I1)+ diag(vec(a4))× (I3 ⊗ A2 ⊗ A1)
+ diag(vec(a5))× (A3 ⊗ I2 ⊗ A1)+ diag(vec(a6))× (A3 ⊗ A2 ⊗ I1)
+ diag(vec(a7))× (I3 ⊗ I2 ⊗ A1)+ diag(vec(a8))× (I3 ⊗ A2 ⊗ I1)
+ diag(vec(a9))× (A3 ⊗ I2 ⊗ I1)+ diag(vec(a10))× (I3 ⊗ I2 ⊗ I1). (8)
2.3. Conformal mapping and domain decomposition method
In the case of equations with small parameters, more points have to be put into the boundary layer of the equation to
keep the accuracy of the spectral method. So we use conformal mapping to rearrange the Chebyshev–Lobatto points. And
the domain decomposition method is used to handle equations with two different boundary layers.
We define conformal mapping as
g(t) = δ + aε sinh
[
sinh−1

1− δ
aε

+ sinh−1

1+ δ
aε

t − 1
2
+ sinh−1

1− δ
aε
]
(9)
where δ is the location of the boundary layer, ε is the small parameter in equation [9] and aε is used to represent the thickness
of the boundary layer. If a is selected appropriately in (9), the accuracy of 3D-RDQM could be improved greatly. For example,
to equation− uxx10,000 − uyy − uzz + ux100 + uy + uz = 0, we could use conformal mapping in the x axis. We set ε = 0.01 first,
then evaluate δ = 1 by some diagnosis techniques of the boundary layer. But we have tomake several experiments to guess
the value of a. Personally, I would like to set a = 2 or a = 3.
The first strong point of g(t) in dealing with boundary layers is that the prescribed ωi, i = 1, . . . ,N + 1, need not be
changedwhile conformalmapping is applied on the interpolation points (xi, yj, zk), which are the Chebyshev–Lobatto points
in [−1, 1]3. The relevant proof could be seen in Ref. [9]. The second strong point of conformal mapping is its applicability to
all types of single boundary layers parallel with the coordinate axis [8]. The implication of conformal mapping is shown in
Examples 4.1, 4.2 and 4.3.
But this convenient conformal mapping cannot help in the equation with two boundary layers. Due to domain
decomposition, we can separate these two boundary layers into two regions. And then, conformal mapping is applied
to handle the boundary layer in the two regions separately. Example 4.4 illustrates the advantage of the combination of
conformal mapping and domain decomposition.
3. Direct Expansion Method of Boundary Condition
3.1. Some analysis of DEMBC
Uijk, which has been defined in Section 2, is used to store the function value u(xi, yj, zk). Thanks to (2), we can write three
matrices based on the rational interpolate base-functions in x-coordinate, y-coordinate and z-coordinate.
L1(x) = (l1(x) . . . lN1+1(x)) (10)
L2(y) = (l1(y) . . . lN2+1(y)) (11)
L3(z) = (l1(z) . . . lN3+1(z)). (12)
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Function u(x, y, z), (x, y, z) ∈ Ω0, could be approximated by (13).
unumerical(x, y, z) = L1(x)L2(y)L3(z)U = (L3(z)⊗ L2(y)⊗ L1(x))× vecU . (13)
Given the vectors X = (x1 . . . xm)T , Y = (y1 . . . ym)T and Z = (z1 . . . zm)T , unumerical(X, Y , Z) can be written
in the form of (14).
unumerical(X, Y , Z) = ((L3(Z)⊗ ones(1,N2 + 1)⊗ ones(1,N1 + 1))
· ∗ (ones(1,N3 + 1)⊗ L2(Y )⊗ ones(1,N1 + 1))
· ∗ (ones(1,N3 + 1)⊗ ones(1,N2 + 1)⊗ L1(X)))× vec U (14)
where .∗ is the point multiplication in this article.
Due to Table 2 and formula (14), Dirichlet, Neumann and some complicated boundary conditions could be handled in
any irregular domain of their equations.
Given a 3D regionΩ ⊂ Ω0 = [−1, 1]3, we wish to find a solution u to the previous problem I:
Lu = f (x, y, z) ∈ Ω (15)
u = ϕ(x, y, z) (x, y, z) ∈ ∂Ω (16)
where the equation in (15) has been defined in (6), but in a different domain.
When applying 3D-RDQM to this problem, we first extend {as}s=1,2,...,10 and f in Lu = f continuously to the regionΩ0.
So, the solution in the form (13) is a particular solution to Lu = f inΩ0. As a consequence, it is also a particular solution
to the equation Lu = f in Ω . Note that the particular solution is not unique, so vec U cannot be specified. Letting uNumerical
satisfy the boundary condition (16), we can thus solve vec U and finally get the numerical solution.
Similarly, extend {as}s=1,2,...,10 and f in Lu = f to the domainΩ0, and consider problem II:
Lu = f (x, y, z) ∈ Ω0 (17)
u = ϕ(x, y, z) (x, y, z) ∈ ∂Ω0. (18)
The idea of domain embedding methods is that the solution to problem I is approximated by the solution of the auxiliary
problem II in the fictitious domainΩ0. Any type of boundary condition can be imposed on the extended boundary ∂Ω0, but
the problem is how to retain the same solution in the irregular domain. In [16,17,12], the authors have presented different
ways to extend the solution to the fictitious domain, but their treatments are complicated and the imposition of the boundary
condition over ∂Ω is often difficult to implement. In this paper, we extend the solution to the fictitious domainΩ0 −Ω in
a very natural way, in DEMBC. That is, we give the boundary condition as
ϕ = unumerical on ∂Ω0 (19)
where unumerical is the numerical solution to the problem I by applying 3D-RDQM.
Here, we assume that the solution u1 of problem I is extended continuously toΩ0. Now, applying 3D-RDQM to problem
II, we get a solution unumerical. It must have unumerical = unumerical. So inΩ , ‖u1 − unumerical‖ = ‖u2 − unumerical‖, where u2 is the
solution of problem II.
3.2. Implementation of DEMBC
To determine U , where Uijk = u(xi, yj, zk), the collocation method is applied.
According to (4) and (5), we know that the rank of matrix Al and Bl is Nl and Nl − 1 separately, where l = 1, 2 or 3. So,
the rank of matrixM , which is defined in formula (8), should be no less than (N1 − 1)× (N2 − 1)× (N3 − 1). On the other
hand, it is evident that M is a ((N1 + 1)(N2 + 1)(N3 + 1)) × ((N1 + 1)(N2 + 1)(N3 + 1)) matrix. So, we should select at
least 2N1N2 + 2N1N3 + 2N2N3 + 2 points on ∂Ω , which would be added into coefficient matrix M , to work as boundary
conditions. Now, we define NN ⩾ 2N1N2 + 2N1N3 + 2N2N3 + 2.
In this article, {(x∂Ωn , y∂Ωn , z∂Ωn)|n = 1, . . . ,NN} is the enumeration of previous boundary points. Due to (13) and (14),
boundary conditions are expressed by formula (20). u(x∂Ω1 , y∂Ω1 , z∂Ω1)...
u(x∂ΩNN , y∂ΩNN , z∂ΩNN )
 =
L3

 z∂Ω1...
z∂ΩNN

⊗ ones(1,N2 + 1)⊗ ones(1,N1 + 1)

· ∗
ones(1,N3 + 1)⊗ L2

 y∂Ω1...
y∂ΩNN

⊗ ones(1,N1 + 1)

· ∗
ones(1,N3 + 1)⊗ ones(1,N2 + 1)⊗ L1

 x∂Ω1...
x∂ΩNN


× vec U
•= Mb × vec U . (20)
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Fig. 1. Physical domain ofΩ1 .
Table 3
Results of (22) with DEMBC applied inΩ1 .
ε N1 N2 N3 Max absolute error Max relative error
1.00E+00 7 7 7 6.55E−06 8.42E−04
1.00E−01 12 8 7 9.30E−06 2.89E−04
1.00E−02 17 8 7 9.12E−06 5.83E−04
1.00E−03 15 8 8 2.74E−05 8.86E−04
1.00E−04 24 8 8 1.48E−05 2.83E−04
1.00E−05 27 8 8 1.80E−05 3.48E−04
1.00E−06 30 8 8 2.00E−05 3.88E−04
And we denote that
fb =
 ϕ(x∂Ω1 , y∂Ω1 , z∂Ω1)...
ϕ(x∂ΩNN , y∂ΩNN , z∂ΩNN )
 . (21)
Moreover,Mb is a NN× ((N1+1)(N2+1)(N3+1))-matrix, while coefficient matrixM in (8) is a ((N1+1)(N2+1)(N3+
1)) × ((N1 + 1)(N2 + 1)(N3 + 1))matrix. So boundary conditions Mb can be added into the coefficient matrix M to work
as a series of rows. So a new coefficient matrix M , which is

M
Mb

, is obtained, while f =

f
fb

. Generally speaking, if our
NN is big enough and the boundary points are sufficient, the coefficient matrixM is a full rank matrix. According to the full
rank property of generalized inverse matrix, there is one and only solution {u(xi, yj, zk)} in the equationM × vec U = vecf ,
which is numerical solution of Eqs. (15) and (16) on the Chebyshev–Lobatto points.
4. Numerical examples
All numerical examples in this chapter are used to show the efficiency and currency of DEMBC and 3D-RDQM. In
Examples 4.1, 4.2 and 4.3, we solve two different equations with their boundary layer {(x, y, z)|x = 1, y, z ∈ [−1, 1]} or
{(x, y, z)|x = 0, y, z ∈ [−1, 1]}, with the help of conformal mapping. Then in Example 4.4, an equation with two boundary
layers {(x, y, z)|x = ±1, y, z ∈ [−1, 1]} is solved by the combination of conformal mapping and domain decomposition.
N1, N2 and N3 in Examples 1, 2 and 3, are used separately to express that {(xi = cos( i−1N 1 π), yj = cos(
j−1
N2
π), zk =
cos( k−1N3 π))}, i = 1, . . . ,N1 + 1, j = 1, . . . ,N2 + 1, k = 1, . . . ,N3 + 1 are applied in the calculation, while in Example 4.4,
N1_1 and N1_2 are used to express that {xi1 = cos( i1−1N1_1 π)}, {xi2 = cos( i2−1N1_2 π)}, i1 = 1 . . .N1_1 + 1, i2 = 1 . . .N1_2 + 1 with
the previous yj and zk unchanged in the two sub-domains A and B. The max absolute error and max relative error are shown
in the following examples, while ε is used to express the small parameter.
4.1. Example 1: 3D elliptic equation with its boundary layer at x = 1 inΩ1−ε2uxx − uyy − uzz + εux + uy + uz = 0 (x, y, z) ∈ Ω1
u(x, y, z) = (1− e x−1ε )(1− ey−1)(1− ez−1) (x, y, z) ∈ ∂Ω1. (22)
The analytic solution of (22) is u(x, y, z) = (1 − e x−1ε )(1 − ey−1)(1 − ez−1). And the boundary layer of (22) is
{(x, y, z)|x = 1, (x, y, z) ∈ Ω1}.
Thanks to conformal mapping, Ω1, which is defined in (23) and shown in Fig. 1, is designed to illustrate the amazing
effect by using DEMBC and 3D-RDQM. Then, our results of solving Eq. (22) inΩ1 are listed in Table 3. We set the coefficient
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Table 4
Results of (22) with DEMBC applied inΩ1 at ε = 10−6 .
ε N1 N2 N3 Max absolute error Max relative error
1.00E−06 8 8 8 0.020392486 0.029946857
1.00E−06 10 8 8 0.01457698 0.027371089
1.00E−06 12 8 8 0.008483767 0.044429638
1.00E−06 14 8 8 0.004078708 0.051272134
1.00E−06 16 8 8 0.002475965 0.033673795
1.00E−06 18 8 8 7.40E−04 0.011763036
1.00E−06 20 8 8 3.72E−05 0.001465702
1.00E−06 22 8 8 5.73E−05 0.002082479
1.00E−06 24 8 8 7.18E−05 0.002851762
1.00E−06 26 8 8 6.93E−05 0.002054567
1.00E−06 28 8 8 3.55E−06 2.82E−05
1.00E−06 30 8 8 2.00E−05 3.88E−04
8 10 12 14 16 18 20 2422 2826 30
0
0.01
0.02
0.03
0.04
0.05
0.06
Er
ro
rs
N1
max absolute error
max relative error
Fig. 2. The variation of N1 against the errors.
Fig. 3. Physical domain ofΩ2 .
δ = 1 and a = 3 in conformal mapping (9) inΩ1.
Ω1 = {(x, y, z)|x, y, z ∈ [−1, 1]} \ {(x, y, z)|y2 + z2 > 1, y, z ∈ R+, x ∈ R}. (23)
Now, we focus on the situation of ε = 10−6, and modify N1 by the step of 2. The reduction of maximum absolute error
and maximum relative error are illustrated in Table 4 and then plotted in Fig. 2.
4.2. Example 2: 3D elliptic equation with its boundary layer at x = 1 inΩ2
Eq. (22) is still used in this section, with its definition domain changed into Ω2, which is defined in (24) and shown in
Fig. 3, is designed to illustrate the amazing effect by using DEMBC and 3D-RDQM, too. Then, our results inΩ2 are listed in
Table 5. We set the coefficient δ = 1 and a = 3 in conformal mapping (9) inΩ2.
Ω2 = {(x, y, z)|y2 + z2 ≤ 1, x ∈ [−1, 0]} ∪ {(x, y, z)|x ∈ [0, 1], y, z ∈ [−1, 1]}. (24)
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Table 5
Results of (22) with DEMBC applied inΩ2 .
Small parameter ε N1 N2 N3 Max absolute error Max relative error
1.00E+00 7 7 7 5.77E−06 1.64E−04
1.00E−01 12 8 7 9.52E−06 6.78E−04
1.00E−02 16 8 7 1.35E−05 9.39E−04
1.00E−03 15 8 8 2.70E−05 6.10E−04
1.00E−04 23 8 8 1.80E−06 1.70E−04
1.00E−05 27 8 8 1.77E−05 6.52E−04
1.00E−06 29 8 8 1.61E−05 7.24E−04
Fig. 4. Physical domain ofΩ3 .
Table 6
Results of (25) with DEMBC applied inΩ3 .
Small parameter ε2 N1 N2 N3 Max absolute error Max relative error
1.00E+00 10 3 3 3.32E−06 2.24E−05
1.00E−01 16 3 3 3.96E−05 7.74E−05
1.00E−02 26 3 3 2.03E−04 2.14E−04
1.00E−03 39 3 3 8.31E−05 7.10E−04
1.00E−04 50 3 3 2.40E−04 2.40E−04
1.00E−05 63 3 3 7.25E−05 6.44E−04
1.00E−06 75 3 3 1.11E−04 5.39E−04
4.3. Example 3: 3D elliptic equation with its boundary layer at x = 0 inΩ3

ε2uxx + 2xux + y2uyy + z2uzz − 10u = 4y3z3 − 10 (x, y, z) ∈ Ω3
u(x, y, z) = (2− e−x
2
ε2 )y3z3 + 1 (x, y, z) ∈ ∂Ω3.
(25)
The analytic solution of (25) is u(x, y, z) = (2− e−x
2
ε2 )y3z3 + 1, with its boundary layer {(x, y, z)|(x, y, z) ∈ Ω3, x = 0}.
We set the coefficient δ = 0 and a = √3 in conformal mapping (9) inΩ3.
Giving Examples 4.1 and 4.2, if we can handle with Example 4.3, there will be no difficulty in dealing with a similar
equation with its single boundary at x = xa, where xa ∈ [−1, 1], since conformal mapping being compatible to any single
boundary layer which is vertical to one of the three coordinate axis.Ω3, with its definition in (26), is shown in Fig. 4. Then,
the results of solving (25) in DEMBC and CMM are listed in Table 6.
Ω3 =

(x, y, z)|y2 + z2 ≤ 1, x ∈
[
−1,−1
2
]
∪
[
1
2
, 1
]
∪

(x, y, z)|y, z ∈ [−1, 1], x ∈
[
−1
2
,
1
2
]
. (26)
4.4. Example 4: 3D elliptic equation with its boundary layer at x = ±1 inΩ3

−ε2uxx − 2− y
2
4
uyy − 2− z
2
4
uzz = 2(2− y2)(2− z2) (x, y, z) ∈ Ω3
u(x, y, z) =

2− e
−1−x
ε + e−1+xε
1+ e−2ε

(2− y2)(2− z2) (x, y, z) ∈ ∂Ω3.
(27)
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Table 7
Results of (27) with DEMBC applied inΩ3 .
Small parameter ε N1_1 N1_2 N2 N3 Max absolute error Max relative error
1.00E+00 6 6 3 3 5.48E−06 1.32E−06
1.00E−01 8 8 3 3 1.48E−04 2.70E−05
1.00E−02 14 14 3 3 4.21E−04 7.85E−05
1.00E−03 18 18 3 3 6.92E−04 1.13E−04
1.00E−04 22 22 3 3 4.20E−04 6.86E−05
1.00E−05 26 26 3 3 1.93E−04 3.68E−05
1.00E−06 28 28 3 3 6.96E−05 2.59E−05
The analytic solution of (27) is u(x, y, z) = (2− e
−1−x
ε +e−1+xε
1+e−2ε
)(2− y2)(2− z2), with its two boundary layers {(x, y, z) |
(x, y, z) ∈ Ω3, x = ±1}. Since the domain decomposition is used, we divide the definition domain Ω3 into two regions,
A = {(x, y, z) | (x, y, z) ∈ Ω3, x ≤ 0} and B = {(x, y, z) | (x, y, z) ∈ Ω3, x ≥ 0}. In conformal mapping (9), we set the
coefficient δ = −1 and a = 3 in region A, while δ = 1 and a = 3 in region B.
Notice that the exact solution of an equation with a small parameter sufficiently continuous in the domain far from the
boundary layer, less points be needed in the intersection of A and B. Since both the equivalency of flux and the equivalency of
values of points in the face, which is shared by neighbor two parts, indispensable to a second-order differential equation, this
rearrangement will not decrease the accuracy of one-order derivative, and continuance in the prescribed face. The results
of solving (27) in DEMBC are listed in Table 7.
5. Conclusion
Direct Expansion Method of Boundary Condition has been investigated to deal with boundary conditions of a three-
dimensional elliptic equation in the irregular domain. And certainly before that, Rational Differential Quadrature Method,
which is widely applied in this article, has been extended to three dimensions. Formulas for differentiation are given in the
matrix form. Irregular domains with curve boundaries can be efficiently treated. In particular, DEMBC has the following
features: 1. It can handle the irregular boundary naturally and efficiently; 2. It hardly affects the spectral accuracy; 3. It is a
simple implementation process.
In the future work, our proposed DEMBC and 3D-RDQM will be extended to time-dependent problems.
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