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Foam Au driven by 4ω - 2ω ignition laser pulse for inertial confinement fusion
Ke Lan and Peng Song
Institute of Applied Physics and Computational Mathematics, Beijing, 100094, China
Green light (2ω) has the potential to drive ignition target for laser fusion with significantly more energy than
blue light (3ω) and a relatively higher damage threshold for the optic components in the final optic assembly,
but it has issues of a relatively low laser to x-ray conversion efficiency and a hard x-ray spectrum as compared
to 3ω. In this paper, we propose to drive a foam hohlraum wall with an ignition laser pulse by taking a 4ω
laser at the pre-pulse and a 2ω laser at the main-pulse, called as 4ω - 2ω ignition pulse. This novel design
has the following advantages: (1) benefiting from 2ω of its relatively high energy output and low damage
threshold during main-pulse; (2) benefiting from foam in its relatively high laser to x-ray conversion efficiency
and relatively low M-band fraction in re-emission; (3) benefiting from 4ω of its low LPI during pre-pulse. From
our 1D simulations with Au material, the laser to x-ray conversion in a foam driven by 4ω - 2ω pulse has an
increase of 28% as compared to a solid target driven by 3ω with the same pulse shape. The relatively thin optical
depth of foam is one of the main reasons for the increase of laser to x-ray conversion efficiency inside a foam
target.
PACS numbers: 52.70.La, 52.35.Tc, 47.40.Nm
I. INTRODUCTION
The choice of laser wavelength is central to the inertial
confinement fusion (ICF) indirect-drive ignition study, be-
cause laser plasma instabilities (LPI) impacts a wide range of
physics issues, such as hohlraum energetics, implosion sym-
metry and pulse shaping[1]. Present laser facilities designed
for ICF study almost all operate at blue light (3ω), such as
the National Ignition Facility[2], the Shenguang series [3, 4],
the OAMEG[5] and the Laser Me´gajoule facility [6], because
3ω has the advantages of a higher laser deposition[7, 8] and a
lower LPI [9] than green light (2ω). However, 3ω is generated
via the frequency-tripling technique with a relatively low effi-
ciency, and in addition, it has a relatively low damage thresh-
old for the optic components in the final optic assembly [10].
The two issues greatly limit the maximum energy output ca-
pability of a 3ω laser facility. In contrast, 2ω laser can highly
increase the threshold for optical damages, which therefore re-
sults in a lower operation costs for a laser facility and a higher
laser energy deliverable on target [11, 12]. Furthermore, in the
long term, any reactor based on laser-driven ICF will require
laser operation at sufficiently high wavelength for keeping the
live time of the optics at a level that meets the energy produc-
tion requirements [13]. In fact, a series experimental works
with 2ω laser beams [14–17] have been performed, and they
demonstrated that LPI aroused by 2ω is in an acceptable level
for fusion experiments. Thus, 2ω may hold significant advan-
tages for future ignition and high-fusion yield study and can
be a laser wavelength competitive with 3ω for future ignition
laser facility. Nevertheless, 2ω laser has a lower laser to X-ray
conversion efficiency than 3ω due to its lower laser deposition
and higher LPI backscatters, which therefore requires higher
laser energy and power. These issues seriously block the use
of 2ω for an ignition laser facility.
In indirect-drive ICF study, the energy coupling from laser
to capsule can be described by three efficiency: the absorbed
laser efficiency ηaL, the laser to x-ray conversion efficiency
ηLX , and the hohlraum to capsule ηHC . Here, ηaL is decided
by the laser deposition via inverse bremsstrahlung process and
the backscatters due to LPI, ηLX is decided by atomic pro-
cesses, bremsstrahlung emission and its inverse process, and
ηHC is decided by hohlraum geometrical parameters and albe-
dos of hohlraum wall and capsule. Notice that ηaL and ηLX
are related to both laser and target parameters, while ηHC is
only connected to the target parameters including wall mate-
rials and geometrical configurations at a given radiation envi-
ronment inside a hohlraum. At a longer laser wavelength λL,
both ηaL and ηLX are lower, which is due to lower laser depo-
sition and higher LPI for ηaL while due to thinner laser depo-
sition depth for ηLX . As a result, for a given target, 2ω laser
has a lower ηaL and a lower ηLX than 3ω and 4ω. However,
both ηaL and ηLX are also connected to the target parame-
ters, such the initial density ρ0, one can therefore consider to
change ρ0 to increase ηaL and ηLX at 2ω to make them be
comparable with those at 3ω with a solid target.
In fact, it was predicted by HR analytical theory that the
lower density hohlraum walls produce higher radiation tem-
perature than the high density walls [18] because it can reduce
hydrodynamic losses. According to HR theory, the radiation
front propagates subsonically in materials with high density
and part of the absorbed energy is wasted by the flow kinetic
energy, while it propagates supersonic in the materials with
lower density and can devote almost all of the absorbed en-
ergy to heating the material. From this theory, a foam target
has a higher albedo, and it therefore has a higher ηHC than
a solid target. This prediction was demonstrated successfully
by later experimentswith Ta2O5 foams[19] and Au foams[20–
22] and numerical simulations with Au foams[23, 24]. Notice
that above experimental and numerical comparisons of foam
and solid were performed under the same lasers at 3ω. How-
ever, to explore the possibilities of 2ω laser for future ignition
laser facilities, we need to know: how about the x-ray output
of a foam Au target under a 2ω laser as compared to a solid
Au target under 3ω? It would be encouraging for 2ω laser if
its x-ray output can be higher, or at least not lower, than 3ω.
Otherwise, it would be discouraging for 2ω laser in ICF ap-
2plication. In addition, the foams used in above comparisons
have thicknesses covering both laser ablation region and radi-
ation ablation region, which combines the influences of foam
on ηaL, ηLX , and ηHC . We need to make clear if a foam can
help to increase ηaL and ηLX at 2ω as compared to those of a
solid target at 3ω or not.
In this paper, based on our one-dimensional simulations of
x-ray output from Au targets with different ρ0 driven by an
ignition laser pulse with various λL, we propose to drive a
foam hohlraum wall with an ignition laser pulse at 4ω during
its pre-pulse and 2ω during main-pulse for in-direct drive ICF,
called as 4ω-2ω pulse hereafter. Here, it is worth to mention
that 4ω laser has the highest ηaL and ηLX with the lowest
LPI than 2ω and 3ω for the same target, but meanwhile, it has
the lowest damage threshold for the optic components. To ut-
most utilize the advantages of 4ω laser to greatly inhibit the
hydrodynamic instabilities aroused by LPI during pre-pulse,
we therefore consider to use 4ω laser for the pre-pulse. More-
over, to make clear whether a foam can help to increase ηaL
and ηLX at 2ω as compared to the case of a solid target at 3ω
or not, we will use a foam-solid target, in which the foam part
faces to laser source and has a thickness approximately equal
to the laser ablated depth under the drive laser. The foam-solid
target has the same areal density as the solid target.
The remaining presentation is organized as follows. In Sec.
II, we will present the code and models used in this study.
In Sec. III, we will discuss the simulation results of differ-
ent models by comparing their laser to X-ray conversion effi-
ciency and the M-band fraction, and we analyze the reasons
why foam can help to increase the laser to x-ray conversion
efficiency. Finally, we will present a summary in Sec. IV.
II. CODE ANDMODEL
We use our one-dimensional (1D) multi-group radiation hy-
drodynamic code RDMG [25] to simulate the Au plane tar-
gets, foam or solid, under an ignition laser pulse. RDMG
is widely used in both indirect-drive and direct-drive ICF
studies[26–28], including both theoretical and experimental
studies on Shenguang series laser facility. In RDMG, we solve
the two-temperature hydrodynamic equations coupled with a
multi-group radiation transfer equation. The multi-group radi-
ation transfer equation is solved with S-N discrete coordinate
scheme, and the energy coupling of radiation with matter is
resolved by the matrix operator splitting method [29]. The
laser energy deposition via inverse bremsstrahlung is calcu-
lated with a three-dimensional ray tracing package. The elec-
tron thermal conduction is treated by the Spitzer-Ha¨rm model
[30, 31]with a flux limiter [32] which is usually taken as 0.08
in our simulations. The thermodynamic quantities are derived
either from the ideal gas model or from data of realistic equa-
tion of state. In this work, we take 120 groups in solving the
multi-group radiation transfer equation.
We consider a typical ignition laser pulse shape used in CH
Rev5 design for the National Ignition Facility [33], which is
presented in Fig. 1. The peak laser intensity is taken as 5 ×
1014 W/cm2. As shown, the pre-pulse finishes at around 16 ns
TABLE I: Parameters of laser and target in all models. Here, the
laser pulse of 4ω-2ω means that it takes 4ω laser for the pre-pulse
and 2ω laser for the main-pulse. The foam-solid Au is composed by
two parts: a foam part with ρ0 = 0.05 g/cm
3 and ∆ = 40 µm, and a
solid part with ρ0 = 19.24 g/cm
3 and∆ = 39 µm, with the foam part
facing to the laser source. For the solid Au, ρ0 = 19.24 g/cm
3 and∆
= 40 µm.
Model Laser pulse Au plane target
I 3ω Solid
II 4ω Solid
III 2ω Solid
IV 4ω-2ω foam-solid
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FIG. 1: (color online) Ignition pulse shape used in CH Rev5 design
[33] (dashed grey line) and temporal evolutions of the laser ablation
depth for all models (solid lines).
where it is 49 TW, and then the main-pulse begins. Therefore,
our 4ω-2ω pulse for this work is 4ω laser before 16 ns and 2ω
laser thereafter. The four models we consider in simulations
are given in the table. In model I, II and III, it is a solid Au
plane target driven by 2ω, 3ω and 4ω lasers, respectively. In
model IV, it is a foam-solid Au plane target driven by the 4ω-
2ω laser. The solid target has a thickness ∆ of 40 µm with
ρ0 = 19.24 g/cm
3. The ”foam-solid” target is composed by
two parts: a foam part with ρ0 = 0.05 g/cm
3 and ∆ = 40 µm
and a solid part with ρ0 = 19.24 g/cm
3 and ∆ = 39 µm, with
the foam part facing to the laser source. The areal density
of the foam part equals to a solid layer with 19.24 g/cm3 in
density and 1 µm in thickness. The reason for taking such a
thickness for the foam part is because the laser ablation depth
is approximately 1 µm for Au driven by the CH Rev5 ignition
laser pulse. We use such a thin foam layer only for the laser
deposition region just to investigation whether the foam can
help to increase the laser to x-ray conversion efficiency under
the 4ω-2ω pulse as compared to the solid Au under the 3ω
pulse. Moreover, we take ∆ = 39 µm for the solid part of the
foam-solid Au while∆ = 40 µm for the solid Au, just to keep
the same areal density for both targets, as mentioned in Sec. I.
3III. SIMULATIONS AND DISCUSSIONS
In in-direct drive approach, the laser absorption efficiency,
the laser to x-ray conversion efficiency, the x-ray output and
its spectrum are very important for hohlraum energetics and
capsule implosion performances, while they are strongly con-
nected to both laser and target parameters. In this section, we
present and compare the simulation results from RDMG for
the four models .
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FIG. 2: (color online) Temporal evolutions of the laser to x-ray con-
version efficiency for all models.
The laser ablation depth △L is decided not only by laser
intensity and laser wavelength, but also by the initial density
of target [34]. Presented in Fig. 1 is△L for all models. Here,
we use 19.24 g/cm3 as the nominated density of the foam part
and calculate △L under this nominated density for model IV.
The results are discussed below. (1) For the same target, △L
strongly depends on λL, and it is smaller at a longer λL. For
the first three models, △L is about 0.7 µm at 2ω, 0.78 µm
at 3ω and 0.86 µm at 4ω at the end of the laser pulse. (2)
△L is more sensitive to λL during pre-pulse than main-pulse.
Fitting from the first three models, we have △L ∝ λ
−3/2
L for
pre-pulse and △L ∝ λ
−1/2
L for the main-pulse. (3) During
the main-pulse, △L is mainly decided by λL while relatively
insensitive to ρ0. Models III and IV have almost the same△L
because they both use 2ω during the main-pulse.
For the laser absorption efficiency ηaL given in this
paper, we only consider the laser absorption via inverse
bremsstrahlung. The laser backscatter caused by LPI is not
taken into considerations in this work, because present sim-
ulation results, including results from 2D codes, cannot ade-
quately describe the observed LPI [35] and therefore a qual-
itatively study on backscatter requires the experimental mea-
surements. From our simulations, ηaL is higher at a shorter
λL, and it is higher inside the foam-solid Au than inside the
solid Au under the same laser pulse with same λL. Neverthe-
less, ηaL rises sharply as time, reaching 99% in less than 1 ns
and approaching 100% in all models. Therefore, ηaL has few
difference among the four models.
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FIG. 3: (color online) Temporal evolutions of the output x-ray flux
emitted from the target surface where the laser is deposited.
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FIG. 4: (color online) Output x-ray energy emitted from the target
surface where the laser is deposited.
Presented in Fig. 2 is the temporal evolutions of ηLX for
all models. The results are discussed below. (1) ηLX rises
rapidly during the first step of the ignition laser pulse and
reaches around 80% at about 2ns for all models. (2) ηLX
drops at the frontiers of all later steps when the laser power
rises steeply. (3) ηLX is lower at a longer λL, but it can be
remarkably increased by the foam layer of the foam-solid Au.
From the results of the first three models which use solid Au,
ηLX is 52.3% at 4ω, 50% at 3ω and 47% at 2ω at the end of
the laser pulse. However, the foam layer of the foam-solid Au
can remarkably increase ηLX at 2ω, and can make ηLX even
obviously higher than 4ω with solid Au. In model IV, ηLX
is about 64% at the end of laser pulse, which is 36% higher
than the 2ω model, 28% higher than the 3ω model, and 22%
higher than the 4ω model with solid Au. As a result of the in-
creased ηLX in the foam-solid Au, both output x-ray flux and
x-ray energy driven by 2ω laser are be remarkably increased
in model IV, and they can be even higher than the cases driven
4by 3ω and 4ω with solid Au. From Fig. 3 and Fig. 4, the
output x-ray flux and x-ray energy of model IV is about 36%
higher than the 2ω model, 28% higher than the 3ω model, and
22% higher than the 4ω model which all use solid Au.
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FIG. 5: (color online) Temporal evolutions of electronic thermal en-
ergy Ee, the ionic potential energy Ep, the plasma kinetic energy
Ek, and the radiation energy Er for all models.
In order to understand why the x-ray output can be in-
creased with a foam layer, we compare all kinds of energies
of the laser ablation region among the four models, where the
electronic density is lower than the critical density and the
laser can be deposited. Recall that in model IV, the foam layer
faces to the laser source and has a thickness equal to the laser
ablation depth. Hence, the main influences caused by the foam
layer mainly happen in the laser ablation region. Presented in
Fig.5 is temporal evolutions of the electronic thermal energy
Ee, the ionic potential energy Ep, the plasma kinetic energy
Ek, and the radiation energyEr for all models. Here, we take
an arbitrary unit for these energies. As shown, all Ee, Ep,
Ek and Er depend on both λL and ρ0, but with very different
behaviors. Notice that we have neglected the ionic thermal
energy in Fig.5 because it is very small in the laser ablation
region and can be neglected as compared to all other kinds of
energies.
According to our simulation results, both Ee and Ep are
higher at a longer λL, and they are higher in the foam-solid
Au than in the solid Au. From Fig.5,Ee is 0.92, 0.79 and 0.65
in the solid Au driven by the laser pulses at 2ω, 3ω and 4ω,
respectively; and it is 1.04 in the foam-solid Au under the 4ω-
2ω pulse. Again from Fig.5, Ep is about 0.11, 0.11 and 0.08
in the solid Au driven by the laser pulses at 2ω, 3ω and 4ω,
respectively; and it is 0.12 in the foam-solid Au under the 4ω-
2ω pulse. However, the differences ofEe andEp among these
four models are not remarkable. Nevertheless, these results
are connected to the electron thermal conduction model used
in our simulations, and it is worth to be checked by future
simulations with more accurate physics models.
In contrast, both Ek and Er are remarkably decreased by
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FIG. 6: (color online) Spatial distributions of electronic temperature
Te and electronic density ne, which is normalized to the critical den-
sity of corresponding λL, at 19.5 ns before the laser pulse ends.
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FIG. 7: (color online) Temporal evolutions of the optical depth for
all models.
using the foam-solid Au as compared to the solid Au. Here,
we only compare model IV with model I which uses solid Au
driven by 3ω laser, because the differences among the first
three models are small. From Fig.5, Ek of model IV is 43%
lower than model I, and Er of model IV is about 92% lower
than model I. It means that in the laser ablation region, the
kinetic energy of model IV is down by about half from model
I, and the radiation energy of model IV decreases by an order
of magnitude over model I. In the following, we discuss the
5reasons for such remarkable decreases of Ek and Er, respec-
tively.
There are two reasons for the decrease of Ek in the foam-
solid Au. One reason is due to a thinner ∆L in the foam
than in the solid, as shown in Fig.1. Another one is due to
the propagation competition between the radiation front and
sonic speed. According to Refs.[18] and [19], the radiation
front propagates subsonically and part of the absorbed energy
is wasted by the flow kinetic energy for the solid target, while
the front velocity is supersonic and can devote almost all of
the absorbed energy to heating the material for the foam tar-
get. Presented in Fig.6 is the spatial distributions of electron
temperature Te and normalized electron density ne at 19.5 ns
before the laser pulse ends. As presented, model IV with
foam-solid Au has a much shorter expansion than the solid
target models. In addition, Te is higher at a longer λL; and
Te in model IV is close to model III, because they both use
2ω laser during the main-pulse. Moreover, the spacial distri-
butions of ne are sensitive to λL, and ne is obviously lower at
a shorter λL. This is the reason why LPI levels are lower at
3ω and 4ω. As it is shown, ne of model IV is close to that of
model III at ne ≥ 0.02, again because they both use 2ω laser
during the main-pulse. Notice that a lower LPI backscatters of
model IV can be expected than model III, because they have a
similar spacial distribution of ne while model IV has a higher
Te than model III. Nevertheless, as we have mentioned above,
the LPI levels needs to be measured by experiments for the
quantitatively study.
The reason for the decrease of Er inside the foam-solid Au
has not been discussed in previous publications, but it is not
surprising. Presented in Fig.7 is the temporal evolutions of
the optical depth for all models. As shown, optical depth of
the foam-solid is remarkably decreased about 4 to 7 times as
compared to the solid models, and this is due to its shorter
expansion and higher Te than the solid models.
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FIG. 8: (color online) M-band fractions of the output x-ray flux for
all models.
Finally, it is worth to compare the M-band fraction fM
between the foam-solid target and the solid target, because
the x-ray spectrum is very important for the implosion
performances[36]. The portion of the X-ray flux above 1.8
keV generated in the laser-heated Au can preheat capsule and
arouse hydrodynamic instabilities [1, 27]. In our simulations,
we define the emissions between 1.8 keV and 4 keV as the M-
band of Au. Presented in Fig. 8 is temporal evolutions of fM
for all models. As shown, fM is very small before 14 ns, but
later it increases rapidly with laser power and reaches about
15% at around 16 ns for all models. For the first three models
with the solid Au, fM varies as λL while the differences are
small. However, fM is more sensitive to ρ0. For model IV
which uses the foam-solid target, fM obviously decreases as
compared to the results of the solid Au. At around 19 ns, fM
is around 34% in the first three models, while it is around 29%
in models IV. Therefore, fM can be clearly decreased with the
foam-solid target.
In this work, we also simulate a model in which the foam-
solid Au is driven by a 2ω laser during whole ignition pulse
and compare its simulation results with model IV. The com-
parisons show that their results are close, which is reasonable
because they all use 2ω for the main-pulse. In addition, we
also consider the foam-solid targets with ρ0 = 0.25 g/cm
3 and
∆ = 80 µm or ρ0 = 1 g/cm
3 and∆ = 20 µm for the foam part,
and their simulation results have no big differences from what
we have for model IV. In fact, to search the optimum ρ0 of
foam for ignition hohlraum design, one should study and com-
pare the x-ray radiations inside the hohlraums with various
foam density under an ignition laser drive by using 2D or 3D
simulations and performing systematic experiments with both
modest energy (SGIII and Omega) and MJ scale lasers such
as the NIF and LMJ. In future studies, a thick foam should be
used, which thickness can cover both laser ablated region and
radiation ablated region.
IV. SUMMARY
We have proposed to drive a foam hohlraumwall with an ig-
nition laser pulse by the 4ω-2ω ignition pulse, in order to take
the advantage of 4ω laser in its low LPI during the pre-pulse,
the advantage of 2ω laser in its relatively high energy output
and low damage threshold during the main-pulse, and the ad-
vantage of foam in its high ηLX , high ηHC and relatively low
M-band fraction in its radiation spectrum. The advantage of
foam in a higher ηHC was predicted and demonstrated in pre-
vious publications. In this work, we have demonstrated the
advantage of foam in a higher ηLX by comparing the laser ab-
lations between a solid target and a foam-solid target under an
ignition laser pulse with our 1D simulations. As a result, ηLX
can be increased by 28% in the foam-solid Au under the 4ω-
2ω pulse as compared to a pure solid Au under a 3ω laser. Our
studies have shown that the increase of ηLX of the foam-solid
Au is due to the decreases of its kinetic energy and radiation
energy as compared to a solid Au, and the decrease of the ra-
diation energy is caused by the shorter optical depth inside a
foam. In addition, a lower LPI levels is expected from foam
than from solid because of its higher electronic temperature in
the laser deposited region.
Because 2ω laser energy delivered to drive a fusion target
6can exceed 3ω by a factor of about 1.1 to 1.2, together with the
increased ηLX , ηHC and the decreased LPI levels inside the
foams, it may provide a larger and flexible design space for
ignition with a foam hohlraum wall and a 4ω-2ω laser pulse.
Because of the low damage threshold of the 2ω laser at high
power laser, we can therefore expect a remarkable increase
of shot number at high laser energy power on a laser ignition
facility for ignition study. Nevertheless, it is mandatory to
have experiments for an understanding and demonstration of
acceptable LPI levels and target coupling physics of 2ω lasers.
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