We apply the statistical framework for genome-wide association studies (GWAS) to 2 9 eigenvector decomposition (EigenGWAS), which is commonly used in population genetics to 3 0 characterise the structure of genetic data. The approach does not require discrete sub-3 1 populations and thus it can be utilized in any genetic data where the underlying population 3 2 structure is unknown, or where the interest is assessing divergence along a gradient. Through 3 3
We demonstrate theoretically that for EigenGWAS, the estimated SNP effects using single-1 0 5 marker GWAS are equivalent to the estimates from BLUP, and the correlation between the 1 0 6 estimates from these two methods was very high (greater than 0.98 on average) (Fig. 2) , even 1 0 7
in HapMap samples that consist of a mix of ethnicities where the matrix is non-zero for 1 0 8
off-diagonal elements (Supplementary Fig. 1 ). This confirms that our EigenGWAS 1 0 9
approach provides an accurate representation of the SNP effects on eigenvalues. ( Supplementary Fig. 8 ). We corrected for ߣ ீ , which was 1.723, for CEU&TSI. Adjustment 1 7 0 for ߣ ீ significantly reduced population stratification ( Supplementary Fig. 9 ), and was 1 7 1 consequently possible to filter out the baseline difference between these two cohorts. After 1 7 2 correction, we found evidence of selection at the lactose persistence locus, LCT (p- geographic locations of two cohorts but not under selection as strong as LCT. for each SNP given two groups split by the threshold of 1 8 1 ‫ܧ‬ ଵ 0 ( Supplementary Fig. 10) . Given 643,995 SNPs, the genome-wide threshold was p- Eigenvectors were estimated using all markers in each training set. As predicted by our reached almost 1 if more than 100,000 SNPs were sampled. In agreement with our theory 2 0 3 ( Fig. 6) , if the number of predictors were too small the prediction accuracy was poor, with 2 0 4 prediction accuracy increasing with the addition of more markers for ‫ܧ‬ ଵ . When the sample 2 0 5 size of the discovery was 1,000 or above, maximal prediction accuracy was achieved, as 2 0 6 predicted in our theory. Therefore, a discovery with a sample size greater than 1,000 should 2 0 7 be sufficient to predict the first eigenvector of an independent set, provided that population 2 0 8 structure is the same across the discovery and prediction samples ( Fig. 6) . In contrast, the prediction accuracy for prediction eigenvectors decreased ( Fig. 6) If EigenGWAS SNPs of low p-value were likely to be AIMs, we would hypothesise that 2 1 6 AIM markers would be more efficient in giving high accuracy for the predicted eigenvectors 2 1 7 ( Fig. 6) . For ‫ܧ‬ ଵ , the prediction accuracy reached 1 more quickly by using markers selected by eigenvectors, the pattern of accuracy did not change much after applying p-value thresholds 2 2 2 because in general, the prediction accuracy was low. This indicated that eigenvectors other 2 2 3 than the first two eigenvectors capture little replicable population structure in POPRES. In practice, the training and the test set may not match perfectly on population structure, and 2 2 6 this will likely lead to a reduction in prediction accuracy. To demonstrate this, we split the flows, and Pakistan cohort, an admixture of Asian and European gene flows ( Fig. 7) . As a negative control, we replicated the prediction study for simulated data used in the 2 4 7 previous section. The simulated data was split to two equal sample size. As there was no 2 4 8 population structure in the simulated data, the prediction accuracy was poor,
. This demonstrates that prediction can be used to validate whether population 2 5 0 structure exists within a genotype sample. We concluded that to achieve high prediction accuracy of projected eigenvectors for structure; 4) when there is no real population structure, the prediction accuracy is very low 2 5 7 close to zero; 5) depending on the population, high prediction was largely achievable for the Eigenvectors have been routinely employed in population genetics, and various approaches Rokhlin et al., 2009; McVean, 2009; Chen et al., 2013; Galinsky et al., 2015) . In this study, 2 6 5
we created a GWAS framework for studying and validating population structure, and offer an 2 6 6 interpretation of eigenvectors within this framework. The EigenGWAS framework (least 2 6 7 square) identifies ancestry informative markers and loci under selection across gradients of 2 6 8 ancestry. We integrated SVD, BLUP, and single-marker regression into a unified framework for the 2 7 1 estimation of SNP-level eigenvectors. SVD is a special case of BLUP when heritability is of 2015), but we believe our framework is much easier to understand and implement in practice. Once we have EigenGWAS SNP effects estimated, it is straightforward to project those 3 1 9
effects onto an independent sample. The prediction of population structure was to that of 3 2 0 recent studies (Chen et al., 2013) . We found that the prediction accuracy for the top the training sample, high accuracy will be achieved for the leading projected eigenvectors. Therefore, this approach is likely to be extremely beneficial for extremely large samples, show that its interpretation depends on many factors, such as proportion of different to be identified, and potentially loci under selection to be identified. To facilitate the use of generating eigenvectors, such as reference allele match, and strand flips. with palindromic alleles (A/T alleles, or G/C alleles) 643,995 SNPs for POPRES remained. In addition, we also conducted the analysis using non-imputed 234,127 common markers 3 7 8 between POPRES and HapMap3. As the results were between these two datasets were very 3 7 9 similar, this report focused on the results from 643,995 SNPs, which were more informative. with 500,000 biallelic markers, which were in linkage equilibrium to each other, were genetic relationship matrix calculated using all 500,000 markers (see below). Simulation scheme II: null model with population structure. In general, this simulation 3 9 0 scheme was followed Price et al (Price et al., 2006) . 2,000 unrelated samples with 10,000 3 9 1 biallelic markers, which were in linkage equilibrium to each other, were generated. For each 3 9 2 marker, its ancestral allele frequency was sampled from a uniform distribution between 0.05 3 9 3 to 0.95, and its frequency in a subpopulation was sampled from Beta distribution with We review three possible methods to estimate ߚ given eigenvectors. The first method is best 4 1 9
linear prediction (BLUP), which is commonly used in animal breeding and recently has been 4 2 0
introduced to human genetics for prediction (Henderson, 1975; Goddard et al., 2009 Recently, in an independent work Galinsky et al (Galinsky et al., 2015) introduced an BLUP/SVD. Also, if computational speed is of concern, EigenGWAS can be easily 4 8 0 parallelized for each chromosome, each region, or even each locus. after the adjustment of the largest eigenvalue, the test statistic immunes of population 5 0 0 stratification, at least for a divergent sample. Validation and prediction for population structure
Once ߚ is estimated, it is straightforward to get genealogical profile for an independent 5 1 1 target sample. In general, it is equivalent to genomic prediction, and the theory for prediction 5 1 2
can be applied (Daetwyler et al., 2008; Dudbridge, 2013) . The predicted genealogical score 5 1 3
can be generated as
is the estimated SNP effects, and is the 5 1 6
genotype for the target sample. We focus on the correlation between the predicted 5 1 7 eigenvectors and the direct eigenvectors, and thus it does not matter whether or ෩ is used. In contrast to conventional prediction studies, which focus on a metric phenotype of interest, 5 2 0 prediction of population structure is focussed on a "latent" variable. This latent variable is the For this study, the genetic relationship matrix ( matrix), principal component analysis, and 5 3 6
BLUP estimation were conducted using GCTA software (Yang, Lee, et al., 2011) . Single-5 3 7
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