ABSTRACT The use of unmanned aerial vehicles (UAV) as aerial communication platforms has gained significant attention due to their favorable air-to-ground channels, on-demand deployment, and highly controllable mobility. In this paper, we aim at developing an efficient algorithm for the joint transmit power and UAV trajectory design via maximizing the minimum average throughput in a UAV-enabled network. The conventional method to tackle this problem is to optimize transmit power or trajectory in an alternative manner, which generally incurs high computational complexities. Moreover, how to find a favorable initial point is a challenging task. To this end, we impose a novel constraint by assuming that the UAV will not communicate until it approaches the closest position to a user, thus transforming the initial problem into an approximate one with reduced variables. Based on this result, we further propose two low-complexity algorithms by exploiting the alternating directional method of multipliers (ADMM), whose updating step is performed in closed-form solutions. In the first algorithm, both UAV trajectory and transmit power are determined simultaneously. We also propose a second algorithm which iteratively optimizes transmit power and trajectory. The simulation results show that by using the proposed ADMM-based algorithms, one can achieve higher performance than state-of-the-art methods with reduced computation time.
I. INTRODUCTION
In recent years, wireless communications aided by the unmanned aerial vehicle (UAV) has become an emerging technique in military and civilian applications. Due to their attractive advantages such as high controllable mobility, flexible and on-demand deployment, and low operational costs, UAVs possess much higher possibility of having line-of-sight (LoS) links with ground users. In particular, UAV can be employed as aerial base stations (BSs) to provide wireless connectivity in areas without ground infrastructure coverage such as rural areas or disaster scenes. Unlike terrestrial BSs on the ground, UAV-mounted BSs can be deployed and moved flexibly in 3-dimensional (3D) space.
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The UAV trajectory design is initially deployed quasistationarily at predetermined locations in a device-to-device (D2D) communication network [1] . It is widely believed that this intuitive design cannot fully exploit the UAV's high mobility for performance optimization. Hence a general trajectory design subject to practical constraints, such as maximum speed and acceleration, is studied in [2] for a mobile decode-and-forward relaying system on the setup with single UAV and single ground user. In [3] , amplify-andforward (AF) strategy, which is more suitable for real-time applications, is studied in a UAV-enabled relay network, by taking into account the predictable channel variation. For a UAV-enabled multiuser system, Wang et al. [4] investigate the transmit power and trajectory optimization via a frequency-division multiple access (FDMA). Considering a minimum-rate ratio for each user, a general optimization framework is proposed to maximize the system max-min average throughput by jointly optimizing the power and trajectory design [5] . With required transmission rate guarantees, the authors in [6] study power-efficient communication to prolong flying time. In [7] , to alleviate the workloads at roadside units, UAV assisted mobile-edge computing systems are proposed to improve computation performance, by jointly designing the trajectory and power allocation. In a multi-UAV enabled multiuser system, a joint user scheduling, power control, and trajectory optimization problem is first studied in [8] . A UAV-enable multicasting system is investigated in [9] and [10] , where the UAV trajectory is designed to minimize its mission time. It is shown in [9] and [10] that the optimal UAV trajectory consists of connected line segments solely. Recently, some important information-theoretical results, such as fundamental tradeoffs, capacity region of the two-user broadcast channel, are also established in UAV-enabled wireless networks [11] , [12] .
A. RELATED WORK
So far, there has been limited algorithmic work for the joint design of power and trajectory. A classical approach is to combine the alternating optimization (AO) technique and the successive convex approximation (SCA), which we refers to as SCA-AO in this paper. Specifically, the AO technique alternatively optimizes power and trajectory in an alternating manner. Noticing the fact that by fixing the UAV trajectory, the power allocation problem is typically convex [2] - [8] , therefore the key factor that influences the AO-based systematic performance is the UAV trajectory design. The SCA framework tackles this problem by replacing the non-convex part with its first-order Taylor expansion. Regardless of how successful it has been applied in different scenarios, the shortcomings of SCA-AO are in three-fold: First, as mentioned in [13] , the convexified approach may dramatically distort the original function, and is therefore highly suboptimal. By alternatively updating the suboptimal trajectory and power, SCA-AO may lead to apparent performance degradation. Secondly, by using the standard solvers, SCA-AO is practically time-consuming and its numerical results cannot reveal any useful guidelines in designing the transmit power and trajectory. This may not be appealing from a practical implementation perspective, especially for large-size networks. Intuitively, the performance gain can be expected if the hidden relationship between the power and trajectory were found. Last but not least, SCA-AO based algorithms generally needs an initial UAV trajectory, which is a multi-dimension initialization task and impacts the converged solution as well as the convergence rate significantly. To the best of our knowledge, there has been no reported work that provides a rational trajectory initialization rather than an intuitive one.
The alternating directional method of multipliers (ADMM) algorithm is a powerful first-order method featuring distributed and parallel implementation, and has received much attention because of its broad applicability to numerous problems in wireless communications, e.g., in [13] - [15] . ADMM was first designed for convex problems, for which it is known to converge under mild conditions. It has also been used for non-convex problems and the progress is continually made for the convergence analysis, see [13] , [15] - [17] for example. Therein it has been shown that ADMM generally exhibits excellent performance for non-convex optimization problems.
B. CONTRIBUTIONS
In this paper, we consider a UAV-aided network, where a UAV serves associated ground users via FDMA. We are interested in finding new and low complexity solutions to the joint power and trajectory optimization with the aim to maximize the minimum average throughput, subject to the maximum speed as well as the transmit power constraints. The formulated problem is non-convex, therefore SCA-AO may converge to a non-desirable local point.
We propose a novel UAV trajectory initialization scheme by imposing an extra ''Simplification Constraint'' on the original problem, which states that only one time slot is allowed for a user to communicate with the UAV. This constraint is physically meaningful as it exploits the inherent behavior that the UAV generally sends/receives a message signal only when it gets sufficiently close to the user, especially for long flight time. Based on this constraint, the coupled time slots in the objective function can be relaxed, transforming the original problem into a more tractable form, which we will refer to as problem Q. With a given trajectory, a closed-form power allocation solution can be derived for problem Q.
We deal with problem Q from two different perspectives. Firstly, by substituting the power allocation solution into problem Q, the resulting task becomes determining the UAV locations that have the closest distances with the ground users, which is still non-convex, and cannot be tackled with the SCA framework. It is then reformulated as a novel ADMM form that facilitates the closed-form solution in each update as well as parallel computing, and a one-layer ADMM-based algorithm is proposed. Compared with SCA-AO, the updating step in our proposed algorithm only requires some multiplications and additions rather than the standard solvers, and hence reduces the computational complexity significantly. Simulation results show that by adopting the UAV trajectory obtained from this algorithm as initialization, the performance as well as convergence rate of SCA-AO can be greatly improved over the one that adopts the intuitive circular trajectory for initialization [4] - [6] , [18] .
For the special case of a small power budget, the simplification constraint holds. Since the ADMM-based Algorithm directly tackles the non-convex formulation rather than a convexified lower bound, one would expect a performance gain over SCA-AO. Unfortunately, the convergence rate as well as the performance behavior of the one-layer ADMM-based algorithm is vulnerable to the penalty parameters. To provide higher flexibility and further improve its performance, we also propose a two-layer iterative ADMM-based algorithm which alternatively optimizes the power and trajectory in problem Q. Simulation results demonstrate that the two-layer ADMM-based method achieves higher performance and lower complexity over SCA-AO as expected. Even for the case of a medium to large power budget, by setting the power allocation to the optimized solution [5] according to the converged trajectory, the two-layer ADMM-based method exhibits favourable performance-complexity tradeoff, and can be viewed as a simple implementation when the standard solvers (such as CVX) are not available.
This paper is organized as follows. Section II introduces the system model and the problem formulation for a UAV-enabled wireless network. In Section III, we propose a novel power constraint for the considered problem. Two proposed ADMM-based algorithms are presented in Section V. Section VI provides numerical examples to validate the proposed algorithms. Finally, we conclude the paper in Section VII.
Notations: I denotes the identity. R N and C N respectively denote the N dimensional real field and complex field. || · || denotes the Euclidean norm of a vector. We will use boldface lowercase letters to denote column vectors and boldface uppercase letters to denote matrices. ⊗ denotes the Kronecker product. v and v ⊥ denote the unit vectors parallel and perpendicular to v, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a downlink transmission scenario where a single-antenna UAV is deployed as an aerial BS to serve a group of K single-antenna users on the ground. We consider a Cartesian coordinated system where the horizontal coordinate of user k located on the ground is known in advance and denoted by w k = [x k , y k ] T ∈ R 2×1 . To avoid unnecessary energy consumption on aircraft ascending or descending, the UAV is assumed to fly at a fixed altitude H . For ease of exposition, we apply the discrete linear state-space approximation technique [2] , and divide the whole flight duration T into N time slots with each slot duration δ. Let the horizontal location of the UAV at the nth time slot be denoted as
As such, the UAV trajectory coordinate is denoted by {q[n]} N n=1 . As the LoS model provides a good approximation for practical UAV-ground communications [19] , we assume that communication channel from the UAV to each user is dominated by LoS link. 1 In addition, the Doppler effect induced by the UAV mobility is assumed to be perfectly compensated at the receivers. Then the channel power gain from the UAV to user k in time slot n can be expressed as
2 denotes the distance from the UAV to user k in time slot n, and γ 0 denotes the channel power gain at the reference distance d 0 = 1 meter (m).
Denote the transmit power allocated to user k in time slot n by p k [n] ≥ 0. Assume that the total bandwidth B in Hertz is equally allocated to each user. Accordingly, the instantaneous achievable rate of user k in time slot n, denoted by r k [n] in bits/second (bps), can be expressed as
and σ 2 is the noise power spectrum density. As a result, the average achievable throughput of user k over N time slots, is given by
To serve ground users periodically with the maximum speed constraint V max , the UAV flight constraints can be equivalently modeled as
where S max V max δ is the maximum horizontal distance that the UAV can travel within one time slot. We aim to maximize the minimum average throughput among K users via jointly optimizing the UAV trajectory and the transmit power. Let
The formulated problem is non-convex, hence there is no general method to obtain the globally optimal solution. In the following, we will propose a simplification constraint to obtain the approximate solution of problem (2).
III. AN APPROXIMATE PROBLEM
The new contribution of this work is the proposed highperformance low-complexity algorithms. The main idea is based on what we refer to as ''Simplification Constraint'', which exclusively allocates the transmit power to the locations that have the shortest distance between the UAV and each user. In this section, we will first introduce ''Simplification Constraint''. Based on that, we will transform the original problem into an approximation problem with reduced dimensions.
The main challenge of problem (2) is that it couples N time slots as well as K users. To deal with this issue, let us take a closer look into problem (2) . Specifically, for any given UAV trajectory, the power allocation can be optimized by solving the following problem
where
As such, problem (3) is a convex optimization problem, which means that the optimal solution can be obtained efficiently by applying the Lagrange duality. The partial Lagrange function of problem (3) can be expressed as
where ς = {ς , ∀k} and κ are the non-negative Lagrange multipliers associated with constraints (3b) and (3c), respectively. By taking the derivative of (5) with respect to p k [n], the optimal power allocation, denoted by p k [n], can be obtained as
where [x] + max{x, 0}. Note that in (6), the power allocation follows a multi-level water-filling structure. Then p k [n] will be positive only when
Essentially, (7) implies that the UAV only communicates at the time slots when it flies close to user k sufficiently. Denote the set of these time slots for user k as
We will refer to q[n], n ∈ N k as ''critical locations''. Substituting (6) into problem (3) yields
One can observe that the optimal value of problem (9) depends on the critical locations. However, since N k is sophisticated related to ς and κ, it is a great challenge to solve problem (9) .
Note that N k = 0 leads to a trivial solution. Now we focus on the most straightforward case with |N k | = 1, ∀k, and define n k as the time slot that is with the shortest distance between the UAV and user k n k arg min
We are now ready to introduce the following constraint. Simplification Constraint: To simplify problem (2), suppose that for any k user, |N k | = 1, or i.e., the UAV will not communicate until it approaches to the closest position to user k.
When P max is small, by referring to (6), we know that
is also small. According to (8) , |N k | would also be small. Therefore, if the power budget P max is sufficiently small, the simplification constraint holds without loss of optimality. We will further show in simulation results in section V, that by adopting SCA-AO, even if the simplification constraint does not hold for the initial trajectory, it indeed holds at the converged solution for a small power budget.
According to Simplification Constraint, there are at most K critical locations. Hence the UAV will only send/receive a message when it flies nearest to user k, or i.e., at time slot n k . It is worth pointing out that when some n k associates to multiple users, critical locations can be less than K . Define P k N n=1 p k [n] as the total power consumption of user k over total time duration. Under Simplification Constraint, the optimal solution of problem (2) is given by p k [n k ] = P k , where n k is related to q by (10) . Then problem (2) is recast into
By referring to the definition in (4) and noticing the monotonic property of log(·), we can rewrite (11) as
It can be seen that, by imposing Simplification Constraint, we have transformed problem (2) into a more tractable form, or i.e., problem Q, for which we can derive the closed-form power allocation solution with given trajectory.
Fixing q in problem Q, {n k } is also fixed, and problem Q can be formulated as
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Problem (13) is a linear programming problem, hence one can easily verify that its optimal solution is achieved when
IV. LOW-COMPLEXITY ADMM-BASED ALGORITHMS
In this section, we will deal with problem Q by exploiting the technique of ADMM where each updating step can be computed efficiently in an analytical form. It is accomplished from two perspectives. Firstly, since the transmit power is related to q by (14) , the remaining challenge is to determine the optimal q. We will propose a one-layer algorithm for the trajectory design. Secondly, we will also propose a two-layer iterative algorithm, which alternatively optimizes power and trajectory in problem Q.
A. A ONE-LAYER ALGORITHM
By substituting (14) into problem Q, we can now transform problem Q into the following problem
By the definition of h k [n] and n k in (4) and (10) respectively, we have
By summing up q[n k ] − w k 2 , the objective function in (15) release the dependence over K users. Hence, in the following, we aim at optimizing the following problem
(1a), (1b).
Note that the objective function of problem (16) is related to the critical locations q[n k ], which is constrained by (16b). Hence it is non-convex and also non-smooth. Therefore, the SCA framework cannot be adopted here. It is also observed that when the flight time is sufficiently large such that the UAV is able to fly to the top of each user sequentially, we have q[n k ] − w k = 0, ∀k. When it may not be this case in general, problem (16) still needs optimization.
By introducing the slack variable θ k , and noticing that
To express problem (17) into an ADMM form, it needs to be reformulated so that it can be decoupled at each user. To overcome this difficulty, we introduce duplicated variables m[n] in such a way that m n,k represents the copy at user k of the variable q[n]. Hence, problem (17) becomes
where the feasible region of m k is denoted by
For notations convenience, we have defined m {m n, 
Then constraint (18c) can be equivalently expressed as Bq = z, where Z {z| z ≤ S max } is the feasible region of z n , and B = B 0 ⊗ I 2 ,
Then we have
It is observed that (19) admits a form of standard global consensus problem which lends itself to the application of ADMM. To apply the ADMM method, we first write the augmented Lagrangian function of (19) as L(θ , q, m, z, t, y)
where t {t k |k = 1, · · · , K } and y are the scaled dual variables for constraints (19b) and (19c), respectively. Two different penalty parameters ρ 1 and ρ 2 are adopted to guide the values of K k=1 q−m k +t k 2 and Bq−z+y 2 towards balance. According to [15] , by adjusting the above residual terms within a factor of one another, the convergence rate of ADMM algorithm can be improved.
The general idea of the ADMM is to leverage the Gauss-Seidel method to update the Lagrange multipliers. In particular, at each iteration j, by dividing the variables {θ , q, m, z, t, y} into three blocks, we can update them by repeating the following procedure.
1) UPDATING {Q, Z}
The optimization of {q, z} is separable among z and q, and thus we can update them independently
with solutions given by
where L Z {x} min{ S max x , 1}x denotes the projector associated with the linear space Z.
2) UPDATING {θ , m}
It is observed that the optimization of {θ , m} can be decomposed into K independent subproblems, which can be computed in parallel. That is, {θ j+1 k , m j+1 k } is the optimal solution of the following problem
Letm
Problem (22) is non-convex, and is thus difficult to deal with in general. However, by exploiting the special structure of this 
Proof: See the Appendix.
3) UPDATING LAGRANGE MULTIPLIERS
The last step of the ADMM is to update the Lagrange multipliers as
4) THE OVERALL ALGORITHM
The proposed one-layer ADMM algorithm is given in Algorithm 1. Note that the most computational intensive operation in this algorithm is the matrix inversion in (20) with complexity O(N 3 ), which only needs to be computed once for fixed system parameters. In general, when the problem is non-convex, the general theoretical proof of the convergence is still an open research problem. However, since in each update step, we obtain the optimal solution, one can use the similar technique in [15] to show that once the penalty parameters ρ 1 and ρ 2 are chosen to be sufficiently large, the value of Lagrangian function generated by Algorithm 1 is monotonic decreasing. Therefore this iterative algorithm converges under mild conditions. Algorithm 1 A One-Layer ADMM-Based Algorithm for Solving Problem (16) 1: Set j = 0. Choose feasible initial values for (q j , m j , z j , θ j , y j , t j ) and (ρ 1 , ρ 2 ). Update variables {q j+1 , z j+1 } by (20).
4:
Update variables {θ j+1 , m j+1 } by (22) and (23).
5:
Update variables {t j+1 , y j+1 } by (24).
6:
Set j ← j + 1. 7: until converge criterion is met. 8: Obtain the optimal value q .
B. A TWO-LAYER ITERATIVE ALGORITHM
In this subsection, we propose a two-layer iterative algorithm for solving problem Q, which adopts the solution of Algorithm 1 as the initialization. Specifically, for the fixed UAV trajectory, we determine the optimal power allocation P k VOLUME 7, 2019 by (14); then for the fixed power allocation P k , we optimize the UAV trajectory. These two subproblems are solved alternatively. It should be mentioned that in the first subproblem, we have used P k as an intermediate variable rather than directly using p k [n k ], which helps release the interlaced relationship between n k and the transmit power. In the following, we only focus on the trajectory optimization with fixed power allocation.
By fixing P k , problem Q can be written as
Or equivalently
Problems (25) and (16) closely resemble each other but are not identical, and thus some modifications have to be made in Algorithm 1. By introducing the slack variable τ , we have
As in Section IV-A, we duplicate variables q[n] and τ in such a way that m n,k and θ k represent the copies at user k of the variable q[n] and τ , respectively. Hence, problem (26) becomes
The augmented Lagrangian function of (27) is given by L(τ, θ , q, m, z, λ, t, y)
where λ {λ k |k = 1, · · · , K }, t {t k |k = 1, · · · , K } and y are the scaled dual variables for constraints (27b), (27c), and (27d), respectively. c 1 , c 2 , and c 3 are penalty parameters. We now briefly list the updated steps in the following.
1) UPDATING {τ, Q, Z}
The optimization of {τ, q, z} is separable among τ , z, and q, and thus we can update them independently
x , 1}x denotes the projector associated with the linear space Z.
2) UPDATING {θ , m}
It is observed that the optimization of {θ , m} can be decomposed into K independent subproblems, which can be computed in parallel. That is, {θ 
where a j k
Following the similar derivations in Appendix, it can be proved that its optimal solution is given bỹ
where µ is the solution of the cubic equation
59646 VOLUME 7, 2019 Note that the closed-form solution of µ can be expressed using the cubic formula, by choosing the unique real non-negative root.
3) UPDATING LAGRANGE MULTIPLIERS
The details of the proposed method are shown in Algorithm 2.
The initial trajectory that we choose in Algorithm 2 is the optimal solution of Algorithm 1. As in [15] , in lines 5 − 10, we let the ADMM inner iteration to stop after a fixed number of updates, i.e., I ADMM , which would accelerate the convergence rate. Specifically, I ADMM can be set smaller for some first iterations so that the ADMM inner loop can produce a good estimate of the solution. On the other hand, when the outer loop is nearly convergent, we can set I ADMM to be high such that the ADMM inner loop will converge (to satisfy the speed constraint). Remark 1: It should be mentioned that although Algorithm 2 is derived based on Simplification Constraint, it uses the optimal power allocation given by (6) once the converged trajectory is determined, where the dual variables can be updated by the constrained ellipsoid method [5] . Compute the corresponding power by P k by (14) . 4: Set j = 0. Choose feasible initial values for (τ j , m j , θ j , y j , t j , λ j ), and (c 1 , c 2 ).
5:
repeat 6: Update variables {q j+1 , z j+1 } by (28).
7:
Update variables {θ j+1 , m j+1 } by (31).
8:
Update variables {t j+1 , y j+1 } by (32).
9:
Set j ← j + 1.
10:
until j > I l ADMM 11:
l := l + 1. 12: until converge criterion is met. 13: Obtain the optimal value q . Compute the corresponding power by p k [n] by (6).
V. SIMULATIONS
In this section, we provide numerical results to validate the proposed algorithms in this paper. Consider a system with K = 6 ground users that are located in a horizontal plane with locations of (−300, 400), (−400, 400), (500, −200), (300, 980), (100, 200), and (−800, 450), respectively, as shown in Fig. 1 . The system parameters are:
= −170dBm/Hz, ρ 0 = −50dB, and δ = 1s. The initial trajectory adopts the simple circle as designed in [8] , where the circle center is set as the geometry center of all users, and the circle radius is set as r =
. For illustration, the locations of K ground users and the initial UAV trajectory are marked by '×'s and '•'s, respectively.
In the simulations, we compare our proposed algorithms with the following benchmark methods:
• SCA-AO: The conventional method in [4] , [5] , and [8] .
• Alg. 
A. CONVERGENCE ANALYSIS
First, we demonstrate the convergence behavior of proposed Algorithm 1 for different values of ρ 1 and ρ 2 . In Fig. 2 , the relative error in each iteration in defined as
f * , where f j is the objective value of the j-th iteration and f * is the best objective value that ever found. From Fig. 2 , it is observed that by using different value of ρ 1 and ρ 2 , the convergence behavior are variant. This is due to the fact that the imbalance terms in the Lagrangian function have been compensated to different extents. We emphasize that the performances of using different penalty parameters can also be different. As we know that, in SCA-AO, different performance can only be obtained by using different trajectories, i.e., {q[n]}. Therefore, Algorithm 1 provides more flexibility into initialization.
Since the convergence rate as well as the performance behavior of Algorithm 1 is vulnerable to the penalty parameters as shown in Fig. 2 , it is difficult to choose the optimal value of them that is suited in general cases. Basically, a larger value of ρ 1 and ρ 2 will guarantee the convergence; on the other hand, a smaller value of them exhibits a better convergence rate. Hence, in the following, the trajectory output of Algorithm 1 mainly serves as the initial start for other methods.
B. PERFORMANCE AND COMPLEXITY COMPARISON
We will first show the case of a small transmit power budget, which is special since the Simplification Constraint holds for the optimal solution. Hence one can expect a favourable performance of Alg. 2.
In Fig. 3 , we plot the number of critical locations obtained by SCA-AO during iterations. We set N = 80 and P max = 0.5W. In Fig. 3 , as expected, the number of critical locations decreases from 9 to 6, or i.e., the number of users. That means, although the Simplification Constraint may not be true for the initial trajectory, it indeed holds at the optimal solution for the small power budget. This shows that the intuitive trajectory design that the mobile UAV is only allowed to communicate at a set of stop points in [1] can be a promising method when the sophisticated computation is not available. In Fig. 4(a) and Fig. 4(b) , we plot the max-min average throughput and the CPU simulation time of different algorithms when P max = 0.5W. It is first observed that for this given power budget, Alg. 2 and Alg. 1+SCA methods achieve almost the same favorable performance, both of which realize a performance and computation gain over SCA-AO. Moreover, Alg. 2 method achieves even better performance. This can be explained by the fact that Alg. 2 directly optimizes the non-convex problem rather than a convexified lower bound.
From Fig. 4(a) , it is also seen that the max-min throughput does not show a monotonic property with respect to N , which achieves the largest value when N = 90. Compared to Fig. 4(b) , one can see that it is just the number of the time slot that SCA-AO has to spend tens of computation time longer. That means, N can be carefully chosen to maximize the average throughput. In our future work, it would be an 59648 VOLUME 7, 2019 interesting direction to optimization the completion time as well. In addition, it is observed that the optimal time slot obtained by SCA-AO is N = 100. This result demonstrates that inferior performance of throughput directly leads to the erroneous decision on time slots.
In Fig. 5 , we plot the max-min average throughput and the CPU simulation time when the transmit power budget is medium to large, i.e., P max = 5W and P max = 20W. This is the case that Simplification Constraint does not hold in general. We can see that with a warm start given by Algorithm 1, Alg. 1+SCA achieves much higher performance in terms of average throughput, while with lower computation time. Moreover, it can be observed that Alg. 2 achieves an acceptable performance in terms of average throughput. Considering its favourable performance-time tradeoff, Alg. 2 can be viewed as a suitable implementation of the joint power and trajectory design, especially when the standard solvers (such as CVX) are not available.
C. THE CHANGE TREND OF UAV TRAJECTORY
In Fig. 6(a) , we plot the change trend of UAV trajectory obtained by Alg. 2 for different N . We set P max = 0.5W . When N increases from 30 to 90, UAV flies across larger regions, which consequently gets closer to each of the users or even stays above some one. This phenomenon convinces the investigation of problem (16) , which aims to minimize the sum of the shortest distance of UAV-to-user. From this perspective, the observation that the max-min throughput does not show a monotonic property with respect to N can now be explained. When N < 90, the UAV does not fly close sufficiently to the users hence the objective value can be further improved; otherwise, when N > 90, the total throughput cannot be increased any more, but larger N will decrease the average throughput.
We will now show that for variable transmit power budget P max , the trajectory variation can be marginal by setting N = 90. For illustration, the critical locations are marked by ' 's, '♦'s, and ' 's, respectively. As can be seen in Fig. 6(b) that, the trajectory obtained by Alg. 2 is similar to the one that obtained by Alg. 1+SCA, showing that it is a more suitable initialization for SCA-AO than the circular trajectory in Fig. 1 . Furthermore, for different P max , the trajectories obtained by Alg. 2 method almost coincide. This shows the robustness of Algorithm 1 with respect to P max . Hence when the locations of ground users and the flight duration are fixed, the trajectory initialization only has to be computed once.
VI. CONCLUSION
In this paper, we have studied the joint power and trajectory design for maximizing the minimum average through in the downlink UAV-aided communication. We first convert the original non-convex problem into the problem of determining some critical points by imposing an extra constraint between power and trajectory. To deal with the resulting problem, we have presented two ADMM-based algorithms, which greatly reduce the computational complexity with satisfactory performance. The simulation results show that our proposed algorithms achieve more favorable performance-complexity tradeoff over the existing methods. It should be noted that our method cannot be directly extended to the multi-UAV interference channel. Hence, it would be interesting to address this issue in our future research.
APPENDIX: PROOF OF PROPOSITION 1
First, let us exploit the special structure ofm
That means, for anym
with a smaller objective value. For illustration, we usẽ
where α k [n] ∈ R in the following text. Note that min n m k [n] ≤ θ k can be expressed as
,n ∈ {1, 2, · · · , N },n = n (35) By referring to (34), problem (22) can be rewritten as
. For brevity, we omit k and j in the following. Then problem (36) can be rewritten as
Problem (37) is a constrained convex optimization problem, whose optimal solution can be uniquely determined by the Karush-Kuhn-Tucker(KKT) conditions, or i.e. 2θ − µ = 0,
where µ ≥ 0 and ν i ≥ 0 are the dual variables for the constraints (37b) and (37c), respectively. Hence we have
Substituting (39)-(41) into the objective function of problem (37), we get
. Define the feasible region of (µ, ν) as
Denote I as the time slot set that satisfies
We will first prove that for any i ∈ I, we must have g[
. Define a set that has ν i = 0, for ∀i ∈ I. That is,
It is trivial to see that B = ∅ and B ⊂ C. Define
where (a) holds due to (46). In the following, we show that to minimize the objective value of problem (37), one must choosen = π 
Problem (49) is a standard convex optimization problem, whose optimal solution can be easily found as
Then we letn = π(2). According to the above process, the inner minimization of problem (37) becomes 
Following the similar lines as in inequality (47), we can prove that T (π (1)) ≤ T (π(2)). Similarly, one can prove that T (π (1)) ≤ T (π (i)), for i > 2. Therefore, we claim that 
