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ABSTRACT
In this paper, we propose a new contextual bandit problem
with two objectives, where one of the objectives dominates
the other objective. Unlike single-objective bandit problems
in which the learner obtains a random scalar reward for each
arm it selects, in the proposed problem, the learner obtains a
random reward vector, where each component of the reward
vector corresponds to one of the objectives. The goal of the
learner is to maximize its total reward in the non-dominant
objective while ensuring that it maximizes its reward in the
dominant objective. In this case, the optimal arm given a
context is the one that maximizes the expected reward in the
non-dominant objective among all arms that maximize the ex-
pected reward in the dominant objective. For this problem, we
propose the multi-objective contextual multi-armed bandit al-
gorithm (MOC-MAB), and prove that it achieves sublinear
regret with respect to the optimal context dependent policy.
Then, we compare the performance of the proposed algorithm
with other state-of-the-art bandit algorithms. The proposed
contextual bandit model and the algorithm have a wide range
of real-world applications that involve multiple and possibly
conflicting objectives ranging from wireless communication
to medical diagnosis and recommender systems.
Index Terms— Online learning, contextual bandits,
multi-objective bandits, dominant objective, regret bounds.
1. INTRODUCTION
With the rapid increase in the generation speed of the stream-
ing data, online learning methods are becoming increasingly
valuable for sequential decision making problems. Many of
these problems, ranging from recommender systems [1] to
medical screening and diagnosis [2, 3] to cognitive radio net-
works [4] involve multiple and possibly conflicting objec-
tives. In this work, we propose a multi-objective contextual
bandit problem with dominant and non-dominant objectives.
For this problem, we construct a multi-objective contextual
bandit algorithm named MOC-MAB, which maximizes long-
term reward of the non-dominant objective conditioned on the
fact that it maximizes the long-term reward of the dominant
objective.
In this problem, the learner observes a multi-dimensional
context vector in each time step. Then, it selects one of the
available arms and receives a random reward for each objec-
tive, which is drawn from a fixed distribution that depends on
the context and the selected arm. No statistical assumptions
are made on the way the contexts arrive, and the learner does
not have any a priori information on the reward distributions.
The optimal arm is defined as the one that maximizes the ex-
pected reward of the non-dominant objective among all arms
that maximizes the expected reward of the dominant objective
given the context vector.
The learner’s performance is measured in terms of its re-
gret, which is the difference between the expected total re-
ward of an oracle that knows the optimal arm given each
context and that of the learner. We prove that MOC-MAB
achieves Õ(T (2α+d)/(3α+d)) regret in both objectives, where
d is the dimension of the context vector and α is a constant
that depends on the similarity information that relates the dis-
tances between contexts to the distances between expected
rewards of an arm. This shows that MOC-MAB is average-
reward optimal in the limit T → ∞. In addition, we also
evaluate the performance of MOC-MAB through simulations
and compare it with other single-objective and multi-objective
bandit algorithms. Our results show that MOC-MAB outper-
forms its competitors, which are not specifically designed to
deal with problems involving dominant and non-dominant ob-
jectives.
2. RELATED WORK
Multi-objective bandits [5] and contextual bandits [6, 7, 8] are
two different extensions of the classical multi-armed bandit
problem [9], which have been studied extensively but sepa-
rately.
Existing works on contextual bandits can be categorized
into three. The first category assumes the existence of similar-
ity information (usually provided in terms of a metric) that re-
lates the variation in the expected reward of an arm as a func-
tion of the context to the distance between the contexts. This
problem is considered in [10], and a learning algorithm that
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achieves sublinear in time regret is proposed. The main idea is
to partition the context space and to estimate the expected arm
rewards for each set in the partition separately. In [11], it is
assumed that the arm rewards depend on an unknown subset
of the contexts, and it is shown that the regret in this case only
depends on the number of relevant context dimensions. For
this category, no statistical assumptions are made on the con-
text arrivals. The second category assumes that the expected
reward of an arm is a linear combination of the elements of the
context vector. For this model, Li et al. [1] proposed the Lin-
UCB algorithm. A modified version of this algorithm, named
SupLinUCB [12], is shown to achieve Õ(
√
Td) regret, where
d is the dimension of the context vector. The third category
assumes that the contexts and arm rewards are drawn from
a fixed but unknown distribution. For this case, Langford et
al. proposed the epoch greedy algorithm with O(T 2/3) regret
and later works [13, 14] proposed more efficient learning al-
gorithms with Õ(T 1/2) regret. Our problem is similar to the
problems in the first category in terms of the context arrivals
and existence of the similarity information.
Similarly, existing works on multi-objective bandits can
be categorized into two: Pareto approach and scalarized ap-
proach. In the Pareto approach, the main idea is to estimate
the Pareto front set which consists of the arms that are not
dominated by any other arm. Dominance relationship is de-
fined such that if expected reward of an arm a∗ is greater than
expected reward of another arm a in at least one objective,
and expected reward of the arm a is not greater than expected
reward of the arm a∗ in any objective, then the arm a∗ dom-
inates the arm a. For instance, in [5] learning algorithms
that compute upper confidence bounds (UCBs) as the index
for each objective, use these indices to compute the Pareto
front set, and select arms randomly from the Pareto front set
are proposed. Numerous other algorithms are also proposed
in prior works, including the Pareto Thompson sampling al-
gorithm in [15] and the Annealing Pareto algorithm in [16].
On the other hand, in the scalarized approach [5, 17], a ran-
dom weight is assigned to each objective at each time step,
from which a weighted sum of indices of the objectives are
calculated. The regret notion used in Pareto and scalarized
approaches are very different from our regret notion. In the
Pareto approach, the regret at time step t is defined as the
minimum distance that should be added to expected reward
vector of the chosen arm at time t to move the chosen arm
to the Pareto front set. On the other hand, scalarized regret
is the difference between scalarized expected rewards of the
optimal arm and the chosen arm.
3. PROBLEM DESCRIPTION
The system operates in a sequence of discrete time steps in-
dexed by t ∈ {1, 2, . . .}. At the beginning of time step t, the
learner observes a d-dimensional context vector denoted by
xt. Without loss of generality, we assume that xt lies in the
context space X := [0, 1]d. After observing xt, the learner se-
lects an arm at from a finite set A. Then, the learner observes




t ), which is
drawn from a fixed probability distribution that depends on
both xt and at, and has support in [0, 1]
2. This distribution is
unknown to the learner. Here, r1t , r
2
t denotes the rewards in
the dominant and non-dominant objectives, respectively.
The expected rewards for the dominant and non-dominant
objectives for context-arm pair (x, a) are denoted by μ1a(x)
and μ2a(x), respectively. Hence, the random rewards can be











the noise process {(κ1t , κ2t )} is such that the marginal dis-
tribution of κit is conditionally 1-sub-Gaussian, i.e., ∀λ ∈
R, E[eλκ
i
t |a1:t,κ11:t−1,κ21:t−1, x1:t] ≤ exp(λ2/2) where
b1:t := (b1, . . . , bt). The set of arms that maximize the
expected reward for the dominant objective for context x
is given as A∗(x) := argmaxa∈A μ1a(x). The set of op-
timal arms is given as the set of arms in A∗(x) with the
highest expected rewards for the non-dominant objective.
Without loss of generality, we assume that there is a sin-
gle optimal arm, and denote it by a∗(x). Hence, we have







note the expected rewards of arm a∗(x) in the dominant and
the non-dominant objectives, respectively, when the con-
text is x. We assume that the expected rewards are Hölder
continuous in the context.
Assumption 1. There exists L > 0, α > 0 such that for all
i ∈ {1, 2} , a ∈ A and x ∈ X , we have |μia(x) − μia(x′)| <
L ‖x− x′‖α.
Initially, the learner does not know the expected rewards;
it learns them over time. The goal of the learner is to compete
with an oracle, which knows the expected rewards of the arms
for every context and chooses the optimal arm given the cur-
rent context. The multi-objective regret of the learner by time







μiat(xt), i ∈ {1, 2} (1)
for an arbitrary sequence of contexts x1, . . . , xT . Two real-
world applications of the proposed contextual bandit model
are given below.
Multi-channel Communication: Consider a multi-
channel communication scenario in which a user chooses
a channel Q ∈ Q and a transmission rate R ∈ R in each
time step after receiving context xt := {xQ,t}Q∈Q, where
xQ,t is the noise and interference level on channel Q in time
step t. In this setup, each arm corresponds to a transmission
rate-channel pair denoted by aR,Q. Hence, the set of arms
is A = R × Q. When the user completes its transmission
at the end of time step t, it receives a two dimensional re-
ward where the dominant one is related to throughput and the
non-dominant one is related to reliability. Here, r2t ∈ {0, 1}
where 0 and 1 correspond to failed and successful transmis-
sion, respectively. Moreover, the success probability of aR,Q
is equal to μ2aR,Q(xt) = 1 − pout(R,Q, xt), where pout(·)
denotes the outage probability. Here, pout(R,Q, xt) also
depends on the gain on channel Q whose distribution is un-
known to the user. On the other hand, for aR,Q, r
1
t ∈ {0, R}
and μ1aR,Q(xt) = R(1 − pout(R,Q, xt)). It is usually the
case that the outage probability increases with R, so maxi-
mizing the throughput and reliability are usually conflicting
objectives.
Online Binary Classification: Consider a medical diag-
nosis problem where a patient with context xt (including fea-
tures such as age, gender, medical test results etc.) arrives
in time step t. Then, this patient is assigned to one of the
experts in A who will diagnose the patient. In reality, these
experts can either be clinical decision support systems or hu-
mans, but the classification performance of these experts are
context dependent and unknown a priori. In this problem, the
dominant objective can correspond to accuracy while the non-
dominant objective can correspond to false negative rate. For
this case, the rewards in both objectives are binary, and de-
pend on whether the classification is correct or a positive case
is correctly identified.
4. THE LEARNING ALGORITHM AND ITS REGRET
The pseudocode of MOC-MAB is given in Algorithm 1.
MOC-MAB uniformly partitions X into md hypercubes with
edge lengths 1/m. This partition is denoted by P . For each
p ∈ P and a ∈ A it keeps: (i) a counter Na,p that counts the
number of times arm a is selected when the context arrived
to p, (ii) the sample mean of the rewards obtained from selec-
tions of arm a when the contexts is in p, i.e., μ̂1a,p and μ̂
2
a,p
for the dominant and non-dominant objectives, respectively.
At time step t, MOC-MAB first identifies the hypercube
in P that contains xt, which is denoted by p∗. Then, it cal-




a,p∗ + ua,p∗ , i ∈ {1, 2} (2)
where the uncertainty level ua,p :=
√
2Am,T /Na,p, Am,T :=
(1 + 2 log(4|A|mdT 3/2)) represents the uncertainty over the
sample mean estimate of the reward due to the number of in-
stances that are used to compute μ̂ia,p∗ . Hence, a UCB for
μia(x) is g
i
a,p + v for x ∈ p, where v := Ldα/2m−α denotes
the margin of tolerance due to the partitioning of X . The main
learning principle in such a setting is called optimism under
the face of uncertainty. The idea is to inflate the reward esti-
mates from arms that are not selected often by a certain level,
such that the inflated reward estimate becomes an upper con-
fidence bound for the true expected reward with a very high
probability. This way, arms that are not selected frequently
are explored, and this exploration potentially helps the learner
to discover arms that are better than the arm with the highest
estimated reward. As expected, the uncertainty level vanishes
as an arm gets selected more often. Then, MOC-MAB judi-
ciously determines the arm to select based on these UCBs. It
is important to note that the choice a∗1 := argmaxa∈A g
1
a,p∗
can be highly suboptimal for the non-dominant objective. To
see this, consider a very simple setting, where A = {a, b},
μ1a(x) = μ
1
b(x) = 0.5, μ
2
a(x) = 1 and μ
2
b(x) = 0 for all
x ∈ X . For an algorithm for which at = a∗1 always, both
arms will be equally selected in expectation (assuming that
the ties are randomly broken). Hence, due to the noisy re-
wards, arm 2 will be selected more than half of the time with
some non-zero probability. For each such sample path, the
regret in the non-dominant objective is linear in T . This im-
plies that the expected regret is also linear in T . MOC-MAB
overcomes the effect of the noise mentioned above due to the
randomness in the rewards and the partitioning of X by cre-
ating a safety margin below the maximal index g1a∗1 ,p∗ for the
dominant objective, when its confidence for a∗1 is high, i.e.,
when ua∗1 ,p∗ ≤ βv, where β > 0 is a constant. For this, it
calculates the set of candidate optimal arms given as
Â∗ :=
{
a ∈ A : g1a,p∗ ≥ μ̂1a∗1 ,p∗ − ua∗1 ,p∗ − 2v
}
. (3)
Then, it selects at ∈ argmaxa∈Â∗ g2a,p∗. On the other hand,
when its confidence for a∗1 is low, i.e., when ua∗1 ,p∗ > βv,
it has a little hope even in selecting an optimal arm for the
dominant objective. In this case it just selects at = a
∗
1 to im-
prove its confidence for a∗1. After its arm selection, it receives
the random reward vector rt, which is then used to update
the counters and the sample mean rewards for p∗. The above
procedure repeats at every time step t.
The following theorem bounds the expected regret of
MOC-MAB.
Theorem 1. When MOC-MAB is run with inputs m =

T 1/(3α+d) and β > 0, we have









E[Reg2(T )] ≤ 2d/2+1Bm,T
√













where Cimax is the maximum difference between expected re-
wards of the arms in objective i, and Bm,T := 2
√
2Am,T .
It can be shown that when we set m = 
T 1/(2α+d) regret
bound of the dominant objective becomes Õ(T (α+d)/(2α+d)).
However, in this case the regret bound of the non-dominant
objective becomes O(T ). Hence, the value for m that makes
the time order of both regrets equal is m = 
T 1/(3α+d).
Algorithm 1 MOC-MAB
1: Input: T , d, L, α, m, β
2: Initialize sets: Create partition P of X into md identical
hypercubes
3: Initialize counters: Na,p = 0, ∀a ∈ A, ∀p ∈ P , t = 1
4: Initialize estimates: μ̂1a,p = μ̂
2
a,p = 0, ∀a ∈ A, ∀p ∈ P
5: while 1 ≤ t ≤ T do
6: Find p∗ ∈ P such that xt ∈ p∗
7: Compute gia,p∗ for a ∈ A, i ∈ {1, 2} as given in (2)
8: Set a∗1 ∈ argmaxa∈A g1a,p∗ .
9: if ua∗1 ,p∗ > βv then




12: Find set of candidate optimal arms Â∗ given in (3)
13: Select arm at ∈ argmaxa∈Â∗ g2a,p∗
14: end if





16: μ̂iat,p∗ ← (μ̂iat,p∗Nat,p∗ +rit)/(Nat,p∗ +1), i ∈ {1, 2}
17: Nat,p∗ ← Nat,p∗ + 1
18: t ← t+ 1
19: end while
5. ILLUSTRATIVE RESULTS
In this section, we numerically evaluate the performance
MOC-MAB on a synthetic multi-objective dataset, and com-
pare it with other bandit algorithms. We take X = [0, 1]2
and assume that the context at each time step is chosen uni-
formly at random from X . We assume that there are 3 arms
and T = 100000. The expected arm rewards are generated
as follows. We generate three multivariate Gaussian distri-
butions both for the dominant and non-dominant objectives.
For the dominant objective, the mean vectors of the first two
distributions are [0.35, 0.5] and the mean vector of the third
distribution is [0.65, 0.5]. Similarly, for the non-dominant ob-
jective, the mean vectors of the distributions are [0.35, 0.65],
[0.35, 0.35] and [0.65, 0.5], respectively. For all the distribu-
tions the covariance matrix is given by 0.3 ∗ I where I is the
2 by 2 identity matrix. Then, each Gaussian distribution is
normalized by multiplying the distribution with a constant,
such that its maximum value becomes 1. These normalized
Gaussian distributions form the expected arm rewards. We as-
sume that the random reward of an arm in an objective given
a context x is a Bernoulli random variable whose parameter
is equal to the magnitude of the corresponding normalized
Gaussian distribution at context x.
We compare MOC-MAB with the following algorithms:
Pareto UCB1 (P-UCB1): This is the Empirical Pareto UCB1
algorithm proposed in [5].
Scalarized UCB1 (S-UCB1): This is the Scalarized Multi-
objective UCB1 algorithm proposed in [5].
Contextual Pareto UCB1 (CP-UCB1): This is the contex-
tual version of P-UCB1 which partitions the context space in
the same way as MOC-MAB does, and uses a different in-
stance of P-UCB1 in each set of the partition.
Contextual Scalarized UCB1 (CS-UCB1): This is the con-
textual version of S-UCB1, which partitions the context space
in the same way as MOC-MAB does, and uses a different in-
stance of S-UCB1 in each set of the partition.
Contextual Dominant UCB1 (CD-UCB1): This is the con-
textual version of UCB1 [18], which partitions the context
space in the same way as MOC-MAB does, and uses a dif-
ferent instance of UCB1 in each set of the partition. This
algorithm only uses the rewards from the dominant objective
to update the indices of the arms.



























































Fig. 1. Regrets of MOC-MAB and the other algorithms.
For S-UCB1 and CS-UCB1, the weights of the linear
scalarization functions are chosen as [1, 0], [0.5, 0.5] and
[0, 1]. For all contextual algorithms, the partition of the con-
text space is formed by choosing m according to Theorem
1. For MOC-MAB, β is chosen as 0.1. In addition, we
scaled down the uncertainty level (also known as the infla-
tion term) of all the algorithms by a constant chosen from
{1, 1/5, 1/10, 1/15, 1/20, 1/25}, since we observed that the
regrets of the algorithms become smaller when the uncer-
tainty level is scaled down. For MOC-MAB the optimal scale
factor for the dominant objective is 1/20, for CP-UCB1 and
S-UCB1, it is 1/10, for CS-UCB1 and CD-UCB1, it is 1/5
and for P-UCB1, it is 1. The regret results are obtained by
using the optimal scale factor for each algorithm. Every al-
gorithm is run 1000 times and the results are averaged over
these runs. Simulation results given in Fig. 1 show the change
in the regret of the algorithms in both objectives as a function
of time. As observed from the results, MOC-MAB beats
all other algorihms in both objectives except CD-UCB1 and
CP-UCB1. While the regrets of these algorithms in the dom-
inant objective are slightly better than that of MOC-MAB,
their regrets are much worse than MOC-MAB in the non-
dominant objective. The total reward of MOC-MAB in the
dominant objective is 0.8% higher than that of CS-UCB1,
and 29.7% higher than that of non-contextual algoritms but
0.4% smaller than that of CD-UCB1 and 0.3% smaller than
that of CP-UCB1. In the non-dominant objective, total re-
ward of MOC-MAB is 2.7% higher than that of CP-UCB1,
4.8% higher than that of CS-UCB1, 15% higher than that of
CD-UCB1, 49.1% higher than that of S-UCB1, and 50.5%
higher than that of P-UCB1.
6. PROOF OF THEOREM 1
For all the parameters defined in Section 4, we explicitly use
the time index t, when referring to the value of that parameter
at the beginning of time step t. For instance, Na,p(t) denotes
the value of Na,p at the beginning of time step t. Let Np(t),
denote the number of context arrivals to p ∈ P by time step t,
τp(t) denote the time step in which a context arrives to p ∈ P
for the tth time, and Ria(t) denote the random reward of arm
a in objective i at time step t. Let x̃p(t) := xτp(t), R̃
i
a,p(t) :=





ãp(t) := aτp(t), and ũa,p(t) := ua,p(τp(t)). Next, we define







a,p(t) + ũa,p(t) for i ∈ {1, 2}. Let
UCia,p :=
⋃Np(T )
t=1 {μia(x̃p(t)) /∈ [Lia,p(t) − v, U ia,p(t) + v]}
denote the event that the learner is not confident about its re-
ward estimate in objective i for at least once in time steps
in which the contexts is in p by time T . Also, let UCip :=
∪a∈AUCia,p, UCp := ∪i∈{1,2}UCip and UC := ∪p∈PUCp.
Lemma 1. Pr(UC) ≤ 1/T .
Proof. (Sketch) From the definitions of Lia,p(t), U
i
a,p(t) and
UCia,p, it is clear that UC
i
a,p does not happen when μ̃
i
a,p(t)
remains close to μia(x̃p(t)) for all t ∈ {1, . . . , Np(T )}. This
motivates us to use the concentration inequality given in
Lemma 6 in [19] to bound the probability of UCia,p. How-
ever, a direct application of this inequality is not possible
to our problem, due to the fact that the context sequence
x̃p(1), . . . , x̃p(Np(t)) does not have identical elements,
which makes the expected values of R̃ia,p(1), . . . , R̃
i
a,p(Np(t))
different. To overcome this problem, we define two new se-
quences of random variables that upper and lower bound the
sequence of random variables R̃ia,p(1), . . . , R̃
i
a,p(Np(t)) for
each t. We call the sequence that lower bounds our sequence
as the worst sequence and the sequence that upper bounds
our sequence as best sequence. Then, we show that UCia,p
is included in the event that the sample mean estimate of the
rewards from either the worst sequence or the best sequence
do not lie between the lower and upper confidence bounds for
at least one t. Finally, we apply Lemma 6 in [19] to the worst
and best sequence, and then apply a union bound to bound
Pr(UC).
Using Lemma 1 and the law of total expectation, we ob-
tain
E[Regi(T )] ≤ Cimax + E[Regi(T )|UCc]. (4)
We bound E[Regi(T )|UCc] in the rest of the proof. For the
simplicity of notation we let a∗(t) := a∗(x̃p(t)) denote the
optimal arm, ã(t) := ãp(t) denote the selected arm and â
∗
1(t)
denote the arm whose index for the dominant objective is the
highest at time τp(t). It can be shown that on event UC
c, we
have
μ1a∗(t)(x̃p(t))− μ1ã(t)(x̃p(t)) ≤ U1ã(t),p(t)
− L1ã(t),p(t) + 2(β + 2)v, ∀t ∈ {1, . . . , Np(T )}. (5)




≤ U2ã(t),p(t)− L2ã(t),p(t) + 2v. (6)
(5) and (6) allows us to bound the regrets at time step τp(t)
in terms of the gap between the upper and lower confidence
bounds, which we expect to shrink as an arm gets selected.
However, the term with v, which appears due to the partition-
ing of the context space does not change as the number of
observations increase.
We obtain the bound for E[Reg1(T )|UCc], by simply
summing (5) over all time steps and taking the expecta-








(x̃p(t)) denote the regret in objective i that is
incurred in time steps when the context is in p ∈ P . For
Ta,p := {t ≤ Np(T ) : ãp(t) = a} and T̃a,p := {t ∈ Ta,p :
Ña,p(t) ≥ 1} it can be shown that










≤ |A|C1max + 2(β + 2)vNp(T ) + 4
√
2Am,T |A|Np(T ).
By summing the above term over all p ∈ P , we obtain the
bound for E[Reg1(T )|UCc]. In order to obtain the bound for
E[Reg2(T )|UCc], we also need to take into account the time
steps for which ũâ∗1(t),p(t) > βv. It can be shown that the
number of such time steps is bounded by |A|(2Am,T /(βv)2+
1). The expected regret in the non-dominant objective for
each of these steps is bounded by C2max. Then, using the same
technique as in bounding E[Reg1p(T )|UCc], we obtain




By summing the above term over all p ∈ P , we obtain the
bound for E[Reg2(T )|UCc]. Then, we substitute the results
in (4) to bound the expected regrets in both objectives. The
resulting bound depend on parameter m. Our aim is to chose
m such that the time order of the growth rate of the regret
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