Zernike polynomials are a basis of orthogonal polynomials on the unit disk that are a natural basis for representing smooth functions. They arise in a number of applications including optics and atmospheric sciences. In this paper, we provide a self-contained reference on Zernike polynomials, algorithms for evaluating them, and what appear to be new numerical schemes for quadrature and interpolation. We also introduce new properties of Zernike polynomials in higher dimensions. The quadrature rule and interpolation scheme use a tensor product of equispaced nodes in the angular direction and roots of certain Jacobi polynomials in the radial direction. An algorithm for finding the roots of these Jacobi polynomials is also described. The performance of the interpolation and quadrature schemes is illustrated through numerical experiments. Discussions of higher dimensional Zernike polynomials are included in appendices.
Introduction
Zernike polynomials are a family of orthogonal polynomials that are a natural basis for the approximation of smooth functions on the unit disk. Among other applications, they are widely used in optics and atmospheric sciences and are the natural basis for representing Generalized Prolate Spheroidal Functions (see [12] ).
In this report, we provide a self-contained reference on Zernike polynomials, including tables of properties, an algorithm for their evaluation, and what appear to be new numerical schemes for quadrature and interpolation. We also introduce properties of Zernike polynomials in higher dimensions and several classes of numerical algorithms for Zernike polynomial discretization in Ê n . The quadrature and interpolation schemes provided use a tensor product of equispaced nodes in the angular direction and roots of certain Jacobi polynomials in the radial direction. An algorithm for the evaluation of these roots is also introduced.
The structure of this paper is as follows. In Section 2 we introduce several technical lemmas and provide basic mathematical background that will be used in subsequent sections. In Section 3 we provide a recurrence relation for the evaluation of Zernike polynomials. Section 4 describes a scheme for integrating Zernike polynomials over the unit disk. Section 5 contains an algorithm for the interpolation of Zernike polynomials. In Section 6 we give results of numerical experiments with the quadrature and interpolation schemes introduced in the preceding sections. In Appendix A, we describe properies of Zernike polynomials in Ê n . Appendix B contains a description of an algorithm for the evaluation of Zernike polynomials in Ê n . Appendix C includes an description of Spherical Harmonics in higher dimensions. In Appendix D, an overview is provided of the family of Jacobi polynomials whose roots are used in numerical algorithms for highdimensional Zernike polynomial discretization. Appendix D also includes a description of an algorithm for computing their roots. Appendix E contains notational conventions for Zernike polynomials.
Mathematical Preliminaries
In this section, we introduce notation and several technical lemmas that will be used in subsequent sections.
For notational convenience and ease of generalizing to higher dimensions, we will be denoting by S ℓ N (θ) : Ê → Ê, the function defined by the formula 
where ℓ ∈ {0, 1}, and N is a non-negative integer. In accordance with standard practice, we will denoting by δ i,j the function defined by the formula
The following lemma is a classical fact from elementary calculus. where
for i = 1, 2, ..., k.
The following technical lemma will be used in Section 4.
Lemma 2.2. For all m ∈ {0, 1, 2, ...}, the set of all points (N, n, ℓ) ∈ Ê 3 such that ℓ ∈ {0, 1}, N, n are non-negative integers, and N + 2n ≤ 2m − 1 contains exactly 2m 2 + 2m elements.
Proof. Lemma 2.2 follows immediately from the fact that the set of all pairs of nonnegative integers (N, n) satisfying N + 2n ≤ 2m − 1 has m 2 + m elements where m is a non-negative integer.
The following is a classical fact from elementary functional analysis. A proof can be found in, for example, [13] .
Lemma 2.3. Let f 1 , ..., f 2n−1 : [a, b] → Ê be a set of orthonormal functions such that for all k ∈ {1, 2, ..., 2n − 1},
where x i ∈ [a, b] and ω i ∈ Ê. Let φ : [a, b] → Ê be defined by the formula φ(x) = a 1 f 1 (x) + ... + a n−1 f n−1 (x).
Then,
for all k ∈ {1, 2, ..., n − 1}.
Jacobi Polynomials
In this section, we define Jacobi polynomials and summarize some of their properties. Jacobi Polynomials, denoted P (α,β) n , are orthogonal polynomials on the interval (−1, 1) with respect to weight function
Specifically, for all non-negative integers n, m with n = m and real numbers α, β > −1,
The following lemma, provides a stable recurrence relation that can be used to evaluate a particular class of Jacobi Polynomials (see, for example, [1] ).
Lemma 2.4. For any integer n ≥ 1 and N ≥ 0,
where
and
The Jacobi Polynomial P (N,0) n is defined in (10).
The following lemma provides a stable recurrence relation that can be used to evaluate derivatives of a certain class of Jacobi Polynomials. It is readily obtained by differentiating (11) with respect to x, Lemma 2.5. For any integer n ≥ 1 and N ≥ 0,
The Jacobi Polynomial P (N,0) n is defined in (10) and P (N,0)′ n (x) denotes the derivative of P (N,0) n (x) with respect to x.
The following lemma, which provides a differential equation for Jacobi polynomials, can be found in [1] Lemma 2.6. For any integer n,
for all x ∈ [0, 1] where P (N,0) n is defined in (10).
Remark 2.1. We will be denoting by P n : [0, 1] → Ê the shifted Jacobi polynomial defined for any non-negative integer n by the formula
where P
(1,0) n is defined in (10) . The roots of P n will be used in Section 4 and Section 5 in the design of quadrature and interpolation schemes for Zernike polynomials.
It follows immediately from the combination of (10) and (18) that the polynomials P n are orthogonal on [0, 1] with respect to weight function
That is, for any non-negative integers i, j,
Gaussian Quadratures
In this section, we introduce Gaussian Quadratures. [a, b], and n weights, ω 1 , ..., ω n ∈ Ê, such that, for any integer
The following is a well-known lemma from numerical analysis. A proof can be found in, for example, [13] . ii) For any non-negative integer n and for i = 0, 1, ..., 2n − 1, we have
where x 1 , ..., x n ∈ [a, b] are the n roots of p n and where weights ω 1 , ..., ω n ∈ Ê solve the n × n system of linear equations
with j = 0, 1, ..., n − 1.
iii) The weights, ω i , satisfy the identity,
for i = 1, 2, ..., n.
Zernike Polynomials
In this section, we define Zernike Polynomials and describe some of their basic properties. Zernike polynomials are a family of orthogonal polynomials defined on the unit ball in Ê n . In this paper, we primarily discuss Zernike polynomials in Ê 2 , however nearly all of the theory and numerical machinery in two dimensions generalizes naturally to higher dimensions. The mathematical properties of Zernike polynomials in Ê n are included in Appendix A. Zernike Polynomials are defined via the formula
for all x ∈ Ê 2 such that x ≤ 1, (r, θ) is the representation of x in polar coordinates, N, n are non-negative integers, S ℓ N is defined in (1), and R N,n are polynomials of degree N + 2n defined by the formula
for all 0 ≤ x ≤ 1. Furthermore, for any non-negative integers N, n, m,
We define the normalized polynomials R N,n via the formula
so that
where N and n are non-negative integers. We define the normalized Zernike polynomial, Z ℓ N,n , by the formula
where x ∈ Ê 2 satisfies x ≤ 1, and N, n are non-negative integers. We observe that Z ℓ N,n has L 2 norm of 1 on the unit disk.
In an abuse of notation, we use Z ℓ N,n (x) and Z ℓ N,n (r, θ) interchangeably where (r, θ)
is the polar coordinate representation of x ∈ Ê 2 .
Numerical Evaluation of Zernike Polynomials
In this section, we provide a stable recurrence relation (see Lemma 3.1) that can be used to evaluate Zernike Polynomials.
Lemma 3.1. The polynomials R N,n , defined in (26) satisfy the recurrence relation
where 0 ≤ x ≤ 1, N is a non-negative integer, n is a positive integer, and
Proof. According to [1] , for any non-negative integers n and N ,
where 0 ≤ x ≤ 1, N and n are nonnegative integers, and P (N,0) n denotes a Jacobi polynomial (see (10) ).
Identity (32) follows immediately from the combination of (35) and (11).
Remark 3.1. The algorithm for evaluating Zernike polynomials using the recurrence relation in Lemma 3.1 is known as Kintner's method (see [9] and, for example, [6] ).
Quadrature for Zernike Polynomials
In this section, we provide a quadrature rule for Zernike Polynomials.
The following lemma follows immediately from applying Lemma 2.7 to the polynomials P n defined in (18). Lemma 4.1. Let {r 1 , ..., r m } be the m roots of P m (see (18)) and {ω 1 , ..., ω m } the m weights of the Gaussian quadrature (see (21)) for the polynomials P 0 , P 1 , ..., P 2m−1 (see (18)). Then, for any polynomial q of degree at most 2m − 1,
The following theorem provides a quadrature rule for Zernike Polynomials.
Theorem 4.2. Let {r 1 , ..., r m } be the m roots of P m (see (18)) and {ω 1 , ..., ω m } the m weights of the Gaussian quadrature (see (21)) for the polynomials P 0 , P 1 , ..., P 2m−2 (see (18)). Then, for all ℓ ∈ {0, 1} and for all N, n ∈ {0, 1, ...} such that N + 2n ≤ 2m − 1,
where R N,n is defined in (26), θ j is defined by the formula
for j ∈ {1, 2, ..., 2m}, and D ⊆ Ê 2 denotes the unit disk. Furthermore, there are exactly 2m 2 + m Zernike Polynomials of degree at most 2m − 1.
Proof. Applying a change of variables,
where Z ℓ N,n is a Zernike polynomial (see (25)) and where R N,n is defined in (27). Changing the order of integration of (39), we obtain
Applying Lemma 2.1 and Lemma 4.1 to (40), we obtain
for N + 2n ≤ 2m − 1. The fact that there are exactly 2m 2 + m Zernike polynomials of degree at most 2m − 1 follows immediately from the combination of Lemma 2.2 with the fact that there are exactly m Zernike polynomials of degree at most 2m − 1 that are of the form Z ℓ 0,n .
Remark 4.1. It follows immediately from Lemma 4.2 that for all m ∈ {1, 2, ...}, placing m nodes in the radial direction and 2m nodes in the angular direction (as described in Lemma 4.2), integrates exactly the 2m 2 + m Zernike polynomials on the disk of degree at most 2m − 1.
Remark 4.2. The n roots of P n (see 20) can be found by using, for example, the algorithm described in Section 10.3.
Remark 4.3. For Zernike polynomial discretization in Ê k+1 , roots of the polynomials P k n are used, where P k n is defined by the formula
Properties of this class of Jacobi polynomials are provided in Appendix D in addition to an algorithm for finding their roots.
The following remark illustrates that the advantage of quadrature rule (37) is especially noticeable in higher dimensions.
Remark 4.4. Quadrature rule (37) integrates all Zernike polynomials up to order 2m−1 using the m roots of P m (see (20)) as nodes in the radial direction. Using Guass-Legendre nodes instead of roots of P m would require using m + 1 nodes in the radial direction.
The high-dimensional equivalent of quadrature rule (37) uses the roots of P The following remark shows that we can reduce the total number of nodes in quadrature rule (37) while still integrating the same number of functions. Table 1 : Locations in the radial and angular directions of Zernike polynomial quadrature nodes with 40 angular nodes and 20 radial nodes.
Remark 4.5. Quadrature rule (37) integrates all Zernike polynomials of order up to 2m − 1 using a tensor product of 2m equispaced nodes in the angular direction and the m roots of P m (see 18) in the radial direction. However, for large enough N and small enough j, Z N,n (r j ) is of magnitude smaller than machine precision, where r j denotes the j th smallest root of P m . As a result, in order to integrate exactly Z N,n for large N , we can use fewer equispaced nodes in the angular direction at radius r j .
Approximation of Zernike Polynomials
In this section, we describe an interpolation scheme for Zernike Polynomials. We will denote by r 1 , ..., r M the M roots of P M (see 18).
Theorem 5.1. Let M be a positive integer and f : D → Ê be a linear combination of Zernike polynomials of degree at most M − 1. That is,
where i, j are non-negative integers satisfying
and where Z ℓ i,j (r, θ) is defined by (31) and S ℓ i is defined by (1). Then,
where r 1 , ..., r M denote the M roots of P M (see 18) and θ l is defined by the formula
Proof. Clearly,
Changing the order of integration of (47) and applying Lemma 2.1 and Lemma 2.3, we obtain
Applying Lemma 2.3 to (48), we obtain 
and then naively computing the sum
Remark 5.3. Sum (51) can be computed using an FMM (see, for example, [2] ) which would reduce the evaluation of sum (49) to a computational cost of O(M 2 log(M )).
Remark 5.4. Standard interpolation schemes on the unit disk often involve representing smooth functions as expansions in non-smooth functions such as
where n and N are non-negative integers, T n is a Chebyshev polynomial, and S ℓ N is defined in (1) . Such interpolation schemes are amenable to the use of an FFT in both the angular and radial directions and thus have a computational cost of only O(M 2 log(M )) for the interpolation of an M -degree Zernike expansion.
However, interpolation scheme (45) has three main advantages over such a scheme: i) In order to represent a smooth function on the unit disk to full precision, a Zernike expansion requires approximately half as many terms as an expansion into functions of the form (52) (see Figure 3) . ii) Each function in the interpolated expansion is smooth on the disk.
iii) The expansion is amenable to filtering.
Numerical Experiments
The quadrature and interpolation formulas described in Sections 4 and 5 were implemented in Fortran 77. We used the Lahey/Fujitsu compiler on a 2.9 GHz Intel i7-3520M Lenovo laptop. All examples in this section were run in double precision arithmetic.
In each table in this section, the column labeled "nodes" denotes the number of nodes in both the radial and angular direction using quadrature rule (37). The column labeled "exact integral" denotes the true value of the integral being tested. This number is computed using adaptive gaussian quadrature in extended precision. The column labeled "integral via quadrature" denotes the integral approximation using quadrature rule (37).
We tested the performance of quadrature rule (37) in integrating three different functions over the unit disk. In Table 2 we approximated the integral over the unit disk of the function f 1 defined by the formula
In Table 3 we use quadrature rule (37) to approximate the integral over the unit disk of the function f 2 defined by the formula
In Table 4 , we use quadrature rule (37) to approximate the integral over the unit disk of the function f 3 defined by the formula
We tested the performance of interpolation scheme (43) on two functions defined on the unit disk.
In Figure 2 we plot the magnitude of the coefficients of the Zernike polynomials R 0,n for n = 0, 1, ..., 10 using interpolation scheme (43) with 21 nodes in the radial direction and 41 in the angular direction on the function f 1 defined in (53). All coeficients of other terms were of magnitude smaller than 10 −14 . In Table 5 we list the interpolated coefficients of the Zernike polynomial expansion of the function f 4 defined by the formula
where P i is the ith degree Legendre polynomial. Listed are the coefficients using interpolation scheme (43) with 5 points in the radial direction and 9 points in the angular direction of Zernike polynomials
where N = 0, 1, ..., 8 and n = 0, 1, 2, 3, 4. All other coefficients were of magnitude smaller than 10 −14 . We interpolated the Bessel function
using interpolation scheme (43) and plot the resulting coefficients of the Zernike polynomials
for n = 0, ..., 16 in Figure 3 . All other coefficients were approximately 0 to machine precision. In Figure 3 , we plot the coefficients of the Chebyshev expansion obtained via Chebyshev interpolation of the radial component of (58 Table 5 : Coefficients of the interpolation of the function f 4 (x, y) = P 2 (x)P 4 (y) into Zernike polynomials of degree at most 8. The entry corresponding to N, n is the coefficient of R N,n cos(N θ). 
Appendix A: Mathematical Properties of Zernike Polynomials
In this appendix, we define Zernike polynomials in Ê p+2 and describe some of their basic properties. Zernike polynomials, denoted Z ℓ N,n , are a sequence of orthogonal polynomials defined via the formula
for all x ∈ Ê p+2 such that x ≤ 1, where N and n are nonnegative integers, S ℓ N are the orthonormal surface harmonics of degree N (see Appendix C), and R N,n are polynomials of degree 2n + N defined via the formula
for all 0 ≤ x ≤ 1. The polynomials R N,n satisfy the relation
and are orthogonal with respect to the weight function w(x) = x p+1 , so that
We define the polynomials R N,n via the formula
where N and n are nonnegative integers. We define the normalized Zernike polynomial, Z ℓ N,n , by the formula
for all x ∈ Ê p+2 such that x ≤ 1, where N and n are nonnegative integers, S ℓ N are the orthonormal surface harmonics of degree N (see Appendix C), and R N,n is defined in (61). We observe that Z ℓ N,n has L 2 norm of 1 on the unit ball in Ê p+2 .
In an abuse of notation, we refer to both the polynomials Z ℓ N,n and the radial polynomials R N,n as Zernike polynomials where the meaning is obvious. Remark 7.1. When p = −1, the Zernike polynomials take the form
for −1 ≤ x ≤ 1 and nonnegative integer n, where P n denotes the Legendre polynomial of degree n and
for all real x. Remark 7.2. When p = 0, the Zernike polynomials take the form
where x 1 = r cos(θ), x 2 = r sin(θ), and N and n are nonnegative integers.
Special Values
The following formulas are valid for all nonnegative integers N and n, and for all 0 ≤ x ≤ 1.
Hypergeometric Function
The polynomials R N,n are related to the hypergeometric function 2 F 1 (see [1] ) by the formula
where 0 ≤ x ≤ 1, and N and n are nonnegative integers.
Interrelations
The polynomials R N,n are related to the Jacobi polynomials via the formula
where 0 ≤ x ≤ 1, N and n are nonnegative integers, and P (α,β) n , α, β > −1, denotes the Jacobi polynomials of degree n (see [1] ).
When p = −1, the polynomials R N,n are related to the Legendre polynomials via the formulas
where 0 ≤ x ≤ 1, n is a nonnegative integer, and P n denotes the Legendre polynomial of degree n (see [1] ).
Limit Relations
The asymptotic behavior of the Zernike polynomials near 0 as the index n tends to infinity is described by the formula
where 0 ≤ x ≤ 1, N is a nonnegative integer, and J ν denotes the Bessel functions of the first kind (see [1] ).
Zeros
The asymptotic behavior of the zeros of the polynomials R N,n as n tends to infinity is described by the following relation. Let x (n) N,m be the mth positive zero of R N,n , so that 0 < x (n) N,1 < x (n) N,2 < . . .. Likewise, let j ν,m be the mth positive zero of J ν , so that 0 < j ν,1 < j ν,2 < . . ., where J ν denotes the Bessel functions of the first kind (see [1] ). Then
for any nonnegative integer N .
Inequalities
The inequality
holds for 0 ≤ x ≤ 1 and nonnegative integer N and n.
Integrals
The polynomials R N,n satify the relation
where x ≥ 0, N and n are nonnegative integers, and J ν denotes the Bessel functions of the first kind.
Generating Function
The generating function associated with the polynomials R N,n is given by the formula
where 0 ≤ x ≤ 1 is real, z is a complex number such that |z| ≤ 1, and N is a nonnegative integer.
Differential Equation
The polynomials R N,n satisfy the differential equation
for all 0 < x < 1 and nonnegative integers N and n.
Recurrence Relations
The polynomials R N,n satisfy the recurrence relation
where 0 ≤ x ≤ 1, N is a nonnegative integer, n is a positive integer, and (·) n is defined via the formula
for real x and nonnegative integer n. The polynomials R N,n also satisfy the recurrence relations
for nonnegative integers N and n, and
for integers N ≥ 1 and n ≥ 0, where 0 ≤ x ≤ 1.
Differential Relations
The Zernike polynomials satisfy the differential relation given by the formula
where 0 < x < 1, N is a nonnegative integer, and n is a positive integer.
8 Appendix B: Numerical Evaluation of Zernike Polyno-
The main analytical tool of this section is Lemma 8.1 which provides a recurrence relation that can be used for the evaluation of radial Zernike Polynomials, R N,n . According to [1] , radial Zernike polynomials, R N,n , are related to Jacobi polynomials via the formula
where 0 ≤ x ≤ 1, N and n are nonnegative integers, and P (α,0) n is defined in (10). The following lemma provides a relation that can be used to evaluate the polynomial R N,n .
Lemma 8.1. The polynomials R N,n satisfy the recurrence relation
for real x and nonnegative integer n.
Proof. It is well known that the Jacobi polynomial P (α,0) n (x) satisfies the recurrence relation
where a 1n = 2(n + 1)(n + α + 1)(2n + α)
Identity (96) follows immediately from the combination of (98) and (99).
Appendix C: Spherical Harmonics in Ê p+2
Suppose that S p+1 denotes the unit sphere in Ê p+2 . The spherical harmonics are a set of real-valued continuous functions on S p+1 , which are orthonormal and complete in L 2 (S p+1 ). The spherical harmonics of degree N ≥ 0 are denoted by
for all nonnegative integers N . The following theorem defines the spherical harmonics as the values of certain harmonic, homogeneous polynomials on the sphere (see, for example, [3] ).
Theorem 9.1. For each spherical harmonic S ℓ N , where N ≥ 0 and 1 ≤ ℓ ≤ h(N ) are integers, there exists a polynomial K ℓ N : Ê p+2 → Ê which is harmonic, i.e.
for all x ∈ Ê p+2 , and homogenous of degree N , i.e.
for all x ∈ Ê p+2 and λ ∈ Ê, such that
for all ξ ∈ S p+1 .
The following theorem is proved in, for example, [3] .
Theorem 9.2. Suppose that N is a nonnegative integer. Then there are exactly
linearly independent, harmonic, homogenous polynomials of degree N in Ê p+2 .
The following theorem states that for any orthogonal matrix U , the function S ℓ N (U ξ) is expressible as a linear combination of
(ξ) (see, for example, [3] ).
Theorem 9.3. Suppose that N is a nonnegative integer, and that
Ê are a complete set of orthonormal spherical harmonics of degree N . Suppose further that U is a real orthogonal matrix of dimension p + 2 × p + 2. Then, for each integer
for all ξ ∈ S p+1 . Furthermore, if V is the h(N ) × h(N ) real matrix with elements v i,j for all 1 ≤ i, j ≤ h(N ), then V is also orthogonal. The following theorem states that if an integral operator acting on the space of functions S p+1 → Ê has a kernel depending only on the inner product, then the spherical harmonics are eigenfunctions of that operator (see, for example, [3] ).
Theorem 9.4 (Funk-Hecke). Suppose that F : [−1, 1] → Ê is a continuous function, and that S N : S p+1 → Ê is any spherical harmonic of degree N . Then
for all η ∈ S p+1 , where ·, · denotes the inner product in Ê p+2 , the integral is taken over the whole area of the hypersphere Ω, and λ N depends only on the function F .
10 Appendix D: The Shifted Jacobi Polynomials P
In this section, we introduce a class of Jacobi polynomials that can be used as quadrature and interpolation nodes for Zernike polynomials in Ê p+2 .
We define P k n (x) to be the shifted Jacobi polynomials on the interval [0, 1] defined by the formula
where k > −1 is a real number and where P (k,0) n is defined in (10) . It follows immediately from (107) that P k n (x) are orthogonal with respect to weight function x k . That is, for all non-negative integers n, the Jacobi polynomial P k n is a polynomial of degree n such that
for all non-negative integers i, j where k > −1.
The following lemma, which follows immediately from the combination of Lemma 2.6 and (107), provides a differential equation satisfied by P k n .
Lemma 10.1. Let k > −1 be a real number and let n be a non-negative integer. Then, P k n satisfies the differential equation,
for all r ∈ (0, 1).
The following recurrence for P k n follows readily from the combination of Lemma 107 and (11).
Lemma 10.2. For all non-negative integers n and for all real numbers k > −1,
Numerical Evaluation of the Shifted Jacobi Polynomials
The following observations provide a way to evaluate P k n and its derivatives.
Observation 10.1. Combining (11) with (107), we observe that P k n (x) can be evaluated by first evaluating P (k,0) n (1 − 2x) via recurrence relation (11) and then multiplying the resulting number by
Observation 10.2. Combining (14) with (107), we observe that the polynomial P k′ n (x) (see (107)), can be evaluated by first evaluating P (k,0)′ n (1 − 2x) via recurrence relation (14) and then multiplying the resulting number by
Prüfer Transform
In this section, we describe the Prüfer Transform, which will be used in Section 10.3. A more detailed description of the Prüfer Transform can be found in [7] . 
where α, β : (a, b) → Ê are differential functions. Then,
where the function θ : [a, b] → Ê is defined by the formula,
Proof. Introducing the notation
for all x ∈ [a, b], and differentiating (116) with respect to x, we obtain the identity
Substituting (117) and (116) into (113), we obtain,
Introducing the notation,
with θ, γ two unknown functions, we differentiate (119) and observe that,
and squaring both sides of (119), we obtain
Substituting (120) and (121) into (118) and choosing
we obtain 
in (113) is significantly larger than
on the interval [a, b], where α and β are defined in (113). Under these conditions, the function θ (see (115)), is monotone and its derivative neither approaches infinity nor 0. Furthermore, finding the roots of φ is equivalent to finding x ∈ [a, b] such that
for some integer k. Consequently, we can find the roots of φ by solving well-behaved differential equation (123). 
then, for all x ∈ [a, b], we have dθ dx < 0 (see (114)) and we can view x : [−π, π] → Ê as a function of θ where x satisfies the first order differential equation
Roots of the Shifted Jacobi Polynomials
The primary purpose of this section is to describe an algorithm for finding the roots of the Jacobi polynomials P k n . These roots will be used in Section 4 for the design of quadratures for Zernike Polynomials. The following lemma follows immediately from applying the Prufer Transform (see Lemma 10.3) to (109).
Lemma 10.4. For all non-negative integers n, real k > −1, and r ∈ (0, 1),
where the function θ : (0, 1) → Ê is defined by the formula
where P k n is defined in (108).
Remark 10.5. For any non-negative integer n,
for all r ∈ (0, 1). Therefore, applying Remark 10.4 to (129), we can view r as a function of θ where r satisfies the differential equation
Algorithm
In this section, we describe an algorithm for the evaluation of the n roots of P k n . We denote the n roots of P k n by r 1 < r 2 < ... < r n .
Step 1. Choose a point, x 0 ∈ (0, 1), that is greater than the largest root of P k n . For example, for all k ≥ 1, the following choice of x 0 will be sufficient: Step 2. Defining θ 0 by the formula
where θ is defined in (130), solve the ordinary differential equation dr dθ (see (132)) on the interval (π/2, θ 0 ), with the initial condition r(θ 0 ) = x 0 . To solve the differential equation, it is sufficient to use, for example, second order Runge Kutta with 100 steps (independent of n). We denote byr n the approximation to r(π/2) obtained by this process. It follows immediately from (126) thatr n is an approximation to r n , the largest root of P k n .
Step 3. Use Newton's method withr n as an initial guess to find r n to high precision. The polynomials P k n and P k′ n can be evaluated via Observation 10.1 and Observation 10.2.
Step 4. With initial condition
solve differential equation 
using, for example, second order Runge Kuta with 100 steps. We denote byr n−1 the approximation to
obtained by this process.
Step 5. Use Newton's method, with initial guessr n−1 , to find to high precision the second largest root, r n−1 .
Step 6. For k = {1, 2, ..., n − 1}, repeat Step 4 on the interval (−π/2 − kπ, −π/2 − (k − 1)π)
with intial condition x(−π/2 − (k − 1)π) = r n−k+1 (139) and repeat
Step 5 onr n−k .
Appendix E: Notational Conventions for Zernike Polynomials
In two dimensions, the Zernike polynomials are usually indexed by their azimuthal order and radial order. In this report, we use a slightly different indexing scheme, which leads to simpler formulas and generalizes easily to higher dimensions (see Section 2.3 for our definition of the Zernike polynomials Z ℓ N,n and the radial polynomials R N,n ). However, for the sake of completeness, we describe in this section the standard two dimensional indexing scheme, as well as other widely used notational conventions.
If |m| denotes the azimuthal order and n the radial order, then the Zernike polynomials in standard two index notation (using asterisks to differentiate them from the polynomials Z ℓ N,n and R N,n ) are * 
for all m = 0, ±1, ±2, . . . and n = |m|, |m| + 2, |m| + 4, . . . (see Figure 140) ; they are normalized so that * R |m| n (1) = 1,
for all m = 0, ±1, ±2, . . . and n = |m|, |m| + 2, |m| + 4, . . . . We note that * R |m| n (ρ) = R |m|,
for all m = 0, ±1, ±2, . . . and n = |m|, |m| + 2, |m| + 4, . . ., where R is defined by (26) (see Figure 6) ; equivalently,
for all nonnegative integers N and n.
Remark 11.1. The quantity n + |m| is sometimes referred to as the "spacial frequency" of the Zernike polynomial * Z m n (ρ, θ). It roughly corresponds to the frequency of the polynomial on the disc, as opposed to the azimuthal frequency |m| or the order of the polynomial n.
Zernike Fringe Polynomials
The Zernike Fringe Polynomials are the standard Zernike polynomials, normalized to have L 2 norm equal to π on the unit disc and ordered by their spacial frequency n + |m| (see Table 6 and Figure 7 ). This ordering is sometimes called the "Air Force" or "University of Arizona" ordering.
ANSI Standard Zernike Polynomials
The ANSI Standard Zernike polynomials, also referred to as OSA Standard Zernike polynomials or Noll Zernike polynomials, are the standard Zernike polynomials, normalized to have L 2 norm π on the unit disc and ordered by n (the order of the polynomial on the disc; see Table 7 and Figure 8 ).
Wyant and Creath Notation
In [14] , James Wyant and Katherine Creath observe that it is sometimes convienient to factor the radial polynomial * 
for all m = 0, ±1, ±2, . . . and n = |m|, |m| + 1, |m| + 2, . . ., where the polynomial Q |m| n is of order 2(n − |m|) (see Figure 4) . Equivalently, the factorization can be written as *
for all m = 0, ±1, ±2, . . . and n = |m|, |m| + 2, |m| + 4, . . . . 
