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Fetal alcohol syndrome (FAS) is a condition which is caused by excessive consumption
of alcohol by the mother during pregnancy. A FAS diagnosis depends on the presence of
growth retardation, central nervous system and neurodevelopment abnormalities together
with facial malformations. The main facial features which best distinguish children with
and without FAS are smooth philtrum, thin upper lip and short palpebral fissures. Diagno-
sis of the facial phenotype associated with FAS can be done using methods such as direct
facial anthropometry and photogrammetry.
The project described here used information obtained from stereo facial images and ap-
plied facial shape analysis and pattern recognition to distinguish between children with
FAS and control children. Other researches have reported on identifying FAS through the
classification of 2D landmark coordinates and 3D landmark information in the form of
Procrustes residuals. This project built on this previous work with the use of 3D informa-
tion combined with texture as features for facial classification.
Stereo facial images of children were used to obtain the 3D coordinates of those facial
landmarks which play a role in defining the FAS facial phenotype. Two datasets were
used: the first consisted of facial images of 34 children whose facial shapes had previously
been analysed with respect to FAS. The second dataset consisted of a new set of images
from 40 subjects.












tion to obtain texture information, in the form of jets, around selected landmarks. Their
2D coordinates were also extracted during the process. Faces were classified using k-
nearest neighbor (kNN), linear discriminant analysis (LDA) and support vector machine
(SVM) classifiers. Principal component analysis was used for dimensionality reduction
while classification accuracy was assessed using leave-one-out cross-validation.
For dataset 1, using 2D coordinates together with texture information as features during
classification produced a best classification accuracy of 72.7% with kNN, 75.8% with
LDA and 78.8% with SVM. When the 2D coordinates were replaced by Procrustes resid-
uals (which encode 3D facial shape information), the best classification accuracies were
69.7% with kNN, 81.8% with LDA and 78.6% with SVM. LDA produced the most con-
sistent classification results.
The classification accuracies for dataset 2 were lower than for dataset 1. The different
conditions during data collection and the possible differences in the ethnic composition
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Fetal alcohol syndrome (FAS) is a condition which is caused by excessive consumption
of alcohol by the mother during pregnancy. As early as 1892 correlations between the
excessive consumption of alcohol and infant mortality were observed (Burd et al., 2003).
A characteristic physical phenotype describing a number of facial malformations, plays a
significant role in identifying the condition.
Recent studies in a high prevalence community in South Africa found that the FAS preva-
lence rate was increasing. Viljoen et al. (2005) found a FAS prevalence of 65.2-74.2 per
1000 children in the first grade population, which was 33-148 times greater than U.S. es-
timates and higher than in a previous cohort study in the same community (40.5-46.4 per
1,000). In a subsequent study, the rate of FAS and partial FAS in a class of first graders in
a South African community was reported to be 68.0-89.2 per 1000 (May et al., 2007).
Individuals affected by FAS suffer from life-long disabilities that are usually accompanied
by secondary disabilities such as low self esteem, depression, aggression, school failure
and juvenile detention. These disabilities entail a high cost to the individual as well as
to their families (Astley and Clarren, 1996). It is therefore important that the diagnosis












lack of correct diagnosis also hinders the tracking of statistical data associated with FAS
(Astley and Clarren, 1995).
Diagnosis of the facial phenotype associated with FAS by dysmorphologists using the
gestalt approach, namely observing the facial features of the individual, is only effective
when performed by experienced dysmorphologists (Astley and Clarren, 1995; Hammond,
2007). Alternatively, direct measurements of facial features are made with rulers, calipers
or tape measures, and compared with reference values. More recently, information from
facial photographs has been used in FAS diagnosis.
1.2 Objectives and significance
Shape analysis has been shown to hold promise for diagnosing the FAS facial phenotype,
while pattern recognition methods have been used in the delineation of other syndromes.
The objectives of this project were to use information from stereo facial images for both
shape analysis and pattern recognition to distinguish between children with FAS and con-
trol children.
The following steps were taken to achieve the objectives of this study:
• Elastic bunch graph matching (EBGM) was used to extract texture information, in
the form of Gabor wavelet coefficients, from stereo facial images.
• 2D and 3D landmark coordinates and hence shape information were extracted from
stereo facial images.
• Classification was performed using texture and shape information as features to
separate children with FAS and controls.
• The performance of different classifiers was assessed.
The thesis builds on the progression in the use of facial features for syndrome delineation












2003; Boehringer et al., 2006; Vollmar et al., 2008) to 3D information in the form of
Procrustes residuals (Mutsvangwa, 2009; Mutsvangwa et al., 2009a). A further advance
is achieved with the use of 3D information and texture as features for classification to
detect the FAS facial phenotype.
1.3 Thesis outline
Chapter2 explores the different FAS diagnosis methods such as traditional direct anthro-
pometry, photogrammetry and 3D imaging. Other methods, such as facial shape analysis,
are also mentioned. Pattern recognition techniques used in assessing FAS are described.
Finally, a few automatic landmark location techniques are presented.
Chapter 3 begins with a background on wavelet theory and elastic bunch graph match-
ing (EBGM). Generalised Procrustes analysis (GPA) is also described. Finally, various
classification methods which are used in the project are described.
Chapter 4 covers the acquisition of stereo facial images, the study population statistics,
the different software used for EBGM and for extracting 2D and 3D shape information
from the images and the implementation of the classification methods.
Chapter 5 shows the results of classifying 2D image information while Chapter 6 shows
the results of classifying 2D texture information and 3D shape information; in both cases,
image data from a previous study are used.
Chapter7 shows the results of the experiments analysing a larger dataset collected during
the present study.














2.1 Fetal alcohol syndrome
Alcohol consumption during pregnancy results in damage to the fetus, including a spec-
trum of structural anomalies and behavioral and neurocognitive disabilities, which fall
under the category of fetal alcohol spectrum disorders (FASD) (Hoyme et al., 2005). In-
dividuals at the most extreme end of the spectrum, displaying the complete phenotype,
are said to suffer from fetal alcohol syndrome (FAS) (Astley and Clarren, 1996; Hoyme
et al., 2005). Jones & Smith (1973) were among the first to describe in detail the set of
malformation patterns in children whose mothers had a high alcohol consumption. Spe-
cific patterns of malformations, with a confirmed history of maternal alcohol consumption
during pregnancy, prenatal and postnatal growth deficiency, central nervous neurodevel-
opment abnormalities together with facial malformations are regarded as diagnostic cri-
teria for FAS (Clarren et al., 1987; Astley and Clarren, 1995, 1996; Burd et al., 2003;
Hoyme et al., 2005; May et al., 2007).
According to one set of diagnostic guidelines, the broader range of FASD include (Hoyme
et al., 2005):
• FAS with confirmed maternal alcohol exposure.
• FAS without confirmed maternal alcohol exposure.











• Alcohol-related birth defects (ARBD).
• Alcohol-related neurodevelopmental disorder (ARND).
A second set of criteria, known as the Washington criteria, was developed by Astley
and Clarren (2000). Their criteria include the four key diagnostic features of FAS, i.e,
growth deficiency, characteristic FAS facial phenotype, central nervous system damage,
and alcohol exposure during pregnancy. The extent to which each of these four factors
is present for any subject is ranked on a 4-point Likert scale, with 1 representing the
complete absence of the feature and 4 representing a typical feature. Each subject is
assigned a 4-digit diagnostic code, with each digit corresponding to the degree to which
one of the four main features of FAS is present (Astley, 2006).
2.2 Direct anthropometry
Anthropometry can be defined as the biological science of measuring size, weight and
proportions of the human body (Farkas, 1998). Direct anthropometry involves recording
of measurements on the human body using physical measurement devices. Typical mea-
surements are lengths, angles and circumferences. Direct anthropometry usually requires
the direct contact of those measurement devices with the parts of the body being investi-
gated. Examples of measurement devices are hand-held rulers, cloth tapes, calipers and
protractors (Mutsvangwa, 2009). The main advantages of obtaining measurements from
direct anthropometry are its cheap cost of operation together with the simplicity of the
procedure. The main disadvantages are the discomfort to the patient and the increased
risk of measurement errors such as parallax errors.
2.2.1 Direct anthropometry for FAS diagnosis
Attempts have been made to reduce the number of facial features considered in FAS di-
agnosis. Astley & Clarren (1995) proposed a FAS screening tool which made use of
a combination of direct anthropometry and 3-point Likert scale ratings of some features.
Thirteen physical and facial measurements were taken including those from the eyes, mid-












was split and the one with the FAS subjects was used to create a list of the most differ-
entiating features between FAS and and normal subjects using a discriminant function.
The discriminant function found that the features which most differentiated between FAS
subjects and normal controls were a thin upper lip, smooth philtrum, and shorter palpebral
fissures.
Moore et al. (2001) used direct anthropometry to take 21 craniofacial measurements
of subjects, who were prenatally exposed to alcohol, as well as control subjects. They
used discriminant analysis to find the set of craniofacial measurements which best dif-
ferentiated between FAS, partial FAS and normal faces. One of their most important
findings was that discriminant analysis identified six craniofacial measurements which
could differentiate between alcohol exposed and non-alcohol exposed subjects with 98%
sensitivity and 90% specificity.
2.3 Indirect anthropometry
2.3.1 Photography
Photographs can be used as an alternative to direct anthropometry for the process of ob-
taining measurements of body parts. Photographs allow for easily reproducible results
and are less intrusive than direct anthropometric methods. Obtaining photographs from
subjects is also a relatively simple procedure. However, photographs have some disad-
vantages when compared to direct anthropometry. These include the inability to take
measurements where the landmarks are not clearly visible, such as bony structures cov-
ered with hair. Owing to the nature of the 2D photographs, distances along arcs cannot be
measured.
Photography in FAS diagnosis
Clarren et al. (1987) used photographs for examining the facial malformations of subjects












group of 42 seven-year-old children were examined. Half of these had been exposed to
large quantities of alcohol, while the other half had been exposed to negligible amounts of
alcohol. They used morphometric methods which analysed the digitised 2D coordinates
of certain landmarks obtained. Sets of three landmarks were used to produce triangles.
The mean shapes of these triangles were compared between the two groups. The group
with higher fetal alcohol exposure confirmed the facial phenotype associated with FAS,
that is, short palpebral fissures, flattened midface and a retrusive mandible.
Sokol et al. (1991) used an amateur ‘Polaroid’ instant photography camera with a single
built-in electronic flash to capture frontal and side view ‘snapshots’ of neonates. Three
reference landmarks were chosen in both frontal and profile views to define seven frontal
and profile landmarks with which they attempted to group the neonatal facial features of
FAS. The landmarks were digitised and their coordinates were used for stepwise discrim-
inant analyses. The results indicated that features which contributed to the facial phe-
notype of FAS were a small nose with long philtrum, thin vermilion, scooped bridge of
the nose and a short palpebral fissure. These observations agreed with the facial features
found by others to consistently characterise FAS.
Astley & Clarren (1996) compared frontal facial photographs of 42 subjects (0 to 27
years of age) with FAS, matched to 84 subjects without FAS. The study population was
randomly divided into two groups. The first was used to identify the facial features that
best differentiated individuals with and without FAS while the second group was used for
cross-validation. A stepwise discriminant analysis identified three facial features (reduced
palpebral fissure length/inner canthal distance ratio, smooth philtrum, and thin upper lip)
as the subset of features that differentiated individuals with and without FAS.
2.3.2 Stereo-photogrammetry
Photogrammetry is the process of obtaining measurements from using photographs, while
stereo-photogrammetry refers to the special case where two or more cameras are used to












obtain morphometric measurements. Photogrammetric measurements have been more
often used on the face than on any other body part for medical purposes (Mitchell and
Newton, 2002). Another use of photogrammetry is in surgical planning, to investigate
changes taking place over short periods of time prior to and after surgery (Mitchell and
Newton, 2002).
Meintjes et al. (2002) proposed a method of measuring in 3D, the facial dysmorphol-
ogy of children using stereo-photogrammetry. A control frame using eleven markers was
used. The system was calibrated using the direct linear transformation which was used
to obtain the 3D coordinates of the facial landmarks from their corresponding 2D im-
age coordinates. The study aimed at comparing facial distances (palpebral fissure length,
inner canthal distance, inter-pupillary distance) obtained using stereo-photogrammetry
to those measured by two independent dysmorphologists. It was found that the stereo-
photogrammetric palpebral fissure length agreed with directly measured values. The
discrepancies observed in the inner canthal and inter-pupillary measurements were at-
tributed to the inexperience of the investigators in selecting the correct landmarks from
the photographs, as well as to parallax error while the dysmorphologists were taking the
measurements.
Using the same control frame as used in Meintjes et al. (2002), Douglas et al. (2003)
implemented an algorithm to automatically extract and measure eye features from stereo
photographs. The palpebral fissure length, the inner canthal distance, the outer canthal
distance and the inter-pupillary distance were calculated from manual and automatically
selected points on the images. The automatically obtained measurements were compared
with measurements obtained manually. It was found that the mean absolute differences
between automatic and manual measurements were less than 1mm for palpebral fissure
length and inter-pupillary distance.
Mutsvangwa et al. (2009b) designed a stereo-photogrammetric system using 3 cameras












Figure 2.1: Stereo-photogrammetric equipment for capturing images (Mutsvangwa et al.,
2009b)
To test the system, stereo facial images of a doll were captured and 275 inter-landmark
distances were calculated. These distances were compared with direct measurements and
100% were within a 1.5 mm error range and 92.3% within a 1 mm error range. When
inter-landmark distances using two sets of 5 live subjects obtained stereo-photogrammetrically
were compared, 72.5% of distances were within a 1 mm range. The system was proposed
for large scale screening and surveillance for FAS.
2.4 3D surface imaging systems for syndrome diagnosis
Recent years have seen the availability of yet another way of diagnosing syndromes,
namely 3D surface imaging. 3D surface imaging has the advantage of making up for
the shortcomings of 2D imaging by capturing an image which can be viewed at any an-
gle (Hammond, 2007). Henessy et al. (2007) used 3D laser surface imaging to capture
the facial images of patients with schizophrenia and control subjects. The images were
analysed using geometric morphometrics and 3D visualisations to obtain domains of the












Moore et al. (2007) examined 276 subjects from 4 sites (Cape Town, South Africa;
Helsinki, Finland; Buffalo, New York; and San Diego, California) to classify subjects
as either fetal alcohol syndrome positive (FAS; 43%) or control (57%). Facial images
were captured using a commercially available laser scanner. Commercial packages were
used to reconstruct the 3D model of a subject’s face. A discriminant function analysis
was performed on facial measurements obtained from those models to distinguish FAS
patients from controls. It was observed that a reduced size of the eye orbit was a consis-
tent feature discriminating FAS and controls in all populations.
3D photogrammetry can be used to obtain the 3D landmark coordinates of the face as was
demonstrated in (Meintjes et al., 2002; Mutsvangwa et al., 2009b). It can also be used
to reconstruct the craniofacial surface in 3D. As with landmark-based photogrammetry,
multiple digital cameras are used to capture images from different viewing angles but
the craniofacial surface is reconstructed in 3D (Wong et al., 2008). The main advantages
of 3D surface photogrammetry over laser surface scanning is that its data capture time
is very small and hence it minimises motion artifacts. On comparison of a particular
3D surface photogrammetric system (the 3dMD face digital photogrammetry system) to
direct anthropometry, Wong et al. (2008) showed that the 3D system produced results that
were valid and reliable.
2.5 Facial shape analysis for FAS diagnosis
Facial shape can be compared and averaged by analysing the differences in position of
different landmarks as investigated by Clarren et al. (1987) and Streissguth et al. (1991).
These studies were performed by using the mean shapes of triangles defined by three
sets of landmarks on subjects who were either exposed to more alcohol or less alcohol
prenatally.
Mutsvangwa & Douglas (2007) applied Procrustes analysis and principal component












tained 3D landmarks to analyse the differences in landmark-based facial shapes between
subjects suffering from FAS and those of the normal controls. They found significant
differences in shape between the groups, which confirmed the dysmorphology expected
in FAS subjects.
Mutsvangwa et al. (2009a) described an application of facial shape analysis to charac-
terise the facial anomalies associated with fetal alcohol syndrome (FAS) in a mixed an-
cestry population, in which the influence of size and age on shape was removed by re-
gression. Stereo facial images were acquired using the equipment shown in Figure 2.1
and generalised Procrustes analysis and discriminant function analysis were applied to
3D coordinates. Facial shape comparisons of FAS and control subjects at ages 5 and 12,
a comparison of the FAS facial shape at ages 5 and 12 and a comparison of control facial
shapes at ages 5 and 12 were done. The first two comparisons indicated that the facial fea-
tures which most differentiated between FAS and control were small palpebral fissures,
a thin upper lip and midface hypoplasia. The classification accuracy for the 5-year-old
group was 95.46% while that for the 12-year-old group was 80.13%. The remaining com-
parisons confirmed that the FAS facial anomalies diminish with age.
Using the same shape analysis techniques as in Mutsvangwa and Douglas (2007), Mutsvangwa
(2009) applied classification techniques to the shape information extracted from stereo













Table 2.1: Classification of Procrustes residuals after principal component analysis
(Mutsvangwa, 2009).
2.6 Pattern recognition for syndrome diagnosis
Ferrario et al. (1995) obtained 3D facial landmark coordinates using a method that used
two CCD cameras interfaced with an automatic image analyser to obtain facial landmarks
from captured images. These landmarks were used in boundary methods to reconstruct
the facial profile mathematically using Fourier series. This method was applied to analyse
(using statistical comparisons) sex differences in the shape of the soft tissue facial contour
in a group of healthy young adults.
Loos et al. (2003) used Gabor wavelets and elastic bunch graph matching to pre-process
gray scale digital photos of patients suffering from a number of facial malformations. The
study aimed at diagnosing five different syndromes expressed by facial dysmorphism in
the subjects. The syndrome recognition rate was between 58% and 76%. Human experts
on the other hand scored a 62% correct syndrome recognition rate. A more detailed ex-
amination of the theory of wavelets and elastic bunch graph matching is given in Sections
4.1 and 4.2.












(LDA) called the enhanced Fisher model for identifying FAS positive faces using facial
images. The images were cropped and normalised into the region that contains only the
face. The method consisted of two steps. The first projected a face image to a face
subspace via principal component analysis, by selecting the features (pixels) which con-
tributed most to identifying those images of positive FAS subjects. The second step used
LDA to obtain a linear classification. The accuracy of the classifier was 70.0% when 25
principal components were used.
Vollmar et al. (2008) attempted to classify subjects suffering from 1 of 14 facial malfor-
mation syndromes using frontal and side view images. The authors located specific land-
marks on the face and extracted Gabor coefficients at those landmarks. The coefficients
(jets) store texture information of the area under investigation (Section 3.1). They also
extracted 2D coordinates of the facial landmarks from the frontal and side view images.
The texture information and the coordinates were used as features for classification. The
classification methods tested were: linear discriminant analysis, support vector machines
and the k-nearest neighbour classifier. From the results, its was deduced that substantial
information can be obtained from side poses and geometry. The classification accuracy
when investigating 14 syndromes from frontal images and side-views using wavelets was
76% but increased to 93% when geometric information (landmark coordinates) was in-
cluded.
Fang et al. (2008) developed an automated facial feature analysis technique which com-
pared mathematically defined surface features within selected regions of FAS and control
facial surface images, obtained using a laser scanner. It extracted a subset of these fea-
tures which provided the most discriminatory power to identify the FAS subjects. The
feature measurements used in this study were: area, aspect ratio, flatness and curvature.
A correlation-based feature selection approach was used to reduce the size of the feature
vector. The selected feature vector was analysed using radial basis function networks as
well as support vector machines. The study used two different test populations. The ac-












classifying FAS was 90.9%.
2.7 Landmark location
Locating facial landmarks on a photograph is an important step in various operations
such as face recognition and classification. The most common way of doing so is to
manually select the facial landmarks by visual inspection. The advantage of this method
is its accuracy, however, the location procedure depends on the experience of the user in
identifying the landmarks. The problem with manual detection of the facial landmarks
arises when a large number of photographs is needed. For this reason, automatic facial
landmark location is ideal when dealing with a dataset of considerable size.
An algorithm, developed by Douglas et al. (2003), was applied to photographs of 46 six
to seven-year-old children. The algorithm uses peak and valley maps and integral projec-
tion functions, to locate the eyes and extract the iris, and genetic algorithms to fit cubic
splines to the upper and lower eyelids. Automatically obtained measurements using this
algorithm were compared with manually obtained measurements from the photographs.
It was found that the mean absolute differences between automatic and manual measure-
ments were less than 1mm for palpebral fissure length (PFL) and interpupillary distance
(IPD).
Elastic bunch graph matching (EBGM) is one technique of automatic landmark detection
which was developed by Wiskott et al. (1999) and has been used for face recognition.
The theory behind EBGM is given in detail in Section 4.2. EBGM uses Gabor wavelets
to store information about the local facial features. EBGM was used by Loos et al. (2003),
Boehringer et al. (2006) and Vollmar et al. (2008) to locate landmarks in digital facial
photographs for the analysis of facial malformations. The studies included classification












Naftel and Trenouth (2004) used a semi-automated approach to 3D landmark digitiza-
tion of the face which uses a combination of active shape model-driven feature detection
and stereo-photogrammetric analysis. A hybrid stereo-photogrammetric and structured-
light imaging system was used for acquiring 3D face models. Landmark-based statistical
analysis of facial shape change was then carried out using Procrustes registration, prin-
cipal component analysis and thin plate spline warping on 2D facial midline profiles and
automatically digitized 3D landmarks. It was shown that the method was capable of dis-
tinguishing between changes in facial morphology due to simulated surgical correction
and changes due to other factors. The study also showed that the proposed method may
be used for evaluating the results of clinical treatment or surgical procedures which result
in changes to facial soft tissue morphology.
Grobbelaar and Douglas (2007) developed an algorithm that automatically found matched
feature points on the second of a pair of stereo images, after manual landmarking of the
first. Palpebral fissure length, interpupillary distance, inner canthal distance and outer
canthal distance, as well as distances that can be used to approximate the circularity of the
upper lip, were obtained from manually marking both images, and automatically marking
the second image. The results showed that the mean differences between manual and
automatic marking were less than 1 mm.
Wang et al. (2008) developed a method which automatically detects and tracks facial
landmarks in videos, and then extracts geometric features to characterise facial expression
changes. A face is detected in the first frame of the video. Once the face has been detected,
58 landmarks which are important to characterise facial features are identified by using
active appearance models (AAM). AAM is a statistical method to model face appearance
as well as facial shape. These methods were applied to healthy controls and case studies
of patients with schizophrenia and Asperger’s syndrome. The results demonstrated the















This chapter gives an overview on the theory of Gabor wavelets and jets. The process
of elastic bunch graph matching (EBGM) is then explained. EBGM is used as a face
detection and feature extraction method from facial images. The features extracted in
EBGM are in the form of texture information (jets). Texture information together with
geometry information (2D or 3D coordinates) can be used as features to classify new
faces. Details of various classifiers (k-nearest neighbour, linear discriminant analysis
and support vector machines) are given. Procrustes analysis, which is a shape analysis
method, is also described.
3.1 Wavelets and jets
Loos et al. (2003) and Vollmar et al. (2008) employed a method using Gabor wavelets to
diagnose syndromes associated with dysmorphic faces. Wavelets are functions that satisfy
certain mathematical requirements and are used in representing data or other functions,
similar to sines and cosines in the Fourier transform. However, the wavelet transform
represents data at different scales or resolutions, which distinguishes it from the Fourier
transform (Dai and Yan, 2007).
Gabor wavelets can be described as Gaussian functions modulated by a sinusoidal signal












ϕ(t) = exp(−α2t2)exp(− j2π f0t)
where α is the sharpness of the Gaussian, f0 is the centre frequency of the sinusoidal
signal and j is the complex root of −1.
Gabor wavelets can also be represented in the frequency domain by:
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Figure 3.1(a) shows how the shapes of the wavelets are decided by the Gaussian sharpness
and are invariant to the frequency. In order to make the sharpness of the Gaussian depen-
dent on the central frequency f0, a constant ratio γ =
f0
α
is defined so that the functions on
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Figure 3.1(b) shows examples of such wavelets.
Figure 3.1: Gabor functions of (a) fixed Gaussian shapes and (b) varied Gaussian shapes
(Shen and Bai, 2006).












Figure 3.2: Gabor wavelet in (a) the spatial domain and (b) in the frequency domain (Shen
and Bai, 2006).
Gabor wavelets can take a number of different forms. The equations which describe the
3D wavelets are given below (Bolme, 2003):






x′ = xcosθ + ysinθ ,
y′ =−xsinθ + ycosθ
where,
x and y are the Cartesian coordinates,
θ is the orientation of the wavelet,
λ specifies the wavelength of the wavelet,
φ controls the phase of the sinusoid,
σ is the radius of the Gaussian,
γ specifies the aspect ratio of the wavelet.
















Figure 3.3: Variation of orientation between 0 and 3π4 of a Gabor wavelet (Bolme, 2003).
Figure 3.4 shows how the wavelength λ of the wavelet can be slowly varied from 8 to 16
pixels.
Figure 3.4: Wavelet with wavelength between 8 and 16 pixels (Bolme, 2003).
Figure 3.5 shows how the phase φ of the wavelet can be changed. The phase of the
wavelet is the phase of the sinusoid since Gabor wavelets are based on sine and cosine
waves. The various phases shown in the figure are 0, π2 ,π,
3π
2 , respectively.












Figure 3.6 shows how the size of the radius σ of the wavelet can be changed. The radius
of the Gaussian is proportional to the wavelength λ (σ = cλ ). The figure shows σ values
of 16, 12, 8, and 4 respectively.
Figure 3.6: Gaussian envelope between 16 and 4 (Bolme, 2003).
Figure 3.7 shows how the aspect ratio γ can be varied. The figure shows γ between 0.5
and 1.5.
Figure 3.7: Values between 0.5 and 1.5 for aspect ratio (Bolme, 2003).
The set of convolution coefficients of the different parameters of the wavelets centred at
one image pixel is called a jet. It also describes a patch of grey values in an image around
that pixel (Wiskott et al., 1999). Figure 3.8 shows a jet resulting from the convolution of
wavelets of 5 different sizes (σ ) used at 8 different orientations (θ ) with an image pixel
(for clarity only 3 wavelet sizes and 2 orientations are shown). A jet can also be described
by the equation:












where a j is the magnitude of the jet and φ j is the phase.
Figure 3.8: Example of a jet (Loos et al., 2003).
2D facial images can be represented by image graphs. This is done by convolving the fa-
cial images, at the location of selected landmarks on the facial image, with Gabor wavelets
of different parameters. In this way, each landmark of the facial image is represented by
a jet in an image graph. The convolution coefficients (jets) at each landmark describe a
small patch of gray values around that region. Each landmark is referred to as a node, and
each node is connected to another node by an edge. This is illustrated in Figure 3.9.












Figure 3.10 shows how Gabor wavelets and jets can be used on an image to produce a
labeled graph.
Figure 3.10: Image showing Gabor wavelets and jets as well as an image graph (Wiskott
et al., 1999).
3.2 Elastic bunch graph matching (EBGM)
Elastic bunch graph matching is a process that automatically labels the chosen nodes
(landmarks) of an image to produce an image graph and computes the similarity between
image graphs. It may be used to compare a face to a database for classification.
An image graph of a face consists of N nodes at the landmarks and E edges between them.
The nodes are labeled with jets ,nג where n = 1, ..., N and N is the number of nodes. The
edges are labeled with distances 4~xe =~xn−~xn′ , where e = 1, ...,E and edge e connects
node n′ with n (Wiskott et al., 1999).












Figure 3.11: Grids used in face recognition (Wiskott et al., 1999).
In order to compare various images, either for syndrome detection or face recognition,
a database of landmark descriptions is required. Wiskott et al. (1999) implemented a
combination set of individual model graphs into a stack-like structure called a face bunch
graph (FBG) as shown in Figure 3.12. This general representation covered a range of
variations in the appearance of faces. The FBG is used to compare novel images to the
database for classification or recognition.












Each of the models have the same grid structure and the nodes correspond to identical
landmarks. Each node is represented by a set of jets which is called a bunch.
The EBGM algorithm computes the similarity of two images. To do so, it applies a Gabor
wavelet convolution to the landmark location or node of a particular facial feature (such as
the nose tip, the eye and mouth) on an image to extract information about the feature (as
a jet). A face graph is constructed after locating all the landmarks required. Two images
can be compared using a similarity function which computes the similarities of the jets in
the face graphs.
3.2.1 Jet similarity function
Jets can be compared using two types of similarity functions, one ignoring the phase
component of jets and one which takes the phase into account. The following equation






















where φ j and φ ′j are the phase components and ~d is the small displacement vector between
the two jets and ~k j is the spatial frequency of the kernels.
3.2.2 Displacement estimation
To estimate the displacement vector ~d = (dx,dy) a method used for disparity estimation

















































a ja′jk jxk jy
and Φy,Γxx,Γyx,Γyy defined correspondingly.
3.2.3 Matching procedure
The goal of EBGM on a new image is to automatically find the landmarks and hence
extract a face graph so that it can be compared to the database. The matching process
consists of 4 steps (Wiskott et al., 1999):
1. Find approximate face position. Condense the face bunch graph (FBG) into an
average graph by taking the average magnitude of the jets in each bunch of the
FBG. This is used as a rigid model. Evaluate its similarity to the input image at
each location of a square lattice with a spacing of 4 pixels. At this step the similarity
function Sa without phase is used. The scanning is repeated around the best fitting
position with a spacing of 1 pixel. The best fitting position serves as the starting
point for the next step.
2. Refine position and size. The FBG is now used without averaging, varying it in
position and size. Check the four different positions ([±3,±3] pixels) displaced












which have the same centre position. For each of these eight variations, the best
fitting jet for each node or landmark is selected and its displacement (see Section
4.2.2) is computed. The grids are then rescaled and repositioned to minimise the
square sum over the displacements. The best of the eight variations are retained for
the next step.
3. Refine size and find aspect ratio. A similar relaxation process as described for Step
2 is applied but relaxing the x− and y− dimensions independently.
4. Local distortion. By applying a pseudo-random sequence, the position of each
individual image node is varied to further increase the similarity to the FBG. In
this step, only those positions are considered for which the estimated displacement
vector is small.
3.2.4 Graph information
The steps described in Sections 3.2.1, 3.2.2 and 3.2.3 form part of the EBGM operation.
The graph obtained after EBGM contains information about the landmarks and their sur-
roundings. The nodes are labeled with jets. A jet contains local texture information and
is calculated with a set of Gabor wavelets as described in Section 3.1. The nodes are
connected by edges and these edges code the topology between the nodes. Hence the
2D information of the landmarks is also inherently stored in an image graph. The jets
together with the geometry information can be used for classification at a later stage.
3.3 Generalised Procrustes analysis
The shape of an object can be defined as all the geometrical information that remains
when location, scale and rotational effects are eliminated. Two shapes can be compared
by adjusting for size and superimposing one shape on the other (Dryden and Mardia,
1998). Any differences remaining are attributed to the differences in shape. Morpho-












tionally, morphometrics was the application of multivariate statistical analyses to sets of
quantitative variables such as length, width, and height (Adams et al., 2004). Traditional
morphometrics made use of linear distance measurements and often included counts, ra-
tios and angles. The covariation in the morphological measurements could be quantified
and the patterns of variation could be assessed. However, owing to the correlation of lin-
ear distance measurements with size, size-free shape variables could not be extracted for
analysis. Because of these shortcomings, it was necessary to explore alternative methods
which captured the geometry of morphological structure for both outline and landmark
data. A ‘new’ method called geometric morphometrics was suggested. Superimposition
methods aid in removing non-shape variation in configurations of landmarks by an opti-
mised method of overlaying them. One such method is the generalised Procrustes anal-
ysis (GPA) which superimposes landmark configurations using least-square estimates for
translation and rotation parameters (Adams et al., 2004). Optimum superposition of shape
objects is achieved when translation and rotation effects are adjusted so as to minimise
the distances between landmarks (Halazonetis, 2004). The process of landmark-based
morphometrics starts with the collection of 2D or 3D coordinates.
An n -point/landmark shape in k -dimensions can be mathematically represented by con-
catenating each dimension into a (kxn) vector. The Procrustes method is used to fit all
n landmarks for N objects with optimal superimposing of landmarks (Rohlf and Slice,
1990). The method also minimises the sum of the squared distances between correspond-
ing points (Halazonetis, 2004). The process of superimposition of 2 shapes is described
below (Mutsvangwa, 2009):
1. The centroid size of each shape is calculated (i.e, the centre of gravity of the shape).
2. Each shape is normalised by dividing by the centroid size.
3. The shapes are aligned with respect to position at their centroids.













Figure 3.13: Illustration of Procrustes superimposition for 2 shapes (Mutsvangwa, 2009).
GPA aligns or optimally superimposes all the shape objects, that is, all n landmark points
for N objects by translating and rotating each shape configuration to minimise the sum of
the squared distances between the corresponding landmark on each configuration and an
iteratively computed mean (Slice, 2007).
An example of GPA is illustrated in Figure 3.14. In this example the coordinates of corre-
sponding landmarks are taken from several samples. The first figure shows a sample face
figure. The dashed lines indicate the shapes being compared, which are made up of three
landmarks, the two exocanthi and the gnathion. The second figure shows a collection of
the 2D landmarks from several samples before superposition. The third figure shows the
sample of landmarks after superposition. The red circles are the coordinates of the mean
shape after the GPA. The blue cross is the centroid of the mean shape and is positioned
on the origin after GPA (Mutsvangwa, 2009).
Figure 3.14: Illustration of GPA (adapted from Mutsvangwa (2009)).




















and gives the Procrustes mean coordinates (ᾱ jx,ᾱ jy,ᾱ jz,) where j = 1, ...n (n is the number
of landmarks). The full Procrustes fit coordinates SPi are found by fitting each shape Si to
the Procrustes mean ᾱ using most commonly a least-squares method (Halazonetis, 2004).
Therefore each Procrustes fit SPi has coordinates (S
P
i jx , S
P
i jy , S
P
i jz ,). Procrustes residuals S
PR
i
are the difference between the full Procrustes fit coordinates and the Procrustes mean co-
ordinates and are denoted by (SPRi jx , S
PR
i jy , S
PR
i jz ,) (Robinson et al., 2001). Procrustes residuals
have properties which may be useful for statistical analysis (McIntyre and Mossey, 2003).
3.4 Classification methods
Given a query vector (object) x0 and a set of N labeled instances {xi,yiN1 }, the task of
the classifier is to predict the class label of x0 on the predefined P classes. An object is a
k-dimensional vector of feature value or class membership. Each object has the same set
of features with different values and this is called the feature space.
3.4.1 K-Nearest Neighbour
The k-nearest neighbor (kNN) classification algorithm tries to find the k nearest neighbors
of x0 and uses a majority vote to determine the class label of x0. Without prior knowledge,
the kNN classifier usually applies Euclidean distances as the distance metric (Song et al.,
2007). Figure 3.15 illustrates the classification of a query point (red dot) when using dif-
ferent values for the number of nearest neighbours. The + and− signs represent the class
labels of the objects. The diagram illustrates the various outcomes of the classification
when 1-NN, 2-NN and finally 5-NN are used. In the case of 5-NN, the circle encapsulates
the 5 nearest neighbours to the query point. The label of the query point is decided based
on the majority of the objects, within that region, belonging to the same class. The result












of the ‘‘−’’ class.
Figure 3.15: Example of a 2D kNN classification problem (StatSoft, 1984-2008a).
3.4.2 Linear discriminant analysis
Discriminant analysis is a statistical technique which allows for the study of differences
between two or more groups of objects with respect to several variables simultaneously
(Klecka, 1980). Linear discriminant analysis (LDA) finds a linear transformation of the
variables which improves the discriminative power of the variables. There are different
approaches to classification using LDA (Balakrishnama and Ganapathiraju, 1998). These
modifications of LDA are given by:
• Class dependent transformation which maximises the ratio of between-class vari-
ance to within-class variance.
• Class independent transformation which maximises the ratio of overall variance to
within-class variance.
Typically, class-dependent transformation is used, in which the optimisation criterion
maximises the ratio of between-class variance to within-class variance. The solution ob-
tained by maximising this criterion defines the axes of a transformed space. A transfor-
mation is done by projecting the data onto the new set of axes which have been rotated in












Figure 3.16: 3-class feature data (DTREG, 2003).
Considering an example of a 2D dataset each with 100 points, test points can be classified
by computing the Euclidean distance from the mean of the transformed datasets (Bal-
akrishnama and Ganapathiraju, 1998). Figure 3.17 shows the two datasets and some test
points.












After LDA transformation, the data points are projected onto the transformed axes which
maximise the ratio of between-class variance and within-class variance. The test points
are then classified by computing the Euclidean distance between them and the mean of
the projected data points. This is illustrated in Figure 3.18.
Figure 3.18: Datasets in original space and transformed space for class independent type
of LDA of a 2-class problem (Balakrishnama and Ganapathiraju, 1998).
3.4.3 Support vector machines
Support vector machines (SVMs) are a projection of the training data into a high dimen-
sional space where a ‘hyperplane’ that separates training points into predefined classes
exists. The main aim of support vector classification is to devise a computationally effi-
cient way of learning optimal separating hyperplanes in a high dimensional feature space
(Christianini and Shawe-Taylor, 2000). A simple example of a linear margin classifier is












Figure 3.19: Example of linear margin classifier (StatSoft, 1984-2008b).
An example of a non-linear SVM classifier is shown in Figure 3.20.
Figure 3.20: Degree 3 polynomial kernel (StatSoft, 1984-2008b).
The following equations shows a brief overview of the theory behind SVMs (Furey et al.,
2000).
Let the jthinput point x j = (x j1, ...,x
j
n) be the realisation of the random vector X j. Let this
input point be assigned a label denoted by Y j ∈ {−1,+1}.
Let φ :I ⊆ℜN → F ⊆ℜN be a mapping from the input space I to a feature space F . As-
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the SVM learning algorithm finds a hyper-plane (w, b) which maximises γ in:









<,> is an inner product,












‖ w ‖is held constant,
b is a real number and









corresponds to the distance between the point xi and
the decision boundary. When it is multiplied by yi it either gives a positive value for a
correct classification or a negative value for incorrect ones. Given a unknown data point
x, a label is assigned to it depending on its relationship to the decision boundary. The
decision function is given by:
f (x) = sign(< w, φ (x) >−b)
3.4.4 Feature selection using principal component analysis
Classification using a large number of features can lead to a common problem known as
the ‘curse of dimensionality’. Working with a large number of features with respect to the
number of subjects adversely affects the classification accuracy (Janecek and Gansterer,
2008). Working in lower dimensions yields less complex classifiers and hence better
generalisations can be obtained.
Therefore principal component analysis can be used to reduce the dimensionality of the
database before attempting any classification methods. Each subject and their features are
stored in the format which follows (Yambor, 2000).
xi =
[




i = number of subjects,
N = number of features,
T here means that the vector is transposed.























P = number of subjects
The vectors of the subject features are then grouped together to form a matrix.
X =
[
x1 x2 . . . xP
]
X is the database.
The covariance matrix is then calculated by:
Ω = XXT





The eigenvectors are then sorted according to their corresponding eigenvalues. Only those
eigenvectors corresponding to non-zero eigenvalues and sometimes other criteria, are re-
tained. These eigenvectors are known as the principal components (PCs). As will be seen
in Section 3.4.4, the PC selection operation can be modified to optimise the classification
accuracy.












In other words, the eigenvectors are the new axes of the data being investigated. The
vectors are grouped as shown:
V = [v1 v2 . . .vm]
where,
m = the number of eigenvectors retained
To project the original data to eigenspace
X̃ = V T X
where,
X̃ = the projected data
Thus the same dataset can be represented in a subspace with fewer dimensions than it
originally had. A reduced dimensionality implies that there are fewer features to be clas-
sified. Hence PCA can be regarded here as a feature selection scheme.
3.4.5 Leave-one-out cross-validation
Cross-validation is often used to estimate the generalisation ability of a statistical clas-
sifier (that is, the performance on previously unseen data). Under cross-validation, the
available data is divided into k disjoint sets; k models are then trained, each on a different
combination of k− 1 partitions and tested on the remaining partition. The most extreme
form of cross-validation, where k is equal to the number of training patterns, is known
as leave-one-out cross-validation. Cross-validation thus makes good use of the available














Two methods are used for extracting image features for classifying faces as having the
FAS facial phenotype, namely elastic bunch graph matching and generalised Procrustes
analysis. This chapter gives details about the study population and how the various fea-
tures (jet information, 2D and 3D coordinates) are extracted. It explains how the database
used for classification is built. The implementation of the classifiers is explained and the
different experiments performed on the database are described.
4.1 Facial landmarks
Several facial features contribute to the unique facial phenotype of FAS, which is mainly
defined by the contraction of the middle third of the face with resultant shortened palpe-
bral fissures, flattened nasal bridge, shortened and upturned nose, smooth philtrum, and
thin upper lip. These features have been emphasized in clinical diagnoses since they
are the only aspect of the syndrome that is specific to FAS (Meintjes et al., 2002). The












Figure 4.1: Landmarks used on the frontal view . 1. exR - right exocanthion, 2. enR -
right endocnathion, 3. g - glabella, 4. n - nasion, 5. se - sellion, 6. enL - left endocanthion,
7. exL - left exocanthion, 8. psn - pronasale, 9. alR - right alare, 10. alL - left alare 11.
sbalR - right subalare, 12. s - subnasale, 13. sbalL - left sub alare, 14. Phl - centre of
philtrum furrow, 15. chR - right cheilion, 16. ls’R - right crista philtri, 17. ls - labilae
superius, 18. ls’L - left crista philtri, 19. chL - left cheilion, 20. li - labiale inferius, 21.
umeR - right upper mid eye ridge, 22. umeR - right lower mid eye ridge, 23 umeL - left
upper mid eye ridge, 24. umeL - left lower mid eye ridge, 25. phmR - mid right philtrum
ridge, 26. PhmL - mid left philtrum ridge, 27. right pupil centre, 28. left pupil centre, 29.
tr - trichion and 30. pg - pogonion .
4.2 Study population
4.2.1 Dataset 1
Although the sample size of dataset 1 is relatively small, the same subjects were used in
a study by Mutsvangwa (2009) and Mutsvangwa et al. (2009a) described in Section 2.5.
The use of this dataset allows comparison of the results of the present study to those of the
previous studies. The study population consisted of thirty-four subjects, divided into two
age groups of 5 and 12-years-old. The subjects were of mixed ancestry. These subjects
were part of a larger population of children whose pictures were taken during a large-












exhibiting signs of growth retardation based on height, weight and head circumference
were evaluated by a dysmorphologist for FAS. A FAS diagnosis was confirmed by the
presence of substantial facial dysmorphology, by the subject being approximately two
standard deviations below the mean on either verbal or non-verbal intelligence quotient
tests, by the subject exhibiting behavioural problems as measured by the Personal Check-
List (PBCL-36) and by the subject having confirmation of prenatal alcohol exposure. The
PBCL-36 is a scale that measures the behavioural characteristics of FAS, irrespective of
age, race, sex, or intelligence quotient, consisting of 36 items regarding several areas
of functioning: academic performance, social skills and interactions, bodily functions,
communication and speech, personal manner, emotions, and motor skills (May et al.,
2007).
Table 4.1 shows the age-related statistics of the subjects.
Table 4.1: Age-related statistics (in years) of subjects in dataset 1.
4.2.2 Dataset 2
The images of 40 subjects were acquired during a FAS screening program in the Western
Cape Province of South Africa, in which the author participated. The subjects were exam-
ined using the same criteria as those described in Section 4.2.1. The age-related statistics












Table 4.2: Age-related statistics (in years) of subjects in dataset 2.
4.3 Image acquisition
Images were acquired using the stereo-photogrammetry imaging equipment shown in Fig-
ure 2.1 (Mutsvangwa et al., 2009b) and described in Section 2.3.2. Three high-resolution
Canon 350D Digital SLR with 18-55mm variable lens were used to capture images. Each
produces an 8 mega-pixel image with a resolution of 3450 (width) by 2304 (height) pixels.
Images taken were in the CR2 format (proprietary to Canon). The Canon Utilities soft-
ware was used to convert the images into grayscale ‘PNG’ format of 600 x 400 pixels.
This format was chosen for compatibility with the requirements of the EBGM software.
4.4 Methods of analysis
The study combines different methods used in previous studies and applies them to the
two datasets described in Section 4.2.
Sokol et al. (1991) identified several landmarks and their 2D coordinates on frontal and
side view facial images which were used in stepwise discriminant analyses to identify
features which most separated FAS from normal subjects.
Elastic bunch graph matching (EBGM) was used by Loos et al. (2003) and Vollmar et al.
(2008) on facial images of subjects suffering from various facial malformation syndromes.












jets. The inclusion of geometric information (Cartesian coordinates of landmarks) in the
study was shown to increase the accuracy of classification.
Mutsvangwa & Douglas (2007) and Mutsvangwa (2009) obtained 3D coordinates of fa-
cial landmarks from stereo-photogrammetrically acquired images. Procrustes analysis
was applied to these coordinates to obtain Procrustes residuals which, after principal com-
ponent analysis, were used to analyse the differences between FAS and normal subjects.
The above progression in features for classification from 2D coordinates alone (Sokol
et al., 1991), to 2D coordinates and texture (Loos et al., 2003; Boehringer et al., 2006;
Vollmar et al., 2008), to 3D information in the form of Procrustes residuals (Mutsvangwa,
2009; Mutsvangwa et al., 2009a) is represented in this study. A further advance is achieved
with the use of 3D information and texture as features for classification. 2D coordinates
are not classified on their own.
The study uses EBGM to extract texture information (in form of jets) and 2D coordinates
from frontal images acquired stereo-photogrammetrically. The jets and 2D coordinates
are used as features in classification of FAS and control subjects. To investigate the
performance of the classification methods when 3D information is combined with jets,
Procrustes residuals are obtained from 3D coordinates of facial landmarks. The 2D co-
ordinates are replaced by Procrustes residuals and classification accuracies for features
consisting of jets and Procrustes residuals are assessed.
4.4.1 EBGM software and 2D feature extraction
The elastic bunch graph matching software used was obtained during a visit to the Institut
für Neuroinformatik, Ruhr-Universität Bochum, Germany. As mentioned in Section 3.2,
EBGM detects a face in a new image, labels the landmarks as nodes and connects these
nodes with edges. The frontal view pictures of the subjects were used during this experi-












edges. These images are then used to train the software which thereafter automatically
produces the grid to be placed on a new and unseen image. Although this procedure is
automatic, the node positions can be changed manually if required.
Once the face finding step has been completed, the nodes are labeled with jets (obtained
as a result of a Gabor transform). The jets are made up of 5 sizes at 8 orientations. Thus,
there are 40 (5 x 8) jet coefficients associated with each node in an image. Since there are
x nodes per image (where x is 30 or 48), the total number of features extracted is (x x 40)
jet coefficients plus (x x 2) pixel coordinates. These coefficients are stored in ‘xml’ files.
Figure 4.2 shows an snapshot of the EBGM software.
Figure 4.2: Snapshot of the EBGM software with the located nodes.
4.4.2 3D feature extraction and generalised Procrustes analysis
The landmarks described in Section 4.1 were obtained by mouse click on a computer
screen, using the frontal and side-view images captured from the stereo-photogrammetric
system described in Section 2.3.2. The 3D coordinates were then extracted using the












The coordinates were originally stored in text files. MorphoJ (Klingenberg, 2008), a geo-
metric morphometrics software package, was used to compute Procrustes residuals; gen-
eralised Procrustes analysis is described in Sections 2.5 and 3.3. The Procrustes residuals
were stored in a text file which is later converted to a ‘dat’ file for processing in Matlab.
4.5 Building the database
The information required for classification was obtained using the two different methods
given in Section 4.4. The jet information and the 2D coordinates were obtained from the
EBGM (Section 4.4.1). This data was stored in ‘xml’ files and these files were read in
using Matlab and the ‘xmltree’ toolbox. The information was then saved in the ‘dat’ file
format for investigating the classification accuracies when using jet information together
with 2D coordinates.
The Procrustes residuals obtained in Section 4.4.2 are added to the jet information (replac-
ing the 2D coordinates from Section 4.4.1) to form a separate dataset for classification.
Thus there are two datasets, the first combining jet information and 2D coordinates while
the second is made up of jet information and Procrustes residuals.
Figure 4.3 shows the algorithm for the extraction of the jet coefficients and 2D landmark












Figure 4.3: Algorithm for node extraction.













This section elaborates on the implementation of the various classification methods men-
tioned in Section 3.4. These methods were chosen since they were used with Gabor
wavelets and EBGM in Boehringer et al. (2006) and Vollmar et al. (2008).
4.6.1 K-nearest neighbour
The schematic in Figure 4.5 shows the algorithm which was implemented. The pattern
recognition toolbox PrTools (Duin et al., 2007) for Matlab was used.
Figure 4.5: k-NN algorithm using the PrTools toolbox in Matlab.
The labels +1 represent those subjects which are FAS positive while the -1 labels represent
the normal subjects.
4.6.2 Linear discriminant analysis
In order to obtain the within-class scatter matrix, the scatter matrices for each class is















where mi is the mean of each class.






where C is the number of classes. In our case, since there are only 2 classes (positive FAS
and normal), the within-class scatter matrix is the sum of the class scatter matrices S1 (for
class 1) and S2 (for class 2).






where m is the mean of all the classes. As with PCA, we solve for the eigenvectors and
eigenvalues of the equation:
SBV = hSwV
where V are the eigenvalues and h are the eigenvectors. The eigenvectors are sorted by
their associated eigenvalues from high to low and the first C−1 eigenvectors are retained.
4.6.3 Support vector machines
The linear kernel function was used for the SVM classifier. The general algorithm for
the classification process is shown in Figure 4.6. During classification, the classifiers
distinguish between given sets of binary labeled training data with a hyper-plane which
is maximally distant from them (‘maximum margin hyper-plane’). For cases that are not












space. The performance of other kernels such as quadratic and multilayer perceptron
functions were also investigated. The hyper-plane found by the SVM in feature space
corresponds to a non-linear decision boundary in the input space (Furey et al., 2000).
Figure 4.6: Algorithm of the SVM classifier.
4.6.4 Leave-one-out cross-validation
Loos et al. (2003) used a leave-one-out method to classify faces and evaluating the clas-
sification accuracy. This involved repeatedly comparing a test face to all the others in
the database using the similarity function. The small number of subjects is insufficient to
provide for an optimal split of the dataset for the testing and training of the various clas-
sifiers. Figure 4.7 shows a schematic of how the leave-one-out cross-validation operates.
For simplicity, only 1 split is shown; during implementation, the splits are random. In this
way, the classifiers can have a large number of images for training and at the same time












Figure 4.7: Schematic of leave-one-out cross-validation.
4.7 Principal component analysis
4.7.1 Snapshot PCA
The method of eigenvector selection described in Section 3.4.4 works very well on datasets
with a relatively small number of features. However, in our case, the number of features
is 1260 or more as will be seen later. This would give us a covariance matrix of size
(1260 x 1260) or more. Problems arise when attempting to evaluate the eigenvectors and
the eigenvalues of such a large matrix. It was therefore decided to use a method called
the ‘snapshot PCA’, (described below) which reduces computing time considerably but
achieves the same result as the method described in Section 3.4.4.
When analyzing a matrix X of size NxM (where N is the number of rows and M is the
number of columns), the maximum number of non-zero eigenvectors is min (N−1,M−1).
The eigenvalues of XXT are the same as those of XT X and the eigenvectors of XXT are the
same as those of XT X multiplied by X normalised. This is known as the snapshot method
for PCA. The following steps show the method in detail (Yambor, 2000):
xi =
[




























x1 x2 . . . xP
]
These three steps are the same in the original PCA method, that is, subtracting the total
mean m from each subject xi and grouping them to form the data matrix.
The covariance matrix is then calculated by:
Ω
′ = XT X
The eigenvectors and eigenvalues are found by:
Ω
′V ′ = h′V ′
where
V ′ = eigenvectors,
h′= eigenvalues
The eigenvectors vi of XX
T are found by:





The first of the above 2 steps consists of multiplying the eigenvectors of Ω′ by X and the












The eigenvectors are then ordered as before, by selecting the eigenvectors corresponding
to the highest eigenvalues. These are used as the new axes of the dataset.
4.7.2 Principal component selection
As mentioned in Section 3.4.4, PCA aims to reduce the dimensionality of the data for
more accurate classification and also to obtain faster results by reducing the computational
time. The selection of the principal components (PCs) plays an important role in this
process. In this section we investigate a few PC selection schemes and also compare their
effect on the classification accuracy. The various methods are described below (Yambor,
2000):
1. Selecting the PCs corresponding to non-zero eigenvalues.
2. Eliminating the last 40% of the ordered PCs.
3. Calculating the ‘energy’ of the ith eigenvector by the following formula (this is










where ei is the energy of the ith eigenvector , ∑i λ j
j=1
is the sum of the first i (sorted) eigenval-
ues and ∑k λ j
f =i
is the sum of the all the eigenvalues. The number of PCs selected depends
on whether ei is greater than a threshold. A typical value of the threshold is 0.9.
4.8 Varying graph structure
As mentioned in Section 4.1, the landmarks chosen to define the graph structure are those
which are important in discriminating between FAS and normal subjects, according to the
literature. Therefore, we perform experiments investigating the classification accuracy












placed landmarks was used and the classification results were compared to the results of
using 30 automatically placed landmarks as well as 48 automatically placed landmarks.
The 30-landmark graph represents those facial features deemed important in FAS diag-
nosis (see Figure 4.1). The 48 node graph was used in (Loos et al., 2003; Vollmar et al.,
2008).
The term ‘manual’ indicates that the initial landmark location was done automatically but
was then corrected manually by moving the nodes to the desired location. This was aided
by the ‘magnifier’ function in the EBGM software which increased the accuracy of the
overall landmark location.
The various graphs used are shown in the Figures 4.8, 4.9, and 4.10.












Figure 4.9: Automatically labeled graph of 30 nodes detected on an image.
Figure 4.10: Automatically detected graph of 48 nodes.
4.9 Analysing the datasets
All the extracted features from EBGM and Procrustes analysis were stored in a format














The database consisted of a 5-year-old group and a 12-year-old group. The experiments
were performed separately on the two groups and on a larger combined group. The pur-
pose of the experiments was to investigate the performance of the classifiers and to com-
pare the outcome of the different graphs used. The groups were also investigated indi-
vidually in order to verify the effect of age on the classification accuracy, sensitivity and
specificity. As mentioned earlier, leave-one-out cross-validation was used to obtain the
classification accuracy. Sensitivity is defined as the proportion of true positives correctly
identified as positive while specificity is the proportion of true negatives correctly identi-
fied as negative. The classification accuracy for different principal component selection
schemes was examined.
4.9.2 Dataset 2
This group was made of up subjects of a similar age (Section 4.2). Only the methods
which proved to be successful with dataset 1 were investigated with this group. As with














Classification results when using jets
and 2D coordinates, dataset 1
This chapter presents the results of the classification exercise when jet information and
2D coordinates were used on the dataset from Mutsvangwa (2009). The graph structure
was varied and different age groups were investigated.
The following scheme shows the overall process before classification:
Figure 5.1: Overall process of feature extraction and classification with jet information
and 2D coordinates.
The EBGM process produces an image graph, which contains the 2D coordinates of the













5.1 Classification of combined age groups using jets and
2D coordinates
Table 5.1 shows the the classification accuracies when using kNN and LDA on the com-
bined age group using the graph with 30 manually placed nodes.
Table 5.1: Classification results when the 30-node manual graph was used.
Table 5.2 shows the classification accuracies when using kNN and LDA classifiers on the












Table 5.2: Classification results when the 30-node automatic graph was used.
Table 5.3 shows the classification accuracies when using kNN and LDA classifiers on the
combined age group using the graph with 48 automatically placed nodes.












5.2 Classification of five-year-old subjects using jets and
2D coordinates
This section presents the classification results of kNN and LDA classifiers on the five-
year-old group. Table 5.4 shows the classification accuracies when the graph consisting
of 30 manually placed nodes are used.
Table 5.4: Classification results of five-year-olds using manually placed graphs with 30
nodes.













Table 5.5: Classification results of five-year-olds using the automatically placed graph
with 30 nodes.
Table 5.6 shows the classification results when using the 48 node automatically placed
graphs













5.3 Classification of twelve-year-old subjects using jets
and 2D coordinates
This section presents the results of classification on the twelve-year-old subjects.
Table 5.7 below shows the results of classification when the 30-node manual graph was
used.
Table 5.7: Classification results of twelve-year-olds using the manually placed graph with
30 nodes.













Table 5.8: Classification results of twelve-year-olds using the automatically placed graph
with 30 nodes.
Table 5.9 shows the results of the classification when the 48-node automatically placed
graph was used.













5.4 Support vector machine classification using jets and
2D coordinates
The experiments using the SVM classifier were performed separately since no PCA was
needed before classification. The different parameters for the SVM classifier were the
linear kernel, quadratic kernel and the multilayer perceptron.
Table 5.10 shows the classification results when the linear kernel was used.
Table 5.10: Results of the SVM classifier with linear kernel.












Table 5.11: Results of the SVM classifier with quadratic kernel.













Table 5.12: Results of the SVM classifier with multilayer perceptron kernel.
5.5 Summary and discussion
When working in higher dimensions, that is, when the 48 node graph was used, all clas-
sifiers performed poorly. The graphs using 30 nodes could be thought of as a dataset with
reduced dimensionality when compared to the one with 48 nodes. This in itself represents
a feature selection operation and hence the generally better classification results with the
30 node image graphs, which encode more relevant information.
SVM with the linear kernel fares quite well with both age groups and with the com-
bined age group. The quadratic kernel generally does not produce as accurate results as
the linear kernel. SVM with the multilayer perceptron (MLP) produces a 100% correct












However, when the age-groups are analysed separately, MLP performs poorly. These
observations show that there is a high degree of variability with the quadratic and MLP
classification accuracies. The differences in the classification accuracies may be a result
of the nature of those classifiers and do not represent the true separability of the dataset.
There were 15 five-year-old subjects of which 11 were normal and 4 were FAS positive.
This small number of FAS positive subjects in this age group led to low sensitivities and
higher specificities. The twelve-year-old group consisted of 13 FAS positive subjects and
6 normal subjects. The sensitivities in this age group were higher while the specificities
were usually lower with kNN. The generally low kNN classification accuracies may be
explained by the relatively large number of features compared to the number of subjects.
Boehringer et al. (2006) and Vollmar et al. (2008) observed that manual placement of
nodes results in better classification accuracies. Automatic landmark location can result in
the nodes being placed at incorrectly placed landmarks. The data point thus encodes noise
instead of useful information, leading to lower classification accuracies. No such trend
was observed in the present study for 30 node graphs across all age groups. However, the
results for the combined age group appear to be most reliable, given the more balanced
combination of FAS and non-FAS subjects in this group. For this group, LDA produced
better results on the 30-node manual graph. Considering the superiority of LDA and its
improved performance on the 30-node manual graph, for the combined age group, the
30-node manual graph is used in the chapters that follow.
Table 5.13 shows the best set of results for the different classifiers, with the 30-node-
manual graphs. LDA is the classifier which performs most consistently while the PC
selection using the energy dimension also performs well. SVM can only be used consis-












Table 5.13: Best results when analysing jets and 2D coordinates.
kNN produced the lowest classification accuracies. This was also observed by Boehringer
et al. (2006) and Vollmar et al. (2008). kNN does not perform particularly well with a
large number of features. In the case of the 30 node graphs together with 2D coordinates,
1260 features were used while the 48 node graphs with 2D coordinates used 2016 features.
Although dimensionality reduction was used, the kNN classifier tends to perform worse
with an increase in the number of features. LDA, on the other hand, proves to be a more
efficient classifier. This is because, as mentioned in Section 4.6.2, the last stage retains
one eigenvector for the projection of the dataset. This means that the final decision process













Classification results when using jets
and Procrustes residuals, dataset 1
The results shown here are based on the classification of jet information and Procrustes
residuals, which are representative of the 3D coordinates of the facial landmarks. Pro-
crustes residuals were used instead of 3D coordinates since Vollmar et al. (2008) stan-
dardised the 2D coordinates in their application of the same methods and Procrustes anal-
ysis is a form of standardisation, by requiring all shapes to be compared to the centroid
of the group. This dataset is the same as that used in Mutsvangwa (2009) and was also
used in Chapter 5. The use of Procrustes residuals rather than 3D coordinates facilitates
comparison with the results of Mutsvangwa (2009). Since labeling of the stereo facial
images before the application of generalised Procrustes analysis was done manually, only
the jet information from the manually labeled graph with 30 nodes was used.













Figure 6.1: Overall process of including 3D information with jet information for classifi-
cation.
The EBGM process produces, as before, 2D coordinates of specific landmarks together
with the corresponding jet information. The 3D coordinates and Procrustes residuals are
obtained from the bundle adjustment and Procrustes superimposition processes, respec-
tively. Stereo facial images were used for this purpose. However, in this case, only the
Procrustes residuals and jet information were used as features in classification.
6.1 Classification of combined age groups using jets and
Procrustes residuals
Table 6.1 shows the classification results when 3D information, that is, the Procrustes












Table 6.1: Classification of combined age group using jet information and Procrustes
residuals.
6.2 Classification of five-year-old subjects using jets and
Procrustes residuals
Table 6.2 shows the classification results of the five-year-old group when Procrustes resid-












Table 6.2: Classification of five-year-old subjects using jet information and Procrustes
residuals.
6.3 Classification of twelve-year-old subjects using jets
and Procrustes residuals












Table 6.3: Classification of twelve-year-old subjects using jet information and Procrustes
residuals.
6.4 Support vector machine classification using jets and
Procrustes residuals
Table 6.4 shows the results of the classification using SVM on all age groups and when
the linear kernel is used. The quadratic and multilayer perceptron kernels were not used,












Table 6.4: Classification results for all age groups using jet information and Procrustes
residuals.
6.5 Summary and discussion
Table 6.5 shows the best results of the classifiers when jet information and Procrustes
residuals were used. The table shows that there is a slight increase in classification accu-
racies with LDA for the combined and 5-year-old groups when Procrustes residuals rather
than 2D coordinates (Table 5.13) are used. kNN remains problematic as seen in Tables
6.2 and 6.3 where the sensitivities are low in the 5-year-old group and the specificities
are low in the 12-year-old group. This occurs since there fewer FAS positive subjects in
the 5-year-old group and conversely more FAS positive subjects in the 12-year-old group.
This also occurs in the analyses in Chapter 5. LDA however, performs well on all age
groups, individually or when grouped together. kNN is a distance-based classifier and
hence working in high dimensionality space reduces the classification accuracies. LDA












SVM results do not change from Section 5.4. LDA produces slightly better classification
accuracies than those found by Mutsvangwa (2009) and shown in Table 2.1, indicating
that the addition of texture information in the form of jets may provide an additional
classification benefit. However, classification after removing the effects of age and size
on shape Mutsvangwa et al. (2009a) yields better results to those produced here by LDA.
Table 6.5: Best results when analysing jets and Procrustes residuals.
The 34 subjects of dataset 1 were the same as those used in Mutsvangwa (2009). The
number of features used in Mutsvangwa (2009) consisted of only the Procrustes residuals
of 26 landmarks which, in total, made up 78 (26 x 3) features. Therefore the number of
features relative to the number of subjects is not as large as that of the database containing
the jets together with the Procrustes residuals. Feature normalisation was used to avoid
large differences in magnitude between features not having the same unit (jet information,
2D coordinates and Procrustes residuals).












lower classification accuracy is expected in 12-year-olds. While the LDA sensitivity is
higher in 5-year-olds, overall accuracy is similar in the 5 and the 12-year-old groups.
Larger sample size maybe be needed for definitive conclusions in the absence of adjust-













Classification results with jets and
Procrustes residuals, dataset 2
This chapter shows the results of analysing the dataset of 7-year old subjects acquired
during the study and described in Section 4.2.2.
7.1 Classification with PCA and LDA
Because the addition of 3D information produced slightly better results with LDA in
Chapter 6, only jets in combination with Procrustes residuals were analysed. Manual
landmark location and a 30-node graph was used for EBGM.
Table 7.1 shows the classification results when using PCA and LDA on the second dataset.












Table 7.1: Classification of dataset 2.
7.2 Classification with SVM
Table 7.2 shows the SVM classification results of the second set of data. The quadratic
and multilayer perceptron kernels were not used, given their questionable performance in
Chapter 5.
Table 7.2: SVM classification of dataset 2.
7.3 Summary and discussion
Although this dataset is larger than dataset 1, classification accuracies did not increase,
rather, they dropped slightly for both LDA and SVM. The fact that the different sets of
images were acquired in different conditions could have affected the landmarking exercise
for both EBGM and bundle adjustment processes. This might have introduced errors
which could have been the cause of the lower classification accuracies than for dataset 1.












1999), manual landmarking might not be consistent for both sets of data leading to lower
to classification accuracies.
The two datasets were collected in different locations (the Northern and Western Cape
Provinces); differences in the normal and/or FAS phenotype in the mixed race populations
of these provinces may have contributed to the differing results from datasets 1 and 2. It















The study made use of Gabor wavelets and elastic bunch graph matching, an already
successful approach in discriminating between various facial malformation syndromes
(Loos et al., 2003; Boehringer et al., 2006; Vollmar et al., 2008), to distinguish between
FAS and normal subjects. In addition to the jet information obtained from EBGM, 3D
information was incorporated in the dataset to analyse whether shape information would
increase the classification accuracy.
The results indicate that jet information together with 2D information give classifica-
tion accuracies that vary, depending on the classifier used, the type of image graph used
(manual or automatic) and the number of nodes used (30 or 48). No clear trend was
observed with respect to manual compared to automatic labelling and classification ac-
curacy. However, manual landmarking resulted in improved classification with the best
performing classifier and the most balanced age group. A reliable automatic landmark
location algorithm would reduce the time spent on manual labelling of landmarks
The results show that the classification accuracies vary widely from one classifier to an-
other. LDA performed most consistently. SVM using the linear kernel also showed some












In Chapter 6, 2D coordinates were replaced by 3D information in the form of Procrustes
residuals. The results indicate a slight increase in the classification accuracies in dataset
1 when using LDA. The increase in accuracy may be attributed to the additional spatial
shape information included in the experiments. This shape information is very important
for differentiating FAS subjects from normal subjects as a result of the mid-face hypopla-
sia (contraction of the mid-face), which can only be observed in the facial profile.
The 30-node graphs gave better accuracies than the 48-node graphs. The 30 nodes, which
were mostly located in the midface area, contained the more discriminating features be-
tween FAS and normal. However, the number of features in the dataset was still quite
large when compared to the number of subjects. Principal component analysis reduced
the dimensionality. One could attempt to investigate feature selection schemes like a pop-
ulation based incremental learning scheme (PBIL) or a genetic algorithm (GA).
The larger dataset analysed in Chapter 7 produced lower classification accuracies possibly
due to different imaging conditions and/or dataset composition.
Removing the effects of age and size on shape by regression, as done by Mutsvangwa
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