Network load generators by Kubík, Pavel
VYSOKÉ UENÍ TECHNICKÉ V BRN 
BRNO UNIVERSITY OF TECHNOLOGY 
FAKULTA ELEKTROTECHNIKY A KOMUNIKANÍCH 
TECHNOLOGIÍ 
ÚSTAV TELEKOMUNIKACÍ 
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION 
DEPARTMENT OF TELECOMMUNICATIONS 
GENEROVÁNÍ SÍOVÉ ZÁTŽE 
NETWORK LOAD GENERATORS 
BAKALÁSKÁ PRÁCE 
BACHELOR´S THESIS 
AUTOR PRÁCE   PAVEL KUBÍK
AUTHOR 
VEDOUCÍ PRÁCE  ING. TOMÁŠ PELKA
SUPERVISOR 
  
 
                           VYSOKÉ UENÍ 
                                 TECHNICKÉ V BRN 
                           Fakulta elektrotechniky  
                                     a komunikaních technologií 
                             Ústav telekomunikací 
 
 
Bakaláská práce 
bakaláský studijní obor 
Teleinformatika 
Student:  Pavel Kubík       ID: 98639 
Roník:   3      Akademický rok:  2008/2009 
 
NÁZEV TÉMATU: 
Generování sítové záteže 
POKYNY PRO VYPRACOVÁNÍ: 
Úkolem studenta je v bakaláské práci pehledn popsat aplikace pro generování záteže bežne 
provozovaných síových služeb. Nejdíve se student zamí na dnes nejznámejší generátory curl-
loader, httperf, Siege, Tsung a Apache JMeter. Popíše jejich možnosti, použití, výhody a nevýhody. 
Soucástí této fáze je i porovnání výsledku meení jednotlivými generátory. V druhé fázi se student 
soustedí na návrh vlastního generátoru pro testování HTTP, FTP a SMTP server. Sou	ástí práce 
bude podrobná uživatelská píru	ka k vytvoenému generátoru zátže. 
DOPORUENÁ LITERATURA: 
[1] HALILI, Emily . Apache JMeter. 1st edition. [s.l.] : Packt Publishing, 2008. 140 s. ISBN 
978-1847192950.  
[2] GOURLEY, David, TOTTY, Brian . HTTP : The Definitive Guide. 3rd edition. [s.l.] : O\'Reilly 
Media, 
Inc., 2002. 656 s. ISBN 978-1565925090.  
[3] LAURIE, Ben, LAURIE, Peter. Apache : The Definitive Guide. 3rd edition. [s.l.] : O\'Reilly Media, 
Inc 
2002. 536 s. ISBN 978-0596002039.  
[4] Apache Software Foundation . Apache JMeter [online]. c1999-2008 [cit. 2008-09-19]. Dostupný 
z WWW: <http://jakarta.apache.org/jmeter/>. 
Termín zadání:  9.2.2009     Termín odevzdání:  2.6.2009 
Vedoucí práce:  Ing. Tomáš Pelka 
prof. Ing. Kamil Vrba, CSc. 
Pedseda oborové rady 
UPOZORNNÍ: 
Autor bakaláské práce nesmí pi vytváení bakaláské práce porušit autorská práve tetích osob, 
zejména nesmí zasahovat nedovoleným zpsobem do cizích autorských práv osobnostních a musí 
si být pln vdom následk porušení ustanovení § 11 a následujících autorského zákona 	. 
121/2000 Sb., v	etn možných trestnprávních dsledk vyplývajících z ustanovení § 152 
trestního zákona 	. 140/1961 Sb.  
ABSTRAKT 
Úkolem práce je vytvoit otestovat a popsat generátor síové zátže pro spojení typu 
klient server. Využito je jazyku C++ pod operaním systémem Linux. Dále bylo použito 
socketové a vícevláknové programování. Zatížení serveru se provádí vysíláním HTTP 
požadavk. Generátor zátže má rzné nastavitelné parametry a zobrazuje statistiku testu. 
V práci jsou uvedeny mechanizmy, které program používá pro zátž. Testování bylo 
provedeno na jednom serveru s rznou velikostí cílového souboru. 
KLÍOVÁ SLOVA 
Vlákno, Vícevláknové programování, Plánova jádra, Síová zátž, TCP spojení, HTTP 
Požadavek. 
ABSTRACT 
The aim is to create, test and describe the network load generator for server-client 
connection type. It´s used language C++ under Linux. It was also used socket and 
multithreading programming. Load on the server is done by sending HTTP requests. The load 
generator have different adjustable parameters and displays the test statistics. In this work is 
described mechanisms wich are used, by the application, to load. Testing was done on one 
server with a different size of the target file. 
KEYWORDS 
MultiThread, Thread, Socket, Network Load, HTTP Request, TCP Connection, Kernel 
Scheduler. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
KUBÍK, P. Generování síové zátže. Brno: Vysoké uení technické v Brn, Fakulta 
elektrotechniky a komunikaních technologií. Ústav telekomunikací 2009. 32 s., 15 s. píloh. 
Bakaláská práce. Vedoucí práce: ing. Tomáš Pelka. 
 
PROHLÁŠENÍ 
Prohlašuji, že svou bakaláskou práci na téma Generování síové zátže jsem vypracoval 
samostatn pod vedením vedoucího bakaláské práce a s použitím odborné literatury a dalších 
informaních zdroj, které jsou všechny citovány v práci a uvedeny v seznamu literatury na 
konci práce. 
Jako autor uvedené bakaláské práce dále prohlašuji, že v souvislosti s vytvoením této 
bakaláské práce jsem neporušil autorská práva tetích osob, zejména jsem nezasáhl 
nedovoleným zpsobem do cizích autorských práv osobnostních a jsem si pln vdom 
následk porušení ustanovení § 11 a následujících autorského zákona . 121/2000 Sb., vetn 
možných trestnprávních dsledk vyplývajících z ustanovení § 152 trestního zákona 
. 140/1961 Sb. 
 
 
V Brn dne ..............................         .................................... 
         (podpis autora) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
PODKOVÁNÍ 
Dkuji vedoucímu bakaláské práce Ing. Tomáši Pelkovi  za úinnou metodickou, 
pedagogickou a odbornou pomoc a další cenné rady pi zpracování mé bakaláské práce. 
 
 
 
V Brn dne ..............................         .................................... 
         (podpis autora) 
 
 vii
OBSAH 
Úvod 1
1 Teoretická ást 2
1.1 TCP/IP ..................................................................................................... 2
1.1.1 Navazování spojení ............................................................................... 2
1.1.2 Ukonování spojení .............................................................................. 2
1.1.3 Metoda potvrzování .............................................................................. 2
1.2 HTTP ........................................................................................................ 3
1.2.1 Požadavky ............................................................................................. 3
1.2.2 Odpovdi ............................................................................................... 4
1.2.3 Status kódy ............................................................................................ 4
1.2.4 Metody požadavku ................................................................................ 4
1.3 Sokety ....................................................................................................... 4
1.3.1 RAW socket .......................................................................................... 5
1.4 Vlákna ...................................................................................................... 5
1.4.1 Kritické sekce kódu .............................................................................. 5
1.4.2 Atributy ................................................................................................. 5
1.4.3 Plánování proces (UNIX) ................................................................... 5
1.4.4 Plánova v linuxu .................................................................................. 7
1.4.5 Native POSIX thread ............................................................................ 8
2 ešení 9
2.1 Vyslání požadavku .................................................................................. 9
2.1.1 Volba socketu ....................................................................................... 9
2.1.2 Postup vytvoení socketu: ................................................................... 10
2.1.3 Píjem odpovdi a ukonení spojení ................................................... 10
2.1.4 Pesmrování ...................................................................................... 11
2.1.5 Znovupoužití soketu ........................................................................... 11
2.1.6 Dodatené úpravy programu ............................................................... 14
2.2 Vlákna .................................................................................................... 14
2.2.1 Specifika pro kompilaci ...................................................................... 14
2.2.2 Vytvoení vlákna ................................................................................. 15
 viii 
2.2.3 Ukonení vlákna ................................................................................. 15
2.2.4 Synchronizace ..................................................................................... 15
2.2.5 Limity vláken ...................................................................................... 16
2.2.6 Vliv synchronizace na plánování ........................................................ 18
2.3 Vstupy a výstupy ................................................................................... 19
2.3.1 Log ...................................................................................................... 19
2.3.2 Export do tabulkového procesoru ....................................................... 20
2.4 Statistika ................................................................................................ 20
2.4.1 Použití (etzce) string ........................................................................ 21
2.4.2 Použití datového typu float ................................................................. 21
2.4.3 Postupné zpracování ........................................................................... 21
2.4.4 Uživatelský výstup statistiky .............................................................. 22
3 Testování programu 23
3.1 Podmínky ............................................................................................... 23
3.1.1 Použitý hardware ................................................................................ 23
3.2 Testování ................................................................................................ 23
3.2.1 Srovnání programu s a bez použití synchronizace .............................. 24
3.2.2 Vliv velikosti souboru na charakteristiku testu ................................... 25
3.2.3 Interpretace charakteru graf .............................................................. 26
3.2.4 Srovnání s aplikací Siege .................................................................... 28
4 Závr 29
4.1 Srovnání s konkurenními programy ................................................. 30
4.1.1 Zátž serveru ....................................................................................... 30
4.1.2 Propustnost sít ................................................................................... 30
4.1.3 Zátž klienta ........................................................................................ 30
4.1.4 Shrnutí ................................................................................................. 31
Literatura 32
 
 ix
SEZNAM OBRÁZK 
Obr. 2.1 Ukázka komunikace jednoho vlákna, zachycená programem WireShark 
Obr. 2.2: Ukázka shlukování požadavk do segmentu, zachycená programem WireShark 
Obr. 3.1 Prbh testu v pípad použití programu bez synchronizace 
Obr. 3.2 Prbh testu v pípad použití synchronizovaného programu 
Obr. 3.4 Prbh testu v pípad použití cílového souboru 10 kB  
Obr. 3.5 Prbh testu v pípad použití cílového souboru 1000 kB  
Obr. 3.6 Prbh testu v pípad opakování jediného vlákna 
Obr. 3.7 Prbh testu v pípad jednoho opakování každého vlákna  
Obr. 3.8 Prbh testu v pípad použití deseti vláken  
Obr. 3.9 Prbh testu v pípad použití sta vláken  
 
 1 
ÚVOD 
V dnešní dob se internet neustále rozšiuje. Stále vtší množství uživatel 
vyžaduje kvalitnjší a rozmanitjší služby. V dsledku toho vzrstají nároky na výkon 
server a samotných webových aplikací. Správa a návrh tchto aplikací je ím dál 
složitjší, proto vznikly nástroje na jejich testování. Ty prošli vývojem od jednoduchých 
jednovláknových program až po komplexní nástroje. Tyto nástroje jsou schopné 
testovat mnoho rzných webových aplikací. Dnes tchto nástroj existuje nepeberné 
množství. Mnoho z nich prošlo složitým dlouholetým vývojem. Proto má každá 
takováto aplikace své specifické výhody, ale i nevýhody. 
 Cílem této bakaláské práce je realizace a testování vlastního programu pro 
generování zátže serveru. Program je napsán na základ poznatk získaných 
zkoumáním jiných program stejného typu, v rámci semestrálního projektu. Charakter 
programu je uren dvma základními prvky. Jednak je to vytvoení simulace bžného 
klienta, který se dožaduje služeb serveru. K tomu bude využito socketové 
programování. Dále je to vytvoení zátže, pro studování vlastností serveru. To je 
zajištno použitím vláken. Ty jsou zvoleny pro jejich menší náronosti na systémové 
prostedky. Po realizaci následuje testování programu, jeho zhodnocení a obecné 
srovnání s programy popisovanými v semestrální práci. 
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1 TEORETICKÁ ÁST 
 
1.1 TCP/IP 
TCP zajišuje spojované spolehlivé spojení s orientací na penos datových proud. 
Oznaení spolehlivé znamená, že má implementovány mechanizmy pro obnovu 
ztracených dat. Teoreticky by ml aplikaní vrstv pedávat proud dat v opaném 
poadí, než v jakém je TCP protokolu pedala aplikace na druhé stran spojení. Zárove 
je zajištno, že ob strany mohou vysílat i pijímat v jednu chvíli. 
1.1.1 Navazování spojení 
Pro navázání spojení je použit mechanizmus „three-way handshake“ který zajišuje 
navázání spojení tím, že si jednotlivé strany vymní informace o poáteních íslech 
navazovaných sekvencí. Tedy ve smru od klienta k serveru a naopak. Pi navazování 
jsou použity pakety s následujícími píznaky: 
• SYN: je vyslán klientem. Obsahuje žádost o navázání spojení a ISN 
  ze strany klienta. 
• SYN, ACK: je vyslán serverem. Potvrzuje žádost o spojení a zasílá 
 ISN pro komunikaci ze své strany. 
• ACK: je odeslán klientem jako potvrzení serverem zaslaného ISN. 
Po navázání spojení je spolehlivost spojení zajišována na základ sekvenních 
ísel ISN, prostednictvím mechanizmu okénka. Viz. [11] 
1.1.2 Ukonování spojení 
Pokud není specifikován parametr spojení „keepalive“ je po úspšném vyízení 
požadavku klienta spojení ukoneno. To probíhá výmnou a potvrzením paket s 
píznakem FIN. Doba ekání na píznak je však asov omezená, a po jejím vypršení se 
spojení automaticky ukonuje. Viz. [11] 
1.1.3 Metoda potvrzování 
TCP používá kontinuální potvrzování, které se nkdy oznauje jako metoda 
okénka. Jedná se o pozitivní potvrzování. To znamená, že se potvrzuje správný píjem 
dat. Ztráta dat je ešena odesílatelem, pomocí vypršení. Takže pokud není potvrzen 
správný píjem dat, jsou tato po urité dob optovn vyslána. Protože se potvrzuje 
postupn, je mezi odesílatelem(serverem) a píjemcem(klientem) vždy blok dat (nkolik 
oktet) který dosud nebyl potvrzen, tzv. okénko(TCP stack). Práv jeho maximální 
velikost a poloha je pro odesilatele rozhodující pro ízení toku. Píjemce mže tok také 
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ovlivnit jednoduše tím, že neodešle potvrzení ihned po pijetí odpovdi. Toho ale není 
píliš využíváno, protože mže dojít k situaci, kdy je pekroena doba vypršení a 
odesilatel tak zbyten posílá data znovu.  
Píjemce spolen s potvrzením zasílá také informaci RRT. Zjednodušen lze íct, 
že je to doba za jakou pijde odpov od cílové stanice. RRT je spolen s velikostí 
okénka vyhodnocen odesilatelem a podle toho je nastavena rychlost s jakou jsou data 
zasílána píjemci.  
Informace od píjemce ale nejsou jediným faktorem urujícím rychlost. Bhem 
spojení totiž mže dojít k zahlcení nkterého z mezilehlých uzl. Vzniká tak situace, 
kdy jsou fronty uzlu peplnny a další oktety jsou zahazovány. Vlivem ztráty oktet 
dojde po dob vypršení k optovnému zaslání ztraceného bloku dat a tím k dalšímu 
zatížení. TCP nemá mechanizmy pro ešení této situace a proto se snaží tomuto stavu 
pedcházet.  
Zde konen zaíná mít vliv na situaci odesilatel. Ten nerozlišuje mezi stavem 
zahlcení uzlu a prostou ztrátou dat. Každá ztráta potvrzení je proto vyložena jako 
zahlcení uzlu a odesilatel na ni reaguje zmenšením okénka na polovinu. Vlivem 
zmenšení okénka se tedy i rychlost odesílání sníží na polovinu. Obnova do pvodního 
stavu probíhá velice pomalu, aby se odstranilo zahlcení mezilehlých uzl. Nejprve se s 
každým potvrzením zvtšuje velikost okénka o poet doruených oktet. Pi dosažení 
poloviny je postup ješt pomalejší. Bhem této doby zotavení je ignorována velikost 
okénka signalizovaná píjemcem. Více informací viz.[5]. 
1.2 HTTP 
Hypertext Transfer Protocol je internetový protokol aplikaní vrstvy pvodn 
využívaný k výmn dokument ve formátu HTML. Definuje pravidla komunikace 
mezi klientem a serverem. Vtšinou používá port 80 (TCP). Je to bezstavový protokol, 
což znamená, že server si neudržuje žádné informace o svých klientech. Obdržení 
dotazu a odpov na nj, je pokládána za ucelenou transakci. Další dotaz od téhož 
klienta není dáván do souvislosti s dotazem pedchozím. Klient si tedy musí udržovat 
veškeré stavové informace. Pokud je teba stavové informace uchovat používají se http 
cookies. 
K urení umístní v internetu se využívá jednotný identifikátor prostedk URL. 
Definuje jaký protokol použít, který server kontaktovat a co vyžadovat. V bakaláské 
práci je v obdobném kontextu použita i zkratka URI, což je nejobecnjší typ z rodiny 
identifikátor. Vtšinou ji lze ji zamnit za mén správné oznaení „cesta k souboru“. 
Viz. [11] 
1.2.1 Požadavky 
Nejdležitjší ástí HTTP dotazu je první ádek, který definuje metodu zpracování 
dotazu, cestu k informaci a verzi HTTP. Následují hlaviky s doplkovými 
informacemi, nap. typy informací, jež je klient schopen pijmout (HTML dokumenty, 
nekódované texty, obrázky atd.). Prázdný ádek pak oddluje tlo dotazu. Krom 
metody POST a PUT nemají vtšinou dotazy vlastní tlo, po skonení hlaviek server 
ihned zaíná se zpracováním.  
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1.2.2 Odpovdi 
Formát odpovdi je velmi podobný dotazu. První ádek obsahuje verzi HTTP, 
stavový kód a popis. Status kódy jsou trojciferné a dlí se do skupin podle první íslice 
viz. 1.2.3. Obsah popisu je v podstat shodný se stavovým kódem, pouze je vyjáden 
slovn. V dalších ádcích jsou hlaviky, informacemi o asu vyslání odpovdi, verzi 
jádra serveru, formátu odpovdi atd. Tlo odpovdi je opt oddleno prázdným ádkem.  
1.2.3 Status kódy 
Existuje jich velké množství, protože se snaží definovat všechny stavy, které 
mohou nastat pi komunikaci. Níže uvedené ísla pedstavují jednotlivé kategorie: 
• 100: informaní zprávy definované pro komunikaci na aplikaní vrstv. 
• 200: indikuje kladné vyízení odpovdi. 
• 300: znamená pesmrování, hlavika vtšinou obsahuj potebné údaje. 
• 400: je oznámení serveru o chyb klienta. 
• 500: server upozoruje na chybu na své stran. 
1.2.4 Metody požadavku 
• GET: znamená požadavek na poslání uritého dokumentu, ureného pomocí 
URL. 
• POST: slouží k vyslání dat klienta, výsledek akce ale opt závisí na URL serveru. 
• OPTIONS: dotazuje se na možnosti komunikace dané URL, nebo celého serveru. 
• HEAD: funguje stejn jako GET, ovšem server odešle pouze hlaviku odpovdi. 
• PUT: je požadavek na uložení zaslaných dat na server, pod zadané URL. 
• DELETE: žádá o zrušení dokumentu na serveru, specifikovaného v URL. 
• TRACE: vrací kopii požadavku zpt klientovi, získají se tak informace o 
serverech které požadavek vyhodnocovali. 
1.3 Sokety 
Jde o rozšíení prostedk pro pedávání informací mezi procesy, tak zvaných rour. 
Sockety ovšem umožují komunikaci proces z rozdílných poíta. Klient nejprve 
zažádá o vytvoení socketu na stran serveru napíklad funkcí gethostbyname(). Tím 
od serveru obdrží specifikaci roury na jeho stran. Následn klient vytvoí vlastní socket 
a na základ informací od serveru se pokusí o komunikaci. Sockety jsou zpracovány 
jádrem systému tak, že se k programu dostanou pouze data aplikaní vrstvy. 
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1.3.1 RAW socket 
Existuje tak zvaný surový socket (RAW). Ten umožuje mnit pímo hlaviku 
paketu. Je to dáno, tím že není zpracován jádrem Linuxu, které ped pedáním paketu 
aplikaci, hlaviku zahodí (což ale logicky neplatí pro hlaviku aplikaní vrstvy). 
Používá se vtšinou pro práci na transportní, nebo síové vrstv. Díky jeho snadné 
konfiguraci je ale asto zneužíván, a proto jej nkteré verze OS vbec nepodporují. 
1.4 Vlákna 
Vlákno v linuxu pedstavuje základní jednotku pro plánování. Je odvozeno od 
mateského procesu pomocí funkce clone(), je to tedy v rámci procesu 
„viditelný“objekt. Vlákna sdílí systémové zdroje svého mateského procesu. Mají ale 
svj vlastní zásobník a jeho ukazatel. Každé vlákno má tedy k dispozici vlastní 
promnné a mže bžet nezávisle na jiných vláknech téhož procesu. Zárove má 
možnost z procesu možnost pejímat data. To lze provést prostednictvím globální 
promnné, kterou je ale teba synchronizovat. Vhodnjší je proto pedávání dat pi 
volání vlákna. 
1.4.1 Kritické sekce kódu 
Základní synchronizaní metodou je ošetení takzvané kritické sekce kódu. Za 
takovou sekci považujeme ást, kterou by pro správnou innost programu mlo 
provádt vždy jen jedno vlákno. To mže být zapotebí napíklad v pípad, kdy je 
operováno se spolenou (globální) promnnou, nebo se zapisuje do souboru spoleného 
všem vláknm. 
Zavedením kritických sekcí mohou vzniknout situace, kdy se vlákno dostane do 
kritické sekce, ale vlivem neoekávané chyby ji neopustí. Ostatní vlákna ekají na 
signál od toho v sekci a innost programu je tak zablokována. Tyto stavy je teba pi 
návrhu minimalizovat. 
1.4.2 Atributy 
Atributy jsou speciální objekty pro nastavení vlastností vláken, a s nimi 
souvisejících prostedk jako jsou mutexy a podmínkové promnné. Pokud jsou 
v kontextu vytváeného programu nevyhovující implicitní atributy, je teba je zmnit a 
inicializovat, ješt ped vznikem nastavované entity.  
1.4.3 Plánování proces (UNIX) 
Protože jádra linuxu procházejí neustálým vývojem, mní se asto i pístup 
k plánování. Základy je však možné pochopit z plánování v systému UNIX. 
Plánova proces  
Na efektivní rozdlení systémových prostedk je nahlíženo ze dvou hledisek. 
Jednak je to snaha o co nejvtší využití prostedk. Pedevším je to ale schopnost 
pidlování asu procesm takovým zpsobem, aby uživatel nepocítil jejich neinnost 
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bhem doby, kdy procesu není pidlen as. Zajištní této podmínky má na starosti 
plánova proces, který ji realizuje pidlením asu co nejvhodnjšího vlákna v danou 
chvíli. 
Po inicializaci a pidlení pamti je proces ve stavu ready, a je umístn do fronty 
proces ekajících na pidlení asu. Z tch vybírá plánova podle uritého algoritmu 
tak, aby byl vybrán proces, který as nejvíce potebuje. Procesu je však vždy pidlen 
pouze uritý as a po nm, bez ohledu na úspšnost vyízení, je pesunut zpt do fronty. 
Vedle fronty proces ekajících na as jsou i další fronty, napíklad ekající na vstupn-
výstupní zaízení. Tyto fronty existují nezávisle na asové front, takže proces, jemuž 
není pidlen as, mže pracovat napíklad se socketem. 
Na pidlení asu má vliv nejen plánova ale i samotný proces. Bhem svého bhu 
se proces mže dostat do stavu, kdy napíklad eká na njakou podmínku nebo práv 
pracuje s vstupn výstupním zaízením. Jeho stav se tedy zmní z ekající (waiting), na 
pipraven (ready). V tuto chvíli se ke slovu dostává opt plánova. Obdobný stav 
nastává, po dokonení výstupn-vstupní operace. Proces se pepne ze stavu ekající do 
pipravený. Zde má opt prostor plánova.  
Nepreemtivní plánování 
Dnes už se tém nevyužívá. Pokud proces získá as procesoru, drží si ho, dokud 
sám nepejde do stavu ekání. Napíklad vlivem perušení nebo ve chvíli pístupu 
s vstupn výstupním zaízením. Tento stav iní práci plánovae velice tžkou, nebo ten 
neví, jak dlouho bude daný proces pracovat. 
Preemtivní plánování 
Proces mže pijít o pidlený as na základ vnjšího podmtu. Nejastji se 
k tomuto úelu využívá signál asovae. Proces tedy nemá zarueno, že dokoní 
zapoatou úlohu. 
Mítka plánování 
Jednotlivé algoritmy plánování využívají pro zjištní nejvhodnjšího stavu míru 
rzných vlastností. Cíle plánování se mohou v rzných OS lišit. Nejastji je cílem 
plánováni zajistit následující stav. Využití procesoru a propustnost je co nejvtší, a doby 
bhu, doby odezvy a doby ekání naopak co nejmenší. Mítka jsou následující: 
• Využití procesoru: vlastn pedstavuje efektivitu využití systému. Co 
nejvtší využití procesoru je tedy žádoucí. 
• Propustnost: pedstavuje poet možných zmn stavu proces za jednotku 
asu. 
• Doba bhu: definuje, navzdory názvu, celkovou dobu existence procesu. 
Tedy od vytvoení až do ukonení. 
• Doba ekání: se poítá pouze z doby strávené ve front na pidlení asu 
procesoru. 
• Doba odezvy: je as, mezi vysláním požadavku a zaátkem jeho vyizování. 
 7 
1.4.4 Plánova v linuxu  
Tato kapitola erpá z literatury [8]. 
Plánování v linuxu je oproti UNIXU rozdílné v tom, že se jako základní prvek 
nevyužívají procesy, ale vlákna. Na jednovláknové procesy je proto nahlíženo jako na 
jedno vlákno. Pesto se pi popisu používá obecnjší pojem proces, protože vlákna 
vznikají voláním funkce clone() odvozením z mateského procesu. 
Protože se v linuxu nové procesy(vlákna) nevytváejí, ale odvozují, všechny 
procesy bží ásten v uživatelském a systémovém režimu. Pi systémovém volání se 
proces pepíná do systémového režimu a po skonení volání zase pechází zpt. 
Obdobn jako v systému UNIX se proces mže vzdát asu procesoru napíklad 
v pípad pístupu k front vstupn výstupního zaízení. A zárove je jeho asové 
kvantum limitováno, bez ohledu na výsledek. V každém pípad je po uvolnní 
procesoru plánovaem vybrán další proces. 
Plánova využívá pro výbr algoritmus založený na priorit. Pro výpoet 
spravedlivého rozdlení asu jsou užívány následující informace: 
• Plánovací strategie: je rozdílná pro procesy normální a reálného asu. 
• Priorita: pidlená plánovaem oznauje, kolik asu procesoru dostane. 
• Priorita RT: pro real-time procesy, lze zmnit systémovým voláním. 
• íta: se pi bhu s každým hodinovým tikem dekrementuje. Pi nule 
proces pejde do stavu run, tedy pestane využívat as procesoru. 
Pedstavuje zárove asové kvantum, neboli as procesoru. 
Plánova nebží v systému stále, ale spustí se z jádra v pípad, umístní nového 
procesu do fronty ekající na pidlení asu procesoru. Tedy napíklad v pípad 
spuštní nového procesu, nebo pi uvolnní asu procesoru nkterým dosud bžícím 
procesem. Plánova nejprve zkontroluje, zda bží nkterý proces, pokud ne je poslední 
opt spuštn. Následn je prohlédnuta fronta a vybrán nejlepší kandidát na spuštní. 
Real-time procesy jsou zvýhodnny vyšší hodnotou ítae. Aktuáln bžícímu procesu 
je naopak hodnota ítae snížena. Nakonec je provedeno srovnání aktuáln bžícího 
procesu a nejvyššího procesu ve front. Pokud bžící proces nárok nemá je ukonen a 
spuštn proces z fronty. 
Pokud nový nebo pvodní proces používaly virtuální pam, mže nastat situace, 
kdy je teba zmnit stránkovací tabulky. Tato operace je závislá na architektue 
procesoru. Pokud procesor používá pekladové tabulky a vyrovnávací pam pro 
tabulky stránek, jsou pvodní údaje zneplatnny a nahrazeny novými. 
Stavy proces: 
• Run: Bží nebo je pipraven k bhu. 
• Waiting: eká na událost (napíklad uvolnní fronty). 
• Stopped: Zastaven, obvykle signálem. 
• Zombie: Ukonený proces, jehož struktura byla zachována. 
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CFS (Completely fair scheduler) 
Verze použitého linuxu bžela na jáde vyšším než 2.6.23, proto obsahovala tzv. 
„Úpln spravedlivý plánova“ (CFS ). ásti následující kapitoly byly pevzaty z [9]  
CFS nepoužívá fronty nýbrž „red-black stromy“. S jejich pomocí sleduje všechny 
procesy ve stavu bhu (a pipraveno k bhu). ím více vlevo je proces ve stromu tím 
vtší má šanci na pidlení asu procesoru. Následující vysvtlení umisování do stromu 
je hrub zjednodušené.  
Pi umístní procesu do stromu jsou rozhodující dva faktory. Priorita procesu a 
poet bžících proces. Nárok na as procesoru je zhruba dán podílem doby ekání na 
spuštní a potem bžících proces, s ohledem na prioritu. Výsledná hodnota urí 
polohu ve stromu, piemž platí, že ím menší hodnota tím více nalevo se bude proces 
nacházet. 
Další vlastností CFS je „granularita“, na tu má vliv poet bžících proces. Jedná 
se v podstat o rychlost, s jakou bude plánova pepínat procesy, aby dosáhl 
spravedlivého rozdlení. 
CFS rovnž nabízí modularitu plánova, takže jich v systému mže bžet více 
zárove. Aktuáln jsou implementovány dva plánovae a to CFS a real-time plánova. 
Ten má vyšší „prioritu“ takže real-time úlohy budou mít pednost ped klasickými 
procesy. 
1.4.5 Native POSIX thread 
Nejnovjší implementace vláken na úrovni jádra, NPTL (Native POSIX Thread 
Library) se používaná od jádra Linuxu 2.6. Pináší rzná vylepšení pi práci s vlákny, 
ale v zásad s ní lze pracovat jako se starší normou POSIX 1003.1, která je mnohem 
lépe zdokumentovaná. Pro zajištní zptné kompatibility je v souasné dob stále 
podporován starší standart tzv. Linux Thread 
NPT implementuje pouze dva druhy vláken a to vlákna jádra a uživatelská vlákna, 
ízená vlákny jádra (nkdy oznaovaná jako lehké procesy). Tento stav se popisuje jako 
„model 1:1“. Toto ešení vyniká pedevším jednoduchou implementací, díky které je 
NPTL optimalizována pro použití více procesor (nebo i jader procesor). 
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2 EŠENÍ 
Generátor zátže je napsán v jazyku C++ se specifikacemi nutnými pro provoz v systému 
Linux (Ubuntu 8.10). Jako vývojové prostedí posloužil základní textový editor gedit. Jehož 
aktuální verze zvýrazuje syntaxi v rozsahu, jenž je více než srovnatelný s kterýmkoliv 
vývojovým prostedím. Jako kompilátor byl využit „g++“ ve verzi 4.2. Verze 4.3 již byla 
k dispozici, ale nebyla pln kompatibilní s aktuáln použitou Linuxovou distribucí. 
2.1 Vyslání požadavku 
Pi korektním vyslání HTTP požadavku je zapotebí vytvoit TCP spojení. To jasn 
definuje požadavky na socket. Pedevším z hlediska vrnosti simulace zátže. 
2.1.1 Volba socketu  
Pro vznik komunikace mezi dvma body je zapotebí, aby oba úastníci 
komunikovali stejnými prostedky. Tedy aby oba dodržovali stejný protokol. Sockety 
v tomto ohledu nabízejí ti typy nastavení. Jejich vzájemnými kombinacemi se socket 
nastaví tak aby vyhovoval požadovanému protokolu. Vytvoení socketu se provádí 
funkcí socket() a její definice je zhruba takováto: 
socket(rodina protokol, typ schránky, typ protokolu). 
Jednotlivé parametry mají tento význam: 
• Rodina protokol: je v podstat definována typem adres stanic v síti. Pro 
TCP je to IP adresa, volba tedy bude AF_INET (v pípad IPv6 AF_INET6) 
• Typ schránky: uruje, pedevším dva faktory a to spolehlivost a 
spojovatelnost. V pípad spojení TCP tedy bude zapotebí spolehlivá a 
spojovaná komunikace. Ta je definována parametrem SOCK_STREAM. 
• Typ protokolu: podle uvedených upesnní. V tomto pípad tedy 
IPPROTO_TCP. 
erpáno z [10]. 
Neblokující režim socket 
Tento režim umožuje programu pracovat i v pípad, že je práv pracováno se 
socketem. V klientském vlákn je ale sled kódu takový, že je neustále pracováno se 
socketem a až po uzavení spojení jsou zpracována data. Navíc pi spuštní více vláken 
jsou tato zpracovávána takovým zpsobem, že k zastavení bhu programu vlivem 
ekání na odezvu od socketu v podstat nedojde. Vlákna totiž ekají na podmínku 
danou socketem, aby mohla pejít do stavu bhu, bhem té doby jsou zpracovávána jiná 
vlákna. 
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2.1.2 Postup vytvoení socketu: 
• Zpracování uživatelem zadané adresy serveru. 
• Získání charakteristiky serveru pomocí funkce gethostbyname() a jejich 
následné uložení do struktury hostent. 
• Vytvoení socketu. 
• Naplnní struktury sockaddr_in. 
• Spojení socketu. 
Charakteristiky cílového poítae se nachází ve struktue hostent. Ta je získána 
bu pímo od žádaného poítae, pokud se nachází v lokální síti (typicky pokud je 
zadána IP adresa). Nebo je obsah struktury mže získat prostednictvím DNS serveru, 
v pípad že jde o vzdálený poíta (typicky pokud je zadána doména). Vlivem použití 
TCP, tedy spojovaného protokolu, musí být socket ped vysláním požadavku spojen. 
2.1.3 Píjem odpovdi a ukonení spojení 
Ideální stav pro vytváení zátže serveru je, když server vysílá data, ale klient je 
nepijímá, aby se nezatžoval. Protože TCP je spolehlivé spojení je tento stav možný 
pouze v omezené míe. Pesnji tento stav panuje do doby, než server zane postrádat 
potvrzující pakety od klienta.  
Realizovaný program tohoto stavu využívá. Pijme totiž pouze nejmenší možné 
množství dat. To je dáno minimální velikostí zásobníku funkce recv() (512b). Server 
tedy vyšle celé okénko (TCP stack), ale klient pijme pouze ást. Navíc spojení ukoní 
funkcí shutdown(). Která zajistí, že ani jádro systému se socketem dále nepracuje. 
V pípad více vláken se tedy server zatžuje vysíláním zbytených dat. Ukázka 
takového spojení je na obrázku 3.1. 
Píklad pijetí odpovdi: 
  if ((recv(mySocket, buffer, BUFFSIZE, 0) != -1)) 
    { 
   for(i=0;i < BUFFSIZE; i++) data.push_back(buffer[i]); 
    } 
 
Obr. 3.1 Ukázka komunikace jednoho vlákna, zachycená programem WireShark 
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2.1.4 Pesmrování 
Program podporuje pesmrování. Sleduje dv podmínky, zda v hlavice nebyla 
obsažena informace o pesmrování a s jakým stavovým kódem pišla. Mže se totiž 
stát, že odpov obsahuje položku „Location:“ vymezenou pro pesmrování i 
v pípad, že to není nutné. Podmínka je v kódu realizována následovn:  
if((i = head.find("Location:"))>0 && resp_code != 200 ) 
Údaje získané z hlaviky jsou následn pedány vláknm. Protože se první spojení 
neopakuje, není v pípad pesmrování získán cílový soubor. 
2.1.5 Znovupoužití soketu 
Pro generování zátže je nutné co nejefektivnjší využití všech prostedk, které 
budou mít zásadní vliv na rychlost bhu programu. Typickým pedstavitelem takového 
prostedku je socket. Proto je nutné se na jeho použití zamit. 
Charakter programu vyžaduje, mnohonásobné použití soketu. Nežli mžeme vyslat 
požadavek, je teba naplnit strukturu hostent, vytvoit a spojit socket. Pi tchto 
operacích program pracuje mimo rámec svého vlastního kódu, protože pedává data ke 
zpracování systému. Zjevn tak bude docházet k zátži systému. Aby byla 
minimalizována je vhodné program upravit pouze pro nejnutnjší použití tchto ástí 
kódu. 
Základní použití 
Pokud vlákno obsahuje pouze základní klientský program, je efektivita programu 
pro zatžování malá. Vlákna sice vysílají požadavky pseudoparaleln, ale pi každém 
dalším bhu vlákna je nutné získat specifikace serveru, pomocí funkce 
gethostbyname(), což pedchází spojení socketu. Pi této operaci se vysílá požadavek 
a je nutné ekat na odpov. Výhody pseudoparalelního zpracování tedy nemohou být 
pln využity, protože každý další požadavek je podmínn získáním specifikací serveru. 
Zpomalení je dostaující k tomu, aby nerostla doba vyízení požadavk. V tomto stavu 
tedy nelze vytváet zátž. 
Mnohonásobné vyslání požadavku bhem jednoho spojení 
	ešením tohoto stavu mže být zavedení cyklu pro kód uvnit vlákna. Ten musí 
být upraven tak, aby se získávání specifikací serveru, pomocí funkce 
gethostbyname(), provádl pouze jednou. Jako ideální se jeví mnohonásobné použití 
socketu, jenž byl už jednou spojen. 
Spojení socketu je významnou operací, co se týe pidlení systémových 
prostedk, pedevším asu. Provádí se na transportní vrstv a programátor na nj má 
minimální vliv (pi použití SOCK_STREAM). Pokud se provede ve vlákn jen jednou, bude 
to znamenat výrazné zvtšení efektivity. Takováto struktura programu se navenek 
projeví tím, že jeden socket bude v rámci jednoho spojení vysílat požadavek vícekrát po 
sob.  
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Obr. 3.2 Ukázka shlukování požadavk do segmentu, zachycená programem WireShark 
Pi kontrole funknosti bylo zaznamenáno výrazné zkrácení doby testu. Ovšem pi 
dodatené kontrole pomocí programu WireShark bylo zjištno, že požadavky jsou 
seskupovány po shlucích do segmet, jak je to uvedeno na obr. 3.1. Umožuje to 
zvolený typ socketu, spolen s jeho nastavením (SOCK_STREAM, AF_INET, 
IPPROTO_TCP), které odpovídá TCP spojení. Pi nm jsou požadavky (pakety) ukládány 
do výstupní fronty a odesílány v segmentech. V mechanizmu ukládání do fronty je teba 
hledat píinu tohoto stavu. Sockety jsou v rámci systému rozlišeny identifikátorem, 
pomocí kterého se pozdji piadí portu. [3] 
Dojde tedy k situaci, kdy je pijata odpov, která se má pedat socketu který o ni 
požádal. Pi identifikaci zdrojového socketu je zjištno, že nkolik stejných požadavk 
od daného socketu se nachází ve výstupní front. Tyto požadavky jsou tedy systémem 
klienta „vyízeny“ tím, že se jim piadí práv obdržená odpov.  
Jsou totiž chybn interpretovány jako opakovan vyslané odpovdi. Ty vysílá 
server v pípad ztráty potvrzení o pijetí od klienta. Pokud k pijetí klientem došlo, ale 
pouze se ztratil potvrzující paket, je následné pijetí identické zprávy ignorováno.  
Ke spojení se serverem tedy vbec nedojde a odpov je, pro požadavky ve front, 
k dispozici ihned pi zavolání recv(). 
Výše popsaný mechanizmus je otázkou TCP, tedy transportní vrstvy. Funkce 
send() a recv() mají nastavitelné parametry, které definují nkteré modely chování 
na této vrstv. Žádný ale neposktuje ešení této situace. Opt je tedy teba hledat ešení 
jinde. 
To lze nalézt v nastavení socketu. Funkce setsockopt() umožuje nastavit 
vlastnosti socketu týkající se chování protokolu TCP. Konkrétn je teba nalézt volbu, 
která umožuje a znemožuje ukládání požadavk (které jsou myln identifikovány 
jako oktety) do segment (výstupní fronty). Hledaným nastavením argumentu je 
TCP_NODELAY. Jak napovídá název, jedná se o okamžité vyslání paketu (pro jejho 
použití je nutné piložit knihovnu netinet/tcp.h ). Tímto je zajištno jednotlivé 
zasílání požadavk. 
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Pi kontrole programem WireShark byly opt zaznamenány problémy. Za prvé, 
nastavení TCP_NODELAY fungovalo jen pro zhruba 95% vytvoených socket. I 
v pípad, bylo-li bráno jako kritická sekce a synchronizováno pomocí mutex. Druhým 
problémem byl poet požadavk, které nepesáhli poet spojení. Další požadavky 
v rámci jednoho spojení byly opt interpretovány jako znovu odeslané, nepotvrzené 
oktety.  
Pro pochopení stavu, který nastal, je teba seznámit se s mechanizmy TCP. 
Vzhledem k tomu, že je protokol TCP spojovaný nahlíží se na penos dat jako na proud 
dat. TCP se tedy snaží aplikaní vrstv umožnit penos jednotlivých bit (respektive 
osmibitových oktet) z datového celku, jenž ješt celý nepijala. Je tedy pipraven 
postupn pijímat a ihned odesílat oktety, respektive segmenty.  
Oktety jsou ukládány do fronty a eká na vhodnou píležitost k odeslání. Bhem 
odesílání stále bží mechanizmus „udržující“ spolehlivost spojení. První požadavek je 
vyslán ihned po obdržení synchronizaního signálu (paket SYN). Odpov je pijímána 
prbžn a po pijetí uritého kvanta dat, daných velikostí okénka, je odeslán 
potvrzující paket (ACK). Ten obsahuje informace, ze kterých server uruje rychlost 
odesílání odpovdi. A zde je velký prostor pro zpomalení spojení a chyby. Pokud totiž 
server potvrzující paket neobdrží, vyhodnotí si to jako petížení meziuzl a provede 
zásahy v ízení toku a v podstat sníží rychlost na polovinu. Obnova pvodního stavu je 
pomalá a je podmínna komunikací s klientem. V praxi tedy staí, aby vytvoený socket 
neposlal potvrzující paket napíklad ve fázi navazování spojení a rychlost spojení je 
zmenšena na polovinu. 
Je teba si uvdomit, že ke zpracování vláken dochází pseudoparaleln. Charakter 
vytvoeného socketu nezajišuje stálou kontrolu TCP spojení. K situacím kdy je 
napíklad potvrzující zpráva ignorována, dochází stále. Práv díky tomu, že v danou 
dobu socketu není pidlen as.  
Mnohonásobné spojení s oddlenými požadavky 
Z výše uvedeného je tedy jasné, že je teba, aby každý požadavek byl od 
rozdílného odesilatele, tedy socketu. Sockety jsou mimo systém charakterizovány 
portem Ten se vytváí spolen se socketem a až poté mže následovat spojení. Není 
tedy možné zachovat spojení socketu po celou dobu bhu cyklu vlákna a mnit pi tom 
pidlené porty. Lze ale využít už jednou naplnné struktury hostent. V prvním cyklu se 
tedy provede celý kód a v dalších jen vytváení socketu (vetn naplnní sockadr_in), 
jeho spojení a odpojení. 
Protože je použito nastavení socketu odpovídající TCP jsou pi vytvoení spojení 
vysílány i pidružené „režijní“ informace na transportní vrstv. Projeví se to zejména pi 
ukonování spojení, kdy pi prostém použití funkce close() neprobhne z hlediska 
TCP ukonení správn. Server se snaží pipojení znovu navázat jeho restartováním, 
ímž zbyten zatžuje systém klientského PC. Tento mechanizmu se dá potlait 
použitím funkce shutdown() , která spolen s parametrem SHUT_RDWR umožuje zavít 
spojení pro píjem i odesílání. Obvykle používaná funkce close()uzave spojení 
neúpln, takže se jádro systému klienta dál snaží posílat data, která jsou ve výstupní 
front. [3] 
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2.1.6 Dodatené úpravy programu 
Testování programu samozejm probíhalo bhem vývoje. Pi závrených 
zátžových testech se pesto objevil neoekávaný stav, který bylo poteba ošetit. Server 
pi zaátku testu v uritém bod zaal odmítat spojení s nkterými sockety. Vliv na to 
mají dv skutenosti.  
Prvním je „nepoádek“ v pidlování asu vláknm, bhem jejich vytváení. 
Vlákna se provádí pseudoparaleln, což znamená, že systém jim pidluje a odebírá as 
pi bhu. V ideálním stavu, je vláknu ekajícímu na podmínku as odebrán a pidlen 
vláknu, které ho skuten využije. Pi vytváení ale tento postup není dodržen. Ve 
front na pidlení asu procesoru a také ve front k vstupn výstupním zaízením 
(socketm) je totiž velký poet identických vláken. To stžuje práci plánovae a 
vznikají tak situace kdy je as jednomu vláknu pidlen po dobu delší než potebnou 
k vyslání jednoho požadavku. Pedevším v rané fázi testu, tak vzniká situace, kdy se 
jedno klientské vlákno neustále pipojuje a odpojuje od serveru. Vzniká tak velký poet 
spojení která nebyla ukonena. To mže zpsobit odmítnutí spojení. 
Druhým dvodem je samotná struktura vyslání požadavku v klientském vlákn. Ta 
totiž ásten „recykluje“ socket(viz. výše). To znamená, že struktura hostent, sloužící 
k vytvoení socketu, je ve vlákn uložena jen jednou. Ale v každém dalším bhu cyklu, 
tvoícího tlo programu vlákna, je socket znovu vytvoen, spojen, vyízen a odpojen. 
Práv neustálé pipojování a odpojování je nejproblematitjší pedevším v zaátku 
testu. Bhem urité doby jsou inicializována všechna vlákna a ekají na provedení. 
První co se v klientském vlákn provede, je získání hostentu a pokus o spojení. To je 
doprovázeno vytváením spojení a tedy zasíláním synchronizaních a potvrzujících 
paket. Pokud je socketu odebrán as procesoru a je promeškán nkterá ást navázání 
spojení, je to detekováno jako odmítnutí. 
Ošetení se provedlo úpravou zpracování statistiky tak, aby bylo bráno v úvahu 
odmítnutí spojení. 
2.2 Vlákna 
Vlákna jsou výhodn využívána tam, kde je teba provést asov náronou operaci, 
jejíž výsledek se neváže na následující kód. Pokud je navíc tuto operaci poteba provést 
pouze jednou v daném ase, je to pro využití vláken ideální. Programátor mže vlákno 
použít obdobn jednoduše jako volání funkce, navíc program pokrauje, „bhem“ 
provádní vlákna, dál. 
Pi složitjších programových strukturách je však nutné ešit synchronizaci a 
správné ukonování vláken. 
2.2.1 Specifika pro kompilaci 
Pokud potebujeme v programu použít funkce pracující s vlákny, je nutné do 
zdrojového kódu piložit knihovnu pthread.h. Ta není souástí standardní knihovny a je 
proto nutné sdlit linkeru aby spojil (slinkoval) knihovnu a kompilovaný kód. To se 
provádí parametrem -l, za kterým bez mezery následuje název knihovny -lpthread.  
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Vzhledem k tomu, že jsou použita vlákna, která mají vlastní zásobník, je program 
reentrantní. Všechny jeho ásti tedy musí být schopny souasného bhu. U starších 
distribucí Linuxu, nebo distribucí, která vlákna nepodporují, je tedy nutné pizpsobit 
knihovny glibc. To se provádí definováním makra -D_REENTRANT. Viz. [4]. 
2.2.2 Vytvoení vlákna 
Vlákna se vytváí pomocí funkce pthread_create(). Jejím prvním argumentem 
je ukazatel na promnnou, do které se ukládá identifikátor vlákna. Druhým argumentem 
je atribut vlákna. Ten je zapotebí pi složitjší práci napíklad pi synchronizaci 
s podmínkami, nebo pi definování nkterých „hlubších“ vlastností vlákna. Tetím je 
ukazatel na funkci vlákna. Poslední je ukazatel typu void() který se pedává do vlákna 
ke zpracování. Pokud systém postrádá zdroje pro vytvoení dalšího vlákna je pi volání 
funkce navrácená hodnota EAGAIN (íslo 11). Program je ale omezen v práci odezvami 
od serveru. Tento stav tedy v praxi nehrozí. Viz. [2]. 
2.2.3 Ukonení vlákna 
Nejprve je nutné zmínit, že v kódu vlákna není vhodné použít funkci return() 
protože ukonení vlákna, stejn jako návratové hodnoty, jsou ešeny jinými 
mechanizmy. Funkce navíc dealokuje prostedky vlákna což je v našem pípad 
nežádoucí. Vtšina zaínajících programátor je na funkci return() zvyklá, takže se 
mže stát zdrojem chyb. Nové kompilery a vývojová prostedí na tuto chybu naštstí 
pehledn upozorní.  
Je tedy teba bh vlákna ukonit zpsobem, který zachová jeho prostedky. 
Respektive dealokuje je až po skonení bhu všech vláken. 
Pi ukonení bhu vlákna napíklad funkcí exit(), jsou jeho zdroje (zásobník, 
ukazatel jeho stavu) stále alokovány. K jejich dealokaci, tedy uvolnní systémových 
prostedk, dojde až pi volání pthread_join(). To zajišuje ukonení vlákna, 
ureného prvním argumentem funkce. Vlákno však není ukoneno ve chvíli zavolání, 
ale až pi splnní urité podmínky. Tu obvykle pedstavuje naplnní návratové hodnoty 
vlákna. Viz. [2] 
2.2.4 Synchronizace 
Vliv vlastností socket 
Míru synchronizace celého kódu klientského vlákna je možné zvolit s pomrn 
velkými rezervami. Samotná práce se sockety je provádna systémem a je proto sama 
synchronizována na úrovni systému. K chybám mže v dané ásti kódu pesto dojít. 
Srovnání funkcí mutex_lock() a mutex_trylock() 
V pípad popisovaného programu pistupují do kritických sekcí vždy pouze 
klientská vlákna, která vykonávají stejnou funkci. Pi synchronizaci tedy není poteba 
zavádt složité ekání na podmínky (pthread_cond_wait()). Nebo podmínkou by 
vždy bylo pouze „obsazení“ kritické sekce. Semafory jsou v tomto ohledu rovnž 
nadbytené, protože pístup mže mít pidleno vždy jen jedno vlákno. Základní 
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zamykání a odemykání mutex ale také není píliš ohleduplné. Je proto zvolena funkce 
mutex_trylock().  
Základním rozdílem funkcí mutex_lock() a mutex_trylock() je zpsob, jakým 
je vlákno zamykáno. Pi vícenásobném pokusu o zamení jsou ekající vlákna uložena 
ve front. Pi odemení se mže stát, že o zamení se pokusí více ekajících vláken 
souasn. V pípad funkce mutex_lock() tak dojde ke kolizi. Funkce 
mutex_trylock() však ped zamením testuje stav zámku, takže možnost kolize 
vláken ve front je mnohem menší. Viz. [2] 
Míru synchronizace celého kódu klientského vlákna je možné zvolit s pomrn 
velkými rezervami. Samotná práce se sockety je provádna systémem a je proto sama 
synchronizována na úrovni systému. K chybám mže v dané ásti kódu pesto dojít, 
napíklad vlivem zápisu do promnné. Synchronizace, na úrovni programu, proto není 
pi práci se sockety zbytená. 
Píklad zápisu funkce mutexu vetn inicializace s implicitními atributy: 
pthread_mutex_t gethostent_vlakno = PTHREAD_MUTEX_INITIALIZER; 
pthread_mutex_trylock(&gethostent_vlakno); 
// Synchronizovaná (kritická) sekce kódu 
pthread_mutex_unlock(&gethostent_vlakno); 
2.2.5 Limity vláken 
Teoreticky je vláken možné spustit neomezené množství. Ve skutenosti se totiž 
nespustí všechna najednou ale je na n nahlíženo jako na jednovláknové procesy. To 
znamená, že stejn jako procesy podléhají systémovému plánování. V praxi to vypadá 
tak, že po inicializaci se nacházejí ve stavu pipraven, a nejsou spuštna, dokud jim 
systém (dispeer) nepidlí as. 
Druhým významným limitujícím faktorem je kvantum systémových prostedk, jež 
vlákna zaberou. Je logické, že není možné spustit program, který napíklad vyžaduje 
více pamti, než má systém k dispozici. Pi jednoduchém programování vtšinou není 
teba se tmito faktory zabývat nebo program ani zdaleka nedosahuje k systémovým 
limitm. 
Pi implicitním nastavení atribut vlákna je velikost zásobníku definována na 8MB. 
Je jasné, že program, který má nkolik kB tolik prostoru nezabere (nealokuje). Na 
první pohled to tedy vypadá, že nám takto zbyten veliká hodnota v niem nepekáží. 
Pesto je velikost zásobníku hlavním limitujícím faktorem potu vytvoených vláken. 
Vlákna sice sdílí pam s procesem, ale zásobník mají vlastní a jeho velikost je 
adresována podle hodnoty zadané v atributu. Velikost adresního prostoru tedy s 
potem vláken úmrn roste. Pokud pekroí maximální adresovatelný prostor, nastane 
v programu chyba segmentace. I když to není úpln pesné pojmenování chyby, nebo 
pro virtuální adresní prostor se segmentace nevyužívá.  
Maximální adresovatelný prostor je dán architekturou systému. Je-li 32bitový, je 
možné adresovat 4GB, ty se ovšem v linuxu dlí ješt na 3GB pro procesy a 1GB pro 
jádro. Pro jeden proces je tedy možno adresovat celkem 3072 MB. Pi potu 400 vláken 
bude ale poteba 400 x 8MB, tedy 3200MB adresního prostoru. Je tedy jasné, že pokud 
potebujeme více vláken je nutné prostednictvím atributu zmenšit velikost zásobníku. 
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Výše uvedené tvrzení platí s uritou rezervou. Velikost adresního prostoru je totiž 
dána šíkou adresové sbrnice (oznaení „32 bit systém“ uruje šíku datové sbrnice). 
Pro rozšíení šíky adresní sbrnice je možno použít systémové rozšíení. Na OS linux 
je to tzv. PAE, které umožuje adresovat 36 bity. Tím se velikost adresního prostoru 
zvtší teoreticky až na hodnotu 236bit, tedy 64GB. 
Zmenšení velikosti zásobníku pomocí atribut 
Pro definování velikosti zásobníku je uren speciální atribut, který je nutno naplnit, 
pesn podle specifikace. Pokud se tak nestane, nebude v nkterých pípadech pi 
kompilaci oznámena chyba. Je proto vhodné program po každém zápisu otestovat. 
V našem pípad napíklad výše zmínným maximálním potem vláken. Atribut mže 
být definován globáln nebo ve funkci, která volá vlákna. Správný zápis vypadá takto:  
   pthread_attr_t atribut; 
   pthread_attr_init(&atribut); 
   stacksize = (PTHREAD_STACK_MIN + 0x4000); 
   pthread_attr_setstacksize(&atribut, stacksize); 
První ádek je definice názvu atributu provedená prostednictvím piazení do 
struktury. Druhý ádek pedstavuje inicializaci daného atributu. Tetí ádek oznauje 
naplnní promnné. Zde PTHREAD _STACK_MIN pedstavuje hodnotu 16384 bit. Tento 
zápis je možné nahradit vlastní hodnotou. Vždy je ale nutné specifikovat i doplující 
parametr 0xX000 jinak nebude zápis platný. Na posledním ádku je konen samotné 
definování atributu. 
Ochrana ped chybami segmentace 
Pi bhu popisovaného programu mže vlivem jiného programu dojít k zásahu do 
pamti. To mže v nkterých pípadech zpsobit pád programu. Není proto vhodné 
bhem testování popisovaným programem spouštt jiné aplikace. Tato vlastnost se dá 
omezit nastavením atributu vlákna. 
Pokud specifikujeme atribut PTHREAD_CREATE_JOINABLE zásobník vlákna 
mže být uvolnn pouze voláním pthread_join. Zásobník tedy mže být uvolnn až po 
dokonení bhu vlákna. Protože pthread_join() ukoní vlákno pouze tehdy, získá-li jeho 
návratovou hodnotu. 
Toto opatení ale neochrání ped chybami danými zmnou virtuální pamti 
v pípad spuštní jiného procesu. Proto také nebyla použita. 
Pidlení asu jednotlivým vláknm 
V ideálním pípad je pi spuštní více vláken as pidlován postupn tak, jak 
picházejí odpovdi od serveru. Je ale teba si uvdomit, že existují dv nezávislé 
fronty. Jedna na as procesoru a druhá na as síového zaízení, pracujícího se sockety. 
Rozebereme si situaci za pedpokladu, že bží pouze vyvíjený program.  
Pokud vláknu práv vypršela doba, po jakou má pidlen procesor, je jeho bh 
zastaven. Zárove jsou upraveny informace, které plánova využívá k vybrání vlákna, 
které pobží. Tím by se mlo teoreticky pesunout na konec fronty. Pi posouzení 
vhodnosti vlákna (ve front) k bhu je ale nutné, aby vlákno, pekroilo uritou míru 
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vhodnosti. Jinak je optovn spuštno vlákno, které práv bželo. Vyvíjený program ale 
vytváí velký poet identických vláken se stejnou „prioritou“. Je tedy pravdpodobné, 
že jednou bžící vlákno dostane bezprostedn po svém bhu opt pidlen as 
procesoru. Samozejm pokud se nepesune do jiné fronty. 
Pi pidlování asu na vstupn výstupním nebo síovém zaízení je situace 
obdobná. Zde je teba si zjednodušený modle trochu zkomplikovat. Vlákna pedávají 
informace socketm a ty jsou synchronizovány systémem. Pokud tedy socket dostane 
pidlen as na síovém zaízení a bhem této doby se mu povede odeslat požadavek 
zmní svj stav z bhu na ekání na podmínku (pijetí odpovdi). Dostává se tedy zpt 
do fronty, kde ovšem opt eká mnoho identických vláken. Nastává tedy opt problém 
s urením vhodného kandidáta na bh. Po dobu ekání socketm picházejí odpovdi od 
serveru a v nastalé nepehledné situaci se mže stát, že bude odpov ztracena.[8] 
Z výše uvedených dvod vyplívá, že po uritou dobu po spuštní panuje stav, kdy 
mají všechna vlákna ve všech frontách zhruba stejnou prioritu. Po spuštní njakou 
dobu trvá, než dojde k vytvoení rozdíl v „priorit“ jednotlivých vláken V této dob je 
program náchylný k vytváení chyb. 
Pro usnadnní vytvoení stavu vhodného k plánování mže pomoci synchronizace 
na úrovni programu. Ta totiž zavádí další podmínky, pro ekání na vyízení 
pedchozího vlákna. 
Maximální vytížení procesoru 
V teoretické ásti bylo napsáno, že co nejvtší vytížení procesoru je z hlediska 
efektivity systému žádoucí. Existuje ovšem více druh proces (a od nich odvozených 
vláken). Zjednodušen je lze rozdlit na procesy jádra a uživatelské procesy. Každému 
druhu proces je pidleno urité maximální zatížení. Je logické, že má systém uritou 
rezervu pro prioritní úlohy a svj vlastní provoz. Pi normálním programování jsou ale 
vytváeny uživatelské procesy (vlákna). Ty mají obvykle pidleno menší maximum a 
tím je dáno maximální vytížení procesoru realizovaným programem. 
2.2.6 Vliv synchronizace na plánování 
Vzhledem k tomu že ve vláknech nejsou použity žádné spolené datové sekce 
(napíklad globální promnné), lze íci, že vlákno neobsahuje kritické sekce. Pesto je 
vhodné použít synchronizaci.  
Je to dáno plánováním, popsaným v ásti 2.2.5. Pi svém bhu se vlákno vzdává 
asu (procesoru, síového zaízení atp.) „dobrovoln“, na základ pidleného asu 
(asového kvanta). Pi tom nezáleží, zda vlákno stihlo dokonit alespo celou dílí 
operaci. Pokud ale dílí sekce kódu uzamkneme synchronizaním prvkem, budeme mít 
vliv na podmínky, podle kterých plánova vybírá vlákna k bhu. 
Zjednodušen lze íci, že podmínkou vybrání vlákna k bhu, je stav kdy, je samo 
vlákno pipraveno k bhu. Pokud tedy bude bhu vlákna ve chvíli spuštní plánovae 
bránit njaká podmínka, bude odstranno z ekací fronty. Jestliže touto podmínkou 
bude samotný pístup do zamené sekce, nemlo by docházet k situacím, kdy je vlákno 
perušeno, aniž by dokonilo dílí sekci. Tímto zpsobem je zajištno zasílání a 
pijímání požadavk, takže v tomto ohledu by nemlo docházet k chybám. Bohužel 
synchronizace TCP spojení je v režii systému, proto zde podobný stav zajistit nelze. 
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2.3 Vstupy a výstupy 
Výstupy jsou realizovány prostednictvím tech soubor. Jeden je uren pímo pro 
informování uživatele (log.txt), druhý (test.txt) mže být využit k exportu 
testových hodnot do tabulkového procesoru. Poslední soubor se vždy jmenuje 
index.html a obsahuje cílový soubor. 
Vstupy 
Vstupy jsou realizovány parametry, s nimiž je spouštn program (tedy soubor 
*.out vzniklý kompilací). Poadí parametr není zamnitelné. Chybovým hlášením, je 
ošeten pouze poet parametr. ísla udávající poet vláken a jejich opakování mohou 
být zadána libovoln. Pokud jsou zadány místo ísel znaky, je to bráno jako neplatný 
zápis a hodnoty nejsou uvnit programu vbec naplnny. K samotnému testu tedy 
nedojde, pouze se získá zadaný soubor. Samotná platnost zadané adresy je ovena pi 
prvním spojení. 
if((server = gethostbyaddr((char *) &addr, sizeof(addr), AF_LOCAL)) == 
NULL)  {  
   cout<<"Server nenalezen podle IP adresy."<<endl; 
   return -1;  } 
Vliv násilného ukonení na výstupní veliiny 
Uživatel má možnost nastavení pouze vstupních podmínek testu. Jakmile je 
program spuštn uživatel na test nemá vliv. Po spuštní mže dojít k násilnému 
ukonení programu, a už vlivem chyby nebo signálem od uživatele. V tom pípad 
nedojde k úplné ztrát dat, nebo údaje jsou ukládány prbžn. Tedy i z perušeného 
testu je možno získat informace, napíklad pro vytvoení grafu dosavadního prbhu. 
Synchronizace výstup 
Každé vlákno ukládá ped svým ukonením dosud dosažené výsledky. Samotné 
ukládání do souboru je pomrn široce nastavitelné, prostednictvím druhého 
argumentu viz píklad ze zdrojového kódu. 
ofstream soubor1; 
soubor1.open("test.txt", ios::app); 
ofstream oznauje otevení souboru pro zápis. Parametr ios::app následným 
pipojením dat na konec souboru. Pokud by došlo k souasnému pístupu více vláken, 
mohou nastat dv situace. Systém neumožní zápis a program skoní s chybou, nebo 
k zápisu dojde ale spojitost dat (zejména vtšího potu) nebude zaruena. Proto je 
vhodné uzamknout zapisování souboru pomocí mutex. 
2.3.1 Log 
Tento soubor je uren pro informování uživatele o prbhu testu. Je rozdlen na 
dv ásti. Informace obsažené v první ásti se získávají ješt ped zaátkem testu.  
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Tmito informacemi jsou:  
• Datum a as zaátku testu. 
• Adresa požadovaného serveru: pípadn, na který server byl pesmrován. 
• URI: neboli (nesprávn) cestu k souboru, o který bylo žádáno 
• „Oficiální“ název serveru: extrahovaný z odpovdi DNS. 
• Hlavika odpovdi: pijaté na základ uživatelského vstupu. 
Tyto informace jsou zachovány i v pípad násilného ukonení programu. Obsah 
hlaviky si podle normy RFC specifikuje sám server. Druhá ást je ukládána po testu a 
je identická se statistikou zobrazenou na konci testu v terminálu. Její specifikace je 
popsána v kapitole 2.4.4. 
2.3.2 Export do tabulkového procesoru 
Soubor test.txt obsahuje data získaná jednotlivými vlákny. Každé vlákno pedá 
dobu vyízení požadavku a status kód odpovdi. Výjimku tvoí nespojená vlákna (viz. 
3.4.1). Obsah souboru tvoí status kódy oddlené mezerou od doby vyízení, v tomto 
poadí. Výsledky každého vlákna jsou na novém ádku. To umožuje snadný export do 
tabulkového procesoru a následné zpracování dat teba od grafu.  
Data v souboru test.txt obsahují i stavy odmítnutí spojení. Pokud je teba 
vytvoit, graf tyto hodnoty mohou být nateny jako doba vyízení požadavku. Jejich 
charakter je definuje jako mnohem menší než prmrnou dobu vyízení požadavku. 
V grafu jsou proto snadno identifikovatelné. 
Postup pro aplikaci MS Excel 2007 
Oteveme soubor pomocí tlaítka Office (vlevo nahoe) nebo klávesovou zkratkou 
„Ctrl + O“. Zvolíme typ souboru „Textové soubory (*.prn, *.txt, *.csv) “, vybereme 
soubor test.txt a oteveme. Zobrazí se prvodce importem kde klineme na tlaítko 
„Další“ a v následujícím okn zaškrtneme oddlova „Mezera“. Zmákneme dokonit a 
data jsou importována pro libovolnou úpravu. 
Pozor! Pi delších testech vzniká až nkolik desítek tisíc požadavk a proto je 
nutná jistá opatrnost pi práci s celou množinou dat. Pro pedstavu. Pi zpracovávání 
zátžových test (na klientském PC) bylo pi vytváení grafu poteba nkolik sekund a 
vstup do nabídky „formát datové ady“ trval až nkolik desítek sekund. Pi vytvoení 
asové osy nezvládal Excel vizuální úpravu a pi snaze o její zmnu padal.  
2.4 Statistika 
Smyslem zatžování serveru je pedevším získání jeho charakteristik pi práci ve 
ztížených podmínkách a následné urení limit pro bžný provoz. Vyvíjený program 
dodává základní informace pro urení tchto maxim pímo v okn terminálu a navíc i 
v externím souboru.  
Pi výpotu statistických údaj je základním problémem velké množství dat, 
získaných z vláken. 	ešením mže být postupné zpracování hodnot, použití promnné o 
dostatené velikosti nebo použití etzce (dále string).  
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2.4.1 Použití (etzce) string 
V programovacím jazyce C je string v podstat pole znak s mnoha jeho 
nevýhodami. V C++ jsou vlastnosti string mnohem pokroilejší. Základní výhodou 
z hlediska zpracování velkého množství dat je automatická velikost. String se prost 
zvtší kdykoliv je to poteba. Dále je definována ada užitených funkcí, které mohou 
výrazn usnadnit práci se zpracováním dat. Tyto funkce však mohou být zárove i 
nevýhodou. Což se bohužel prokázalo bhem vývoje. 
Nejprve byla naprogramována verze s použitím string. Do nj byly ukládány 
hodnoty ze souboru po ádcích, pomocí funkce getline() (a následného strncpy()). 
 Pi menších objemech dat bylo zpracování bezchybné. Pi tisících požadavk, 
mohla délka etzce string nabývat ády milion. Práv velké hodnoty už nebyly nkteré 
funkce schopné zpracovat. Dsledkem nebyla nepesnost výsledk ale ukonení 
programu s chybou „std::out_of_range“  
2.4.2 Použití datového typu float 
Nemožnost použití funkcí souvisejících se string znamenalo další modifikaci 
programu. Jako náhrada byl zvolen datový typ float který má více než dostatenou 
velikost (3.40282 x 1038). Jeho použitím se zajistí pesnost na 6 desetinných míst a 
zárove zajistí zobrazení desetinných ísel ve výsledku. [1] 
Pi menším potu požadavk kód opt fungoval bez chyby. Pi pekroení uritého 
potu požadavk docházelo k odchylkám v prmrném potu požadavk. Ukázalo se, 
že prostou metodu výpotu prmru nelze použít. Problémem byla hodnota základu, 
který se dlí celkovým potem hodnot. Ukázalo se, že do ni nelze stále piítat nové 
hodnoty. Pestože výsledný souet ješt nepesáhl maximální velikost promnné, opt 
se projevila chyba. Po dosažení urité hodnoty totiž pestane souet fungovat. 
V promnné je hodnota o takové velikosti, že piítaná hodnota má ád menší než je 
pesnost daného typu promnné.  
2.4.3 Postupné zpracování 
Aby mohlo dojít k postupnému zpracování, je nutné ukládat data ve vláknech ve 
správném formátu. Ideální je uložení dat každého vlákna na jeden ádek a oddlení 
libovolným znakem (napíklad mezerou).  
Data je tedy teba íst postupn. K tomu se hodí funkce getline() která nate 
vždy jen jeden ádek. Pi provedení funkce je posunut ukazatel v souboru na další 
ádek. Podmínku dosažení konce souboru (a tedy ukonení cyklu naítání) je tedy nutno 
testovat až po provedení getline() v opaném pípad dojde k chyb a ukonení 
programu.  
V každém cyklu se tedy natou data jednoho ádku. Funkce prmru je rozdlena 
do dvou ástí. V každém cyklu je pitena aktuální hodnota k hodnot základu. Každých 
50 cykl se z ní vypoítá prmr a jeho hodnota je uložena do promnné mezidoba. 
Zárove je pvodní hodnota základu vymazána a cyklus pokrauje. Po jeho skonení se 
vypoítá prmr z promnné mezidoba. 
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Funkce je ale pesná pouze pro hodnoty dlitelné 50. Pi bžném testování, kdy je 
použit velký poet klientských vláken je ale velmi malá. Díky vlivu pomru celkového 
potu hodnot a zbytkového potu, který se neprovedl. Pi testování s malým potem 
požadavk je (s lokálním serverem) doba vyízení natolik stabilní (viz. Graf . 1), že se 
odchylka rovnž projeví minimáln. Chyba se výraznji projeví pouze pi testování 
vzdáleného serveru malým potem klient. V tom pípad má ale na dobu vyízení vliv 
více faktor (napíklad zpoždní v síi) a hodnoty vyízení jsou relativn málo 
prkazné. 
Díky zpracování po ádcích bylo velmi jednoduché zjistit nejvtší a nejmenší dobu 
vyízení požadavku. V každém cyklu stailo zavést podmínku pro uložení nejvtšího a 
nejmenšího prvku. Pvodní ešení spoívalo v uložení do pole a následném testování 
pomocí funkcí max_element(), min_element(). To ale pi velkých potech 
požadavk petékalo zejm vlivem maximální velikosti pole. 
Pro detekci a ošetení tohoto stavu byl k funkci connect()pipojen cyklus 
podmínný nespojením socketu (teoreticky i jinou chybou pi spojení). Ten zajišuje 
uložení této skutenosti do souboru spolen s potem opakování vlákna, které se 
povedlo provést ped nespojením. Výpoet výsledné statistiky je korigován tmito 
hodnotami a bhem testu už nedocházelo k žádným odchylkám. 
2.4.4 Uživatelský výstup statistiky 
Bhem testu jsou v terminálu zobrazeny výsledky jednotlivých test.  
Statistika je uživateli k dispozici ve dvou pípadech. Ihned po skonení testu se 
zobrazí v terminálu. Je také k dispozici v souboru log.txt. Sledovány jsou tyto 
parametry: 
• Datum a as skonení testu. 
• Doba testu: poítaná od zaátku tvoení vláken do jejich ukonení. 
• Poet vyslaných požadavk: je korigován, v pípad odmítnutí spojení. 
• Poet kladn vyízených požadavk: je vlastn poet stavových kód 200. 
• Úspšnost: je vyjádena v procentech s promnlivým potem desetinných 
míst. 
• Maximální doba vyízení požadavku: obsahuje i nevyízené odpovdi. 
• Minimální doba vyízení požadavku: obsahuje i nevyízené odpovdi. 
• Prmrná doba vyízení požadavku: se poítá prbžn a pi extrémním 
potu požadavk mže vykazovat chybu. 
• Poet odmítnutí spojení: k nimž dochází zejména v zaátku testu. 
• Optimální poet vláken: vzhledem k potu nespojených spojení. 
• Poet požadavk vyízených za vteinu. 
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3 TESTOVÁNÍ PROGRAMU 
3.1 Podmínky 
K testování bylo použito dvou poíta, které byli vzájemn propojeny kíženým 
kabelem. Ten sploval specifikace pro 100Mb/s Ethernet. Vzhledem k maximálnímu 
využití sít, které dosahovalo maximáln stovek kb/s, to bylo pln dostaující. 
Testování vzdálených server (typicky prostednictvím zadání domény) bylo 
realizováno pouze orientan na veejn dostupných serverech. Pi vtším potu 
požadavk bylo totiž testování vyhodnoceno jako útok DoS. 
3.1.1 Použitý hardware 
 Klient:  
• CPU: Intel Core Duo (2GHz, FSB 800 MHz, 2 MB L2 chache), 
• RAM: 3GB, 
• Síová karta: Asus 1Gb/s (Fast ethernet). 
 Server: 
• CPU: AMD Athlon XP 2000+ (1,67GHz, 266MHz, 256KB L2 cache), 
• RAM: 1 GB, 
• Síová karta:  VIA 1Gb/s (Fast ethernet). 
3.2 Testování 
Pi testování jednoho vlákna bylo zatížení serveru 34%. Už dv vlákna ale 
dokázala stoprocentn vytížit CPU serveru. S rostoucím potem vláken a opakování 
jejich cyklu se postupn zvyšovala hodnota doby odezvy až k hodnot 1,8 sekundy. 
Poté nepokraovala, nebo byla urena velikostí TCP okénka. 
Limity potu uživatel jsou definovány pedevším velikostí TCP okénka. Server 
totiž bhem spojení s klientem vtšinou nestihne okénko nastavit. K tomu je zapotebí 
penést více oktet než je peddefinovaná velikost okénka. Program ale ukoní spojení 
už po penesení jednoho segmentu. Pitom z velikosti okénka, spolen s RRT, se 
vypoítává rychlost odesílání dat klientovi. V kombinaci s limitovaným potem 
klientských vláken bžících v uritou chvíli „souasn“ je tímto dáno maximum testu. 
Existuje tedy konený poet klient, který je vhodný k testování.  
Test vytvoený programem tak simuluje stav, kdy pi komunikaci s klientem 
zstane zachována pedefinovaná velikost okénka. Tedy, stav kdy vtšina spojení je ze 
strany serveru navázána se stejnou rychlostí. 
íselné oznaení v názvech graf znamenají poet klient a jejich opakování. 
 24 
3.2.1 Srovnání programu s a bez použití synchronizace 
Verze programu bez synchronizace je zjednodušené oznaení. Synchronizace byla 
samozejm vždy použita v pípad ukládání do souboru. Odlišnosti jednotlivých verzí 
byly patrné až pi delší dob bhu. 
Z níže uvedených graf je patrné, že program bez synchronizace vykazuje vtší 
výkyvy doby vyízení požadavku. Jak bylo popsáno v kapitole 2.2.6, nestabilita je dána 
vlivem plánování vláken respektive socket. Jejich obsluha je dána jádrem systému. 
Programem je vytvoen velký poet požadavk na sockety s identickou prioritou. Ty se 
v uritý moment mohou dostat do situace, kdy jim není pidlen as na zaízení a ztratí 
tak ást informací od serveru. 
 
Obr. 3.1 Prbh testu v pípad použití programu bez synchronizace 
 
Obr. 3.2 Prbh testu v pípad použití synchronizovaného programu 
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3.2.2 Vliv velikosti souboru na charakteristiku testu 
Tab. 3.1: Doby test pi rzných velikostech souboru a hodnotách vstup programu 
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Obr. 3.3 Prbh testu v pípad použití cílového souboru 1 kB  
 
 
Obr. 3.4 Prbh testu v pípad použití cílového souboru 10 kB  
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Obr. 3.5 Prbh testu v pípad použití cílového souboru 1000 kB  
Jak je vidt z výše uvedené Tab. 3.1, doba testu se vlivem velikosti souboru 
prodlužuje. Je to dáno tím, že server musí data zpracovat pro odeslání a navíc se snaží 
odesílat data ve chvíli, kdy je už klient nepijímá. Tím rostou samozejm i doby 
vyízení požadavku. Vliv velikosti souboru ale není zdaleka takový, jako u aplikací 
které pijímají celou odpov. 
3.2.3 Interpretace charakteru graf 
Nkteré vlastnosti realizovaného programu jsou nejlépe viditelné na grafech 
uritých testu. 
 
Obr. 3.6 Prbh testu v pípad opakování jediného vlákna 
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Obr. 3.7 Prbh testu v pípad jednoho opakování každého vlákna  
 
 
Obr. 3.8 Prbh testu v pípad použití deseti vláken  
 
Obr. 3.9 Prbh testu v pípad použití sta vláken  
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Porovnáním obr 3.6 a obr. 3.7 zjistíme, že pi opakování jednoho vlákna je doba 
vyízení požadavk pravideln rozložená. Pi použití více vláken s jedním opakováním 
vznikají špiky, které jsou dány krátkými prodlevami serveru. Ty vznikají pi 
odpovídání na funkci gethostbyname() která je volána množinou socket kterým byl 
poprvé pidlen as plánovaem. Tento jev je nejlépe patrný v pípad obr. 3.8 kdy je 
použito 10 vláken. Protože klientský poíta využívá dvoujádrový procesor, jsou 
v tomto pípad vždy dv vlákna provádna paraleln. Proto lze napoítat 5. špiek 
vzniklých jejich souasným použití funkce gethostbyname(). V pípad použití více 
vláken ale rozdlení není tak symetrické jako v tomto pípad. Jedno jádro je vždy 
upednostnno a proto, jsou na grafech vždy dv kivky. Nejlépe je to vidt na obr. 3.9. 
Horní kivka pochází od potlaeného jádra a obsahuje vždy mnohem mén klient. 
3.2.4 Srovnání s aplikací Siege 
Mezi realizovaným programem a aplikací Siege, která byla analyzována v rámci 
projektu, jsou dva základní rozdíly. Nejvtším rozdílem je, že Siege pijímá celé 
odpovdi. Poty vyízených požadavk v obdobných testech jsou tedy mnohem nižší, 
stejn jako vytížení CPU serveru. Vzhledem k použití proces, dokáže Siege v jednu 
chvíli zpracovávat malé množství klient. Ti opakují požadavky ihned po doruení celé 
odpovi. Z hlediska vrnosti simulace klient je to lepší pístup, který je ale vyvážen 
nízkým vytížením serveru. Vytížení serveru programem Siege má charakter 
trojúhelníku, piemž dosahuje maxim pouze pi optovném zaátku spojení klienta. 
Realizovaný program naproti tomu vytváí spojitou zátž. 
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4 ZÁVR 
V rámci bakaláské práce byl vytvoen program v jazyce C++ pro generování 
síové zátže. Program je použitelný pod systémem Linux, zatžovat však mže 
libovolný operaní systém. Aplikace je urena pro typ spojení Klient-Server. V tomto 
schématu pedstavuje velký poet klient, kteí se v jednu chvíli dožadují služeb 
serveru. Podmínkou je, aby server poskytoval webové rozhraní nad protokolem HTTP.  
innost programu je postavena na prbžném vysílání požadavk na server a na 
monitorování jeho odezvy. Sledována je úspšnost a doba vyízení. Spolen s daty, 
která zadá uživatel je vyhodnocena statistika. Dále pak soubor log.txt , který 
obsahuje údaje o prbhu testu. K dispozici je také soubor test.txt s veškerými 
namenými hodnotami. Ten je možné lehce exportovat do tabulkového procesoru a 
data libovoln zpracovat, napíklad do grafu. 
Vlivem charakteru spojení jednotlivých klient, je aplikace limitována spíše 
velikostí TCP okénka, nežli potem vláken. Množina vláken mže bžn dosáhnout 
ádu desetitisíc. Na spojení to ale bude mít minimální vliv, nebo se neprovádí vždy 
všechna vlákna souasn. Rozdlení potu simulovaných klient (vláken) a hodnotu 
jejich opakování si uruje uživatel sám, dle aktuální poteby. 
Program lze využít obdobn jako aplikace popisované v semestrálním projektu. 
Tzn. napíklad v pípad testování funknosti a propustnosti serverových aplikací. 
Pípadn aplikací pro správu provozu jednotlivých domén, s oekávaným nízkým 
potem pístup. 
Protože program ukonuje spojení, z hlediska TCP protokolu, nekorektn mže být 
testování interpretováno jako DoS útok. V urité míe tedy mže sloužit jako pomocný 
nástroj pi vývoji bezpenostních aplikací. 
V zadání práce jsou uvedeny ješt další dva protokoly pro testování.  Pi realizaci 
programu ale byly vypuštny. Pi jejich vývoji je nutné ošetit velké množství možných 
stav pi komunikaci nebo je nutné využít funkce nestandartních knihoven, aby bylo 
dodrženo schéma daného protokolu. Jeho robustnost navíc ztžuje tvoení efektivní 
zátže. 
FTP 
FTP používá pi penosu dva sockety, jedno spojení je ídící a druhé datové. 
Nejprve je navázáno ídící spojení a provedena autentizace. Zde je poteba ešit 
množství možných stav a správnou interpretaci klientem. Po potvrzení následuje 
vytvoení datového spojení, které je iniciováno serverem. Vlákno ídícího spojení musí 
pedávat ídící data vláknu s datovým spojením. V pípad více vláken vzniká složitá 
situace pi synchronizaci a vzájemném pedávání dat, které musí probíhat bhem 
spojení obou vláken. Problémy pi synchronizaci píjmu dat v pípad více vláken lze 
oekávat už na úrovni systému. Pi plánování vznikne velký poet proces se stejnou 
„prioritou“ a mže tak dojít promeškání píjmu datovým spojením. Ztrátu musí ešit 
ídící spojení a v tu chvíli není generována zátž. 
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SMTP 
Pokud chceme zatížit SMTP server více vlákny je nutné mít množinu platných 
emailových schránek pro ovení skutené innosti serveru. Tedy ideáln mít vytvoen 
vlastní SMTP server. Navíc SMTP server nemusí zadaný požadavek splnit hned. 
Typicky pi nedostupnosti poštovního serveru cílového adresáta jsou zprávy ukládány 
do fronty pro pozdjší vyízení.  
4.1 Srovnání s konkurenními programy 
Tedy programy, které byly analyzovány v rámci semestrálního projektu. Už pi 
analýze bylo jasné, že nebude možné vyrovnat se projektm typu Jmeter a Tsung. 
Realizovaná aplikace je však srovnatelná s jednoduššími programy, jako je Siege, 
httperf a cURL-loader. 
4.1.1 Zátž serveru 
Všechny aplikace rozebírané v semestrálním projektu, mli mnohem vtší doby 
odezvy než vyvíjený program. Je pravda, že pro testování v bakaláské práci byl použit 
klient se zhruba dvakrát vtší výpoetní kapacitou. To ale nezdvoduje o ád vtší 
odezvy. Hlavní dvod je uveden v kapitole 2.1.3 a pedstavuje ho nekorektní perušení 
spojení, bhem pijímání odpovdi od serveru. Program tedy zjišuje pouze, zda je 
server schopen požadavek zpracovat. Zda by tomu skuten tak bylo, ale rozlišeno není. 
Tato vlastnost pedstavuje velkou výhodu, kterou je vytížení serveru bhem testu. 
Krom pípad kdy bylo použito jedno vlákno, bylo pi testech vždy stoprocentní. To 
nelze íci ani o jednom srovnatelném programu. Navíc nedochází k takové zátži sít, 
jako u konkurent. Pokud tedy test probíhá pes uzly v síti, které s testem nesouvisí. 
Nejsou tyto uzly zatžovány tolik, jako v pípad použití konkurenních aplikací. 
4.1.2 Propustnost sít 
Malá zátž sít mže být brána jako nevýhoda. Zejména v pípad testování její 
propustnosti. Aplikace analyzované v semestrálním projektu ale byly schopny vytvoit 
pouze malý provoz, pedevším z hlediska Ethernetu (100 Mb/s), použitého pi testování. 
Do jisté míry je to dáno samotným charakterem TCP, které bylo navrženo pro starší sít 
s mnohem menší propustností. Ani realizovaný program tak nelze použít pro testování 
propustnosti. 
4.1.3 Zátž klienta 
Protože program bží v rámci uživatelského procesu, mže vytížit procesor pouze 
na maximum urené pro tyto procesy. Relativn malá zátž oproti konkurenním 
programm tak není zásluhou programátora, ale systému. Pesto lze íci, že oproti 
aplikacím Siege a httperf je realizovaný program efektivnjší. Pi srovnání s cURL-
loader, lze jako pednost vnímat pouze stoprocentní zatížení CPU serveru. 
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4.1.4 Shrnutí 
Díky výše uvedeným dvodm lze tvrdit, že realizovaný program vytváí simulaci 
zátže efektivnji, než srovnatelné testované programy. Ty ale používají odlišné 
mechanizmy spojení a nad vytvoeným programem vynikají rozmanitjšími funkcemi a 
pedevším podporou více druh protokol. Výbr ideálního programu je tedy dán 
pedevším potebami uživatele. 
 
 32 
LITERATURA 
[1] PRATA, Stephen . Mistrovství v C++. 2005 [cit. 2009-02-06]. ISBN 9788025117491. 
[2] NICHOLS, Bradford , BUTTLAR, Dick , FARRELL , Jacqueline P.. Pthreads Programming : 
A POSIX Standard for Better Multiprocessing. 1996 [cit. 2009-03-09]. ISBN 1-56592-115-1. 
[3] MASTERS, J, BLUM, R. Linux profesionáln : programování aplikací. 2008 [cit. 2009-05-03]. 
ISBN 978-80-86815-. 
[4] MICHL, Vladimír. Linux a vlákna [online]. 7. srpna 1998. [1998]. Dostupný z WWW: 
<http://www.linux.cz/noviny/1998-0809/clanek11.html>. 
[5] PETERKA, Jií. Protokol TCP [online]. [1993] , Rok: 1993 Msíc: 09 Den: 01 [cit. 2009-03-
03]. Dostupný z WWW: <http://www.earchiv.cz/a93/a309c110.php3>.  
[6] Linux Documentation [online]. 2002 , 2003 Jun 17 [cit. 2009-04-18]. Dostupný z WWW: 
<http://linux.die.net/>. 
[7] MARSHALL, Dave . Further Threads Programming : Thread Attributes (POSIX) [online]. 
[1999] , 1/5/1999 [cit. 2009-04-24]. Dostupný z WWW: 
<http://www.cs.cf.ac.uk/Dave/C/node30.html>. 
[8] Linux : Prvodce jádrem operaního systému linux [online]. 14.01.99 . [1999] , 14.01.99 [cit. 
2009-03-12]. Dostupný z WWW: <http://www.cpress.cz/knihy/linux/linux_4.pdf>  
[9] Jaderné noviny : Plánovae: Completely Fair Scheduler [online]. 18. 4. 2007. c1999 , 18. 4. 
2007 [cit. 2009-04-24]. Dostupný z WWW: <http://www.abclinuxu.cz/clanky/jaderne-noviny/>. ISSN 
1214-1267 . 
[10] HUSTON, Stephen D. , SCHMIDT, Douglas C.. C++ Network Programming : Volume 1: 
Mastering. December 10, 2001. Addison Wesley, [2001] [cit. 2009-03-07]. ISBN 0-201-60464-7. 
[11] RFC. RFC2616 : HTTP/1.1 [online]. c1999 [cit. 2009-03-17]. Dostupný z WWW: 
<http://www.faqs.org/rfcs/rfc2616.html>. 
[12] RFC. RFC793 : Transmission Control Protocol [online]. c1993 [cit. 2009-03-12]. Dostupný z 
WWW: <http://www.faqs.org/rfcs/rfc793.html>. 
 
 33 
SEZNAM ZKRATEK 
ACK  Acknowledgment, potvrzení o pijetí segmentu dat v rámci TCP spojení 
CFS Completely Fair Scheduler, plánova v jáde 2.6 systému linux 
CPU Central processing unit, procesor 
DoS Denial of service, druh síových útok využívající petížení cílového serveru 
FIN  Finished, píznak žádosti o ukonení spojení 
HTTP Hypertext Transfer Protocol, internetový protokol  
ISN  Initial Sequence Number, íslo sekvence pi navazování TCP spojení 
NPTL  Native POSIX Thread Library, knihovna rozhraní pro práci s vlákny 
PAE Physical Address Extension, rozšíení systému umožující vtší rozsah adresace 
POSIX Portable Operating System Interface, penosné rozhraní pro operaní systémy 
RFC Request for Change, oznaení standart pro internetové protokoly  
RRT Round-Trip Time, doba obrátky, v TCP spojení 
SYN  Synchronization, píznak TCP paketu mající v rzných situacích rzný význam 
TCP Transmission Control Protocol, protokol transportní vrstvy 
URI Uniform Resource Identifier, identifikátor zdroje na vzdáleném poítai 
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ZDROJOVÝ KÓD 
#include <cstring> 
#include <iostream> 
#include <string> 
#include <fstream> 
#include <netinet/in.h> 
#include <arpa/inet.h> 
#include <sys/types.h> 
#include <sys/socket.h> 
#include <netdb.h> 
#include <unistd.h> 
#include <stdlib.h> 
#include <ctype.h> 
#include <pthread.h> 
#include <sys/time.h> 
#include <errno.h> 
#include <malloc.h> 
#include <algorithm> 
 
#define BUFFSIZE 512   //nejmenší možná hodnota velikosti bufferu 
(2x 256b) 
using namespace std; 
 
// Struktura která je pedávána vláknu 
struct char_param 
 { char server[30]; 
   char data[50];  
   int tim; 
 }; 
 
// Vytvoreni mutexu s implicitnimi atributy  
pthread_mutex_t klient_vlakno = PTHREAD_MUTEX_INITIALIZER;  
pthread_mutex_t gethostent_vlakno = PTHREAD_MUTEX_INITIALIZER;  
pthread_mutex_t sockcon_vlakno = PTHREAD_MUTEX_INITIALIZER;  
pthread_mutex_t sockreq_vlakno = PTHREAD_MUTEX_INITIALIZER;  
pthread_mutex_t sockrcv_vlakno = PTHREAD_MUTEX_INITIALIZER;  
 
void *vl1(void *parm) { 
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  struct timeval start, end; 
 
 
int offset;   // Promenne, do kterych se ukladaji 
pozice vyhledanych podretezcu 
  string adresa_data;   // Konená adresa pro požadavek 
  int mySocket;   // Klientsky socket 
  sockaddr_in serverSocket; // Socket "na strane" serveru 
  string request;  // Pozadavek 
  int size;   // Pocet bajtu ulozeny do bufferu 
  char buffer[BUFFSIZE]; // Prijimaci vyrovnavaci pamet 
  int i;  // Citac 
  string data, head;  // "Uloziste" prijatych dat 
  int resp_code;  // Kod odpovedi 
  int resp_family;  // Rodina odpovedi (2, 3, 4, 5 <= 2xx, 
3xx, 4xx, 5xx) 
  long mtime, seconds, useconds;     
  int url; 
  int timer,t; 
  int trlck,trlck2,trlck3,trlck4,trlck5,trlck6;  
 //Hodnota zámku mutexu (pokud vrací EBUSY(16) je zámek 
uzamen) 
  int conn_cntr = 0; 
 
memset((char  *)&serverSocket,0,sizeof(serverSocket));// Vycisteni 
struktury hostent  
 
 
  struct char_param *p = (struct char_param *) parm; 
  string adresa_server = p->server; 
  adresa_data = p->data; 
  timer = p->tim; 
 
 for(int r=0; r < timer; r++) 
   {  
 
   //zamceni hostentu 
  pthread_mutex_trylock(&gethostent_vlakno); 
  //0 => mže zamknout mutex. 16=>musí ekat 
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 struct hostent *server;  // Hostitelsky stroj - server 
  conn_cntr++; 
 
  if (r == 0) //Naplneni struktury hostent pouze v prvnim pripade 
   { 
   if((server = gethostbyname(adresa_server.c_str())) == NULL) // 
trva zhruba stejne dlouho jako pozadavek! 
    { 
      cout << "Nepodarilo se ziskat potrebne udaje o 
serveru.\nServer muze byt docasne nedostupny nebo je zadana adresa 
spatna.\n" << endl;    
    } 
   } // konec ziskani hostentu 
 
 
pthread_mutex_unlock(&gethostent_vlakno); //odemceni mutexu 
hostentu 
 
    gettimeofday(&start, NULL);  //Zaátek mení asu 
    // Vytvoreni socketu 
    if ((mySocket = socket(AF_INET, SOCK_STREAM, IPPROTO_TCP)) == -
1) 
    { 
      cout << "Nelze vytvorit socket." << endl; 
     } 
 
   // Nastavení TCP tak, aby nepidávala požadavky do segmentu 
//   int hlp= 1; 
//   setsockopt(mySocket, SOL_SOCKET, TCP_NODELAY, &hlp, 
sizeof(hlp)); 
 
    // Naplneni struktury sockaddr_in 
    serverSocket.sin_family = AF_INET; // Typ protokolu. 
    serverSocket.sin_port = htons(80); // Port, ke kteremu se 
chceme pripojit. 
    memcpy(&(serverSocket.sin_addr), server->h_addr, server-
>h_length); // Nastavení IP adresy, ke ktere se pripojime. 
   
  // Uzamknuti socketu pred spojenim 
  pthread_mutex_trylock(&sockcon_vlakno); 
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    // Pripojeni soketu 
    while (connect(mySocket, (sockaddr *)&serverSocket, 
sizeof(serverSocket)) == -1) 
    { 
     cout << "\n\n\n\nNelze navazat spojeni.\n\n\n\n" << endl;  
 
         ofstream soubor1; // vystupni proud do souboru (zapis) 
         soubor1.open("test.txt", ios::app); 
         soubor1 << "6 " << conn_cntr << endl; 
         soubor1.close(); 
 
pthread_exit(0) ;        //pri odmitnuti spojeni se vlakno 
ukonci 
    } 
 
  //odemceni mutexu po spojeni 
  pthread_mutex_unlock(&sockcon_vlakno); 
 
request = "GET " + adresa_data + " HTTP/1.0\r\n" + "host: " + 
adresa_server + "\r\n\r\n"; // Sestaveni HTTP 1.0 pozadavku dle 
RFC1945 
 
  //Uzamceni mutexu pred zaslanim pozadavku    
  pthread_mutex_trylock(&sockreq_vlakno); 
 
 
    // Odesilani pozadavku 
    if ((size = send(mySocket, request.c_str(), request.size(), 0)) 
== -1) 
    { 
      cout << "Nastala chyba pri odesilani dat." << endl; 
    } 
 
   // Odemceni mutexu po odeslani pozadavku 
   pthread_mutex_unlock(&sockreq_vlakno); 
 
   // Uzamknuti mutexu pred prijmem odpovedi 
   pthread_mutex_trylock(&sockrcv_vlakno); 
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// Extrakce casti(buffsize) odpovedi  
  data = ""; 
   if ((recv(mySocket, buffer, BUFFSIZE, 0) != -1)) 
    { 
   for(i=0;i < BUFFSIZE; i++) data.push_back(buffer[i]); 
    } 
     
   if (errno != 0) cout << "Chyba socketu: " << errno << endl; // 
Pri spravne funkci dochazi pouze k EBUSY(16) 
   
  // Odemceni vlakna po prijeti odpovedi 
  pthread_mutex_unlock(&sockrcv_vlakno); 
 
 
shutdown (mySocket, 2); // 2=> SHUT_RDWR vyslani informace o 
dalsim neprijmani(neodesilani) informaci 
   close(mySocket); // Uzavreni spojeni 
 
   gettimeofday(&end, NULL); // konec mereni casu 
 
    // Parsovani hlavicky 
    offset = data.find("\r\n\r\n")+4; 
    head = data.substr(0, offset); 
 
resp_code = atoi(head.substr(9, 3).c_str()); // Zjisteni cisla 
response kodu 
 
seconds  = end.tv_sec  - start.tv_sec; //Vyhodnoceni mereni 
casu 
  useconds = end.tv_usec - start.tv_usec; 
       mtime = ((seconds) * 1000 + useconds/1000.0) + 0.5; 
 
cout << " Doba odezvy " << mtime << " ms. " << "Prijaty parametr: 
" << resp_code << endl; //Prubezne informace 
 
  // Uzamknuti mutexu pred zpracovanim fronty 
  pthread_mutex_lock(&klient_vlakno); 
    trlck = pthread_mutex_trylock(&klient_vlakno); //0 => mže 
zamknout mutex 16=>musí ekat 
//     cout<< "Hodnota zámku mutexu pro zapis do souboru: " 
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<<trlck<<endl;  
      
     ofstream soubor1; // vystupni proud do souboru (zapis na konec 
souboru) 
     soubor1.open("test.txt", ios::app); 
     soubor1 << resp_code<<" "<< mtime << endl; 
     soubor1.close(); 
  // Odemceni mutexu 
  pthread_mutex_unlock(&klient_vlakno);  
 
} //smyka se opakuje podle hodnoty timer 
 
 pthread_exit(0); 
 
} 
 
int main (int argc, char *argv[]) { 
 
int url, offset;  // Promenne, do kterych se ukladaji 
pozice vyhledanych podretezcu 
  string argumenty;  // Pomocny string pro presmerovani 
  string adresa_data("/");  // Konená adresa pro požadavek 
  string adresa_server; 
  string adresa_cela;  // Komponenty adresy 
  string adresa_soubor("index.html"); 
  hostent *server;  // Hostitelsky stroj - server 
  int mySocket;   // Klientsky socket 
  sockaddr_in serverSocket; // Socket na strane serveru 
  string request;  // Pozadavek 
  int size;   // Pocet bajtu ulozeny do bufferu 
  char buffer[BUFFSIZE]; // Prijimaci vyrovnavaci pamet 
  int i;  // Citac 
  string data, head;  // "Uloziste" prijatych dat 
  int resp_code;  // Kod odpovedi 
  int klientu;   // Pocet klientskych vlaken 
  char name[255];  // Jmenno servru predane do charu kvuli 
kompatibilite s funkcemi 
  long addr;    
  char addrp[255];  // Adresa predana do charu kvuli 
kompatibilite s funkcemi 
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int ret;   // Navratova hodnota pthread_create 
(netreba ukladat vsechny hodnoty, k chybam behem testovani nikdy 
nedoslo) 
  bool ipcko = 0;  // znaí formát zadané adresy 
  pthread_t vlakno[65535]; // Maximální poet vláken pro 
zpracování 
  string line;   // Nacteni radky ze souboru 
  int thrd_err_cnt = 0;  // Pocitadlo nevytvorenych vlaken 
  int join_err_cnt = 0;  // Pocitadlo ukoncenych vlaken 
  int join_err_bck = 0;  // Zpetne pocitadlo ukoncenych 
vlaken pro propad zmeny poradi  
int join_err;   // Navratova hodnota 
pthread_join(ve funkci "sprintf" nelze pouzit int) 
  int prdbhn = 0;  // Predbihani vlaken behem behu 
//  string stat_cod;  // Nacteni status kodu ze souboru 
//  string doba;  // Nacteni doby vyrizeni ze souboru 
int stata = 0;  // Poet jednotlivých status kód 
získaných testem 
  int statb = 0; 
  int statc = 0; 
  int statd = 0; 
  int state = 0;  
  int statf = 0; 
  bool inpt=1; // Pomocná promnná pro zjištní konce souboru 
  int counter = 0; 
  float doby =0; // Scita doby vyrizeni jednotlivych pozadavku v 
ms. 
  char radka[7]; 
  char cas[4]; // Maximalni doba odezvy je tímto omezena na 
desitky sekund (1-99 999 ms) 
int maxcass = 0;         // Maximalni doba odezvy zjištená bhem 
testu 
int mincass = 200;         // Minimální doba odezvy zjištená 
bhem testu 
  int errcas; // Promná pro zjištení potu vyízených požadavk 
ukoneného klienta  
int conn_err_cntr=0; // Pomocné promnné pro vypoítání prmrného 
asu 
  float cass=0; 
  int counterr = 0; 
  float mezidoby; 
  int counterrr; 
  double pozdvku; 
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  int stacksize; 
  float scnd;     
 
  struct timeval zctk, knc; 
  
   pthread_attr_t atribut;   // Nastavení atribut pro maximální 
adresovatelnou velikost zásobníku vlákna 
   pthread_attr_init(&atribut); 
   stacksize = (PTHREAD_STACK_MIN + 0x4000); 
   pthread_attr_setstacksize(&atribut, stacksize);  
 
  if(argc != 4)   //kontrola uzivatelskeho zadani 
   { 
    cout<<"chybný poet argument"<<endl; 
    return -1; 
   } 
   
  //string adresa_cela = (char*)argv[1];  //puvodni predavani 
ukazatele na retezec 
  adresa_cela = argv[1]; 
  klientu = atoi(argv[2]); 
  float timer = atoi(argv[3]); 
  int pozadavku = (timer * klientu);   
 
 
   if ((url = adresa_cela.find("/") == -1)) 
   { 
    adresa_server = adresa_cela; 
   } 
   else 
    { 
   url = adresa_cela.find("/"); 
   adresa_server = adresa_cela.substr(0, url); // Umaznuti cesty 
www.srvr.cz/forum -> www.srvr.cz 
   adresa_data = adresa_cela.substr(url, adresa_cela.size()); 
    } 
   if((server = gethostbyname(adresa_server.c_str())) == NULL) 
    {  
     cout<<"Server nenalezen podle jména."<<endl; 
   strcpy(addrp, adresa_server.c_str()); 
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     addr = inet_addr(addrp); 
   if((server = gethostbyaddr((char *) &addr, sizeof(addr), 
AF_LOCAL)) == NULL) 
      {  
      cout<<"Server nenalezen podle IP adresy."<<endl; 
      cout << "Nepodarilo se ziskat potrebne udaje o 
serveru.\nServer muze byt docasne nedostupny nebo je zadana adresa 
spatna.\n" << endl;    
     return -1; 
     }  
  } 
 
  // Vytvoreni socketu 
      mySocket = socket(AF_INET, SOCK_STREAM, IPPROTO_TCP); 
 
    // Naplneni struktury sockaddr_in 
    serverSocket.sin_family = AF_INET; // Typ protokolu. 
    serverSocket.sin_port = htons(80); // Port, ke kteremu se 
chceme pripojit. 
    memcpy(&(serverSocket.sin_addr), server->h_addr, server-
>h_length); // Nastavení IP adresy, ke ktere se pripojime. 
 
    // Pripojeni soketu 
     if (connect(mySocket, (sockaddr *)&serverSocket, 
sizeof(serverSocket)) == -1) 
     { 
      cout << "Nelze navazat spojeni." << endl; 
     } 
 
request = "GET " + adresa_data + " HTTP/1.0\r\n" + "host: " + 
adresa_server + "\r\n\r\n"; // Sestaveni HTTP 1.0 pozadavku dle 
RFC1945 
 
    // Odesilani pozadavku 
    if ((size = send(mySocket, request.c_str(), request.size(), 0)) 
== -1) 
    { 
      cout << "Nastala chyba pri odesilani dat." << endl; 
    } 
 
    // Prijem dat 
    data = ""; 
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    while(((size = recv(mySocket, buffer, BUFFSIZE, 0)) != -1) && 
(size != 0)) 
    { 
      for(i=0;i < size; i++) data.push_back(buffer[i]); // Binarne 
bezpecne ukladani do retezce 
    } 
    close(mySocket); // Uzavreni spojeni 
 
    offset = data.find("\r\n\r\n")+4; 
     
    // Parsovani hlavicky 
    head = data.substr(0, offset); 
    resp_code = atoi(head.substr(9, 3).c_str()); // Zjisteni cisla 
response kodu 
 
  
   if((i = head.find("Location:"))>0 && resp_code != 200 ) 
//Zjisteni zda v odpovdi nebyl odkaz na presmerovani 
        {   
          cout <<"Nalezea informace o pesmrování"<< endl; 
          i += 9; 
          while(isspace(head.at(i))) i++; 
          argumenty = head.substr(i, head.size()-i); 
          i = argumenty.find("\r\n"); 
          argumenty = argumenty.substr(0, i); 
    if((argumenty.find_first_not_of("http://")) == 7) // Vymazani 
http:// 
     { 
      adresa_server = argumenty.substr(7, argumenty.size()-8); 
     } 
      else 
       { 
    adresa_server = adresa_cela + argumenty; 
       }   
     } 
    else argumenty = adresa_data; 
 
struct char_param thread_args;                        // 
Struktura predavana vlaknu 
    strcpy(thread_args.server, adresa_server.c_str()); 
    strcpy(thread_args.data, argumenty.c_str()); 
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    thread_args.tim = timer; 
 
 
time_t t; // ziskani data a casu 
time(&t); 
string date = (char*)ctime(&t); 
 
ofstream soubor2; // Zapis do logu pred zacatkem testu umoznuje 
ziskat informace i pri nasilnem preruseni 
   soubor2.open("LOG.txt", ios::app); 
   soubor2 
<<"________________________________________________________"<<endl; 
soubor2 << "\n\n" << "Test zaal " << date.c_str() << "Na adrese: 
" <<adresa_server<< "\nURI: "<<adresa_data<<endl; 
   soubor2 <<"'Oficiální' název serveru: "<<server->h_name<<endl; 
   soubor2<<"Informace obsažené v hlavice: \n\n"<<head<<endl; 
   soubor2.close(); 
 
ofstream soubor1; //Vycisteni souboru pro vysledky vlaken 
parametrem ios::trunc 
   soubor1.open("test.txt", ios::trunc); 
   soubor1.close(); 
 
   // Ulozeni ciloveho souboru (je vzdy pojmenovan index.html) 
  ofstream output(adresa_soubor.c_str());  
  output << data.substr(offset, data.size()-offset); 
 
  gettimeofday(&zctk, NULL);  //Zaátek mení asu 
   
    for(int w = 0; w < klientu; w++ )  
     { 
 
pthread_create(&(vlakno[w]),&atribut,vl1,&thread_args); 
     usleep(10000);    //Doba cekani (10ms) na vytvoreni vlakna 
(predchazi kolizim pri plneni struktury hostent) 
 
     // if (ret != 0 ) thrd_err_cnt++; 
      //cout << "Pocitadlo: " << poc << endl; 
  }//konec cyklu vytvarejiciho vlakna 
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      for(int r=0; r < klientu; r++) 
       { 
        join_err = pthread_join(vlakno[r], NULL); 
        join_err_cnt++; 
    }//konec cyklu ukoncujiciho vlakna 
 
    //Vyhodnoceni mereni casu 
    gettimeofday(&knc, NULL);  // Konec mení asu 
    scnd  = knc.tv_sec  - zctk.tv_sec;  
 
ifstream input("test.txt"); //Natení souboru 
 
   while(inpt)   //Cyklus který te ádky 
   { 
        getline(input, line); 
 
if((input.eof()) == 1)inpt =0;//protože EOF je vpodstat na 
dalším ádku je podmínka pro ukonení splnna až po getline(), 
proto  
                                //je zavedeno opatreni uvnitr cyklu 
 
     if(inpt == 1)              // testovani konce radku 
       { 
 
//        stat_cod = line.substr(0,1);          // Puvodne pouzite 
ukladani do stringu pretekalo 
//        doba = line.substr(3,(line.size())); 
 
      strcpy(radka, line.c_str()); 
   
       char prvekr = radka[0]; 
       int statusk = atoi(&prvekr); 
 
 
       if(statusk !=6) 
        { 
         for(int y=0; y<6; y++) cas[y] = radka[3+y]; 
          cass = atoi(cas); 
          if(cass > maxcass) maxcass = cass;  //testování nejvtší 
a nejmenší doby vyízení 
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          if(cass < mincass) mincass = cass; 
 
           // times[counter] = cass; 
           
          if(counter==(counterr+50))        // Postupné ukládání 
hodnot prmru 
           {  
           counterrr++; 
           mezidoby = mezidoby + (doby/50) ; 
           counterr = counter; 
           doby = 0; 
            } 
           counter++; 
           doby = doby+cass; 
 
          } // Konec "if statusk" 
         else {  
           for(int h=0; h<6; h++) cas[h] = radka[1+h]; 
           errcas = atoi(cas); 
           conn_err_cntr = conn_err_cntr + errcas; 
           } 
 
//     switch(atoi(stat_cod.c_str())) { 
     switch(statusk) { 
       case 2: 
         stata++; 
         break; 
       case 3: 
         statb++; 
         break; 
       case 4: 
         statc++; 
         break; 
       case 5: 
         statd++; 
         break; 
       case 6: 
         state++; 
         break; 
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       default: 
         cout<<"Cyba pi zpracování souboru s výsledky"<<endl; 
         break; 
     } 
        }//konec "if inpt" 
     }//konec cteni radku 
    input.close(); 
 
    // Vytvoení statistiky 
   doby = mezidoby / (counterrr); // Konecne vytvoreni prumeru 
   pozdvku = (pozadavku - (state * timer)+((state * timer)-
conn_err_cntr)); 
 
   float procenta = ((stata + conn_err_cntr) / (pozdvku)) * 100; 
 
   cout<<"\nPožadavk vysláno: "<<pozdvku; 
    if (stata != 0) cout<<" Požadavk vyízeno: "<< stata<<"." 
<<endl; 
   cout<<"Úspšnost: "<<procenta<<" %"<<endl; 
   if (statb != 0) cout<<"Odpovdí s informacemi o pesmrování: 
"<< statb <<endl; 
if (statc != 0) cout<<"Odpovdí typu nedostupné: "<< statc 
<<endl; 
if (statd != 0) cout<<"Odpovdí typu chyba serveru: "<< statd 
<<endl; 
if (state != 0) cout<<"Poet odmíntnutí spojení: "<< state 
<<endl; 
if(state !=0) cout << "Optimální poet klient: "<<(klientu - 
state) <<endl; 
 
   cout << "Doba testu: "<< scnd << " s." <<endl; 
   cout << "Nejdelší doba vyízení: " << maxcass << " ms." <<endl; 
   cout << "Nejkratší doba vyízení: " << mincass << " ms." <<endl; 
   cout << "Prmrná doba vyízení požadavku: "<< doby << " ms." 
<<endl; 
cout << "Poet požadavk vyízených za vteinu: "<< 
(pozdvku/scnd) <<endl; 
//     cout << "Nejdelší doba vyízení: " << *max_element (times, 
times+pozadavku)<<endl;  // Funkce max/min_element pretekaly pri 
vetsim poctu pozadavku 
//     cout << "Nejkratší doba vyízení: " << *min_element (times, 
times+pozadavku)<<endl; 
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     time(&t); 
     date = (char*)ctime(&t); 
 
  ofstream soubor3; 
   soubor3.open("LOG.txt", ios::app); 
   soubor3 << "\n\n" << "Test skonil: " << date.c_str() << "S 
tmito výsledky: " << endl; 
   soubor3 <<"\nDoba testu: "<< scnd << "s" << endl; 
   soubor3 << "Vyslaných požadavk: " << pozdvku << "\nVyízeno 
požadavk: "<< (stata + conn_err_cntr)<<endl; 
   soubor3 <<"\nÚspšnost: "<< procenta << " %" << endl; 
   soubor3 << "Maximální doba vyízení požadavku: " << maxcass << " 
ms."  << endl; 
soubor3 << "Minimální doba vyízení požadavku: "<< mincass << " 
ms."  << endl; 
soubor3 << "Prmrná doba vyízení požadavku: " << doby << " 
ms." << endl; 
soubor3 << "Poet požadavk za vteinu: "<< (scnd/pozdvku) 
<<endl; 
   soubor3 << "Poet odmíntnutí spojení: "<< state <<endl; 
   if(state !=0) soubor3 << "Optimální poet vláken: "<<(klientu - 
state) <<endl; 
   soubor3.close(); 
 exit (0); 
  
} 
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MANUÁL K PROGRAMU 
Kompilace 
Zdrojový kód se zkompiluje píkazem: 
g++ -o xkubik12.out xkubik12.cpp -lpthread 
kde g++ je název použitého kompilátoru, xkubik12.out název zkompilovaného 
programu a xkubik12.cpp název zdrojového kódu. 
Spuštní 
Program se spouští se temi parametry. Prvním je adresa serveru, v pípad 
poteby, vetn umístní cílového souboru. Jako adresu lze použít jak jméno domény, 
tak i jeho IP adresu. Druhým je poet vytvoených klient a tetím je poet odeslání 
požadavku každého klienta. Poadí nelze zamnit. Zápisy mohou vypadat následovn: 
./xkubik12.out www.domena.cz/cesta/k/cili.html 300 50 
./xkubik12.out www.domena.cz 300 50 
./xkubik12.out 192.168.147.1/cesta/k/cili.html 300 50 
./xkubik12.out 192.168.147.1 300 50 
Poet klient, který je zadán uživatelem nezajišuje vyslání požadavku od každého 
v uritý asový moment, napíklad za vteinu. 
Testování 
Po spuštní testu se v okn terminálu zobrazují informace o aktuáln vyízených 
vláknech. Po jeho skonení se tamtéž zobrazí statistika. Pokud byl pesáhnut poet 
klient vhodných k testu, program zobrazí návrh vhodné hodnoty. Pokud jí uživatel 
zadá, dostane se mu výsledku, který zhruba odpovídá maximu požadavk za vteinu pi 
bžném provozu. Dále od této hodnoty už server odmítá spojení a teprve po tom lze 
mluvit o zátži. 
Po skonení testu jsou, ve složce kde byl spuštn program, k dispozici ti soubory. 
Cílový soubor, který se vždy jmenuje index.html. Dále pak soubor s výsledky každého 
požadavku daného testu (test.txt). Posledním je soubor log.txt, který obsahuje 
údaje o prbhu testu, hlaviku první pijaté odpovi a statistiku zobrazenou 
v terminálu.  
Doporuení 
Není vhodné test násiln ukonovat. Dosažené výsledky, krom statistiky, jsou sice 
k dispozici. Program ale dealokuje pidlené prostedky až po skonení testu. Jeho 
pedasné ukonení zbyten zapluje pam. Navíc zde mže dojít ke kolizi pi 
spuštní dalšího testu. 
Soubor test.txt lze exportovat do do tabulkového procesoru. Pi práci s vtším 
potem hodnot je však nutná opatrnost. Zejména grafy mohou zpsobit pád použité 
aplikace. 
