We propose a SDN-based architecture for distant points interconnection through an overlay network. The main goal of the overlay network is to provide with resilient and high-performance interconnection between its nodes, without the need of changing nor handling Internet routers. Our proposed architecture benefits from the advantages inherited from SDN such as simplicity of management and flow-level Traffic Engineering capabilities. Our approach allows to build the overlay network without any tunnelling technology, which promises to provide a gain in terms of performance, and to ease deployment and management. In addition, we address one of the challenges of SDN, by discussing a possible approach for active monitoring in the proposed architecture.
INTRODUCTION
Traffic in the Internet is well known to follow non optimal paths. BGP, the de facto standard protocol for interdomain routing, has succeeded in providing scalability, allowing the propagation of interdomain routes of more than 50000 Autonomous Systems (AS) [1] . However, quality of service (QoS) parameters are not taken into account by BGP. As a consequence, Internet flows are prone to quality degradation, while routes with better performance with respect to those followed by Internet traffic exist. At the same time, due to ossification of the Internet, solutions involving changes on IP routing are not likely to be adopted.
Overlay networks have emerged several years ago as a way of controlling Internet flows, traffic, or content, without the need of having access to the Internet Service Provider's (ISP) equipment. In particular, they make it possible to overcome connectivity disruptions Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. due to BGP outages, and lack of quality of service, by dynamically optimizing routes in the overlay. Solutions such as [9] , [3] , have shown to be efficient in terms of resiliency and quality of service up to a moderate number of nodes. Moreover, nowadays several applications relay on overlay networks. Some of them they do it for quality concerns, such as content delivery networks, others for privacy issues, and some others to perform a common task such as peer-to-peer networks.
With the advent and proliferation of cloud applications and services, datacenters emerged all over the globe, resulting on hundreds of thousands of applications of different tenants scattered all over the world. Interconnection between these datacenters, and between tenants' virtual servers at different datacenters, require high resiliency and application-dependent QoS. In this paper we look at this use case, of several virtual servers running at distant locations and needing a resilient and high-performance communication between them, and without the collaboration of the ISP.
Our approach for scalable, QoS-aware overlay routing is based on Software-defined networking (SDN) principles. The SDN [6] approach decouples the control plane from the data plane and places the control plane in a centralised location. A standardised communication between control and data plane, along with a programmable forwarding equipment (SDN switch), adds flexibility to the network and avoids vendor lock-in issues. In addition, SDN switches become dedicated, highly-efficient forwarding elements. The control plane becomes centralised, or logically centralised, for scalability purposes. This centralised view of the network allows to perform routing decisions in an optimised way.
Classical solutions for traffic engineering (TE) rely on virtual circuits concepts like ATM or MPLS. SDN technology opens a new opportunity for implementing TE over IP networks. The centralised controller not only allows to apply more sophisticated, per flow, TE rules, but also simplifies the provisioning of virtual paths [2] .
Our solution, allows to build an overlay network without the need of tunnelling, promising gains in terms of performance, deployment and management. The nontunnelling overlay is achieved thanks to rewriting IP headers at each overlay node (ON), and thanks to a cen-tralised brain which configures the ONs to perform the correct packet headers rewritings. In addition, we also discuss active and passive monitoring solutions, and in particular an active monitoring framework, which is, to the best of our knowledge, an aspect which has not yet received enough attention in the context of SDN.
THE PROPOSED ARCHITECTURE
Overlay solutions for managing Internet flows without the collaboration of the ISP have been proposed before by different previous works. Most of them, like [3, 7] seek for resiliency and QoS. They propose a distributed approach and rely on IP tunneling in order to ensure routing on the overlay. In [11] , a centralised approach for connectivity resiliency is proposed, while routes in the overlay also rely on IP in IP tunnelling. Recently, in [5] , an approach for cloud resiliency based on an SDN overlay is presented. Their proposed architecture shares many principle with ours, though in their case the main objective is resiliency and less emphasis is put on QoS-aware routing, and QoS monitoring. In addition, their focus is not put on implementation details, aspect on which we provide insights.
Our proposed architecture, shown in Fig. 1 , relies on an ON at each point of presence, and on a centralised controller placed somewhere in the cloud. The ONs are equipped with SDN switches, and with a probe packet generator box (PPG), which we shall explain in Sec. 4. The centralised controller is an SDN controller which interacts through the southbound API with the ONs using OpenFlow protocol, and with a Traffic measurements application (MonApp) and a TE application (TEApp), through a Northbound API.
NON-TUNNELING OVERLAY
The TEApp has knowledge of all performance metrics through the MonApp, as we shall explain in Sec. 4. Upon QoS monitoring results, it decides which flows need to be rerouted, and the explicit paths in the overlay those flows should follow. This information is sent to the controller through the Northbound API, who in turn sets the needed forwarding rules on the concerned ONs, providing a new virtual path for the desired flows.
The classic approach to get a flow follow a given path on the overlay network is to tunnel the flow through the desired path, but tunnel provisioning and management is a complex task. Moreover, encapsulation can lead to performance degradation due to IP fragmentation, since the host originating a packet is not aware of the outer headers that are going to be applied by the network, resulting in packets that exceed the MTU size.
Our proposal for routing flows through the overlay without encapsulation, and without the collaboration of the ISPs, uses standard OpenFlow features. The controller uses OpenFlow OF P AT SET N W DST action type to program each ON in the path to rewrite the destination network address of outgoing packets of a given Fig. 1 . Using a dedicated range of IPv6 addresses for each ON we manage to distinguish the flows at each ON. The controller sets matching rules at ONs' forwarding tables accordingly, signaling a path from origin to destination.
In the case of an IPv4 scenario, using a dedicated range of addresses for distinguishing flows is not a feasible solution. In this case, flows are identified by origin IPv4 address along with the origin port. Matching rules at every ON, which consider these parameters are configured by the controller.
All in all, the adoption of the SDN-based overlay solution provides with many benefits. TE rules can be applied at a flow level basis, signalling overhead required by classical tunneling solutions to agree on site to site identifiers is avoided, and the solution is independent of ISPs' collaboration. Although our proposed method for non-tunnelling overlay can be seen as a Network Address Translator (NAT)-like solution, it is much more transparent for end users since packets arrive to the final destination with their original addresses.
MONITORING FRAMEWORK
Traffic measurements and monitoring are critical tasks for TE. Hence, measuring critical QoS parameters has been a widely researched topic for several years. Recently, in the context of SDN networks, this problem has also been subject of research.
Flows' throughput measurement in SDN networks has been addressed by several works. The main problem is the trade-off between the measurement accuracy and the overload of network resources, in this case, given by the switches' resources and the overhead of OpenFlow control traffic between the controller and the switch. Recently, different authors have proposed solutions to accurately measure throughput and packet loss without network overloading. See for example: [4] and [8] .
Path delay between two switches is more difficult to measure. OpenFlow switches do not timestamp packets, therefore, passive measurement of path delay in OpenFlow is unfeasible. In the last years, two interesting works [8, 10] have focused on the problem of active measurements using OpenFlow messages. OpenFlow has a PacketOut message, which is sent by the controller to the switch and allows injecting a packet into the network. Both proposals use a PacketOut message, which carries a timestamped raw packet to be injected into the switch. The controller also programs on all switches belonging to the path the forwarding rules for that packet, and in the last switch a rule is set to get the packet back to the controller. With this information the controller estimates the path delay that includes also the delays of the PacketIn message of the first and last switch to the controller. In order to overcome the inaccuracy of the measure, in [10] the delay from the switches to the controller is estimated and is subtracted to the probe packet delay in the context of a datacenter network.
The previously approach has two drawbacks. First, the inaccuracy introduced by the delay between the controller and the switches in the Overlay. Second, active measurements can send many packets with an specific distribution of inter-departures times for estimating the QoS parameters seen by applications. Sending the probe packets from the controller to the first switch can increase with unnecessary traffic the path between controller and switches, and change the probe packets' inter-departures times as sent from the first switch.
We propose a different approach for active measurements. Our proposal can be seen in Fig. 1 . We include in the application layer a Traffic measurements application (MonApp), and in the data plane, at each ON, a probe packet generator box (PPG) to be programmed by the MonApp. When the TEApp needs to measure QoS at any path, it sends a request to the MonApp for a specific type of measurement. MonApp defines the characteristics of the probe packets to be sent. In addition, it configures the PPG and starts it. The PPG sends probe packets to the first switch of the path. The MonApp requests to the controller, through the Northbound API, the routes to be configured at each ON. In turn, the controller sets the forwarding rules for the probe packets in each switch belonging to the tested path, through OpenFlow protocol. The last switch of the path can send the probe packets backwards to estimate the RTT or, if PPGs are synchronized, the last switch can send the probe packets to the local PPG for a one-way delay measurement. By this approach, control paths are not overloaded with probe packets, and more accurately active measurements can be performed.
CONCLUSIONS AND FUTURE WORK
Our proposed architecture for traffic engineering takes advantage of the SDN benefits to provide an overlay routing architecture. Our solution, allows to build an overlay network without the need of tunnelling, presenting advantages in terms of performance, deployment and management. In addition, we discuss active and passive monitoring solutions, and we present an active monitoring framework, which is an aspect which has not yet received enough attention in the context of SDN. In our future work we will test the architecture with Mininet and analyze scalability and security issues.
