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Abstract: The prevalence of diabetes is on the rise steadily around the globe. Diabetic retinopathy (DR) is a result
of damage to the blood vessels in the retina due to diabetes and its fast treatment is crucial for preventing possible
blindness. The diagnosis of DR is done mostly using a comprehensive eye exam, where the eye is dilated for better
inspection. Analysis by an ophthalmologist is prone to human error and thus automatic and highly accurate detection of
DR is preferred for an earlier and better diagnosis. It is important, however, that automatic detection be accurate for all
data collected from patients of different geographic and ethnic backgrounds. In this paper, the automatic detection of DR
with a deep learning algorithm is analyzed when geographic and ethnic information of the patients is also integrated into
the architecture. It is shown that robust and generalizable DR detection performance is linearly related to the correlation
of geographic and ethnic patient information between the training and the testing datasets. The deep learning model
created eliminates geographic variation in the detection and works for patients of all ethnicities.
Key words: Deep learning, diabetic retinopathy, ethnicity, fundus images, geographic variation

1. Introduction
Diabetes mellitus (DM) is a group of diseases that affects 425 million people around the world.1 According
to the 2017 International Diabetes Federation (IDF) Diabetes Atlas, over one million children and adolescents
have type 1 diabetes. What is more, one in two adults with diabetes is left undiagnosed. It is estimated by the
IDF that the number of people with diabetes is going to increase to 629 million by the year 2045.
Diabetic retinopathy (DR) is a major complication of DM that may lead to permanent vision loss if left
untreated. The severity of DR can be categorized into five classes [1]: no retinopathy, mild nonproliferative DR
(NPDR), moderate NPDR, severe NPDR, and proliferative DR (PDR). Using this terminology, nonreferable
DR (NRDR) can be defined as no or mild NPDR, referable DR (RDR) as moderate NPDR or worse, and
vision-threatening DR (VTDR) as severe NPDR or worse. Figure 1 shows a captured fundus image of a patient
diagnosed with mild DR.
For the automatic classification of eye diseases, deep learning methods have been used by many researchers, such as in [2–4]. One of the most well-known deep convolutional neural networks is ResNet [5]. Along
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Figure 1. Captured mild NPDR fundus image.

with ResNet, several other deep convolutional neural networks have also been introduced, such as GoogLeNet
[6, 7], VGG [8], AlexNet [9], and DenseNet [10].
The DR research carried out in the past has used public or private datasets. A large number of research
papers exist (e.g., [11] and [12]) that aim to obtain excellent DR detection rates using deep convolutional
networks. They compare the simulation results to the diagnosis of ophthalmologists in order to show that deep
learning can often do better. However, their models are mostly built on a specific dataset related to a specific
geographic region or ethnic group. As a result, the models created allow DR detection only for that geographic
region or ethnic group.
A few researchers who carried out such work [11, 13, 14] further reported that the performance of DR
classification should ideally be investigated by also taking into account the race and ethnicity of patients,
geographic variation within the testing and training datasets, and factors such as pupil dilation affecting the
quality of images. Their desire to incorporate the race and ethnicity of patients had to do with the well-known
fact that retinal fundus appearance changes due to pigmentation of the retina and ocular structure [15], which
in turn are related to a person’s ethnic group and eye color. It was this fact that also led researchers such as
Giancardo et al. [12] and Ting et al. [13] to use datasets involving patients of various ethnic groups.
Still, these researchers and others have not yet investigated the relationship between a patient’s geographic
location or ethnicity and DR detection. Furthermore, past researchers have not fully reported if their systems
could work with patients of different geographic locations and ethnicities. As such, it is the goal of this research
to analyze for the first time the impacts of geographic variation and ethnicity of patients on DR classification
performance using a deep learning ResNet architecture. During this analysis, five publicly available fundus image
datasets, namely Kaggle,2 Messidor [16], E-Optha [17], HRF [18], and IDRID (2018 IEEE ISBI Challenge) [19],
were used. Sample fundus images from three datasets are shown in Figure 2.
Specifically, the contributions of this paper to the research community are the integration of DR patients’
geographic location information into DR detection and analysis of the performance when the training and
testing datasets consist of patients from the same country and same continent as well as different continents;
the integration of patients’ ethnicity information into DR detection and investigation of the effects of having
training and testing datasets consisting of coethnic and multiethnic patients; and the creation of a robust and
2 Kaggle
(2015).
Diabetic
Retinopathy
Detection
diabetic-retinopathy-detection [accessed: 23-01-2019].

[online].

Website

https://www.kaggle.com/c/
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generalizable deep learning model that eliminates geographic variation in detection and works for patients of
all ethnicities.
The organization of this paper is as follows. First, related work on DR disease classification using fundus
images is given. Then the ResNet architecture and databases used for performance evaluation are explained.
Finally, performance results are tabulated and analyzed. Conclusions based on this analysis are also outlined.

(a) Kaggle dataset fundus image with
no DR.

(b) Messidor dataset fundus image with
severe NPDR.

(c) IDRID dataset fundus image with
severe NPDR

Figure 2. Sample fundus images from the three datasets.

2. Related work
Abràmoff investigated the benefits and limitations of the Iowa Automated DR detection system in [11]. He
concluded that having a detection system that works on well-defined populations with different ethnic and
racial backgrounds is more important than the automated detection algorithm itself. During his investigation,
he found that the detection system employed failed if it was tested on a dataset that was collected from a
population with different DR incidence or different race or ethnic background. He further speculated that the
sex of the patient or the resolution of the camera used for fundus imaging had no effect on the performance of
the system used.
Similarly, there were a few studies done later involving the ethnicity of patients. In [13], diabetic
retinopathy and related eye diseases were detected by evaluating fundus images obtained in Singapore and
further validated on other DR cases from 10 additional multiethnic datasets. Giancardo et al. [12] introduced a
new publicly available dataset of various ethnic groups and levels of diabetic macular edema (DME), a result of
DR, in order to test their new methodology based on a novel set of features. Cree [20] used color normalization
in order to reduce interpatient and intrapatient variability in microaneurysm detection of populations with
diverse races.
Note that even though the Iowa DR detection system of Abràmoff [11] used many retinal images from
DR screening centers around the world, the only publicly available dataset at the time was the Messidor dataset
[16]. This dataset was later used by a few researchers for further DR research, including the work by Giancardo
et al. [12], who detected DME by finding the exudates on the fundus images of [16] using a novel set of features.
In [21], both microaneurysms and hemorrhages were able to be detected on the images of [16] using a new
set of shape features, called dynamic shape features, for better screening and grading of diabetic retinopathy.
Pires [22] used the bag-of-visual-words algorithm in order to detect DR-related regions in three public datasets,
including [16]. In [23], a method based on combining both deep learning and domain knowledge was used for red
lesion detection of images in various datasets, including [16]. In [24], images from the dataset of [16] were also
666
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used to evaluate a method that was proposed for faster convolutional neural network training by dynamically
selecting misclassified negative samples.
The number of publicly available datasets has since increased, with Drive [25], DIARETDB1 [26], and
3

Aria datasets being among them. The other publicly available dataset provided by EyePACS [27] and used
in Kaggle DR competition has created a boom in the research of DR. With the fundus photographs from
this competition and a private dataset of almost 110,000 photographs, Quellec [28] used ConvNet to produce
high-quality heat maps in order to detect DR by segmenting microaneurysms, hemorrhages, exudates, and
cotton-wool spots. Pratt [29] used convolutional neural networks to classify the severity of DR into five classes,
namely no DR, mild DR, moderate DR, severe DR, and proliferative DR, using the Kaggle dataset. In [30],
deep convolutional neural networks were used to classify the retinal images of the Kaggle dataset into the five
stages of DR. Yu [2] proposed a novel method that combines unsupervised features from a saliency map and
supervised features from convolutional neural networks to detect the quality of the retinal fundus images of the
Kaggle dataset. In [3], the dataset of Kaggle was used in order to see the effects of changing certain simulation
parameters, such as batch size, epoch, and training dataset size, on the detection of diabetic retinopathy using
the ConvNet deep learning architecture.
The goal of this paper is to improve upon past research and use five publicly available datasets in order
to take into account the geographic location and ethnicity of the patients in DR detection. It further aims to
observe how detection performance changes when the effects of variation in a geographic location or patient
ethnicity are eliminated.
3. Method
A ResNet deep learning algorithm is used in this paper. A set of images is first used to train the ResNet
architecture. This is then used to model the fundus images for DR classification. In order to create a robust
and generalizable model and eliminate the geographic location and patient ethnicity dependency, the training
dataset includes images from patients who are in the same geographic region or of the same ethnicity as the
patients whose fundus images are in the testing dataset. Finally, this model is used to evaluate the system
performance. During this evaluation, a new set of fundus images is used.
The proposed approach is based on the fine-tuned 18 layer ResNet (ResNet-18) network architecture
(see Figure 3). This network consists of 18 convolutional layers. The first four convolutional layers contain a
3 ×3 ×64 filter. The following four convolutional layers after that contain 3 ×3 ×128 filters. Finally, the last four
layers contain 3 ×3 ×512 filters. The last layer of the ResNet-18 model is the fully connected layer (fc), where
fc shows the predictions of classes. The ResNet model is based on residual learning, as also shown in Figure
3. Classic convolutional neural network models directly calculate H(x) mapping for identity x . In residual
learning, however, a different mapping is employed, i.e. F(x) = H(x) − x . Residual learning allows better
network performance even though the deeper networks (higher number of convolutional layers) are known to
be difficult to optimize.
The fine-tuned model allows modeling retinal images more accurately. Since the numbers of some of the
retinal image sets are small, the network parameters might not be estimated accurately. On the other hand,
adapting already trained network parameters to new data leads to a well-trained network. The ResNet-18
model used is trained on the ImageNet dataset. This dataset contains many images and allows good parameter
3 ARIA (2016). Automated Retinal Image Analysis [online].
[accessed: 23-01-2019].

Website https://eyecharity.weebly.com/aria_online.html

667

SERENER and SERTE/Turk J Elec Eng & Comp Sci

Figure 3. ResNet-18 architecture.

estimation. The model training is performed using the GeForce GTX 1080 Ti GPU and Caffe deep learning
framework.
All images are resized to 256 ×256 image size and 224 ×224 patches are extracted while the ResNet-18
model is trained. Image augmentation (25, 40, and 120 degrees rotation) is done whenever necessary in order
to create large and balanced datasets. However, no image quality improving preprocessing methods have been
used.
4. Datasets
System performance is evaluated using five datasets. These datasets are Kaggle, Messidor, E-Optha, HRF, and
IDRID. Their details are described in the following sections.
4.1. Kaggle dataset
This dataset contains a total of 83,702 fundus images. These images are categorized as healthy (no DR), mild
NPDR, moderate NPDR, severe NPDR, and proliferative DR. A total of 65,343, 6205, 13,153, 2087, and 1914
images, respectively, are present in each category. Table 1 lists the number of images in each class of DR for this
dataset. Note that this dataset contains images taken using various camera models from patients with different
ethnic backgrounds in different clinics located in North America.
4.2. Messidor dataset
There are a total of 1200 fundus images in this dataset. Unlike the Kaggle dataset, there is no proliferative DR
class present in this dataset and thus the images are categorized into four classes. The total numbers of images
in each category are 546, 153, 247, and 254, respectively (Table 1). The images in this dataset were taken
at Hôpital Lariboisière located in Paris/France, Brest University Hospital located in Brest/France, and SaintEtienne University Hospital located in St. Etienne/France. The images, which have resolutions of 1440 ×960,
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SERENER and SERTE/Turk J Elec Eng & Comp Sci

2240 ×1488, or 2304 ×1536 pixels, were acquired using a color video 3CCD camera on a Topcon TRC NW6
non-mydriatic retinograph with a 45-degree field of view (FOV).
4.3. E-Optha dataset
This dataset has 463 images in three categories, namely healthy (no DR), microaneurysm (an indication of DR),
and exudates. There are a total of 268, 148, and 47 images in each category, respectively (Table 1). The images
were collected from the OPTHDIAT teleophthalmology network in France.
4.4. HRF dataset
The HRF dataset contains 45 images divided equally among three categories, namely healthy (no DR), DR, and
glaucomatous (Table 1). They were taken using a Canon CF-60UVi camera with a resolution of 3504 × 2336
pixels. The database was provided by the Department of Ophthalmology of Friedrich-Alexander University
located in Erlangen/Germany and the Department of Biomedical Engineering of Brno University of Technology
located in Brno/Czech Republic.
4.5. IDRID dataset
This dataset contains a total of 516 fundus images. These images are categorized into the same five classes as
the Kaggle dataset. A total of 168, 25, 168, 93, and 62 images, respectively, exist in each category. Table 1
lists the number of images in each class of the IDRID dataset. The images in this dataset were taken at a clinic
located in India. Each image has a resolution of 4288 ×2848 pixels and was captured using a Kowa VX-10 alpha
digital fundus camera with a 50-degree FOV.
Table 1. Number of images in each category of five datasets.

Kaggle
Category no.
Healthy 65343
Mild DR 6205
Mod. DR 13153
Severe DR 2087
Prolif. DR 1914
Total
83702

Messidor
Category no.
Healthy 546
Mild DR 153
Mod. DR 247
Severe DR 254

E-Optha
Category no.
Healthy 268
Microaneurysms 148
Exudates 47

1200

463

HRF
Category no.
Healthy 15
DR 15
Glaucoma 15

45

IDRID
Category no.
Healthy 168
Mild DR 25
Mod. DR 168
Severe DR 93
Prolif. DR 62
512

5. Performance evaluation
5.1. Geographic variation in DR detection
In this section, we show the results of experiments run to investigate the relationship in terms of algorithm
performance between the patient’s geography of residence and DR detection. Specifically, two cases have been
looked at. First, we wanted to see how the detection performance is affected if the training and testing datasets
have patients who are from the same country. Second, we ran two sets of experiments to see the relationship
when training and testing datasets contain data from patients who reside on the same continent or who are
from different continents.
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5.1.1. Case I: DR detection within a country
The first case includes four experiments. The goal of these experiments is to find out the change in DR detection
performance if the DR images in the training and testing datasets include DR images of patients who live in
the same country.
Initially, two experiments were carried out that used as their training and testing datasets images from
patients who live in France and the United States, respectively. The results are given in Table 2. Note the
trade-off between sensitivity and specificity [31].
Then another experiment was run with training dataset images from Kaggle. These DR images are from
patients who live in the United States (mainly the state of California [27]). One of the reasons why we preferred
to use Kaggle images here was that it contains a large number of images of all DR severity levels [32]. The
testing dataset of this experiment, obtained from the E-Optha dataset, includes fundus images of patients who
live in France. As shown in Table 2, the accuracy, sensitivity, and specificity of this experiment are 56.25% ,
55.59% , and 57.43% , respectively. The accuracy results here are less than those of the second experiment since
now the training and testing datasets contain images from patients who live in different countries.
Next, a fourth experiment was carried out where images from a different dataset (Messidor), containing
images of patients who are also from France, were added to the initial training dataset of the third experiment.
The Messidor dataset contains images with four different DR severity levels. It is observed that with the
addition of this dataset, the accuracy compared to the third experiment increases by about 25% , the sensitivity
increases by about 33% , and the specificity increases by about 11% (see Table 3).

Table 2. Performance results of geographic variation investigation.

Case I: Country
Train dataset
Messidor (France)
Kaggle (USA)
Kaggle (USA)
Kaggle (USA) + Messidor (France)
Case II: Continent
(a) Train dataset
Kaggle (USA)
Kaggle (USA) + Messidor (France)
(b) Train dataset
Kaggle (N. Amer.) + Messidor (Europe)
Kaggle (N. Amer.) + Messidor (Europe)

Test dataset
Messidor (France)
Kaggle (USA)
E-Optha (France)
E-Optha (France)

Accuracy
75%
65%
56.25%
70.19%

Sensitivity
16%
17%
55.59%
73.88%

Specificity
85%
89%
57.43%
63.51%

Test dataset
HRF (Germany/Cz. Rep.)
HRF (Germany/Cz. Rep.)
Test dataset
IDRID (Asia)
HRF (Europe)

Accuracy
80%
90%
Accuracy
58.54%
90%

Sensitivity
80%
100%
Sensitivity
56.54%
100%

Specificity
80%
80%
Specificity
72%
80%

Table 3. Percent change between performance results of geographic variation investigation experiments.

Case
Case I
Case II (a)
Case II (b)
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Accuracy
24.78%
12.5%
53.74%

Sensitivity
32.9%
25%
76.87%

Specificity
10.59%
0%
11.11%
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According to 2013 US Census Bureau data,4 the number of French Americans in the United States was
about 10.7 million, about 0.8 million of whom were living in the state of California. As the accuracy of the third
experiment is a little higher than 50 %, it is highly likely that the Kaggle dataset does not include many images
of patients with French ancestry. However, with the addition of more DR images of patients from France to the
training dataset, the accuracy increases in the fourth experiment. This increase in performance is an indication
of a higher correlation between the retinal pigmentations and ocular structures of French patients whose images
are in the training and testing datasets.
5.1.2. Case II (a): DR detection within a continent
Next, we ran two more experiments to see how having training and testing datasets of patients who live on the
same continent is linked to the DR detection performance.
The training dataset of the first experiment again includes DR images of patients from the United States
(obtained from the Kaggle dataset), whereas the testing dataset now includes those of patients from Germany
and the Czech Republic (through the HRF dataset). Accuracy of 80% , sensitivity of 80% , and specificity of
80% are obtained from this experiment, as shown in Table 2.
The second experiment of this case adds DR images of patients from France (obtained from the Messidor
dataset) to the training dataset. With this addition, the accuracy, compared to the first experiment, now
increases by about 13% and the sensitivity increases by 25% . The specificity stays the same (Table 3).
The total number of German and Czech Americans in the United States was about 49.2 million and 3.25
million of those lived in the state of California, according to 2013 US Census Bureau data. Thus, there is a
higher chance of the Kaggle dataset to include images of patients from Germany and the Czech Republic than
France and hence the accuracy of the second experiment of this case is higher than that of the first experiment.
When the data of the patients from France were added to the training dataset, the accuracy increased by
about 13% . This shows that there is a higher correlation among the retinal pigmentations and ocular structures
of the patients from France, Germany, and the Czech Republic and that had a positive impact on the deep
learning performance.
5.1.3. Case II (b): DR detection between continents
The aim of this third case is to show the relationship between DR detection and patient’s geography of residence
if now the data in the training and testing datasets are collected from two different continents.
To do this, first, an experiment is run with a training dataset that is a mixture of data from North
America and Europe (using the Kaggle and Messidor datasets). The testing dataset has DR images obtained
from Asia (through the IDRID dataset). The accuracy, sensitivity, and specificity of this experiment are 58.54% ,
56.54% , and 72% , respectively, as shown in Table 2.
The second experiment of this case includes a testing dataset that has DR images obtained from patients
from Europe instead (through the HRF dataset). The training dataset is kept the same as in the first experiment.
It is observed from the performance results that the accuracy now increases by about 54% , the sensitivity by
about 77% , and the specificity by about 11% (Table 3).
It is known that the total number of Indian Americans in the United States was about 3.5 million in
the year 2013 and about 0.7 million of those lived in the state of California. Therefore, there is a lower chance
4 US Census (2013). American FactFinder [online]. Website https://factfinder.census.gov/faces/nav/jsf/pages/index.
xhtml [accessed: 27-01-2019].
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that the Kaggle dataset contains images collected from patients of Asian Indian ancestry than from patients
of German and Czech descent (the Messidor dataset does not contain any data from patients of these three
ancestries). Hence, when the deep learning algorithm was trained on the same datasets but tested on the HRF
dataset, there was an increase in accuracy performance of about 54% . That, again, is a clear indication of the
fact that the higher the correlation between the retinal pigmentations and eye structures of the patients, the
better the deep learning performance.
5.2. Ethnicity in DR detection
Having investigated the relationship between the DR patients’ places of residence and the deep learning
performance, we next would like to analyze the impact of the ethnicities of the patients on the performance.
For that, three sets of experiments are designed. The first set is aimed at analyzing the coethnicity
effect, or how having patients of the same ethnicity in the training and testing datasets affects the deep learning
performance. The other two sets of experiments are designed to analyze the multiethnicity effect, or how the
deep learning performance changes when the training and testing datasets contain images from patients of
multiple ethnicities.
5.2.1. Case I: Coethnicity
This case includes two experiments. The goal of these experiments is to analyze the relationship between DR
detection performance and the existence of coethnicity between the patients whose fundus images are in the
training dataset and the patients whose fundus images are in the testing dataset.
In the first experiment, DR images from the Kaggle dataset are used in the training dataset. The Kaggle
dataset is a collection of DR images collected from people with diverse ethnic backgrounds [14]. The testing
dataset is DR images from the E-Optha dataset. The E-Optha dataset consists of images from patients with
French ethnicity. The accuracy of this experiment is 56.25% , the sensitivity is 55.59% , and the specificity is
57.43% (see Table 4). As noted in Section 5.1.1, the low performance occurring in this experiment is believed
to be due to the Kaggle dataset containing a low number of DR images of patients with French ancestry.
In the second experiment, DR images from the Messidor dataset are now added to the training dataset
of the first experiment. The Messidor dataset contains DR images from patients with French ancestry. With
this addition, the accuracy increases by about 25% , sensitivity by about 33% , and specificity by about 11% ,
as shown in Table 5. These results certainly show the linear relationship between the ethnic correlation among
the patients and the DR detection performance.
5.2.2. Case II (a): Multiethnicity - implicit ethnic correlation
In this case, two experiments are carried out to show the relationship between patient ethnicity and DR detection
performance. The training datasets of these experiments have fundus images of patients with diverse ethnic
backgrounds. The testing datasets, on the other hand, consist of DR images from two different datasets that
contain fundus images of patients with two different ethnic backgrounds. Here, any ethnicity correlation between
the training and testing datasets are implicit as the training datasets contain images from ethnically diverse
patients.
Both experiments use images from the Kaggle dataset as their training datasets. The testing datasets
are images from the E-Optha and HRF datasets. Again, these datasets are obtained from patients with French
and German/Czech ethnicities, respectively.
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SERENER and SERTE/Turk J Elec Eng & Comp Sci

Table 4. Performance results of ethnicity investigation.

Case I: Coethnicity
Train dataset
Kaggle (Diverse)
Kaggle (Diverse) + Messidor
Case II: Multiethnicity
(a) Train dataset
Kaggle (Diverse)
Kaggle (Diverse)
(b) Train dataset
Kaggle (Diverse) + Messidor
Kaggle (Diverse) + Messidor
Kaggle (Diverse) + Messidor

(French)

Test dataset
E-Optha (French)
E-Optha (French)

Accuracy
56.25%
70.19%

Sensitivity
55.59%
73.88%

Specificity
57.43%
63.51%

(French)
(French)
(French)

Test dataset
E-Optha (French)
HRF (German/Czech)
Test dataset
IDRID (India)
E-Optha (French)
HRF (German/Czech)

Accuracy
56.25%
80%
Accuracy
58.54%
70.19%
90%

Sensitivity
55.59%
80%
Sensitivity
56.54%
73.88%
100%

Specificity
57.43%
80%
Specificity
72%
63.51%
80%

Table 5. Percent change between performance results of ethnicity investigation experiments.

Case
Case I
Case II (a)
Case II (b)

Accuracy
24.78%
42.22%
19.9%
28.22%

Sensitivity
32.9%
43.91%
30.67%
35.35%

Specificity
10.59%
39.3%
−11.79%
25.96%

It is observed from the results tabulated in Table 4 that the accuracy, sensitivity, and specificity results of
the first experiment are sub par. However, after the second experiment, there is an improvement of about 40%
in accuracy performance results. It is believed that this is due to the fact that in the state of California there is
a higher population of people with German and Czech ethnicities than French. Hence, the Kaggle dataset has
a higher chance of having DR images from patients with German and Czech ethnic backgrounds than French.
That further means that there is a higher correlation in terms of retinal pigmentation and ocular structure
between the DR images of the patients in the Kaggle and HRF datasets than the Kaggle and E-Optha datasets.
5.2.3. Case II (b): Multiethnicity - explicit ethnic correlation
The final case includes a set of three distinct experiments. The goal here is to observe the effect on the DR
performance of manually adding the DR images of the patients in the Messidor dataset to the training datasets
of the two experiments described in Section 5.2.2. Additionally, a third experiment is designed here, this time
with the same training dataset as these two experiments but with a testing dataset that contains the DR images
of the IDRID dataset. With the inclusion of the Messidor dataset, we have explicitly added to the training
dataset the DR images of patients with French ethnic backgrounds.
Table 4 shows the accuracy, sensitivity, and specificity results of these three experiments. The results are
displayed in the order of increasing accuracy. Table 5 displays the percent change between the performances of
the first two as well as the performances of the second and the third experiments.
When the results are analyzed, it is observed that the accuracy results are the lowest when the testing
dataset contains DR images from IDRID dataset and the highest when it includes images from the HRF dataset.
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As shown in Table 5, the accuracy improvement of the second experiment over the first is about 20% and the
accuracy improvement of the third over the second is about 28% .
The Messidor, IDRID, and HRF datasets, included in the first and third experiments, have DR images
from patients of different ethnic backgrounds. Thus, the only overlap in terms of ethnicity between the training
and testing datasets of the first and the third experiment is the patients with Asian Indian, German, and Czech
ethnic backgrounds whose fundus images are included in the Kaggle dataset.
The third experiment has higher accuracy performance than the first experiment as per the analysis
given in Section 5.1.3. Even though the second experiment includes patients with French ethnic backgrounds
in both the training and the testing datasets, still the performance results of it are not any better than the
third experiment. The reason for this, we believe, is that in the state of California, where the Kaggle dataset
images are from, the population of people with German and Czech ethnic backgrounds is much higher than the
population of French descent.

6. Geographic variation and ethnicity in DR severity stages
We next investigate the effects of geographic variation and ethnicity in DR severity stages. For this, we run two
experiments using the Kaggle (USA) and Messidor (France) datasets and we specifically look at no DR, mild
DR, moderate DR, and severe DR stages, as shown in Table 6. For these classifications, a few images are listed
in Figure 4, where the top row contains detected images, i.e. images that are correctly identified to be from
healthy eyes or from eyes with DR; the middle row contains undetected DR images, i.e. images with DR that
went undetected as healthy; and the bottom row contains images that are falsely detected as DR, i.e. images
that are healthy but identified to have DR. Figure 5 shows the confusion matrices for these two experiments
showing the true (actual) and predicted DR classifications for each severity stage of the Kaggle and Messidor
datasets.
The results show that, in general, the deep learning model resulted in better performance for ethnically
diverse people of the United States when the area under the receiver operating characteristic curve (AUC),
accuracy, and sensitivity performances of no DR and severe DR are concerned. Similarly, the performance was
better for ethnically uniform French data for AUC, accuracy, and specificity performance results of mild and
moderate DR. Notice again the performance trade-off between sensitivity and specificity [31].
Note that, as pointed out in [29] and [33], the Kaggle dataset contains more than 10% of ungradable
images. This might have affected the classification results of mild and moderate DR (also addressed in [29] and
[34]). If ungradable images were excluded, it could be that the AUC, accuracy, and specificity results would have
been all better for the models using this dataset for all DR severity stages. That, in turn, would have meant
that DR severity stages are better classified for an ethnically diverse population than an ethnically uniform
population.
It was reported in [29] that the preprocessing-included performance results of a five-class model using
the Kaggle dataset were 75% accuracy, 30% sensitivity, and 95% specificity. This is comparable to our fourclass Kaggle dataset model given in Table 6, having an average of 75% accuracy, 22% sensitivity, and 88.5%
specificity. Similarly, in [35], a no DR versus DR classification using the Messidor dataset gave an AUC of 90% ,
sensitivity of 94% , and specificity of 50% , again with preprocessing. Some of these results are obviously better
than our no DR results given in Table 6 and they show the positive effect of having image quality improving
preprocessing methods on the performance.
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Table 6. DR severity stages investigation.

No DR
Mild DR
Moderate DR
Severe DR

AUC
USA
91%
85%
70%
48%

France
65%
87%
89%
39%

Accuracy
USA France
80%
69%
77%
80%
73%
75%
70%
74%

Sensitivity
USA France
10%
40%
16%
20%
22%
8%
42%
74%

Specificity
USA France
98%
79%
93%
99%
86%
97%
77%
74%

Figure 4. Top row: Detected images, Middle row: Undetected DR images, Bottom row: Images falsely detected as DR.
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Figure 5. Confusion matrices for geographic variation and ethnicity in DR severity stages investigation.
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7. Discussion
With the integration of patients’ geographic information in the deep learning architecture for DR detection, it
is observed that there is a direct relationship between DR detection and the similarity between the geographic
regions where the images in the training and testing datasets are collected from.
Similarly, when the patients’ ethnic background information is integrated into the architecture for DR
detection, the analyses show that there is again a direct relationship between DR detection and ethnic similarity
of the patients whose images are present in the training and testing datasets.
8. Conclusions
DR is one of the top causes of blindness globally. Artificial intelligence algorithms, including deep learning,
have been used in the past in order to efficiently detect the presence of DR in the eye using fundus images.
In this paper, experiments have been run to investigate for the first time the effect of variation in the
patients’ place of residence and the ResNet deep learning DR detection performance. Then another set of
experiments were used to analyze again for the first time the relationship between variation in the patients’
ethnic background and such detection performance. The geographic variation investigation included an analysis
in terms of the patients’ country and the continent of residence. The ethnicity investigation, on the other hand,
covered experiments with coethnic and multiethnic relationships among the patients whose DR images were
in the training and testing datasets. The results showed that it is important for testing and training datasets
to be obtained from patients who are similar in terms of geographic residence and ethnicity if a robust and
generalizable deep learning model is to be looked for.
Future work will involve analyzing the effects on deep learning performance of data collected from patients
of different races.
References
[1] Wilkinson CP, Ferris FL, Klein RE, Lee PP, Agardh CD et al. Proposed international clinical diabetic retinopathy
and diabetic macular edema disease severity scales. Ophthalmology 2003; 110 (9): 1677-1682. doi:10.1016/S01616420(03)00475-5
[2] Yu F, Sun J, Li A, Cheng J, Wan C et al. Image quality classification for DR screening using deep learning. In: 39th
Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC); Seogwipo,
South Korea; 2017. pp. 664–667. doi: 10.1109/EMBC.2017.8036912
[3] Kanungo YS, Srinivasan B, Choudhary S. Detecting diabetic retinopathy using deep learning. In: 2nd IEEE
International Conference on Recent Trends in Electronics, Information & Communication Technology (RTEICT);
Bangalore, India; 2017. pp. 801–804. doi: 10.1109/RTEICT.2017.8256708
[4] Kaymak S, Serener A. Automated age-related macular degeneration and diabetic macular edema detection on OCT
images using deep learning. In: 14th IEEE International Conference on Intelligent Computer Communication and
Processing (ICCP); Cluj-Napoca, Romania; 2018. pp. 265–269. doi: 10.1109/ICCP.2018.8516635
[5] He K, Zhang X, Ren S, Sun J. Deep residual Learning for image recognition. In: IEEE Conference on Computer
Vision and Pattern Recognition (CVPR); Las Vegas, NV, USA; 2016. pp. 770–778. doi: 10.1109/CVPR.2016.90
[6] Szegedy C, Liu W, Jia Y, Sermanet P, Reed S et al. Going deeper with convolutions. In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR); Boston, MA, USA; 2015. pp. 1–9. doi: 10.1109/CVPR.2015.7298594
[7] Szegedy C, Vanhoucke V, Ioffe S, Shlens J, Wojna Z. Rethinking the inception architecture for computer vision. In:
IEEE Conference on Computer Vision and Pattern Recognition (CVPR); Las Vegas, NV, USA; 2016. pp. 2818–2826.
doi: 10.1109/CVPR.2016.308

676

SERENER and SERTE/Turk J Elec Eng & Comp Sci

[8] Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image recognition. In: International
Conference on Learning Representations; San Diego, CA, USA; 2015.
[9] Krizhevsky A, Sutskever I, Hinton GE. ImageNet classification with deep convolutional neural networks. In:
Advances in Neural Information Processing Systems; Lake Tahoe, NV, USA; 2012. pp. 1097-1105.
[10] Huang G, Liu Z, van der Maaten L, Weinberger KQ. Densely connected convolutional networks. In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR); Honolulu, HI, USA; 2017. pp. 2261–2269. doi:
10.1109/CVPR.2017.243
[11] Abràmoff MD, Niemeijer M, Russell SR. Automated detection of diabetic retinopathy: barriers to translation into
clinical practice. Expert Review of Medical Devices 2010; 7 (2): 287–296. doi: 10.1586/erd.09.76
[12] Giancardo L, Meriaudeau F, Karnowski TP, Li Y, Garg S et al. Exudate-based diabetic macular edema detection in fundus images using publicly available datasets. Medical Image Analysis 2012; 16 (1): 216–226. doi:
10.1016/j.media.2011.07.004
[13] Ting DSW, Cheung CYL, Lim G, Tan GSW, Quang ND et al. Development and validation of a deep learning
system for diabetic retinopathy and related eye diseases using retinal images from multiethnic populations with
diabetes. JAMA 2017; 318 (22): 2211-2223. doi: 10.1001/jama.2017.18152
[14] Gargeya R, Leng T. Automated identification of diabetic retinopathy using deep learning. Ophthalmology 2017;
124 (7): 962–969. doi: 10.1016/j.ophtha.2017.02.008
[15] Bourne RRA. Ethnicity and ocular imaging. Eye 2011; 25 (3): 297–300. doi: 10.1038/eye.2010.187
[16] Decencière E, Zhang X, Cazuguel G, Lay B, Cochener B et al. Feedback on a publicly distributed image database:
the MESSIDOR database. Image Analysis & Stereology 2014; 33 (3): 231-234. doi: 10.5566/ias.1155
[17] Decencière E, Cazuguel G, Zhang X, Thibault G, Klein JC et al. TeleOphta: machine learning and image processing
methods for teleophthalmology. IRBM 2013; 34 (2): 196–203. doi: 10.1016/j.irbm.2013.01.010
[18] Budai A, Bock R, Maier A, Hornegger J, Michelson G. Robust vessel segmentation in fundus images. International
Journal of Biomedical Imaging 2013; 2013: 1–11. doi: 10.1155/2013/154860
[19] Porwal P, Pachade S, Kamble R, Kokare M, Deshmukh G et al. Indian diabetic retinopathy image dataset (IDRiD):
a database for diabetic retinopathy screening research. Data 2018; 3 (3): 25. doi: 10.3390/data3030025
[20] Cree MJ, Gamble E, Cornforth D. Color normalisation to reduce inter-patient and intra-patient variability in
microaneurysm detection in color retinal images. In: ARPS Workshop on Digital Image Computing (WDIC);
Brisbane, Australia; 2005. pp. 163–168.
[21] Seoud L, Hurtut T, Chelbi J, Cheriet F, Langlois JMP. Red lesion detection using dynamic shape features
for diabetic retinopathy screening. IEEE Transactions on Medical Imaging 2016; 35 (4): 1116–1126. doi:
10.1109/TMI.2015.2509785
[22] Pires R, Jelinek HF, Wainer J, Valle E, Rocha A. Advancing bag-of-visual-words representations for lesion classification in retinal images. PLoS ONE 2014; 9 (6): e96814. doi: 10.1371/journal.pone.0096814
[23] Orlando JI, Prokofyeva E, del Fresno M, Blaschko MB. An ensemble deep learning based approach for red lesion detection in fundus images. Computer Methods and Programs in Biomedicine 2018; 153: 115–127. doi:
10.1016/j.cmpb.2017.10.017
[24] van Grinsven MJJP, van Ginneken B, Hoyng CB, Theelen T, Sánchez CI. Fast convolutional neural network training
using selective data sampling: application to hemorrhage detection in color fundus images. IEEE Transactions on
Medical Imaging 2016; 35 (5): 1273–1284. doi: 10.1109/TMI.2016.2526689
[25] Niemeijer M, Staal J, van Ginneken B, Loog M, Abràmoff MD. Comparative study of retinal vessel segmentation
methods on a new publicly available database. In: Medical Imaging 2004: Image Processing; San Diego, CA, USA;
2004. pp. 648-656. doi: 10.1117/12.535349

677

SERENER and SERTE/Turk J Elec Eng & Comp Sci

[26] Kauppi T, Kalesnykiene V, Kamarainen JK, Lensu L, Sorri I et al. The DIARETDB1 diabetic retinopathy database
and evaluation protocol. In: Proceedings of the British Machine Vision Conference; Warwick, UK; 2007. pp. 15.115.10. doi: 10.5244/C.21.15
[27] Cuadros J, Bresnick G. EyePACS: an adaptable telemedicine system for diabetic retinopathy screening. Journal of
Diabetes Science and Technology 2009; 3 (3): 509–516. doi: 10.1177/193229680900300315
[28] Quellec G, Charrière K, Boudi Y, Cochener B, Lamard M. Deep image mining for diabetic retinopathy screening.
Medical Image Analysis 2017; 39: 178–193. doi: 10.1016/j.media.2017.04.012
[29] Pratt H, Coenen F, Broadbent DM, Harding SP, Zheng Y. Convolutional neural networks for diabetic retinopathy.
Procedia Computer Science 2016; 90: 200–205. doi: 10.1016/j.procs.2016.07.014
[30] Doshi D, Shenoy A, Sidhpura D, Gharpure P. Diabetic retinopathy detection using deep convolutional neural
networks. In: IEEE International Conference on Computing, Analytics and Security Trends (CAST); Pune, India;
2016. pp. 261–266. doi: 10.1109/CAST.2016.7914977
[31] Fleming A, Philip S, Goatman K, Prescott G, Sharp P et al. The evidence for automated grading in diabetic
retinopathy screening. Current Diabetes Reviews 2011; 7 (4): 246–252. doi: 10.2174/157339911796397802
[32] Abràmoff MD, Folk JC, Han DP, Walker JD, Williams DF et al. Automated analysis of retinal images for detection of referable diabetic retinopathy. JAMA Ophthalmology 2013; 131 (3): 351-357. doi: 10.1001/jamaophthalmol.2013.1743
[33] Gulshan V, Peng L, Coram M, Stumpe MC, Wu D et al. Development and validation of a deep learning algorithm for detection of diabetic retinopathy in retinal fundus photographs. JAMA 2016; 316 (22): 2402–2410. doi:
10.1001/jama.2016.17216
[34] Ghosh R, Ghosh K, Maitra S. Automatic detection and classification of diabetic retinopathy stages using CNN. In:
4th IEEE International Conference on Signal Processing and Integrated Networks (SPIN); Noida, India; 2017. pp.
550–554. doi: 10.1109/SPIN.2017.8050011
[35] Seoud L, Hurtut T, Chelbi J, Cheriet F, Langlois JMP. Red lesion detection using dynamic shape features
for diabetic retinopathy screening. IEEE Transactions on Medical Imaging 2016; 35 (4): 1116–1126. doi:
10.1109/TMI.2015.2509785

678

