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Abstract
A graph H decomposes a graph G if and only if the edges of G can be partitioned into disjoint
subsets each of which induces a graph isomorphic to H . Wilson (in: C.St.J.A. Nash-Williams,
J. Sheehan (Eds.), Proceedings of the Fifth British Combinatorial Conference, Aberdeen, 1975)
showed, among other things, that for any graph H , there is an integer n such that H decomposes
Kn, and H7aggkvist (in: J. Siemons (Ed.), Surveys in Combinatories 1989, Invited papers for
12th British Combinatorial Conference, LMS Lecture Notes 141, Cambridge University Press,
Cambridge, 1989, pp. 115–147) showed that for any bipartite H , there is an n such that H
decomposes Kn;n. In this paper, we extend this result to tripartite graphs, by showing that for
any tripartite graph H , there is an integer n such that H decomposes Kn;n;n.
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1. Introduction
We say that a graph H decomposes a graph G (or H |G) if and only if there is a
set D(H;G) of subgraphs of G, each isomorphic to H , such that each edge of G is
contained in exactly one of the graphs in D(H;G). More informally, we say that G can
be partitioned into edge-disjoint copies of H (but note that the more formal deBnition
allows for the possibility that H has isolated vertices).
It is clear that if H |H ′ and H ′|G, then H |G.
The celebrated theorem of Wilson [4] shows that for any graph H , there exists an
integer n such that H decomposes Kn; indeed the theorem shows much more than this,
giving conditions for H |Kn which, for large n, are necessary and suEcient.
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It is natural to ask about the corresponding problem for bipartite and, more generally,
-partite graphs. H7aggkvist [2] showed that any k-regular bipartite graph H on 2n
vertices (i.e. n vertices in each part) decomposes Kk2!n;k2!n. Note that in this case the
decomposition respects the partition, i.e. all the copies of H are “the same way round”
in the decomposition. Since for any bipartite graph, it is easy to Bnd a regular bipartite
graph which it decomposes, we conclude that any bipartite graph decomposes Kn;n for
some n.
Now consider -partite graphs for ¿ 2. We wish to consider the following question:
Question 1. Is it true that for any -partite graph H , there is an integer n such that
H decomposes the complete -partite graph Kn; : : : ; n︸ ︷︷ ︸

?
We suspect that the answer to this question is “yes”, but are able to prove this only
for = 3. Thus our main aim in what follows is to show that for any tripartite graph
H , there is an integer n such that H |Kn;n;n.
2. Main results
The proof is in several stages. At each stage, we show that any graph in some
class of graphs decomposes some graph in a more restricted class. We begin with a
deBnition.
Denition. If G is a -partite graph on vertex set V1; : : : ; V where each Vi is an
independent set, then we will say that a vertex v is r-consistent if v∈Vi say, and v
has r neighbours in each Vj, j = i (and of course no neighbours in Vi). We will say
that a part Vi, or the whole graph G, is r-consistent, if each vertex in Vi (respectively
G) is r-consistent.
Note that an r-consistent graph necessarily has the same number of vertices in each
part.
Notation. We will use the following notation. The symmetric group on n elements
is denoted by Sn. For a graph G = (V; E), and a subset of the vertices V ′ ⊆ V , the
subgraph induced by the vertices of V ′ is denoted by 〈V ′〉. The notation aKb will be
used for the graph consisting of the disjoint union of a copies of the complete graph Kb.
Lemma 1. For any -partite graph H , there exists a -partite graph G such that G
has the same number of edges between each pair of parts, and H decomposes G.
Proof. Let V (H) = H1 ∪ · · · ∪ H, where H1 : : : ; H are pairwise disjoint independent
sets. Form a new graph G as follows: For each permutation ∈ S, let H be a copy
of H with V (H) =H1 ∪ · · · ∪H , where Hi =Hi for each ; i. Form G as a disjoint
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Now, clearly, G is -partite and has the same number of edges between each of the
pairs of parts.
Lemma 2. For any -partite graph H which has the same number of edges between
each pair of parts, there exists, for some r, an r-consistent -partite graph G such
that H |G.
Proof. By adding extra isolated vertices to H if necessary, we can suppose that H has
n vertices in each part, and that n is as large as we like. Now let V (H)=H (1)∪· · ·∪H (),
with H (i) = {v(i)1 ; : : : ; v(i)n }.
By a theorem of H7aggkvist [2], we know that for large enough n, the graph nK de-
composes K(n) = Kn; : : : ; n︸ ︷︷ ︸

. Let V (K(n)) = X (1) ∪ · · · ∪ X (), where X (i)=








n, so there are n
copies, say C1; : : : ; Cn, of nK in K(n).
Now Ck consists of n copies Yk;1; : : : ; Yk;n of K. The copy Yk;j has, for each i, a
vertex in X (i), which we denote by Yk;j(i). Note that
{Yk;j(i)|j = 1; : : : ; n}= X (i):
Now create a new graph G with vertex set
V (G) = Z (1) ∪ · · · ∪ Z ();
where Z (i) = Z (i)1 ∪ · · · ∪ Z (i)n and Z (i)j = {z(i)j (1); : : : ; z(i)j (n)}. In other words, V (G) is
constructed from V (K(n)) by replacing x
(i)
j with the n vertices in Z
(i)
j .
Now we construct the edges of G. For each edge of K(n), a set of edges is added
to G, as follows: For an edge (x(i1)j1 ; x
(i2)
j2 ) of K(n), suppose that this edge is in Ck .
Then for each edge in H joining the two parts H (i1) and H (i2), say (v(i1)a ; v
(i2)
b ), include
an edge (z(i1)j1 (a+ k); z
(i2)
j2 (b+ k)) in G (where a+ k, etc. should be treated cyclically
on the set {1; : : : ; n}). Thus, for each k, each copy of K in Ck is replaced in G by a
copy of H , cyclically rotated through k places. This completes the construction of G.
Now since each vertex of K(n) is contained in one copy of K from each Ck , then
in G each vertex in Z (i) is a combination of one copy of each vertex of H (i), hence
G is r-consistent, where r is equal to the number of edges between two parts of H .
For the next lemma, we need another result of H7aggkvist [2].
Theorem 3 (H7aggkvist [2]). Every k-regular bipartite graph on 2n vertices decom-
poses Kk2!n;k2!n.
Lemma 4. Let H be an r-consistent tripartite graph. Then H decomposes a graph G
such that G is tripartite with V (G) = V1 ∪ V2 ∪ V3, and
(i) |V1|= |V2|= n say;
(ii) 〈V1 ∪ V2〉 is a complete bipartite graph;
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(iii) V3 is r-consistent;
(iv) every vertex in V1 ∪ V2 has the same number of neighbours in V3;
(v) r divides n.
Proof. Suppose that V (H) =H1 ∪H2 ∪H3, and let Hb = 〈H1 ∪H2〉, the graph induced
by H1 and H2. Then Hb is an r-regular bipartite graph.
So by H7aggkvist’s Theorem (Theorem 3) there is an integer n such that Hb|Kn;n.
Consider a decomposition of Kn;n into copies of Hb, say Hb(1); : : : ; Hb(t), and then
take t copies H3(1); : : : ; H3(t) of the vertex set H3 and for each i, join appropriate
vertices of H3(i) and Hb(i) to form a copy of H . Let the resulting graph be G. Then
it is clear that G satisBes (i)–(iii). Condition (iv) follows because H is r-consistent,
and necessarily each vertex in V1 ∪ V2 is the combination of the same number (n=r)
of vertices of H , so that each vertex of V1 ∪ V2 has n neighbours in V3. Finally it is
clear that H decomposes G.
Lemma 5. Let H be a tripartite graph on vertex set X ∪ Y ∪ Z satisfying
(i) |X |= |Y |= n;
(ii) Hb = 〈X ∪ Y 〉 is a complete bipartite graph Kn;n;
(iii) Z is r-consistent;
(iv) every vertex in X ∪ Y has the same number n of neighbours in Z ;
(v) r divides n.
Then for some integer N , H |KN;N;N .
Proof. Let X = {x1; : : : ; xn} and Y = {y1 : : : ; yn}. We form a new graph G as follows:
Take (n!)2 copies of H , denoted by H; for each ; ∈ Sn. Also take two sets A and
B, each of n(n!) vertices, where A =
⋃
∈Sn A




, where B = {b1; : : : ; bn} for each ∈ Sn.
Now for each ; ∈ Sn, and each i; j, identify vertex xi of H; with vertex a(i), and
vertex yj of H; with b( j). This creates a tripartite graph which is complete on A∪B,
and whose third vertex set consists of the copies of the set Z from all the graphs H;.
Essentially, for each pair ; , we have a copy of H arranged so that on the vertices
A ∪ B, there is a copy of Hb but with the vertices permuted by the permutation  in
A and by permutation  in B.
Now for each z ∈Z , and for each pair ; ∈ Sn, there is a copy z; of z in G. The
aim is to identify some of these copies of z so that each resulting vertex is joined
(once) to each vertex of A ∪ B. If we do this for each z ∈Z , we obtain a complete
tripartite graph, which H decomposes.
So consider a vertex z ∈Z . In H , this vertex has r neighbours in X and r neighbours
in Y (since Z is r-consistent). Let the sets of indices of these neighbours be T (z) and
U (z), respectively, so that the set of neighbours of z in X is {xi|i∈T (z)} and the set
of neighbours of z in Y is {yi|i∈U (z)}. Then |T (z)|= |U (z)|= r. From above, vertex
z; has neighbours {a(i)|i∈T (z)} ⊆ A and {b(i)|i∈U (z)} ⊆ B.
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Now for any z ∈Z , and permutations ; ∈ Sn, let
A(; z) = {a(i)|i∈T (z)}
and
B(; z) = {b(i)|i∈U (z)}:
Now the sets A(; z), ∈ Sn, form a complete r-uniform hypergraph on A, with
each edge having multiplicity r!(n− r)!. Hence by Baranyai’s theorem [1], these sets
can be partitioned into k = r(n − 1)! parallel classes each consisting of n=r pairwise
disjoint sets.
Thus, there exist sets Q1; : : : ; Qk partitioning Sn, with each Qi consisting of n=r
permutations {(i)1 ; : : : ; (i)n=r} such that A((i)1 ; z); : : : ; A((i)n=r ; z) partition the set A. Note
that Q1; : : : ; Qk do not depend on . Similarly, there exist sets R1; : : : ; Rk partitioning
Sn, with each Ri consisting of n=r permutations {(i)1 ; : : : ; (i)n=r} such that B((i)1 ; z); : : : ;
B((i)n=r ; z) partition the set B
, and R1; : : : ; Rk do not depend on .
Now let zi; j be the vertex obtained by identifying the n2=r2 elements of Ri;j =





. Finally, for each t = 1; : : : ; k, let zt be the vertex obtained by identifying
zi; (i+t) for i = 1; : : : ; k, where i + t is interpreted cyclically on 1; : : : ; k. Then each zt is
joined once to every vertex of A ∪ B.
Carrying out this process for each z ∈Z results in a complete tripartite graph G,
and it is clear that this graph can be decomposed into edge disjoint copies of H , as
required.
Note that |Z | = n2=r, hence there are in all (n2=r)(n!)2 vertices z;. Each vertex zt
is obtained by identifying n2k=r2 = n(n!)=r of these, giving in all n(n!) vertices. Thus
G = KN;N;N , where N = n(n!).
We can now give the main theorem.
Theorem 6. Let H be a tripartite graph. Then there is a positive integer n such that
H decomposes Kn;n;n.
Proof. This follows from the transitivity of the decomposition relation, and Lemmas
1, 2, 4 and 5.
Remark 7. Note that in the case of tripartite graphs it is not in general possible to
respect the vertex partition in this decomposition, because the graph H may not have
the same number of edges between each pair of parts, while Kn;n;n does. However,
if H does have this property, then the decomposition can be done in a way which
respects the vertex partition. This is clear from the above proof, because the partition
is respected except in the proof of Lemma 1. However if H has the same number of
edges between each pair of parts, this lemma is not needed.
We now show that for general , any graph H decomposes a -partite graph which
is nearly complete. We do this using part of Wilson’s original method.
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DeBne the graph K− (n) as follows: K
−
 (n) has vertex set V
(1) ∪ · · · ∪ V (), where
V (i) = {v(i)j : j = 0; : : : ; n− 1}, and (v(i)j ; v(k)‘ ) is an edge if and only if i = k and j = ‘.
Thus K− (n) is like a complete -partite graph with a matching removed between each
pair of parts.
First, we need to introduce some notation and quote a theorem of Wilson. Let q
be a prime power, e an integer dividing q − 1 and r¿ 2 an integer. Let He be the
subgroup consisting of eth powers in the multiplicative group of non-zero elements of
GF(q). Let Pr be the set of ordered pairs {(i; j)|16 i¡ j6 r}. DeBne a choice to
be any map C :Pr → He assigning to each pair (i; j)∈Pr a coset C(i; j) of He. An
r-tuple (a1; : : : ; ar) of elements of GF(q) is consistent with the choice C if and only
if aj − ai ∈C(i; j) for all 16 i¡ j6 r.
Theorem 8 (Wilson [3]). If q ≡ 1(mod e) is a prime power and q¿ er(r−1), then for
any choice C :Pr → He, there exists an r-tuple (a1; : : : ; ar) of elements of GF(q)
consistent with C.
Now by Lemma 1 we know that any -partite graph H decomposes a -partite graph
with the same number of edges between each pair of parts and the same number of
vertices in each part. So we assume that H has these properties.
Lemma 9. Let H be a -partite graph with the same number e of edges between
each pair of parts. Then there is an integer q such that H decomposes K− (q).
Proof. Let r=|V (H)|, and choose a prime power q such that q ≡ 1(mod e), q¿ er(r−1)
(this is possible by Dirichlet’s theorem on the existence of primes in an arithmetic
progression). As above, let He be the subgroup consisting of eth powers in the mul-
tiplicative group of non-zero elements of GF(q), and Pr be the set of ordered pairs
{(i; j)|16 i¡ j6 r}. Number the vertices of H as 1; : : : ; r such that each part of H
receives consecutive numbers. Now deBne a choice C :Pr → He so that for each pair
of parts in H , the e edges joining the two parts are assigned by C each of the e diRer-
ent cosets of He in GF(q)\{0}, in some order. Then by Wilson’s theorem, there is an
assignment of labels (a1; : : : ; ar) from GF(q) to the vertices of H which is consistent
with C. Now, we can identify H with a subgraph of K− (q) in the obvious way. Note
that no two adjacent vertices of H receive the same label ai, since their diRerence is
in GF(q) \ {0}, hence the “missing” edges are not required. Furthermore, if we apply
each of the permutations x → cx+d, c∈He, d∈GF(q) to the vertex labels, we obtain
a new copy of H . Together these q(q− 1)=e copies of H form an edge-decomposition
of K− (q).
Remark 10. Note that Lemma 9 provides an alternative proof of Lemma 2, because
K− (q) is (q− 1)-consistent.
Corollary 11. Let H be a -partite graph. Then there is an integer q such that H
decomposes K− (q).
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Remark 12. Given Corollary 11, in order to show that any -partite H decomposes
some K(n), it suEces to show that this is true when H = K
−
 (q).
Remark 13. We have shown that, for any tripartite H , there is a complete tripartite
graph Kn;n;n which H decomposes. However it is clear that in most cases the value of
n is very large indeed, and probably far larger than is necessary. It seems likely that
substantially diRerent techniques would be need to prove a more realistic result.
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