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We develop an approach for feature elimination in statistical
learning with kernel machines, based on recursive elimination of fea-
tures. We present theoretical properties of this method and show that
it is uniformly consistent in finding the correct feature space under
certain generalized assumptions. We present four case studies to show
that the assumptions are met in most practical situations and present
simulation results to demonstrate performance of the proposed ap-
proach.
1. Introduction. With recent advancement in data collection and stor-
age, we have large amounts of information at our disposal, especially with
respect to the number of explanatory variables or ‘features’. When these
features contain redundant or noisy information, estimating the functional
connection between the response and these features can become quite chal-
lenging, and that often hampers the quality of learning. One way to overcome
this is by finding a smaller set of features or explanatory variables that can
perform the learning task sufficiently well.
In this paper, we discuss feature elimination in statistical learning with
kernel machines. Kernel machines (KM) are a class of learning methods for
pattern analysis and regression, under transformations of the input feature
space, of which the linear support vector machine (SVM) is the simplest case.
In general, the term ‘kernel machine’ is reserved for the more general version
of the SVM problem with non-linear transformation of the feature space. The
popularity of these algorithms is motivated by the fact that these are easy-
to-compute techniques that enable estimation under weak or no assumptions
on the distribution [see Steinwart and Chirstmann, 2008]. Kernel machines,
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2 DASGUPTA, GOLDBERG AND KOSOROK
which we review in Section 2, are a collection of optimization algorithms that
attempt to minimize a regularized version of the empirical risk over some
reproducing kernel Hilbert space (RKHS) of functions (referred to asH) for a
given loss function L. The standard KM decision function typically utilizes
all the input features. However, the prediction quality of these methods
often suffers under high noise-to-signal ratio, even if the input space is only
moderately high dimensional. In Section 8.2, we present an example (see
Table 8.3) for a non-linear classification with only ten features, of which
only two are relevant. We see that applying a meaningful feature selection
method there can cut classification error from 18% to about 6%. It is thus
a very important task to be able to select the correct feasible set of input
features on which the learning can be applied.
Multiple methods have been proposed for the linear version of the prob-
lem, that is, when the assumed functional form of the decision rule is linear.
For example, many embedded methods1 with different modifications have
been proposed, like redefining the SVM training to include sparsity in [We-
ston et al., 2003], using the l1 penalty as in Bradley and Mangasarian [1998];
Zhu et al. [2003], the SCAD penalty in [Zhang, Ahn and Lin, 2006], the lq
penalty [Liu et al., 2007] or the elastic net [Wang, Zhu and Zou, 2006]. Al-
though these methods have strong theoretical guarantees, they are relevant
only in linear SVM, and become ineffectual in the framework of RKHSs
with non-linear kernels (like the Gaussian RBF kernel). The widely appli-
cable linear SVM, the most popular and well-known of the general class of
KM problems, has been the focus of most of the prevalent feature selection
techniques. Non-linear versions of the algorithm (the kernel machine setup)
have however become increasingly important these days, and many statisti-
cal learning problems explicitly depend on functional relationships that are
strictly non-linear in nature - for example, in protein classification [see Leslie
et al., 2004], and in image classification [see Chapelle, Haffner and Vapnik,
1999], etc. Hence feature selection for kernel machines is the key focus for
us in this paper.
A few techniques do exist that can be effectively catered to the kernel ma-
chines framework or the non-linear SVMs. For example, Guyon et al. [2002]
developed a wrapper2-based backward elimination procedure by recursively
computing the learning function, known widely as recursive feature elimina-
tion (RFE). Although RFE was developed as an off-the-shelf technique for
linear SVMs, the authors included an analogous formulation for the non-
1methods that construct the learning algorithm in a way to include feature elimination
as an in-built phenomenon.
2methods that use the learning method itself to score feature subsets.
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linear transformed space as well. The RFE algorithm performs a recursive
ranking of a given set of features. At each recursive step of the algorithm,
it calculates the change in the RKHS norm of the estimated function after
deletion of each of the features remaining in the model, and removes the
one with the lowest change in such norm, thus performing an implicit rank-
ing of features. A number of approaches have been developed inspired by
RFE [see Rakotomamonjy, 2003; Tang, Zhang and Huang, 2007; Mundra
and Rajapakse, 2010]. The idea of feature selection in a backward recur-
sive method that is essentially the founding principle behind RFE, has been
studied extensively in the Bioinformatics and Computer Science literature
[see for example Zhang et al., 2006; Aksu et al., 2010; Aksu, 2014]. RFE
has been used for feature selection in many recent applications [see for ex-
ample Hu et al., 2010; Hidalgo-Mun˜oz et al., 2013; Louw and Steel, 2006].
Other selection methods also exist as can be seen in Weston et al. [2001];
Chapelle et al. [2002]. Recently, a new multistage embedded optimization
method has been proposed [see Allen, 2013]. However, the key drawback of
these methods is that their theoretical properties have never been studied
rigorously.
A key reason behind this lack of theory is the absence of a well-established
framework for building, justifying, and collating the theoretical foundation
of such a feature elimination method. This paper aims at building such a
framework and modifying RFE to create a recursive technique that can be
validated as a theoretically sound procedure for feature elimination in kernel
machines. Our main contributions include:
(1) We develop a theoretical framework that can validate feature elim-
ination in KMs. For example, the KM algorithm attempts to minimize the
empirical regularized risk within an RKHS defined on the initial input space
X . Hence, one important task is to redefine H(·) on any lower dimensional
domain so that it retains its RKHS properties. The basis for the theory on
RFE depends heavily on correctly specifying these pseudo-subspaces.
(2) We modify the criterion for deletion and ranking of features
from Guyon et al.’s RFE. The ranking of the features here is based on the
lowest difference observed in the regularized empirical risk after removing
each feature from the existing model. This is done to enable theoretical con-
sistency.
(3) We establish asymptotic consistency of the modified RFE algo-
rithm in finding the ‘correct’ feature space. We give necessary conditions
for achieving consistency, and show using counterexamples that these condi-
tions are indeed necessary. We believe these are some of the first theoretical
results on feature selection in kernel machines.
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(4) We discuss the applicability of our methods in four different learning
problems, including protein and image classification.
(5) We extend the scope of our algorithm for situations when the dimen-
sionality of the input space is allowed to grow with the sample
size, and establish a range of rates of such growth that can be allowed to
still guarantee consistency.
The paper is organized as follows: In Section 2, we present a short sum-
mary of the problem, the proposed feature elimination algorithm for kernel
machines, and the main theoretical result of the article. In Section 3, we
discuss consistency of the algorithm in the simpler yet practical settings of
nested or dense models. Four case studies are discussed in depth in Sec-
tion 4. In Section 5, we relax earlier assumptions to allow us to establish
consistency in more complex functional spaces. In Section 6, we prove our
main results under the most general setting. In Section 7 we discuss the
scope of the algorithm when the size of the covariate space d grows with
sample size n. In Section 8, we provide simulation results to demonstrate
how risk-RFE works and how it can be used in intelligent selection of fea-
tures, and compare it with different penalized methods for feature selection.
A discussion is provided in Section 9, and additional materials along with
the detailed proofs are given in the Appendix. Some additional resources
and the necessary software codes are given in the Additional Materials and
Matlab Codes.
2. The Risk-Recursive Feature Elimination Algorithm (risk-
RFE). In this section, we summarize the main findings of the paper. We
first describe the relevant problem briefly, along with its mathematical for-
mulation, and then follow it up by our proposed risk-RFE algorithm and
the main consistency result for it.
2.1. The problem description. Kernel machines are a set of supervised
learning methods that has become a very useful tool in statistical learning
problems in both classification and regression, especially when transforma-
tion of the input space becomes necessary to derive an optimal rule. Given
training data D = {(X1, Y1), . . . , (Xn, Yn)} ∈ (X × Y)n, the goal is to esti-
mate a rule that can be used to predict Yi for a given input feature vector
Xi. In kernel machines, this is done by minimizing a regularized version of
the empirical risk (for a given loss function L) of functional rules obtained
from special functional spaces, called the reproducing kernel Hilbert space
(RKHS). An RKHS H is typically represented by a bilinear function k(·, ·),
and for a given transformation φ of the feature space, the appropriate RKHS
H is the one with kernel k satisfying k(x1, x2) = 〈φ(x1), φ(x2)〉H . This prop-
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erty, called the kernel trick, circumvents the need for explicit knowledge of
the feature map φ, and the non-linear decision function can be represented
in terms of the function k(·, ·).
The linear SVM for binary classification with the hinge loss
LHL(X,Y, f(X)) = max(1 − Y f(X), 0) is the most popular version of the
kernel machine algorithm, but for the untransformed feature space. It has
been extensively studied, under various variable selection methods (espe-
cially the Lp penalized embedded forms of the algorithm as they are easily
interpretable in the linear case). However, feature selection in general kernel
machines is still a relatively new area of research, and our goal here is to
lay the foundation of a feature selection method that is technically able to
consistently estimate the correct feature space in these scenarios.
2.2. Mathematical formulation. The notations and the type of ora-
cle bounds used in this paper will closely follow Steinwart and Chirst-
mann [2008] [hereafter abbreviated SC08]. Consider the measurable space
(X ,A, PX ) such that X ⊆ B ⊂ Rd is a valid metric space, where B is an
open Euclidean ball centered at 0. Let Y be a closed subset of R and P be
a measure on X × Y, such that PX is a restriction of P on X . We start by
defining the kernel machine algorithm in its most general forms.
Kernel machine (KM) : Let L : X×Y×R 7→ [0,∞] be a convex, locally
Lipschitz continuous and measurable loss function and H be a separable
RKHS of a measurable kernel k on X , and fix a λ > 0. The general KM
solution is the function fP,λ,H ∈ H that satisfies
fP,λ,H = arg min
f∈H
λ ‖f‖2H +RL,P (f).
For the observed data D, the empirical KM decision function is then given
as
fD,λ,H = arg min
f∈H
λ ‖f‖2H +RL,D(f).(1)
Remark 1. The loss function L is convex if L(x, y, ·) is convex for every
x ∈ X and y ∈ Y. It is also locally Lipschitz continuous if for every a > 0,
supx∈X ,y∈Y |L(x, y, s)− L(x, y, s´)| < cL(a) |s− s´| , s, s´ ∈ [−a, a] for a given
local constant cL(·). Note that the results developed here are equally valid
for regression under certain general assumptions on Y.
Remark 2. The L-risk of the measurable function f is given as
RL,P (f) = EP [L(X,Y, f(X)]. The Bayes risk R∗L,P is defined as
inff RL,P (f), where the infimum is taken over the set of all measurable
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functions, L0(X ) = {f : X 7→ R, f is measurable}. A function f∗P
that achieves this infimum is called a Bayes decision function. Now let
fP,F = arg minf∈F EP [L(X,Y, f(X)] = arg minf∈F RL,P (f) be the min-
imizer of infinite-sample risk within F . We denote this minimal risk as
R∗L,P,F = RL,P (fP,F ).
Remark 3. The kernel k of the RKHS H is unique, a real-valued sym-
metric function k : X ×X 7→ R. The kernel k has the reproducing property
that f(x) = 〈f, k(·, x)〉H for all f ∈ H, and all x ∈ X , where 〈·, ·〉H is the
inner product induced by H. Moreover, we also have k(·, x) ∈ H, for all
x ∈ X .
2.3. The feature elimination algorithm. Limitations of Guyon et al.’s
RFE as a margin-maximizing feature elimination were studied explicitly in
Aksu et al. [2010]. Hence as opposed to Guyon et al., who used the Hilbert
space norm λ‖f‖2H to eliminate features recursively, we use the entire ob-
jective function (the regularized empirical risk) for deletion. For a given loss
function L and probability measure Q, define the regularized empirical risk
as
Rreg,λL,Q,F (f) = λ ‖f‖2F +RL,Q (f) .
Also define the restricted space FJ as follows:
Definition 1. Let J be a set of indices J ⊆ {1, 2, .., d}. Then for a
given functional space F , define FJ = {g : g = f ◦ piJc ,∀f ∈ F}, where
piJ
c
is the projection map that takes element x ∈ Rd and maps it to xJ ∈ Rd,
by substituting elements in x indexed in the set J , by zero.
Remark 4. Note that we can subsequently define the space X J =
{piJc(x) : x ∈ X}. Thus the above formulation allows us to create lower
dimensional versions of a given functional space F .
We are now ready for our feature selection method. The risk-RFE algo-
rithm, defined for the parameters {λn, δn} is given as:
Algorithm 1 (risk-RFE). Start off with J ≡ [·] empty and let
Z ≡ [1, 2, ..., d].
STEP 1: In the kth iteration, choose feature ik ∈ Z \ J which minimize
Rreg,λn
L,D,HJ∪{i}
(
fD,λn,HJ∪{i}
)
−Rreg,λn
L,D,HJ
(
fD,λn,HJ
)
,(2)
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STEP 2: Update J = J ∪ {ik}. Go to STEP 1.
Continue this until the difference min
i∈Z\J
Rreg,λn
L,D,HJ∪{i}
(
fD,λn,HJ∪{i}
)
−
Rreg,λn
L,D,HJ
(
fD,λn,HJ
)
becomes larger than a pre-determined quantity δn, and
output J as the set of indices for the features to be removed from the model.
The optimal choice of the parameters λn and δn are discussed in Section
2.6.
2.4. Number of features removed in each iteration of RFE. In Algorithm
1 above, we have discussed removing only one feature at each iteration.
Similarly, one can also consider removing multiple features (say k) in a
single iteration. In that case those k indices are removed that produce the k
smallest values of the objective function (2) (given above) in that iteration.
This number can also be defined adaptively, such that different numbers of
features are removed in different iterations of the algorithm. For simplicity,
we have set it to 1 for our theory, but in numerical simulations we have often
defined it adaptively to speed up computations.
2.5. Heuristics on why RFE is consistent. Consider risk minimization in
general, and let our goal be to find a solution f ∈ F that minimizes a given
empirical criterion (like ‘regularized empirical’ risk in kernel machines). If it
so happens that the minimizer of the infinite-sample risk resides in a space
spanned by a lower dimensional subspace of X (say X ∗), then it may actually
suffice to find this empirical minimizer over the restriction of F on X ∗. To
avoid overfitting, this indeed becomes necessary. The need for defining the
lower dimensional adaptations of a given functional class in Definition 1 in
section 2.3 arises from this observation itself. Hence the motivation for our
algorithm stems from the following heuristic: if any feature is superfluous for
the given problem, then given all other features in the model, its contribution
to the functional relationship between the output variable and the feature
space should only be due to random fluctuations and therefore small. Hence
the incremental risk associated with a solution in the subspace defined by
ignoring this surplus feature, when compared to the solution in the original
feature space, should be minimal.
2.6. Consistency results for RFE. The main result of this paper states
that algorithm 1 presented in section 2.3 is consistent in finding the correct
feature space in spaces admitting the nestedness or denseness property. We
thus assume Condition 1 below (see Section 3 for a detailed discussion of
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Condition 1 and definitions of nestedness and denseness). We further assume
d, the dimension of X , and d0, the number of relevant features, to be fixed
constants. Also let J∗ be the maximal set satisfying the condition R∗L,P,F =
R∗
L,P,FJ∗ .
Condition 1.
The functional space admits the nestedness or denseness property.
Theorem 1. Let L be a convex locally Lipschitz continuous loss function
satisfying L(x, y, 0) ≤ 1 for all (x, y) ∈ X ×Y. Let H be the separable RKHS
of a measurable kernel k on X with ‖k‖∞ ≤ 1. Assume, for fixed n ≥ 1,
there exist constants a ≥ 1 and p ∈ (0, 1) such that the entropy condition (3)
given below holds. Let {λn} ∈ [0, 1] be such that λn → 0 and lim
n→∞λnn =∞.
Also assume that there exists c > 0 and β ∈ (0, 1] such that AJ∗2 (λ) ≤ cλβ
for all λ ≥ 0.
Then for δn = 0 −O(n−
β
2β+1 ), the following statements hold:
1. The Recursive Feature Elimination Algorithm for kernel machines, de-
fined for {δn, λn} given above, will find the correct lower dimensional
subspace of the input space (X J∗) with probability tending to 1.
2. The function chosen by the algorithm achieves the minimal risk within
the original RKHS H asymptotically.
We need to define the entropy condition on the complexity of the RKHS
H. Before that, note that for a given metric space (T, d) and for any integer
n ≥ 1, the n−th entropy number of (T, d) is defined as
en(T, d) := inf
 > 0 : ∃s1, . . . , s2n−1 ∈ T such that T ⊂
2n−1⋃
i=1
Bd(si, )
 ,
where Bd(s, ) is the ball of radius  centered at s, with respect to the metric
d. If S : E 7→ F is a bounded linear operator between normed spaces E and
F , we write en(S) = en(SBE , ‖ · ‖F ), where BE is the unit ball in E.
Then the entropy condition (3) is given as
EDX∼PnX ei (id : H 7→ L∞(DX )) ≤ ai
− 1
2p , i ≥ 1,(3)
where EDX∼PnX is defined as the expectation with respect to the product
measure PnX for data DX ≡ {X1, . . . ,Xn} being i.i.d. copies of X ∼ PX , and
a and p are fixed constants.
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Remark 5. The proof of this theorem in a more general setting is given
in Section 6.2.
Remark 6. Conditions L(x, y, 0) ≤ 1, and ‖k‖∞ ≤ 1 for the kernel ‘k’
in Theorem 1 are assumed for simplicity and equivalent conditions such as
L(x, y, 0) ≤ M and ‖k‖∞ ≤ ksup for constants M, ksup > 1 will suffice to
guarantee the desired result.
Remark 7. Note that the approximation error AH2 (λ) or the bias is
defined as the difference between the regularized risk of fP,λ,H and the min-
imum risk achieved within H, and is given by AH2 (λ) = Rreg,λL,P,H (fP,λ,H) −
R∗L,P,H . Consistency follows even in absence of the exponential bound on the
approximation error. However allowing such a bound allows us to derive ex-
plicit rates for our algorithm. Also note that we actually need AJ2 (λ) ≤ cλβ
for any J ⊆ J∗ in general, but when nestedness or denseness holds, it actually
suffices to have the condition hold for J = J∗.
The proof is postponed to Section 6.
3. RFE in nested or dense models. Here we discuss the scope of our
feature elimination algorithm when the functional space admits certain nice
properties like nestedness or denseness. We begin by defining these prop-
erties and presenting important examples of such spaces. We then discuss
our inherent assumption of ‘existence of a null model’ under these setups,
and show how this inherently translates into the idea of feature elimination
through risk-RFE.
3.1. Nested spaces in risk minimization. In risk minimization, we say F
admits the nested property, if for a pair of index sets J1, J2 ∈ {1, 2, . . . , d}
with J1 ⊆ J2, we have FJ2 ⊆ FJ1 . This translates to admitting nested
inequalities of the form R∗
L,P,FJ1 ≤ R∗L,P,FJ2 . One simple example is the
linear space, F = {f(x1, . . . , xd) = ∑i aixi : |ai| ≤M, M <∞}.
In general, RKHSs need not be nested within each other. The question
is when can naturally occurring RKHSs be nested? We will see below that
dot-product kernels actually do have this property.
Lemma 2. Dot product kernels produce nested RKHSs.
The proof is given in the Additional Materials and Matlab Codes. Dot
product kernels (e.g., linear kernels) appear quite regularly in the formula-
tion of KM problems. Other kernels might display the nested property. We
will discuss the usefulness of this in section 3.3.
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3.2. Dense spaces in risk minimization. We say that F admits the dense-
ness property, if it is dense in a functional class that admits the nested
property (for example, the space of bounded measurable functions L∞(X )
or the space of continuous and bounded functions C(X )). Note that all uni-
versal kernels produce RKHSs that are dense in C(X ), and also in L∞(X ) if
the loss function is convex and locally Lipschitz continuous. All non-trivial
radial kernels (e.g., Gaussian RBF kernel) share this property as well [see
Micchelli et al., 2006], and hence this is quite a typical framework for KM
problems.
3.3. Existence of a null model. Existence of a null model essentially
means that there exists an index set J∗ such that,
R∗L,P,F = R∗L,P,FJ∗ .(4)
Remark 8. Note that the above does not claim the uniqueness of J∗.
Rather we say that for any set of covariates with the above property (4),
there always exists a maximal set in terms of it. Also note that J∗ can be
empty. Here empty means that f∗ does not reside in any proper restricted
subspace of F and thus we would need the entire space F for the optimiza-
tion.
In spaces which admit the nestedness property, existence of a null model
is equivalent to saying that there exists a minimizer of infinite-sample risk
in F , which also lives in FJ∗ . This then trivially implies R∗
L,P,FJ = R∗L,P,FJ∗
whenever J ⊆ J∗. If F is now dense in a functional space G admitting the
nested property (for eg. L∞(X )), then by Lemma S1 of Additional Materi-
als and Matlab Codes, FJ is dense in GJ for any J ∈ {1, 2, . . . , d}. Hence
‘denseness’ does not necessarily imply ‘nestedness’, but we do have the ‘al-
most nested’ property in the sense that any function g ∈ FJ2 can be well
approximated by a sequence of functions {fn} ∈ FJ1 for J1 ⊆ J2. This ac-
tually implies (4) (given above) for any J ⊆ J∗. Then in the finite d setting,
there exists an 0 > 0, such that R∗L,P,FJ◦ ≥ R∗L,P,FJ∗ + 0 holds whenever
J◦ * J∗.
Remark 9. The ‘nested structure’ is essentially different from the nested
model setup in Tsybakov [2004]. Tsybakov [2004] started with a pre-decided
nested sequence of classifier sets (or models) and obtained a solution from
each of these classifier sets. But here we have a graph of nested models that
can include many subtrees in the sense that in every intermediate step, we
are presented with multiple models within the parent model. We select the
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best classifier from each of these models and opt for the one among them
obtaining the best performance.
4. Case studies. In this section we show the validity of our results in
many practical cases of risk minimization by discussing the results in some
known settings.
4.1. Case Study 1: Linear Regression as a SVM problem with zero regu-
larization. In a linear regression model, the functional relationship is ex-
pressed as y = 〈α, x〉 + b0, where 〈α, x〉 denotes the Euclidean inner prod-
uct of vectors α and x, and b0 is the bias. The prediction quality of this
model can be measured by the squared-error loss function LLS given as
LLS(x, y, f(x)) = (f(x)− y)2. Our goal is to find linear weights α̂ and b̂0 for
the observed data D that minimize the empirical risk. We assume that the
input space X ⊆ B ⊂ Rd. We further assume that Y ⊂ R is a closed set. The
functional space Flin is given by Flin = {fα,b0 : fα,b0(x) = 〈α, x〉+b0, (α, b0) ∈
Rd+1, ‖(α, b0)‖∞ ≤ M, for some M < ∞}. We can now observe that the
regularity conditions required for consistency of the recursive algorithm hold
for this problem. The least squares loss function LLS is convex and is lo-
cally Lipschitz continuous when Y is compact. The linear space Flin is also
an RKHS with Euclidean inner product as its kernel function, and it can
be shown that it satisfies all the necessary regularity conditions. We can
assume an exponential bound on the average entropy number, and in fact
much stronger bounds can be obtained for the -entropies of the linear func-
tional class [see for example Zhang and Bartlett, 2002; Williamson, 2000].
The risk-RFE procedure presented in this paper translates in the linear re-
gression case to a non-parametric backward selection method based on the
value of the ‘average sum of squares of error’ or R2. Note that under restric-
tive distributional assumptions on the output vector Y in a non-parametric
setup, the idea of using penalized versions of logR2 like AIC, AICc or BIC
are well accepted methodologies for model selection.
It must be noted that in linear regression risk-RFE can only be used
when d ≤ n as identifiability becomes an issue otherwise. Fan and Lv [2008]
discussed the setup of d > n in detail, and we discuss this premise briefly in
section 9, and omit any further mention here.
4.2. Case Study 2: Support vector machines with a Gaussian RBF kernel.
Here we provide a brief review of the application of risk-RFE in the classic
SVM premise for classification using a Gaussian RBF kernel. Assume that
Y = {1,−1}. We want to find a function f : X 7→ {1,−1} such that for
almost every x ∈ X , P (f(x) = Y ∣∣X = x) ≥ 1/2. In this case, the desired
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function is the Bayes decision function f∗L,P with respect to the loss func-
tion LBC(x, y, f(x)) = 1{y · sign(f(x)) 6= 1}. In practice, since LBC is non
convex, it is usually replaced by the hinge loss function LHL(x, y, f(x)) =
max{0, 1−yf(x)}. For SVMs with a Gaussian RBF kernel, we minimize the
regularized empirical criterion λ‖f‖2 + 1n
∑n
i=1 max{0, 1 − yif(xi)} for the
observed sample D = {(x1, y1), . . . , (xn, yn)} within the RKHS Hγ(X ) with
the kernel kγ defined as kγ(x, y) = e
−γ2‖x−y‖22 , where σ := 1/γ is called the
width of the kernel kγ .
Lemma 3. For classification using support vector machines with a Gaus-
sian RBF kernel, the RFE defined for δ = 0 − O(n−
β
2β+1 ) where β = αα+1 ,
where 0 < α <∞ is the geometric noise exponent of P on X × {−1, 1}. 3
Lemma 3 gives us a precise characterization of δn in this setting in terms
of the geometric noise exponent of P on X × {1,−1}. The proof is given in
the Appendix .
4.3. Case Study 3: Protein classification with Mismatch String kernels.
A very fundamental problem in computational biology is the classification of
proteins into functional and structural classes based on homology of protein
sequence data. A new class of kernels called the mismatch string kernels, are
increasingly being used with kernel machines in a discriminative approach to
the protein classification problem. These kernels measure sequence similarity
based on shared occurrences of k length subsequences, counted with up to
m mismatches. This is again a typical classification problem, where Y =
{1,−1} and the hinge loss function LHL(x, y, f(x)) = max{0, 1 − yf(x)}
is again used as the surrogate loss. The (k,m) mismatch kernel [see Leslie
et al., 2004, for details] is based on a feature map from the space of all finite
sequences from an alphabet A (with C(A) = l) to Z≥0lk , where lk denotes the
dimensions spanned by the set of k-length subsequences (‘k-mers’) from A.
For a fixed k-mer α = a1a2 . . . ak, with each ai a character in A, the (k,m)-
neighborhood generated by α is the set of all k-length sequences β from A
that differ from α by at most m mismatches. We call this set N(k,m)(α).
The feature map Φ(k,m) for a k-mer α is defined as Φ(k,m)(α) =
(φβ(α))β∈Ak , where φβ(·) is a indicator function such that, φβ(α) = 1 if
β ∈ N(k,m)(α), and 0 otherwise. Then for a sequence x of any length, the
3For a discussion on the geometric noise exponent we refer our readers to Steinwart
and Scovel [2007].
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feature map Φk,m is defined as follows:
Φ(k,m)(x) =
∑
k−mers α in x
Φ(k,m)(α),
that is, we extend the feature map additively by summing the feature vectors
for all the k-mers in x. The (k,m)-mismatch kernel K(k,m)(x, y) is then the
Euclidean inner product in the space of feature vectors:
K(k,m)(x, y) =
〈
Φ(k,m)(x),Φ(k,m)(y)
〉
.
For m = 0, we retrieve the k-spectral kernel. The kernel can be further
normalized as
Knorm(k,m)(x, y) =
K(k,m)(x, y)√
K(k,m)(x, x)
√
K(k,m)(x, y)
.
Feature selection in the context of protein classification is conducted on
the k-mers obtained from a protein sequence instead of the original one
[see Leslie et al., 2004; Iqbal et al.]. It can be observed that the RKHS H
produced by the string kernel is finite dimensional and hence satisfies the
regularity conditions on the RKHS trivially, and hence, the coordinates of
the transformed space (the k-mers) can be used directly for feature selection.
The problem reduces down to feature selection in linear SVMs (produced
by the Euclidean inner product), and the applicability of recursive feature
selection becomes clear in the context of the discussions we had in case
studies 4.1 and 4.2.
4.4. Case Study 4: Image classification with χ2 kernel. Indexing or re-
trieving images is one of the main challenges in pattern recognition problems.
Using color histograms as an image representation technique is useful be-
cause of the reasonable performance that can be obtained in spite of their
extreme simplicity [see Swain and Ballard, 1992]. Image classification using
their histogram representation has become a popular option in many such
settings, and the kernel machine approach is considered a good classification
technique here [see Chapelle, Haffner and Vapnik, 1999].
Selecting the kernel is important in these problems, and generalized
RBF kernels of the form Kd−RBFρ (x, y) = e−ρd(x,y) have been proven to
be useful for classification in this context. In case of images as input, the
histograms produced generate discrete densities and suitable comparison
functions like the χ2 function are preferred over the L2 norm that gen-
erates the Gaussian RBF kernel, and has been used extensively for his-
togram comparisons [Schiele and Crowley, 1996]. The χ2 distance is given
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as dχ2(x, y) =
∑
i
(xi−yi)2
xi+yi
, and hence the χ2 kernel has the form,
Kχ
2−RBF
ρ (x, y) = e
−ρ∑i (xi−yi)2xi+yi .
If the regularity conditions given before Theorem 1 in section 2.6 are sat-
isfied in this setup, that will establish consistency for risk-RFE here. Note
that we have already established the conditions for hinge loss LHL in the
case study 4.2. Kernel Kχ
2−RBF
ρ is continuous, and the input space is sepa-
rable, hence separability of Hχ
2−RBF
ρ follows from Lemma 4.33 of SC08. It
also follows that ‖Kχ2−RBFρ ‖∞ ≤ 1. Since the input space X can be included
in a Euclidean ball and the kernel Kχ
2−RBF
ρ is infinitely many times differ-
entiable, Theorem 6.26 of SC08 gives us explicit polynomial bounds on the
ith entropy number of RKHS generated by Kχ
2−RBF
ρ , and hence consistency
follows.
5. Assumptions for RFE in general function spaces. We now
move beyond the premise that the functional space F admits the nestedness
or denseness property. In this section, we will study closely the scope for
risk-RFE under this generalized setup.
5.1. Assumptions. Consider the setting of risk minimization (regularized
or non regularized) with respect to a given functional space F . We first note
the following assumptions:
(A1). Let J be a subset of {1, . . . , d}. Let fP,FJ be the function that mini-
mizes risk within FJ with respect to the measure P on X ×Y. Define
F∅ = F . We assume that there exists a J∗, such that, |J∗| = d − d0
(where d0 is the number of signals in the model) with d ≥ d0 > 0.
Then for any pair (d1, d2) satisfying d1 ≤ d2 ≤ d − d0, ∃ Jd1 and
Jd2 with Jd1 ⊆ Jd2 ⊆ J∗ and |Jd1 | = d1 and |Jd2 | = d2, such that
R∗
L,P,FJ∗ = R∗L,P,FJd1 = R
∗
L,P,FJd2 .
Remark 10. Assumption (A1) says that there exists a ‘path’ from the
original input space X to the correct lower dimensional space X J∗ in the
sense of equality of minimized risk within FJs along this ‘path’, and that
set J∗ is maximal in terms of this property. Note that J need not be unique,
and there can be more than one path going down to a given J∗. For simplicity,
we assume that J∗ is unique, leading to X J∗ .
The following examples aim to show that assumption (A1) above is in fact
necessary in order for a well-defined recursive feature elimination algorithm
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to work under this setup.
5.2. Necessity for existence of a path in (A1).
Example 1. Consider the following empirical risk minimization frame-
work. Let X = [−1, 1]2 and let Y = 0. Let X1 ∼ U where U is some distribu-
tion on [−1, 1] and X2 ≡ −X1. Let F be given as {c1X1 + c2X2, c1, c2 > 1},
and then note that F neither admits the nested property nor is dense in
L∞(X ) or in any other space admitting the nested property. Let the loss
function be the squared error loss, i.e., L(x, y, f(x)) = (y − f(x))2. By Def-
inition 1 in section 2.3, F{1} = {c2X2, c2 > 0} and F{2} = {c1X1, c1 > 0}
and F{1,2} = {0}. We see that RL,P (fP,F ) = RL,P (fP,F{1,2}) = 0 but both
RL,P (fP,F{1}) and RL,P (fP,F{2}) are strictly positive. Hence even if the cor-
rect lower-dimensional functional space may have minimized risk same as
that of the original functional space, if there does not exist a path going
down to that space, the recursive algorithm will not work. Note that the
minimizer of the risk belongs to F{1,2}, but there is no path from F to
F{1,2} in the sense of (A1).
5.3. Necessity for equality in (A1). The following example shows that
equality in (A1) cannot be replaced by ‘≤’.
Example 2. Consider another empirical risk minimization framework.
Let Y ∼ U(−1, 1) and X ⊂ R3 such that Y = X3 = X2 + 1 = X1 − 1.
Let F = {c1X1 + c2X2 + c3X3, c1, c2, c3 ≥ 1}, and let the loss function be
squared error loss. Now by definition, F{1} = {c2X2 + c3X3, c2, c3 ≥ 1},
F{2} = {c1X1 + c3X3, c1, c3 ≥ 1}, F{3} = {c2X2 + c1X1, c1, c2 ≥ 1},
F{1,2} = {c3X3, c3 ≥ 1}, F{1,3} = {c2X2, c2 ≥ 1}, F{2,3} = {c1X1, c1 ≥ 1},
and F{1,2,3} = {0}. By simple calculations, we see thatR∗L,P,F = R∗L,P,F{1} =
R∗
L,P,F{2} = 4/3,R∗L,P,F{3} = R∗L,P,F{1,2,3} = 1/3,R∗L,P,F{1,3} = R∗L,P,F{2,3} =
1 and R∗
L,P,F{1,2} = 0. Note that the correct dimensional subspace of the
input space is X{1,2} and there exists paths leading to this space via X →
X{1} → X{1,2} (sinceR∗L,P,F = R∗L,P,F{1} > R∗L,P,F{1,2}) or via X → X{2} →
X{1,2} (since R∗L,P,F = R∗L,P,F{2} > R∗L,P,F{1,2}) in the sense of modified
Assumption (A1). But there actually exists the blind path X → X{3} too
(since R∗L,P,F > R∗L,P,F{3}), which does not lead to the correct subspace.
Hence the recursive search in this case may not guarantee to lead to the
correct subspace.
5.4. Gap in the finite design setting. Define a feature as a signal if and
only if risk of the model gets inflated in its absence, and hence equivalently,
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if a feature does not contribute to the model at all, the increase in risk
(regularized or non-regularized) on its removal should be inconsequential.
Then note that when the design size d is finite, assumption (A1) implies the
following:
(A2). Let J1,J2, . . . ,JN be the exhaustive list of such paths from X to X J∗ ,
and let J˜ :=
N⋃
i=1
Ji. There exists 0 > 0 such that whenever J /∈ J˜ ,
R∗
L,P,FJ ≥ R∗L,P,FJ∗ + 0.
Note also that equality in (A1) guarantees that the recursive search will
never select an important dimension j ∈ J∗ for redundancy because then
(A2) would be violated. Hence the equality in (A1) will ensure that we follow
the correct path recursively and (A2) gives us a stopping condition to halt at
the correct input space X J∗ . Also note from discussions in section 3.3, (A1)
and (A2) are satisfied for nested or dense models. In the following section
we will show that these are sufficient for a recursive feature elimination
algorithm like risk-RFE to work in this generalized framework (in terms of
consistency).
6. Theoretical results. Note that Theorem 1 in Section 2.6 was stated
under Condition 1, but the result continues to hold if it is replaced by the
more general Condition 2.
Condition 2.
Assumption (A1) holds.
Then in the finite design setting we can assume that (A2) holds as well.
Now, we want to prove the main result under the more general premise of
Condition 2. Before that however, we will note a few relevant results that
will help us in establishing this theorem.
6.1. Additional results. We start off with the following lemma:
Lemma 4. Let (F , ‖ · ‖F ) be a separable functional space, such that the
metric ‖ · ‖F dominates pointwise convergence. Also we assume sup ‖f‖F ≤
C for some C < ∞ for all f ∈ F . Let L be a convex, locally Lipschitz loss
function such that L(x, y, f(x)) ≤ B for some B < ∞ for all f ∈ F . Also
assume that for fixed n ≥ 1, ∃ constants a ≥ 1 and p ∈ (0, 1) such that
EDX∼PnX ei (F , L∞(DX )) ≤ ai
− 1
2p , i ≥ 1. Then, we have with probability
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greater than or equal to 1− e−τ ,
sup
f∈F
|RL,P (f)−RL,D(f)| ≤ 2B
√
2τ
n
+
10Bτ
3n
+ 4 max
{
C1(p)cL(C)
papB1−pn−
1
2 , C2(p)cL(C)
2p
1+pa
2p
1+pB
1−p
1+pn
− 1
1+p
}
.
for constants C1(p), C2(p) depending only on p.
See Appendix C.1 for a proof. This lemma gives us a bound for the dif-
ference between the empirical risk of a function f ∈ F and its omniscient
oracle risk. We now assume the premise of Condition 2. The above lemma
helps set up the next proposition, which aims to bound the difference in
the regularized empirical risk of the empirical KM solutions obtained from
spaces lying in the pathway hypothesized in Assumption (A1) in section 5.
Proposition 5. Again we assume P to be a probability measure on
X × Y, and that the input space X is a valid metric space. We will as-
sume L : X ×Y ×R 7→ [0,∞] to be convex and locally Lipschitz continuous,
satisfying L(x, y, 0) ≤ 1 for all (x, y) ∈ X × Y. Again we assume H to
be the separable RKHS of a measurable kernel k on X with ‖k‖∞ ≤ 1,
and that for fixed n ≥ 1, ∃ constants a ≥ 1 and p ∈ (0, 1) such that
EDX∼PnX ei (id : H 7→ L∞(DX )) ≤ ai
− 1
2p , i ≥ 1. Now for a fixed λ > 0,
 > 0, τ > 0, and n ≥ 1, and for J1, J2 ∈ J˜ such that J1 ⊆ J2 ⊆ J∗, we
have with probability Pn not less than 1− 2e−τ ,∣∣∣Rreg,λ
L,D,HJ2
(
fD,λ,HJ2
)−Rreg,λ
L,D,HJ1
(
fD,λ,HJ1
)∣∣∣(5)
< AJ12 (λ) +A
J2
2 (λ) + 12B
√
2τ
n
+ 20B
τ
n
+ 24K2B
1−p
(
a2p
λpn
) 1
2
,
where AJ12 (λ) and A
J2
2 (λ) are the approximation errors for the two sepa-
rate RKHS classes HJ1 and HJ2, B := cL(λ
−1/2)λ−1/2 + 1, and K2 :=
max
{
Bp/4, C1(p)cL(λ
− 1
2 )p, C2(p)cL(λ
− 1
2 )
2p
1+p
}
is a constant depending only
on B, p and the Lipschitz constant cL(λ
−1/2).
See Appendix C.2 for a detailed proof of Proposition 5.
Note that since B ≥ 1 and K2 ≥ Bp/4, we have that if a2p > λpn,∣∣∣Rreg,λL,D,HJ (fD,λ,HJ )−R∗L,P,HJ ∣∣∣
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≤ RL,D(0) +RL,P (0) ≤ 2 < 3B ≤ 12K2B1−p
(
a2p
λpn
) 1
2
.(6)
Similarly, since B ≥ 1 and K2 ≥ Bp/4, we have for a2p > λpn,
Rreg,λ
L,P,HJ
(
fD,λ,HJ
)−R∗L,P,HJ
≤ λ∥∥fD,λ,HJ∥∥2HJ +RL,D (fD,λ,HJ )+RL,P (fD,λ,HJ )
≤ RL,P (0) +RL,P
(
fD,λ,HJ
) ≤ 1 +B ≤ 2B ≤ 8K2B1−p( a2p
λpn
) 1
2
.
Consequently we obtain the following two corollaries:
Corollary 6. Assume the conditions of Proposition 5. For any J and
all  > 0, τ > 0, and n ≥ 1, we have with Pn probability > 1− e−τ ,∣∣∣Rreg,λL,D,HJ (fD,λ,HJ )−R∗L,P,HJ ∣∣∣
<AJ2 (λ) + 6B
√
2τ
n
+ 10B
τ
n
+ 12K2B
1−p
(
a2p
λpn
) 1
2
,
where K2 is as before. Additionally, if J ∈ J˜ , we can replace R∗L,P,FJ in the
above inequality by R∗L,P,F .
Corollary 7. Oracle Inequality for KM: Assume the conditions
of Proposition 5. For any J and all  > 0, τ > 0, and n ≥ 1, we have with
Pn probability > 1− e−τ ,
Rreg,λ
L,P,HJ
(
fD,λ,HJ
)−R∗L,P,HJ
< AJ2 (λ) + 4B
√
2τ
n
+
20Bτ
3n
+ 8K2B
1−p
(
a2p
λpn
) 1
2
,
where K2 is as before.
Proposition 5 and Corollaries 6 and 7 jointly imply Lemma 8, given below.
We will now assume the rest of the conditions stated before Theorem 1.
We assume that the regularization constant λn converges to 0 and that
limn→∞ λnn = ∞. To establish explicit rates for our algorithm, we further
assume that the approximation error AJ2 (λ) assumes a polynomial bound.
Lemma 8. Assume the conditions of Theorem 1 in section 2.6. Then for
a sequence τ = o
(
n
2β
2β+1
)
, the following statements hold:
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i. For J1, J2 ∈ J˜ such that J1 ⊆ J2 ⊆ J∗, there is a positive sequence
{n} with n → 0 for which we have with Pn probability greater than
1− 2e−τ ,
Rreg,λn
L,D,HJ2
(
fD,λn,HJ2
) ≤ Rreg,λn
L,D,HJ1
(
fD,λn,HJ1
)
+ n.
ii. For J1 ∈ J˜ and J2 /∈ J˜ and for J1 ⊂ J2, there is a positive sequence
{n} with n → 0, for which we have with Pn probability greater than
1− 2e−τ ,
Rreg,λnL,D
(
fD,λn,HJ2
) ≥ Rreg,λnL,D (fD,λn,HJ1)+ 0 − n.
iii. Oracle Property for risk-RFE in KM: The infinite-sampled reg-
ularized risk for the empirical solution fD,λn,HJ , Rreg,λnL,P,HJ
(
fD,λn,HJ
)
converges in measure to R∗L,P,H (and hence to R∗L,P if the RKHS H
is dense in L∞ (X )) iff J ∈ J˜ .
The proof of Lemma 8 is given in Appendix C.3. We are now ready to
prove Theorem 1 under condition 2.
6.2. Proof of Theorem 1 (from section 2.6).
Proof. (1) Let X J∗ be the correct input space and J∗ be the correct set
of dimensions to be removed with |J∗| = d − d0. To prove the first part of
Theorem 1, we show that, starting with the input space X , the probability
that we reach the space X J∗ is 1 asymptotically. First let us assume that
there exists only one correct ‘path’ from X to X J∗ . Let J ◦ be that correct
path and J ◦ = {J◦0 ≡ {·}, J◦1 , . . . , J◦d−d0 ≡ J∗}.
For notational ease, let us further define,
RRQ1Q2 (J1, J2) := R
reg,λn
L,Q2,HJ1
(
fQ1,λn,HJ1
)−Rreg,λn
L,Q2,HJ2
(
fQ1,λn,HJ2
)
RRQ1Q2 (J) := R
reg,λn
L,Q2,HJ
(
fQ1,λn,HJ
)−R∗L,P,H(7)
From the proof of (i) in Appendix C.3, we have RRDD
(
J◦i+1, J
◦
i
) ≤ n
with probability at least 1− 2e−τ for n = (2c+ 24
√
2τ + 48K2a
2p)n
− β
2β+1 +
40τn
− 4β+1
2(2β+1) . Now letting Ji+1 6= J◦i+1 be any other J such that J◦i ⊂
Ji+1 with |Ji+1| = |J◦i | + 1, we have from (19) in Appendix C.3 that
RRDD (Ji+1, Ji) > 0 − n with probability at least 1 − 2e−τ . Now if we
choose τ = o(n
2β
2β+1 ) with τ → ∞, then we see n = O(n−
β
2β+1 ), and
hence δn ≡ 0 − n satisfies the second inequality with the condition that
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δn = 0−O(n−
β
2β+1 ) with δn → 0. Now since 0 is a fixed constant, ∃N0 > 0
such that ∀n ≥ N0 , 2n ≤ 0. Without loss of generality we assume that
n ≥ N0 . Then we have the condition that RRDD
(
J◦i+1, J
◦
i
) ≤ δn with prob-
ability at least 1− 2e−τ .
Then,
P (‘risk-RFE finds the correct space’ )
≥ P (‘risk-RFE follows the path J ◦ to the correct dimension space’ )
= P
(
J0 := J
◦
0 , J1 := J
◦
1 , . . . , Jd−d0 := J
◦
d−d0 , Jd−d0+1 := ∅
)
= P (J0 := J
◦
0 )P
(
J1 := J
◦
1
∣∣J◦0 ) · · ·P (Jd−d0 := J◦d−d0∣∣J◦0 , . . . , J◦d−d0−1)
P
(
Jd−d0+1 := ∅
∣∣J◦0 , . . . , J◦d−d0) ,
where ‘Jd−d0+1 := ∅’ means the algorithm stops at that step. Note that
P (J0 := J
◦
0 ) = 1 and then observe,
P
(
Ji+1 := J
◦
i+1
∣∣J◦0 , . . . , J◦i )
=P
(
Ji+1 := J
◦
i+1
∣∣J◦i ) ( ∵ {J◦0 , . . . , J◦i−1} have already been removed)
=P
(
RRDD
(
J◦i+1, J
◦
i
) ≤ δn , RRDD (J◦i+1, J◦i ) < RRDD (J•i+1, J◦i ) ∀J•i+1 6= J◦i+1)
≥P
(
RRDD
(
J◦i+1, J
◦
i
) ≤ δn , δn < RRDD (J•i+1, J◦i ) ∀J•i+1 6= J◦i+1)
≥1− P (RRDD (J◦i+1, J◦i ) > δn)− ∑
J•i+1 6=J◦i+1
P
(RRDD (J•i+1, J◦i ) ≤ δn)
≥1− 2e−τ − 2(d− i− 1)e−τ = 1− 2(d− i)e−τ .
Also note that,
P
(
Jd−d0+1 := ∅
∣∣J◦0 , . . . , J◦d−d0)
=P
(RRDD (Jd−d0+1, J◦d−d0) > δn ∀Jd−d0+1 ⊇ J◦d−d0) ≥ 1− 2d0e−τ .
Hence P (‘risk-RFE finds the correct space’ ) ≥
d−d0∏
i=0
(
1− 2(d− i)e−τ). Now
for τ = o(n
2β
2β+1 ) with τ → ∞, P (‘risk-RFE finds the correct space’ ) → 1
as n→∞.
Now let us prove the same assertion for the case when there is more than
one correct ‘path’ from X to X J∗ . Let J1, . . . ,JN be an enumeration of all
possible such paths. Define ‘C-set’ for a given set Ji (where index i denotes
the ith iteration of RFE) as CS(Ji) := {Ji+1 : Ji, Ji+1 ∈ Jk for some k}.
Now,
P (‘risk-RFE finds the correct space’ )
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≥ P (J0 := J◦0 , J1 := J◦1 ∈ CS(J◦0 ), . . . , Jd−d0+1 := ∅)
= P (J0 := J
◦
0 )P
(
J1 := J
◦
1 ∈ CS(J◦0 )
∣∣J◦0 ) · · ·P (Jd−d0+1 := ∅∣∣J◦d−d0) .
Again as before P (J0 := J
◦
0 ) = 1 and P
(
Jd−d0+1 := ∅
∣∣J◦d−d0) ≥ 1− 2d0e−τ .
Now note,
P
(
Ji+1 := J
◦
i+1 ∈ CS (J◦i )
∣∣J◦i )
≥ P (RRDD (J◦i+1, J◦i ) ≤ δn ∀J◦i+1 ∈ CS (J◦i ) ,
δn < RRDD
(
J•i+1, J
◦
i
) ∀J•i+1 /∈ CS (J◦i ))
≥ 1−
∑
J◦i+1∈CS(J◦i )
P
(RRDD (J◦i+1, J◦i ) > δn)
−
∑
J•i+1 /∈CS(J◦i )
P
(RRDD (J•i+1, J◦i ) ≤ δn)
≥ 1− 2 |CS (J◦i )| e−τ − 2 |CS (J◦i )c| e−τ = 1− 2(d− i)e−τ ,
since |CS (J◦i )|+ |CS (J◦i )c| = d− i. Hence again we have that,
P (‘risk-RFE finds the correct space’ ) ≥
d−d0∏
i=0
(
1− 2(d− i)e−τ). Now for
τ = o(n
2β
2β+1 ) with τ → ∞, P (‘risk-RFE finds the correct space’ ) → 1 as
n→∞.
(2) To prove the second part of Theorem 1 just observe that if Jend is the
last iteration of the algorithm in risk-RFE, then from (20) in Appendix C.3,
and recycling arguments given at the beginning of the first part of the proof
we have that
P
(∣∣RRDD (Jend)∣∣ ≤ δn)
=P
(∣∣RRDD (J∗)∣∣ ≤ δn)P (Jend = J∗)
+ P
(∣∣RRDD (Jend)∣∣ ≤ δn∣∣Jend 6= J∗)P (Jend 6= J∗)
≥P (∣∣RRDD (J∗)∣∣ ≤ δn)P (Jend = J∗)
≥(1− e−τ )
d0∏
i=0
(
1− 2(d− i)e−τ) .
So for τ = o(n
2β
2β+1 ) with τ →∞,
P
(∣∣∣Rreg,λn
L,D,HJend
(
fD,λn,HJend
)
−R∗L,P,H
∣∣∣ ≤ δn)→ 1 with n→∞.
Remark 11. Although (20) in Appendix C.3 was asserted for ηn, we do
have ηn < n < δn ∀n ≥ N0 , so the proof for the second part of the theorem
will hold true for δn.
22 DASGUPTA, GOLDBERG AND KOSOROK
7. Discussion on the high dimensional framework when dimen-
sion d grows with sample size n. Our results till now have been derived
under the assumption that dim(X ) = d is fixed. In this section, we discuss
the theoretical properties of risk-RFE when both d, the dimension of X , and
d0, the number of relevant features, go to infinity with n. We provide mod-
ified arguments to achieve consistency as achieved in fixed design settings.
7.1. The modified algorithm. Assume that X ∈ Rd, and that the ob-
served data D = {(X1, Y1), . . . , (Xn, Yn)} ∼ i.i.d.P dX×Y , where the probabil-
ity distribution of the design depends on the dimension d of the input space
X . The modified feature selection algorithm is given below.
Algorithm 2. Replace the stopping condition in Algorithm 1 in sec-
tion 2.3 from δn to δ
P d
n (d− |J |), where δP
d
n (·) is a known positive function
intrinsic to the design P d.
The only modification of the algorithm lies in the stopping rule. The
fixed constant δn in the fixed design problem is replaced by the function
δP
d
n : {1, . . . , d} 7→ R. Figure 1 shows a visual representation of the stopping
condition in this case. Extending the rationale from the fixed design case,
δP
d
n acts as a functional upper bound for the difference of the regularized
risks (that we use as the objective function for risk-RFE). In other words, at
iteration i of the algorithm, δP
d
n (d− i) acts as the maximal allowance that
the difference of regularized risks (between models at subsequent iterations)
can attain at this iteration. Hence, the point where this difference finally
jumps above δP
d
n , is where our algorithm is stopped, and the features left in
the model are retained as potential signals.
7.2. Modified assumptions. To achieve consistency for this algorithm,
we need to revisit our assumptions again. Let us consider the most general
framework (Condition 2 in section 6). We keep assumption (A1) (from sec-
tion 5) fixed, but (A2) does not follow anymore since the fixed gap made
sense only in a fixed design problem. In a varying design problem, this gap
might diminish and shrink to 0 as d tends to infinity. Hence (A2) is modified
to (A2*) to accommodate these dynamics and is given below:
(A2*). Let J1,J2, . . . be an enumeration of paths from X to X J∗ , and let
J˜ :=
⋃
i
Ji. There exists a monotonically decreasing function P d0 (·),
intrinsic to the problem and positive, such that for J1 ∈ J˜ , J2 /∈ J˜
with |J2| = |J1|+ 1, we have
R∗L,P d,FJ2 ≥ R∗L,P d,FJ1 + P
d
0 (d− |J1|) .(8)
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Our assumption now reflects the varying gap size. For a problem P d, P
d
0 (·) is
a strictly positive and monotonically decreasing function from {1, . . . , d} 7→
R, such that P d0 (d−d0) goes to zero in limit, when d→∞ (d0 can potentially
grow with n as well, but we will restrict to the case when d− d0 necessarily
grows with n, for example when d0 = O(d
α) for 0 < α < 1 and d grows with
n). Hence there are two different asymptotic conditions acting on δP
d
n (·)
here, with δP
d
n (·) → P
d
0 (·) as n → ∞, and additionally δP
d
n (d − d0) → 0 as
d and n go to infinity.
7.3. Regularity conditions. With the growing design size, the regularity
conditions need to be restated as well. The entropy bound for a RKHS H
(and the approximation bound on the regularization error) may very well
depend on the growth of dimensions, and such relationships are character-
istic of the kernel k that we use, as well as the input-output space, and
hence should be analyzed on a case by case basis. A generalized bound that
governs the relationship is not only difficult to establish but may also be
suboptimal in many other settings. We restrict our discussion to the setting
of Condition 1 from Section 2.6. We also assume regularity conditions (RC)
below:
(RC). There exist constants a˜ ≥ 1 and some p ∈ (0, 1) such that
E
DX∼P d,nX
ei (id : H 7→ L∞(DX )) ≤ O (f(d)) a˜i−
1
2p , i ≥ 1. In addition
there exists a c˜ > 0 and β ∈ (0, 1] such that AJ∗2 (λ) ≤ O (g(d0)) c˜λβ
for J∗ defined before and ‖J∗‖ = d0, and for all λ ≥ 0, for some func-
tions f(·) and g(·) on N 7→ R . We also assume that there exists a
γ ∈
(
0, β2β+1
]
such that,
• O (g(d0)) ≤ C1n
β
2β+1
−γ
,
• O (f(d)) ≤ C2n
β
2β+1
−γ
,
• d = o(e0.5n
2β
2β+1
).
7.4. Consistency under (RC). Under condition (RC), it can be seen that
the modifications required for bounds in Lemma 4 – Corollary 7 from section
6 can be achieved by replacing a by O (f(d)) a˜ and c by O (f(d0)) c˜. Lemma
8 can now be restated by replacing n by n,d = (2O (f(d0)) c˜ + 24
√
2τ +
48K2a
2pO (f(d))2p)n
− β
2β+1 + 40τn
− 4β+1
2(2β+1) . Suppose now that we can show
n,d goes to 0 in limit, Then Statements (i) and (iii) in Lemma 8 will continue
to hold under slightly restated versions (Pn is replaced with P d,n to denote
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Fig 1. Stopping rule for the modified algorithm in the growing design size setting: A
potential case
the appropriate probability measure), while Statement (ii) can be changed
to the following:
ii*. For J1 ∈ J˜ and J2 /∈ J˜ and for |J2| = |J1| + 1, there is a positive
sequence {n,d} with n,d → 0, such that we have with P d,n probability
greater than 1− 2e−τ ,
Rreg,λn
L,D,HJ2
(
fD,λn,HJ2
) ≥ Rreg,λn
L,D,HJ1
(
fD,λn,HJ1
)
+ P
d
0 (d− |J1|)− n,d.
Under the modified statement, consistency can be established. It can be
easily observed that the initial steps in the proof of Theorem 1 in section 6.2
continue to hold by taking δP
d
n (d− |J |) = P
d
0 (d− |J |)− n,d for design X J ,
and now we further assume that supd∈N lim infn→∞
P
d
0 (d−d0)
n,d
> 2. This allows
us to define a sequence {N1, . . . , Nd, . . . }, such that 2n,d ≤ P d0 (d − d0),
whenever n > Nd. Since 
P d
0 (·) is a decreasing function, the subsequent
steps follow and we arrive at,
P (‘RFE finds the correct space’ ) ≥
d−d0∏
i=0
(
1− 2(d− i)e−τ)
&
(
1− 2de−τ)d ,
where the last approximate inequality follows assuming 2de−τ < 1 for suffi-
ciently large n, and τ = o(n
2β
2β+1 ) with τ →∞. Now for the limiting infinite
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product to converge to 1 when n, d→∞, we have
(
1− 2de−τ)d =
(1− 2d
eτ
)− eτ
2d
− 2d
2
eτ
.
Hence if we assume d2e−τ → 0, the above quantity converges to 1 in limit.
Consequently for consistency results to hold, d needs to grow slower than
a certain rate in terms of the sample size n. Since τ can be chosen to be
o(n
2β
2β+1 ) implies that de−τ/2 ≈ de−0.5n
2β
2β+1
, and hence d = o(e0.5n
2β
2β+1
)
suffices.
We now need to ensure that asymptotically n,d goes to 0. Since τ =
o(n
2β
2β+1 ), this reduces n,d to n,d = O (f(d))n
− β
2β+1 + O (g(d0))n
− β
2β+1 +
o(1). Fix a constant γ ∈
(
0, β2β+1
]
such that n,dn = O(n
−γ), then
O (g(d0)) ≤ C1n
β
2β+1
−γ
and O (f(d)) ≤ C2n
β
2β+1
−γ
must hold to ensure
n,d goes to 0.
Theorem 9. Assume regularity conditions (RC) along with the rest of
the conditions before Theorem 1. Then there exists δP
d
n (·) = P
d
0 − O(n−γ)
where γ ∈
(
0, β2β+1
]
, such that statements 1 and 2 from Theorem 1 in
section 2.6 continue to hold for risk-RFE algorithm with {δP dn (·), λn}.
Let us now look at the allowed dimensionality growth under certain forms
of f(·) and g(·).
(RC1). f(d) = c1 and g(d0) = c2. Under this setting we can allow rates as
high as d = o(e0.5n
2β
2β+1
) with d0 = O(d
α) with 0 < α < 1 and the
algorithm will continue to learn at γ = β2β+1 .
(RC2). f(d) = ed and g(d0) = e
d0 . Under this setting it can be seen that we
need d = O(log n). We can still allow d0 = O(d
α) with 0 < α < 1, and
the algorithm learns at 0 < γ < β2β+1 .
(RC3). Dimensionality growth in the Gaussian RBF kernel: f(d) =
ed and g(d) = dcd00 . Under this, we can continue to have d = O(log n)
but now we need d0 log d0 = O(log n) and the algorithm learns at
0 < γ < β2β+1 .
For a more detailed discussion on (RC3), please see the Additional Materials
and Matlab Codes.
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8. Simulation studies. In this section we present a short simulation
study to illustrate the usefulness of risk-RFE for feature elimination in KMs.
Although risk-RFE is more useful in non-linear settings, we start off with
a linear setting first to show that it can perform as well as notable linear
methods like SCAD and LASSO in such a setting. And then, in the next part
of this section, we move on to simple non-linear settings and demonstrate
that risk-RFE dominates all the compared methods in such scenarios.
8.1. Selection of features and consistency. The main aim of this section
is to evaluate our consistency results through numerical examples, and a
method for selection of the subset of features. We consider two different
data-generating mechanisms, one in classification, and the other in regres-
sion. We look at four different scenarios (a) total number of covariates is
15 of which 4 are relevant, (b) 30 covariates with 7 relevant, (c) 50 covari-
ates with 3 relevant, (d) 200 covariates with 10 relevant. For classification,
Fig 2. Reverse Scree Graph for one run of the simulations for (a) SVM with Gaussian
Kernel (b) SVR with Linear Kernel with d = 30, d0 = 7
we consider the hinge loss LHL as the surrogate replacement of the 0 − 1
loss, and the KM function is computed using the Gaussian RBF kernel
kγ(x1, x2) = exp{− 1γ2 ‖x1−x2‖22}. Covariates X are generated uniformly on
[−1, 1], and the output Y is associated through a linear relationship with the
covariate space X given as Y = sign(ω′X), where ω is the coefficient vector
with only first few elements non-zero (corresponding to the relevant features
chosen at random from a list of coefficients) and the rest are zero. The effect
size of the relevant features are fixed to be either 0.5 or 1 except for the clas-
sification example in the high dimensional setting of d = 200, d0 = 10, where
we enhance them by 50% to get more meaningful comparisons. We initialize
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Fig 3. Linear-Quadratic mixture change point analysis for (a) SVM with Gaussian Kernel
for comparable cross validation values of λ and kernel width γ and (b) SVR with Linear
Kernel for comparable cross validation values of λ, with d = 30, d0 = 7 for varying sample
sizes. The bold dots represent the estimated change points.
Fig 4. Linear-Quadratic mixture change point analysis for (a) SVM with Gaussian Kernel
for comparable cross validation values of λ and kernel width γ and (b) SVR with Linear
Kernel for comparable cross validation values of λ, with d = 50, d0 = 3 for varying sample
sizes. The bold dots represent the estimated change points.
the original SVM function using a 5-fold cross validation on the kernel width
γ and the regularization parameter λ and they are chosen from the set of val-
ues
(
2
nλ , γ
)
= (0.01×10i, j), i = {0, 1, 2, 3, 4}, j = {1, 2, 3, 4}, where n is the
sample size for the given setting. We use a linear kernel k(x1, x2) = 〈x1, x2〉
with the -insensitive loss L(x, y, f(x)) = max{0, |y − f(x)| − } to treat
the regression setting. The value of  was fixed at 0.1. Covariates are gener-
ated as before and Y is still associated linearly with X, generated as Y =
ω′X+ 13Ndim(X)(0, 1). As before we initialize with a 5-fold cross validation on
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λ. We repeat the procedures for different sample sizes n = {100, 200, 400}.
We also repeat each simulation 100 times. The entire methodology was im-
plemented in MATLAB. For implementation of the SVM functions, we used
the SPIDER library for MATLAB4, which already has a feature elimination
algorithm based on Guyon’s RFE, and we modified it to suit our criterion
for deletion. The codes for the algorithm and the simulations are given in
the Additional Materials and Matlab Codes.
One crucial question we face in feature elimination is when to stop. Note
that Guyon’s RFE has no inherent rule in this regard - it can only output
the entire set of ranked features. One beautiful aspect of the risk-RFE al-
gorithm is precisely that it can be used not only to rank features, but also
for automatic selection of the optimal subset. This is achieved by noting
this - in our theory, we proposed the existence of a gap 0 and showed that
asymptotically the empirical regularized risk of a model with at least one
important feature missing exceeds that of a correct model by at least this
amount. Practically it is very difficult to characterize this gap directly from
the theory for a given setting, but its existence can be observed from plot-
ting the objective function values at each iteration. Hence we can use the
‘Scree graph’ of the objective function to build an auto-selection rule (for
more on Scree graphs refer to chapter 6 of Jolliffe [2002]).
Fig 5. Reverse Scree Graph for one run of the simulations for SVM with Gaussian Kernel
with d = 200, d0 = 10
Looking at Figure 2, it seems that a change-point model can be used for
curve-fitting here, since we expect a change in the slope of the objective
function as soon as we start eliminating significant features from the model
4The Spider library for Matlab can be downloaded from http://www.kyb.tuebingen.
mpg.de/bs/people/spider/
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Classification n = 100 n = 200 n = 400
d = 15, d0 = 4
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVM-G RRFE (NR) 97 3 0 0.05 100 0 0 0.03 100 0 0 0.02
SVM-L RRFE (NR) 99 1 0 0.04 100 0 0 0.02 100 0 0 0.01
SVM-G GRFE 17 38 45 0.20 19 32 49 0.21 32 21 47 0.18
SVM-L GRFE 36 41 23 0.16 61 27 12 0.11 77 18 5 0.07
SCAD SVM 98 2 0 0.04 100 0 0 0.02 100 0 0 0.01
Log Reg Lasso 94 6 0 0.03 100 0 0 0.01 100 0 0 0.01
d = 30, d0 = 7
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVM-G RRFE (NR) 62 34 4 0.09 100 0 0 0.04 100 0 0 0.03
SVM-L RRFE (NR) 72 24 4 0.08 100 0 0 0.03 100 0 0 0.02
SVM-G GRFE 1 7 92 0.24 10 9 81 0.26 2 6 92 0.26
SVM-L GRFE 10 24 75 0.23 23 36 41 0.16 55 32 13 0.10
SCAD SVM 83 14 3 0.08 100 0 0 0.03 100 0 0 0.02
Log Reg Lasso 46 49 5 0.09 96 4 0 0.02 100 0 0 0.01
d = 50, d0 = 3
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVM-G RRFE (NR) 95 5 0 0.05 100 0 0 0.03 100 0 0 0.02
SVM-L RRFE (NR) 94 6 0 0.06 100 0 0 0.03 100 0 0 0.01
SVM-G GRFE 29 54 17 0.14 41 55 4 0.10 37 58 5 0.10
SVM-L GRFE 41 30 29 0.20 59 27 14 0.13 89 9 2 0.04
SCAD SVM 98 2 0 0.06 100 0 0 0.03 100 0 0 0.01
Log Reg Lasso 97 3 0 0.02 100 0 0 0.01 100 0 0 0.01
d = 200, d0 = 10
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVM-G RRFE (NR) 5 12 83 0.27 72 24 4 0.07 100 0 0 0.04
SVM-G RRFE (CP) 10 25 65 0.21 76 21 3 0.09 100 0 0 0.02
SVM-L RRFE (NR) 0 6 94 0.26 34 33 33 0.13 97 3 0 0.05
SVM-L RRFE (CP) 11 29 60 0.25 56 37 7 0.10 100 0 0 0.03
SVM-G GRFE 0 0 100 0.42 0 0 100 0.40 2 3 95 0.36
SVM-L GRFE 0 6 94 0.26 30 39 31 0.15 96 4 0 0.09
SCAD SVM 3 18 79 0.24 69 26 5 0.11 100 0 0 0.05
Log Reg Lasso 0 2 98 0.21 42 45 13 0.08 99 1 0 0.02
Table 8.1. Comparison between (a) SVM-G RRFE - risk-RFE with SVM Gauss,
(b) SVM-L RRFE - risk-RFE with SVM Linear, (c) SVM-G GRFE - Guyon RFE with
SVM Gauss (d) SCAD SVM - Linear SVM with SCAD (e) Log Reg Lasso - Logistic
Regression with LASSO in a classification setting (‘NR’ denotes using naive ranks, ‘CP’
denotes using change point method) under linearity
(because of the aforementioned gap). Thus, one plausible way is to fit a
change point regression model on the empirical objective function, and to
infer the estimated change point as the ad-hoc stopping rule. For the belief
that the change in the objective function is negligible to the left of the
change point, so we fit a linear trend there. To the right however, these
changes might show non-linear trends, and hence, we try both linear and
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quadratic trends to model them in our simulations. At least for the examples
we tried, the quadratic trend seemed to work better. Figures 3 and 4 show
our analysis where we use the mixture of linear-quadratic fits.
Regression n = 100 n = 200 n = 400
d = 15, d0 = 4
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVR-L RRFE 100 0 0 0.12 100 0 0 0.12 100 0 0 0.11
SVR-L GRFE 100 0 0 0.12 100 0 0 0.12 100 0 0 0.11
Lin Reg Lasso 100 0 0 0.12 100 0 0 0.12 100 0 0 0.11
d = 30, d0 = 7
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVR-L RRFE 100 0 0 0.13 100 0 0 0.12 100 0 0 0.11
SVR-L GRFE 100 0 0 0.13 100 0 0 0.12 100 0 0 0.11
Lin Reg Lasso 99 1 0 0.12 100 0 0 0.12 100 0 0 0.11
d = 50, d0 = 3
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVR-L RRFE 100 0 0 0.13 100 0 0 0.11 100 0 0 0.11
SVR-L GRFE 100 0 0 0.13 100 0 0 0.11 100 0 0 0.11
Lin Reg Lasso 100 0 0 0.12 100 0 0 0.11 100 0 0 0.11
d = 200, d0 = 10
% no % 1 % >1 Mean % no % one % >1 Mean % no % 1 % >1 Mean
error error error Test Err error error error Test Err error error error Test Err
SVR-L RRFE 80 14 6 0.22 100 0 0 0.13 100 0 0 0.12
SVR-L GRFE 81 14 5 0.22 100 0 0 0.13 100 0 0 0.12
Lin Reg Lasso 49 31 20 0.24 98 2 0 0.12 100 0 0 0.11
Table 8.2. Comparison between (a) SVM-L RRFE - risk-RFE with SVM Linear,
(b) SVM-G GRFE - Guyon RFE with SVM Gauss (c) Lin Reg Lasso - Linear
Regression with LASSO in a regression setting (only ‘NR’ was used) under linearity
As a first confirmatory step, we decide to compare the performance of
risk-RFE with that of Guyon’s RFE to see if we indeed have enhanced
performance in consistency of feature selection. We also compare it with
other popular methods of feature selection in linear methods, namely SCAD
SVM and logistic regression with LASSO in classification, and with linear
regression with LASSO in regression. We present our results in Table 8.1
(classification) and Table 8.2 (regression). We look at the percentage of
times the algorithms (a) made no errors, (b) made only one error, or (c)
made multiple errors, and also note the average test prediction error. Since
the number of important features is known in each setting, instead of using
the change point model, we take a more conservative approach, called the
naive rank approach (NR) (this was also used for feature selection using
Guyon’s RFE) to calculate the errors for risk-RFE: a mistake is made if rank
of any of the signals is lower than the total number of important features in
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the model.
For the penalized methods, we use an ad-hoc cross validation technique to
select the minimum amount of penalization that would result in retaining at
least as many features as there are important features in the model. However,
in the high dimensional case with n/d = 1/2 (d = 200, d0 = 10, n = 100),
we use both the CP and NR formulations of risk-RFE to show that using
the change point (CP) model can potentially do better at feature selection
than using just the naive ranks, as the change point model can allow for
better retention of signals at the cost of some additional noise in the model
(see Figure 5).
Method Misclass Error Consistency of selection
Prop. Prop. Prop.
Mean Std Err all correct 1 wrong both wrong
SVM with risk-RFE (Gauss) 0.06 0.02 1 0 0
SVM with Guyon-RFE (Gauss) 0.07 0.05 0.94 0 0.06
Logistic Regression with Lasso 0.25 0.04 0.02 0.3 0.68
SCAD SVM 0.26 0.05 0.10 0 0.90
SVM without selection 0.18 0.04 na na na
Table 8.3. Non linear classification
Since the underlying relationship between Y and the features X is lin-
ear in each of the simulated examples in this section, we expect penalized
methods to perform at least as well as risk-RFE in these settings. For the
regression example, as can be seen in Table 8.2, all methods are performing
equally well in the lower dimensional settings, while LASSO is actually do-
ing worse than both risk-RFE and Guyon’s RFE when n was small in the
high dimensional setting (d = 200, d0 = 10). In the classification setting (see
Table 8.1), Guyon’s RFE is performing very poorly even when the sample
size is high (using a linear kernel only improves the performance somewhat,
but it is still quite poor), which justifies the need for the modification to get
more consistent performances that we see from risk-RFE. Risk-RFE is dom-
inating the performance of LASSO as well, more so in the smaller sample
sizes, while in larger sample sizes both are performing equally well. Unsur-
prisingly, SCAD SVM is showing the best comparative performance here.
Risk-RFE performs somewhat poorly in comparison to SCAD only in the
setting d = 30, d0 = 7, n = 100, while it does equally well as SCAD in all
other settings. In fact, in the high dimensional setting (d = 200, d0 = 10)
when n = 100, using the change point method allowed risk-RFE to pick out
signals with at most one mistake about 40% of the times, compared to 21%
of the times that SCAD was able to do so. On further inspection of this
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setting, it was seen that when the CP method was used, risk-RFE allowed
at most 5 mistakes overall (2-5 mistakes the remaining 60% of the time).
Risk-RFE with NR is actually doing similarly as SCAD SVM in this regard
(both made 2-5 errors about 70% of the time) in this scenario. A look at
Table 8.1 reveals that although logistic regression with LASSO is not always
the best performing feature selection method, but it still obtains low mis-
classification errors (in cases when its feature selection performance actually
improves). This is probably due to the fact that the underlying relationships
are all linear (in contrast to results in the next section where it obtains very
poor misclassification errors), an effect the linear SVM couldn’t replicate (as
can be seen from errors obtained from the SCAD SVM and risk-RFE with
Linear SVM).
Method Misclass Error Consistency of selection
Prop. Prop. Prop.
Mean Std Err all correct 1 wrong 2/3 wrong
SVM with risk-RFE (Gauss) 0.28 0.14 0.78 0.12 0.10
SVM with Guyon-RFE (Gauss) 0.28 0.14 0.8 0.12 0.08
Logistic Regression with Lasso 0.49 0.03 0.02 0.02 0.96
SCAD SVM 0.48 0.04 0 0 1
SVM without selection 0.46 0.03 na na na
Table 8.4. Non linear classification (presence of colinearity)
8.2. Risk-RFE in the non linear setup. As previously mentioned, risk-
RFE becomes really powerful when the underlying functional form of
the decision function is non-linear. In this section, we look at some sim-
ple non-linear settings in both classification and regression to ascertain
the performance of risk-RFE in such scenarios. We consider two settings:
(a) absence of colinearity or (b) presence of colinearity in covariates. In
case (a), we generate ten features uniformly from [−2, 2]10, of which only
two are important. In classification, Y takes 1 inside the smaller square
(−1 ≤ X1 ≤ 1,−1 ≤ X2 ≤ 1), and takes −1 inside the region formed be-
tween this square and the larger one given by (−2 ≤ X1 ≤ 2,−2 ≤ X2 ≤ 2).
In regression, Y is given as Y = a1X1X2
(1+a2X1)2
, where a1, a2 are strictly
positive constants. In case (b), we generate fifty features uniformly from
[−2 13 , 2 13 ]50 of which only three are important, and these are either posi-
tively or negatively correlated amongst themselves. In classification, we de-
fine Y to be 1 inside the cube (−1 ≤ X1 ≤ 1,−1 ≤ X2 ≤ 1,−1 ≤ X3 ≤ 1),
and −1 inside the region formed between this cube and the larger cube given
as
(
−2 13 ≤ X1 ≤ 2 13 ,−2 13 ≤ X2 ≤ 2 13 ,−2 13 ≤ X3 ≤ 2 13
)
. In regression, Y is
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now given as Y = a1X1X2
(1+a2X1)2
+ a3X2X3
(1+a4X2)2
, where a1, a2, a3 and a4 are strictly
positive constants.
Method Mean Squared Error Consistency of selection
Prop. Prop. Prop.
Mean Std Err all correct 1 wrong both wrong
SVM with risk-RFE (Gauss) 0.38 0.20 1 0 0
SVM with Guyon-RFE (Gauss) 0.38 0.20 1 0 0
Linear Regression with Lasso 1.90 0.55 0 0.44 0.56
SVM without selection 0.65 0.22 na na na
Table 8.5. Non linear regression
In classification, we compare risk-RFE with Guyon’s RFE, SCAD SVM
and logistic regression with LASSO, and in regression, we compare risk-
RFE with Guyon’s RFE and linear regression with LASSO. In all scenarios,
we use the Gaussian RBF kernel to train the SVM for running the RFE
algorithms, and use the naive ranks for obtaining the correct set for all of
them. The results for classification are given in tables 8.3 and 8.4, while
those for regression are given in 8.5 and 8.6. As suspected, risk-RFE is
doing substantially better than SCAD and LASSO in all scenarios (not
surprisingly both SCAD and LASSO perform very poorly in all scenarios
they were used in), and was able to pick the correct features consistently in
most cases. Guyon’s RFE is doing relatively well as well, owing to the fact
that it is applicable in the non-linear setting as well. Guyon’s RFE is doing
slightly better than risk-RFE in classification under colinearity, while doing
very poorly under colinearity in the regression case. On the other hand,
performance of risk-RFE did not drop too much across examples.
Method Mean Squared Error Consistency of selection
Prop. Prop. Prop.
Mean Std Err all correct 1 wrong 2/3 wrong
SVM with risk-RFE (Gauss) 0.90 0.14 1 0 0
SVM with Guyon-RFE (Gauss) 1.40 0.32 0.12 0.86 0.02
Linear Regression with Lasso 2.24 0.14 0 0 1
SVM without selection 1.40 0.09 na na na
Table 8.6. Non linear regression (presence of colinearity)
9. Discussion. We proposed an algorithm for feature elimination in
kernel machines. We studied the theoretical properties of this method, and
showed that it is consistent in finding the correct feature space, when the
functional space has certain special properties (nestedness or denseness).
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We then discussed additional assumptions that become necessary for a re-
cursive algorithm to become useful in a general functional space, and then
established consistency for our method under this most general setting. We
provided four case studies presenting different scenarios where this method
can be used. We provided a short simulation study to illustrate the method
and discuss a practical method for choosing the correct subset of features.
Finally, we discussed the case when the dimension of the input space grows
with the sample size.
We established the existence of a gap in the rate of change of the objective
function at the point where our feature elimination method starts removing
the essential features of the learning problem. This motivated us to use a
Scree plot of the values of the objective function at each iteration, and indeed
our simulation results support our approach by visually exhibiting this gap in
the plots. Moreover, the graphical interpretation of the scree plot motivated
the use of change point regression to select the correct feature space. It would
thus be interesting to conduct a more detailed and formal analysis of this
gap in real life settings to facilitate more efficient and automated practical
solutions.
From our discussion in Section 7, when dimension d grows with n, we saw
that risk-RFE is most effective when used under certain restrictions on the
design size d relative to the sample size n. One immediate question that arises
then is if it can be modified further to be used in ‘large p, small n’ problems,
and this remains a topic of interest to us. Many of the current state of the art
ultra-high feature elimination techniques depend on the correlation structure
between the input-output space, such as the sure independence screening
(SIS) method of Fan and Lv [2008], or other SIS based methods such as DC-
SIS [Li, Zhong and Zhu, 2012]. Typically in linear models, these methods
are used to effectively screen models from ultra high dimensions to a lower
dimensional setting, wherein more meaningful lower dimensional methods
like SCAD and LASSO become applicable. Hence, we propose that when
dealing with ultra high dimensions in KM, risk-RFE be used in conjunction
with one of these methods. As we saw, if the underlying model is non-
linear, using risk-RFE after initial feature screening would really enhance
the performance of the KM function compared to other available techniques.
As far as we are aware, not much analysis has been done on the properties
of variable selection algorithms under such general transformations of the
input space in kernel machines. Hence, the results generated in this paper
can act as a good starting point for similar analyses in other settings. It
would also be interesting to analyze RFE in censored support vector regres-
sion (See Goldberg and Kosorok [2013]) and other machine learning prob-
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lems (including reinforcement learning) or other penalized risk minimization
problems.
APPENDIX A: FUNCTIONAL SPACES ON LOWER DIMENSIONAL
DOMAINS
The aim of this section is to provide some results on the restricted spaces
defined in Definition 1 in Section 2.3.
A.1. Further discussions on the lower dimensional spaces FJ .
We provide a few results here that connect the restricted functional spaces
with the original one. In view of Definition 1, we can define LJ∞(X ) = {f ◦
piJ
c
: f ∈ L∞(X )}. Then Lemma 10 below says that LJ∞(X J) ≡ LJ∞(X )
∣∣
XJ
is isomorphic to the space L∞(X J). Lemma 11 below, provides some results
connecting the original RKHS with its lower dimensional versions. A related
lemma, Lemma S1, is given in the Additional Materials and Matlab Codes
noting similar results for any general space. These results aim to show that
many of the nice properties of a given functional space are carried forward to
their re-adaptations under Definition 1. We prove Lemma 10 and S1, while
the proof for Lemma 11 is omitted as it follows from Lemma S1 trivially.
The proofs can be found in the Additional Materials and Matlab Codes.
Lemma 10. LJ∞(X J) = L∞(X J).
Lemma 11. Let H ⊂ L∞(X ) be a non-empty RKHS on X . Then for
any J ⊂ {1, 2, . . . , d},
1. If H is dense in L∞(X ), then HJ is dense in L∞(X J).
2. If the ‖·‖∞ closure BH of the unit ball BH is compact, then so is BHJ .
3. If H is separable, then so is HJ .
4. ei(id : H
J 7→ L∞(X )) ≤ ei(id : H 7→ L∞(X )), where ei(id : H 7→
L∞(X )) is the ith entropy number of the unit ball BH of the RKHS
H, with respect to the ‖ · ‖∞-norm.
NOTE: 1 holds true even if L∞(X ) is replaced by any space that admits
the nested structure.
A.2. RKHS in lower dimensions. Note that in kernel machines, the
minimization is computed over an RKHS, and hence, while defining these
lower dimensional spaces we need to ensure that these spaces are RKHSs as
well. To that effect, we begin this section by providing an alternate way to
define the lower dimensional versions of a given RKHS that preserves the
reproducing property.
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Definition 2. For a given RKHS H indexed by a kernel k and a set
of indices J ⊆ {1, 2, .., d}, define HJ ≡ Hk◦piJc (X ), where k ◦ piJ
c
(x, y) :=
k(piJ
c
(x), piJ
c
(y)).
Note immediately that Definition 2 allows us to create lower dimensional
versions of H in a way which ensures that these spaces are RKHS as well.
This inevitably raises questions about the validity of Definition 1 from sec-
tion 2.3. However both Definitions 1 and 2 yield the same RKHS space HJ .
To see this, let X0 be a subset of X and k(0)(x, y) be the restriction of
a kernel k on X0. Then k(0)(x, y) is a valid kernel on X0 by Proposition
5.13 of Paulsen [2009]. Let Hk(X ) be the RKHS with respect to k(x, y), and
Hk(0)(X ) be the one with respect to k(0)(x, y). Then by Theorem 5.14 of
Paulsen [2009], if we define ϕ to be the inclusion id map from X0 to X , we
have Hk(0)(X0) = {f |X0 : f ∈ Hk(X )} and ‖g‖Hk(0) = min{‖f‖Hk : f |X0 =
g} for g ∈ Hk(0)(X0). Taking X0 ≡ X J and k(0)(x, y) ≡ k(piJ
c
(x), piJ
c
(y)),
we immediately obtain our assertion.
APPENDIX B: FURTHER DISCUSSION ON CASE STUDY 2
B.1. Proof of Lemma 3 (from section 4.2). In order to prove
Lemma 3 for the Guassian RBF kernel kγ(x, y) = e
−γ2‖x−y‖22 , we need to
verify the regularity conditions given before Theorem 1 from section 2.6 in
this setup. First note that LHL is Lipschitz continuous and bounded for all
3-tuples of the form (x, y, 0) (see Example 2.27 in SC08). Separability of
Hγ holds since an RKHS over a separable metric space having a continu-
ous kernel is separable (Lemma 4.33 of SC08). It is also easy to see that
|kγ(x, y)| ≤ 1 is true for all x, y ∈ X and all γ > 0 and hence ‖kγ‖∞ ≤ 1.
From the proof of Proposition 5 in section C.2 we can see that the as-
sumption on the bound on the average entropy of the RKHS space given
before Theorem 1, can be replaced by the following:
• We assume that for fixed n ≥ 1, ∃ constants a ≥ 1 and p ∈ (0, 1)
such that for any J ⊆ {1, 2, . . . , d}, EDX∼PnX ei
(
id : HJ 7→ L2(DX )
) ≤
ai
− 1
2p , i ≥ 1.
It is easily seen from the steps in (13) in Appendix C.2 that results will hold if
we replace the earlier assumption with the latter. Then we see that Theorem
7.34 with Corollary 7.31 of SC08 along with the fact that d/(d + τ) is an
increasing function in d, yields a bound as given here with a := c,pγ
(1−p)(1+)d
2p
for all γ ≥ 1, for all  > 0, d/(d+ τ) < p < 1 and a constant c,p depending
only on p and a given , and where τ ∈ ( 0,∞ ] is the tail exponent of the
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distribution PX [see chapter 7 of SC08, for definition of the tail exponent
of a distribution].
Now we need to bound AJ∗2 (λ). Note that this can be obtained from Theo-
rem 2.7 in Steinwart and Scovel [2007], where we see that the approximation
error for a SVM using Gaussian RBF kernel of width 1/γ and with number
of signals d0 can be bounded by
A2(λ, d0, γ) ≤ cd0
(
γd0λ+ C(2d0)
αd0/2γ−αd0
)
,(9)
where P is a distribution on X J∗×{−1, 1} ⊂ Rd0×{−1, 1} where α ∈ (0,∞)
is geometric noise exponent and C is the constant appearing in Definition
2.2 of Steinwart and Scovel [2007], and cd0 is also a constant depending only
on d0. So for a given pair (λ, d0) if we choose γ(λ, d0) = λ
− 1
(α+1)d0 then it
can be seen that A2(λ, d0, γ(λ, d0)) ≤ Kd0λ
α
α+1 .
So for a sequence of SVM objective functions λn‖f‖2Hγ(λn) +
1
n
∑n
i=1 max{0, 1− yif(xi)} defined for a sequence λ−1n = o(n) with λn → 0
the assumptions for the theoretical results on consistency of RFE are met,
and thus Lemma 3 is proved.
APPENDIX C: PROOFS
C.1. Proof of Lemma 4 (from section 6).
Proof. Note that if we define gf := L ◦ f − EP (L ◦ f), then G = {gf :
f ∈ F} is a separable Carathe´odory set (for a discussion on Carathe´odory
families of maps, refer to Definition 7.4 in SC08). To see this, first note that
‖gf‖∞ ≤ sup
(x,y)∈X×Y
|L ◦ f − EP (L ◦ f)| ≤ 2B for B defined in the statement
of the Lemma. Also by assumption, ‖ · ‖F dominates the pointwise conver-
gence of functions (so fn → f in ‖ · ‖F ⇒ fn → f pointwise). Then the fact
that L is locally-Lipschitz continuous coupled with Lebesgue’s Dominated
Convergence Theorem (since ‖L ◦ f‖∞ ≤ B) gives us the above assertion.
Now note that EP (gf ) = 0 and EP g
2
f ≤ (2B)2 = 4B2 for B as before, so
we can apply Talagrand’s Inequality as given in Theorem 7.5 of SC08 on G
defined as G : Zn ≡ (X × Y)n 7→ R such that
G(z1, . . . , zn) := sup
gf∈G
∣∣∣∣∣∣ 1n
n∑
j=1
gf (zj)
∣∣∣∣∣∣ = supf∈F |RL,D(f)−RL,P (f)| ,(10)
and hence, for γ = 1 and for all τ > 0, we have
Pn
({
z ∈ Zn : G(z) ≥ 2EPn(G) + 2B
√
2τ
n
+
10Bτ
3n
})
≤ e−τ .(11)
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So now we need to bound the term EPn(G) :=
EPn
{
sup
f∈F
|RL,D(f)−RL,P (f)|
}
.
Defining the new Carathe´odory set H as H = {hf := L ◦ f : f ∈
F}, for a probability distribution P on Z ≡ (X × Y), we can use
the idea of symmetrization given in Proposition 7.10 in SC08 to bound
EPn
{
sup
f∈F
|RL,D(f)−RL,P (f)|
}
. We have for all n ≥ 1,
ED∼Pn
{
sup
f∈F
|RL,D(f)−RL,P (f)|
}
= ED∼Pn sup
hf∈H
|EPhf − EDhf |
≤ 2ED∼PnRadD(H, n),
where RadD(H, n) is the n-th empirical Rademacher average of H for D :=
{z1, . . . , zn} ∈ Zn with respect to the Rademacher sequence {ε1, . . . , εn} and
the distribution ν, which is given by RadD(H, n) = Eν sup
h∈H
∣∣∣∣∣ 1n
n∑
i=1
εih(zi)
∣∣∣∣∣.
So we see now that it suffices to bound ED∼PnRadD(H, n).
For that we use theorem 7.16 of SC08, but before that note that the
entropy bound means we have for fixed n ≥ 1, that ∃ constants a ≥ 1 and
p ∈ (0, 1) such that
EDX∼PnX ei (F , L∞(DX )) ≤ ai−
1
2p , i ≥ 1.(12)
First observe that H ⊂ L2(P ). Now since Lipschitz continuity of L gives us
that |L(x, y, f1(x)) − L(x, y, f2(x))|2 ≤ cL(C)2|f1(x) − f2(x)|2, it is easy to
see that
ei(H, ‖ · ‖L2(P )) ≤ cL(C)ei(F , ‖ · ‖L2(PX )). Hence we have
ED∼Pn
(
ei(H, ‖ · ‖L2(D))
) ≤ cL(C)EDX∼PnX (ei(F , ‖ · ‖L2(DX )))(13)
≤ cL(C)EDX∼PnX
(
ei(F , ‖ · ‖L∞(DX ))
)
≤ cL(C)ai− 12p .
Now noting that ‖hf‖∞ ≤ B and EPh2f ≤ B2 for B defined as before, the
conditions of Theorem 7.16 of SC08 are satisfied with a˜ = cL(C)a and hence
we have,
ED∼PnRadD(H, n) ≤ max
{
C1(p)a˜
pB1−pn−
1
2 , C2(p)a˜
2p
1+pB
1−p
1+p n−
1
1+p
}
(14)
for constants C1(p), C2(p) depending only on p. Hence we finally have that
with probability ≥ 1− e−τ ,
sup
f∈F
|RL,P (f)−RL,D(f)| ≤ 2B
√
2τ
n
+
10Bτ
3n
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+ 4 max
{
C1(p)cL(C)
papB1−pn−
1
2 , C2(p)cL(C)
2p
1+p a
2p
1+pB
1−p
1+p n−
1
1+p
}
.
C.2. Proof of Proposition 5 (from section 6).
Proof. First note that since B ≥ 1 and K ≥ Bp/4, we have 24KB1−p ≥
6B > 2. Recall the notational definitions (7) from section 6.2 and then see
that if a2p > λpn, the inequality trivially follows from the fact that∣∣RRDD (J1, J2)∣∣ ≤ ∣∣∣λ ∥∥fD,λ,HJ2∥∥2HJ2 +RL,D (fD,λ,HJ2 )∣∣∣
+
∣∣∣λ ∥∥fD,λ,HJ1∥∥2HJ1 +RL,D (fD,λ,HJ1 )∣∣∣
≤ 2RL,D(0) ≤ 24KB1−p
(
a2p
λpn
) 1
2
,
since RL,D(0) ≤ 1. Hence we assume from here on that a2p ≤ λpn. Now
observe that since H is separable, from Lemma 11 in section A we have that
the HJs are also separable. Hence from Lemma 6.23 of SC08 we have that
the KMs produced by these RKHSs are measurable.
Now note that L(x, y, 0) ≤ 1 ⇒ for any distribution Q on X × Y, we
have that RL,Q(0) ≤ 1. Since, inf
f∈HJ
λ‖f‖2HJ +RL,Q(f) ≤ RL,Q(0), we have
that
∥∥fQ,λ,HJ∥∥HJ ≤√RL,Q(0)λ . Now since by Lemma 4.23 of SC08 ‖f‖∞ ≤
‖k‖∞‖f‖HJ for all f ∈ HJ , we have that
∥∥fQ,λ,HJ∥∥∞ ≤ ∥∥fQ,λ,HJ∥∥HJ ≤
λ−1/2. So, consequently, for every distribution Q on X × Y, we have∣∣RL,P (fQ,λ,HJ )−RL,D (fQ,λ,HJ )∣∣ ≤ sup
‖f‖HJ≤λ−1/2
|RL,P (f)−RL,D(f)| .(15)
Now since from (A1) in section 5, R∗
L,P,HJ1
= R∗
L,P,HJ2
= R∗L,P,H , we have∣∣RRDD (J1, J2)∣∣ ≤ ∣∣RRDP (J2)∣∣+ ∣∣RRDP (J1)∣∣+ ∣∣RL,D (fD,λ,HJ2 )−RL,P (fD,λ,HJ2 )∣∣
+
∣∣RL,D (fD,λ,HJ1 )−RL,P (fD,λ,HJ1 )∣∣ .
Noting that RRDP (J) ≥ 0, we have from (6.18) of SC08
∣∣RRDP (J)∣∣ ≤ AJ2 (λ) +RL,P (fD,λ,HJ )−RL,D (fD,λ,HJ )(16)
+RL,D
(
fP,λ,HJ
)−RL,P (fP,λ,HJ ) ≤ AJ2 (λ) + 2 sup
‖f‖HJ≤λ−1/2
|RL,P (f)−RL,D(f)| .
From (15) and (16) and the fact that J1, J2 ∈ J˜ such that J1 ⊆ J2 ⊆ J∗,
we have that∣∣RRDD (J1, J2)∣∣ ≤ 3 sup
‖f‖
HJ1
≤λ−1/2
|RL,P (f)−RL,D(f)|
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+ 3 sup
‖f‖
HJ2
≤λ−1/2
|RL,P (f)−RL,D(f)|+AJ12 (λ) +AJ22 (λ).
First note that for f ∈ λ−1/2BHJ and B := cL(λ−1/2)λ−1/2 + 1, we
have |L(x, y, f(x))| ≤ |L(x, y, f(x)) − L(x, y, 0)| + L(x, y, 0) ≤ B for all
(x, y) ∈ X × Y. Also note that the entropy bound assumption implies that
EDX∼PnX
(
ei(λ
−1/2BH , ‖ · ‖L∞(DX ))
) ≤ λ−1/2ai− 12p .
Now note from Lemma 11 in section A that the conditions of Lemma 4
in section 6 are satisfied for F := λ−1/2BHJ , ‖ · ‖F := ‖ · ‖HJ , C := λ−1/2
and B := cL(λ
−1/2)λ−1/2 + 1 for each of the RKHS classes HJ . Also since
a2p ≤ λpn and B ≥ 1, we have
(
a2p
λpn
)1/2 ≥ ( a2pλpn)1/(p+1) and B1−p ≥ B 1−p1+p
for p ∈ (0, 1). Hence we have our assertion.
C.3. Proof of Lemma 8.
Proof. (i) Fixing a λ ∈ [0, 1], we have that B := cL(λ−1/2)λ−1/2 + 1 ≤
2λ−1/2. Now since |X| ≤ x⇒ X ≤ x for any x ≥ 0, we see from Proposition
5 that
RRDD (J1, J2) < AJ12 (λ) +AJ22 (λ) + 24λ−1/2
√
2τ
n
+ 40λ−1/2
τ
n
+ 48K2λ
− p−12
(
a2p
λpn
) 1
2
= AJ12 (λ) +A
J2
2 (λ) + 24
√
2τ(λn)−
1
2 + 40τ(λ
1
2n)−1 + 48K2a2p(λn)−
1
2(17)
with probability at least 1 − 2e−τ . Also from Corollary 6 in section 6, for
J ∈ J˜ similarly, we have∣∣RRDD (J)∣∣ < AJ2 (λ) + 12√2τ(λn)− 12 + 20τ(λ 12n)−1 + 24K2a2p(λn)− 12(18)
with probability at least 1 − e−τ . Now since λn → 0 and lim
n→∞λnn = ∞,
Lemma 5.15 along with (5.32) of SC08 gives us that the right hand side of the
above inequality converges to 0. So the denseness assumption of the RKHSs
additionally gives us the universal consistency of our feature elimination
algorithm. To establish the convergence rate of our algorithm we further
assume that there exists c > 0 and β ∈ (0, 1] such that AJ2 ≤ cλβ for any J
and for all λ ≥ 0. Then it can be seen that asymptotically the best choice
for λn in (17) or (18) is a sequence that behaves like n
− 1
(2β+1) and then the
inequalities in (17) and (18) are satisfied with the l.h.s. replaced by n and
n/2 respectively, where n is given by (2c + 24
√
2τ + 48K2a
2p)n
− β
2β+1 +
40τn
− 4β+1
2(2β+1) . This proves (i) for {n} for τ = o
(
n
2β
2β+1
)
.
(ii) Observe from Corollary 6 in section 6 along with the conditions on λn,
AJ2 , and steps in the proof of (i) given above that,
∣∣RRDD (J)∣∣ < n/2 occurs
A NOTION OF CONSISTENCY FOR RFE IN KERNEL MACHINES 41
with Pn probability greater than 1 − eτ for any J ⊂ {1, 2, . . . , d} where n
is given as before.
Also note that from Assumption (A2) in section 5 we have thatR∗
L,P,HJ2
−
0 ≥ R∗L,P,HJ∗ = R∗L,P,HJ1 . So for HJ2 we have,
Pn
(∣∣RRDD (J2)∣∣ < n/2) > 1− e−τ
⇒Pn
(
Rreg,λn
L,D,HJ2
(
fD,λn,HJ2
)
+ n/2 > R∗L,P,HJ2
)
> 1− e−τ ,
and for HJ1 we have
Pn
(∣∣RRDD (J1)∣∣ < n/2) > 1− e−τ
⇒Pn
(
Rreg,λn
L,D,HJ1
(
fD,λn,HJ1
)
< R∗L,P,HJ1 + n/2
)
> 1− e−τ
⇒Pn
(
Rreg,λn
L,D,HJ1
(
fD,λn,HJ1
)
+ 0 − n/2 < R∗L,P,HJ2
)
> 1− e−τ .
The above two statements then jointly imply that
RRDD (J1, J2) > 0 − n(19)
with Pn probability greater than 1− 2e−τ .
Also it is easy to see that since n → 0 with n → ∞ for τ = o
(
n
2β
2β+1
)
,
the gap ˜n = 0 − n −→ 0 > 0.
(iii) From Assumption (A1) in section 5 and Corollary 7 in section 6,
conditions on λn, A
J
2 , and steps in the proof of (i) given above, the ‘if’
condition of (iii) follows since for any J and for all  > 0, τ > 0 and n ≥ 1
we have,
Pn
(∣∣RRDD (J)∣∣ < ηn) > 1− e−τ ,(20)
where ηn = (c+ 8
√
2τ + 16K2a
2p)n
− β
2β+1 + 40/3τn
− 4β+1
2(2β+1) .
Now for J1 ∈ J˜ and J2 /∈ J˜ we have R∗L,P,HJ2−0 ≥ R∗L,P,HJ∗ = R∗L,P,HJ1
= R∗L,P,H and hence the ‘only if’ condition of (iii) also follows by noting that
λn
∥∥fD,λn,HJ2∥∥2HJ2 + RL,P (fD,λn,HJ2) − R∗L,P,H > 0 − ηn occurs with Pn
probability greater than 1− e−τ .
Now since ηn → 0 with n→∞ and τ = o
(
n
2β
2β+1
)
, the gap ˜˜n = 0 − ηn
−→ 0 > 0.
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SUPPLEMENTARY MATERIAL
Additional Materials and Matlab Codes:
(http://www.bios.unc.edu/ kosorok/RFE.html). Additional materials and
details on the codes are given in the html page.
S1. A further discussion on Projected Spaces. In order to pro-
vide a heuristic understanding of the importance of the projection spaces
in feature selection, we give an alternative definition of lower dimensional
versions of the input space. For a given input space X , we can define the
deleted space X−J as the space spanned in Rd−|J |, obtained by considering
only the relevant d − |J | co-ordinates of the vectors from X . This is essen-
tially different from the projected space X J , which amounted to looking at
the span of the d−|J | co-ordinates only when the remaining |J | co-ordinates
are 0.
The original RFE procedure developed in Guyon et al. [2002] starts off
with a given input space X and eliminates features by re-training the SVM
algorithm on the lower dimensional spaces X−J . From their discussion, it is
seen that if the Gram matrix of the training vectors {x1, . . . , xn} is given by
{k(xk, xj)}nk,j=1, then the Gram matrix of the training vectors {x−i1 , . . . , x−in }
after deleting a particular variable say Xi is taken to be {k(x−ik , x−ij )}nk,j=1.
This clearly takes into account the assumption that the kernel k can be
defined on deleted vectors as well. It is not intuitively clear however if this
can be done for any general kernel k. For example, if we start with X ⊆ R2
and decide to look at only the first feature, then we are restricting ourselves
to look at vectors only from R. Suppose now that the original kernel k was
defined on R2 × R2 as k(x, y) = x′Ay for a given 2 × 2 matrix A. It is not
clear then how it can be defined on R× R without breaking its form.
However, for a radial or dot-product kernel, this connection can indeed
be achieved. It can be shown that these special kernels have the ability to
be redefined on deleted spaces quite easily, and in these cases, they become
the same as their projected versions, that we propose to use. But for any
general kernel, there might not be any “natural” kernel to use in this regard.
Hence, in this work we propose to use the projected space X J instead of the
deleted space X−J , as this approach allows a natural way to redefine the
kernels in any general situation.
S2. Case Study 2 revisited: Naive rates for the Gaussian RBF
kernel in the high dimensional scenario ((RC3) in Section 7.4).
Now we look back at Case Study 2 to derive high dimensional rates for
this problem. Being a universal kernel, the Gaussian RBF kernel produces
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a very rich RKHS. The entropy of such a space thus grow very slowly
(at a much slower rate than the linear kernel) which makes learning so
challenging. It is important to note that our algorithm learns at a rate that
is directly dependent on the learning rate of the support vector machines
algorithm itself, which is again directly dependent on the entropy growth
of the RKHS (that we use for learning) with dimensionality. Our belief is
that most of the bounds that we have on the complexity of an RKHS with
the Gaussian RBF kernel in the literature, may have been derived under
suboptimal conditions on the dimensionality growth. Thus deriving new
bounds that are optimal in the dimensionality d require new math which
is certainly open for further exploration. For now, we concentrate on the
bounds used in Case Study 2 in Section 4.2.
The Entropy Bound:
• We continue to use the entropy bound from Appendix B. See that in
the proof of Lemma 3 we used a := c,pγ
(1−p)(1+)d
2p for all γ ≥ 1, for
all  > 0, d/(d + τd) < p < 1 and a constant c,p depending only on
p and a given , and where τd ∈ ( 0,∞ ] is the tail exponent of the
distribution PX on Rd.
• Additionally assume there exist constant K1 such that τd/d < K1.
First note that this implies we can choose any p ∈ [1/(1 +K1), 1) and
also that (1− p)d < τdd/(τd + d) < dK1/(1 +K1).
• Note that c,p is then a fixed constant, and we get a < R1kd1 for
constants R1 and k1, or that f(d) = k
d
1 .
The Approximation Error Bound:
• From Theorem 2.6 of Steinwart and Scovel [2007], note that the geo-
metric noise exponent αd0 of the distribution P on X ⊂ Rd0×Y can be
expressed in terms of its Tsybakov noise exponent qd0 and its envelope
γd0 > 0 (refer to Steinwart and Scovel [2007] for definitions of these
quantities) as αd0 = (qd0 + 1)γd0d
−1
0 for qd0 > 1.
• We assume qd0/d0 > C1 > 0 and γd0 > ε > 0 for some constants C1
and ε, which implies αd0 > C1ε.
• Note that we showed in Appendix B that A2(λ, d0, γ(λ, d0)) < Kd0λβ
for β = α/(1 + α). Note that the earlier assumption then restricts β
to be strictly positive.
• The constant Kd0 can be derived from Steinwart and Scovel [2007] as
Kd0 = max
((
81
pi
)d/2
θ(d)2, 8C(2d0)
αd0/2
)
where θ(d) is the volume of
the input space X .
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• For X ⊆ rBd01 for some r <∞ where Bd01 is the unit Euclidean ball in
Rd0 , we have θ(d) = O(rd0).
• Then for large enough d0, Kd0 < R2dk2d00 , and thus g(d0) = dk2d00 .
S3. Additional Proofs.
S3.1. Proof of Lemma 10.
Proof. The direction LJ∞(X J) ⊆ L∞(X J) is obvious since co-ordinate
projection maps are continuous. To show that LJ∞(X J) ⊇ L∞(X J) let us
take g ∈ L∞(X J). Then g : X J 7→ R is measurable with ‖g‖∞ <∞. Extend
g to g˜ to include the whole domain X by defining g˜(x) = g (piJc(x)). Since g˜
is measurable with ‖g˜‖∞ = ‖g‖∞, we have that g˜ ∈ L∞(X ) and g˜ ◦piJc = g˜,
so g = g˜
∣∣
XJ ∈ LJ∞(X J).
S3.2. Lemma S1. Here we provide a lemma similar to Lemma 11 noting
similar results for any general space.
Lemma S1. Let F ⊂ L∞(X ) be a non-empty functional subspace. Then
for any J ⊆ {1, 2, . . . , d},
1. If F is dense in L∞(X ), then FJ is dense in LJ∞(X ).
2. If F is compact, then so is FJ .
3. ei(FJ , ‖.‖∞) ≤ ei(F , ‖.‖∞), ∀i ≥ 1 where ei(F , ‖.‖∞) is the ith en-
tropy number of the set F with respect to the ‖.‖∞-norm as defined in
Section 2.6.
Condition 1 holds even if L∞(X ) is replaced by any space that admits
the nested structure. We provide a proof of the above lemma below, and the
proof of Lemma 11 follows similarly.
Proof. (1) For any function f ∈ L∞(X ), by the denseness of F we can
find a sequence of functions {gn} ∈ F such that gn → f uniformly. Now
fix an arbitrary function f ∈ LJ∞(X ) ⊂ L∞(X ) and consider any sequence
of functions {gn} ∈ F that converges to f uniformly. Construct the new
sequence of functions {gJn} where for any function f ∈ F , fJ is defined by
fJ(x) = f(piJ
c
(x)). Observe trivially that {gJn} ∈ FJ .
Now {gn} 7→ f uniformly ⇒ for any  > 0, ∃ N such that ∀ n ≥ N ,
sup
x∈X
|gn(x)− f(x)| <  ∀n ≥ N
⇒ sup
x∈piJc (X )
|gn(x)− f(x)| <  ∀n ≥ N
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⇒ sup
x∈X
|gn(piJc(x))− f(piJc(x))| <  ∀n ≥ N
⇒ sup
x∈X
|gJn(x)− f(x)| <  ∀n ≥ N (∵ f(piJ
c
(x)) = f(x))
⇒ {gJn} 7→ f uniformly.
Hence FJ is dense in LJ∞(X ).
It is also easy to see that the above proposition will hold true even if
LJ∞(X ) is replaced by any other space G that admits the nested structure
as long as we work with the uniform metric.
(2) Since F is compact, for any  > 0, ∃ {fn}Nn=1 ∈ F such that F ⊂
N⋃
n=1
B‖·‖∞(fn, ) (where B‖·‖∞(fn, ) is a ‖ · ‖∞ ball of radius  with center
fn). We now fix f ∈ FJ and note that ∃ an equivalent class of functions
{gf} in F such that for any two functions gf1 and gf2 ∈ {gf} we have that
gf1 ∼ gf2 in the sense that gf1 ◦ piJ
c
= gf2 ◦ piJ
c
= f . Fix one such g˜f ∈ {gf}.
Since g˜f ∈ F , ∃ fi ∈ {fn}Nn=1 such that d(fi, g˜f ) < , that is,
sup
x∈X
|fi(x)− g˜f (x)| <  ⇒ sup
x∈piJc (X )
|fi(x)− g˜f (x)| < 
⇒ sup
x∈X
|fi(piJc(x))− g˜f (piJc(x))| < 
⇒ sup
x∈X
|fJi (x)− f(x)| <  (∵ g˜f (piJ
c
(x)) = f(x))
⇒ {fJn }Nn=1 forms a finite -cover for the set FJ .
Hence FJ is compact.
(3) To see (3), note that if f1, . . . , f2n−1 is an -net of F , then for any
f ∈ F , we have i ∈ {1, . . . , 2n−1} such that ‖f − fi‖∞ < . Then,
‖f ◦ piJc − fi ◦ piJc‖∞ = sup
x∈X
∣∣f ◦ piJc(x)− fi ◦ piJc(x)∣∣ = sup
x∈XJ
|f(x)− fi(x)|
≤ sup
x∈X
|f(x)− fi(x)| = ‖f − fi‖∞ < .
Hence f1 ◦ piJc , . . . , f2n−1 ◦ piJc is an -net of FJ .
S3.3. Proof of Lemma 2.
Proof. To see this, let us consider a dot-product kernel k such that
k(x, y) = g(〈x, y〉) where 〈· , ·〉 is the usual Euclidean inner-product. Now
consider the pre-RKHSs Hpre and H
J
pre. We show here that H
J
pre ⊆ Hpre
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which will imply that HJ ⊆ H. To show this, take f ∈ HJpre. This implies
that f can be written as f(·) =
n∑
i=1
αik
J(·, xi) for n ∈ N, α1, . . . , αn ∈
R, x1, . . . , xn ∈ X . Hence,
f(·) =
n∑
i=1
αik
J(·, xi) =
n∑
i=1
αik
(
piJ
c
(·), piJc(xi)
)
=
n∑
i=1
αig
(〈
piJ
c
(·), piJc(xi)
〉)
=
n∑
i=1
αig
(〈·, piJc(xi)〉)
=
n∑
i=1
αik
(·, piJc(xi))
Noting that piJ
c
(x1), . . . , pi
Jc(xn) ∈ X , we have that f ∈ Hpre. In a similar
way, we can show that for any J1 ⊆ J2, HJ2 ⊆ HJ1 .
Method
Mean No of
test error features chosen
SVM wRisk-RFE 0.08 4
SVM woSelection 0.18 10
SVM wSCAD 0.14 8
Log Reg wLASSO 0.19 9
Table S4.1. Vowel Data
S4. Real Data Examples. We apply the risk-RFE algorithm to two
feature selection applications: feature selection in vowel recognition data,
and feature selection in predicting ozone levels.
S4.1. Non linear classification in vowel recognition. To show the appli-
cability of risk-RFE for non-linear classification, we apply our method to
the vowel recognition data set available at http://www-stat.stanford.
edu/~tibs/ElemStatLearn/ [see Hastie, Tibshirani and Friedman, 2009].
The dataset consists of recordings from 15 individuals speaking different
classes of vowels, 11 in all, and a 10 dimensional input space created from
the reflection coefficients to calculate 10 log area parameters [see Rabiner
and Schafer, 1978]. We apply SVM with a Gaussian RBF kernel to classify
between the vowel sounds ‘i’ and ‘I’ based on these 10 features. We use five
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Variables Temp invHt hum invTemp press milPress vis wind
Value function 39.90 35.18 30.37 29.16 28.56 28.19 27.89 27.42
Table S4.2. SVM-wRFE: Ozone Data
fold cross-validation to obtain the SVM parameters and trained on a data set
with 48 instances and tested with 42 instances of each vowel. We compared
results of running risk-RFE with SVM Gaussian (SVM Gauss-wRFE), with
(a) running SVM without any feature selection (SVM Gauss-woSelection),
(b) running Logistic regression with LASSO and (c) SCAD wLinear SVM.
The results are given in Table S4.1. We did not use Guyon’s RFE as it does
not provide any inherent mechanism of choosing a subset of features. As can
be seen, risk-RFE is able to achieve more than a 40% drop in misclassifica-
tion error relative to it’s nearest competitor.
S4.2. Non linear regression in Ozone data. The ozone data set [see
Breiman and Friedman, 1985] has been used frequently to evaluate meth-
ods for non-linear regression. These data record the level of atmospheric
ozone concentration from eight daily meteorological measurements made
in the Los Angeles basin in 1976, and we have 330 complete cases. The
response, referred to as ozone, is actually the log of the daily maximum
of the hourly-average ozone concentrations in Upland, California and can
be found at http://www-stat.stanford.edu/~tibs/ElemStatLearn/ [see
Hastie, Tibshirani and Friedman, 2009]. We split the data randomly into
twenty test and training sets of equal sizes and perform SVR with epsilon-
insensitive loss and Gaussian RBF kernel on each training-test data pair.
Five fold cross-validation was used to select the parameters of the algorithm
in each run. The ranks of the variables as given by risk-RFE are provided in
Table S4.2 with the respective objective function values in the last run. It
does confirm important non-linear relationships existing between the predic-
tors and the ozone levels which we already knew - that temperature (Temp)
is the most important variable in predicting ozone levels followed by inver-
sion height (invHt) and humidity (hum). Risk-RFE selects between 3 and 4
variables (either only these three, or these alongwith InvTemp) in each run,
achieving an average test error rate of 15.38%. We also compared results
from when we run the regression without using risk-RFE, and when we use
linear regression with LASSO for feature selection, and the results are given
in Table S4.3.
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Method
Mean Average no of
test error features chosen
SVM wRisk-RFE 15.38 3.6
SVM woSelection 15.45 8
Lin Reg wLASSO 19.74 5.8
Table S4.3. Ozone Data
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