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Abstract
This paper is concerned with the dissipativity of Volterra functional differential equations in a Hilbert
space. A sufficient condition for dissipativity of one class of such equations is obtained. This result is
applied to delay differential equations and integro-differential equations to obtain dissipativity results that
are more general and deeper than related results in the previous literature.
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1. Introduction
Let H be a real or complex Hilbert space with the inner product 〈·,·〉 and corresponding
norm ‖ · ‖. Let X be a dense continuously imbedded subspace of H . For any given closed inter-
val I ⊂ R, let the symbol CX(I) denote the Banach space consisting of all continuous mappings
x : I → X with norm ‖x‖∞ = maxt∈I ‖x(t)‖. Consider the Volterra functional differential equa-
tions (VFDEs) initial value problem{
y′(t) = f (t, y(t), y(·)), t  0,
y(t) = ϕ(t), −τ  t  0, (1.1)
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L. Wen, S. Li / J. Math. Anal. Appl. 324 (2006) 696–706 697where τ is a positive constant, ϕ ∈ CX[−τ,0] is a given initial function, f : [0,+∞) × X ×
CX[−τ,+∞] → H is a given locally Lipschitz continuous mapping satisfying
2〈u,f (t, u,ψ(·))〉 γ (t) + α(t)‖u‖2 + β(t) max
t−μ2(t)ξt−μ1(t)
∥∥ψ(t)∥∥2,
u ∈ X, ψ ∈ CX[−τ,+∞], t ∈ [0,+∞), (1.2)
where α(t), β(t) and γ (t) are bounded continuous functions on the interval [0,+∞), μ1(t) and
μ2(t) satisfy
0 < inf
0ξ<+∞μ1(t) μ1(t) μ2(t) t + τ ∀t ∈ [0,+∞) (1.3)
and
lim
t→+∞
(
t − μ2(t)
)= +∞. (1.4)
Throughout this paper, we define
α0 = sup
0t<+∞
α(t), β0 = sup
0t<+∞
β(t), γ0 = sup
0t<+∞
γ (t), (1.5a)
μ
(0)
1 = inf0t<+∞μ1(t),
μ
(0)
2 (ξ1, ξ2) = inf
ξ1tξ2
(
t − μ2(t)
) ∀ξ1, ξ2: 0 ξ1  ξ2 < +∞, (1.5b)
and we always assume that f (t,ψ(t),ψ(·)) is independent of the values of the function ψ(ξ)
with t < ξ < +∞, i.e. f (t,ψ(t),ψ(·)) is a Volterra functional and that problem (1.1) has a
true solution y(t) ∈ CX[−τ,+∞]. Note that condition (1.2) arises in the study of several fre-
quently analyzed partial differential equations, including the Navier–Stokes equation whose
semi-discrete approximation can be written in form (1.1) with β(t) ≡ 0 (cf. [1]).
In this paper, we concentrate on the dissipativity of problem (1.1) in VFDEs. In Section 2
a sufficient condition for the dissipativity of the problem is obtained. In Section 3, applying
the sufficient condition to some special cases, several dissipativity results for delay differential
equations and integro-differential equations, respectively, are obtained, which are more general
and deeper than the existing related results in literature (cf. [5,9]).
Many interesting problems in physics and engineering are modelled by dissipative systems
in VFDEs, which are characterized by possessing a bounded absorbing set that all trajectories
enter in a finite time and thereafter remain inside (cf. [1,2]). Therefore, our results obtained in
this paper are of importance in theory and practice.
2. Main results and their proofs
Proposition 2.1. If the mapping f in problem (1.1) satisfies condition (1.2), then we have
γ (t) 0, β(t) 0 ∀t ∈ [0,+∞). (2.1)
Definition 2.2. Problem (1.1) in VFDEs is said to be dissipative in H if there exists a bounded
set B ⊂ H , such that for any given bounded set Φ ⊂ H , there is a time t0 = t0(Φ), such that for
any given initial function ϕ ∈ CX[−τ,0] with ϕ(t) contained in Φ for all t ∈ [−τ,0], the values
of the corresponding solution y(t) of the problem are contained in B for all t  t0. Here B is
called an absorbing set of the problem.
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∥∥y(t2)∥∥2  exp
( t2∫
t1
α(η)dη
)∥∥y(t1)∥∥2 +
t2∫
t1
γ (ζ ) exp
( t2∫
ζ
α(η) dη
)
dζ
+
t2∫
t1
β(ζ ) exp
( t2∫
ζ
α(η) dη
)
dζ max
μ
(0)
2 (t1,t2)ξt2−μ(0)1
∥∥y(ξ)∥∥2
∀t1, t2: 0 t1  t2 < +∞. (2.2)
Proof. Define
Y(t) = ∥∥y(t)∥∥2 = 〈y(t), y(t)〉 (2.3)
and
Q(t) = p(t)(Y(t) + δq(t) + s(t)), t1  t  t2, (2.4)
where
p(t) = exp
(
−
t∫
0
α(η)dη
)
, q(t) = −[p(t)]−1
t∫
0
β(ζ )p(ζ ) dζ,
s(t) = −[p(t)]−1
t∫
0
γ (ζ )p(ζ ) dζ, (2.5)
δ is a constant to be determined. Then we have
p′(t) = −α(t)p(t), q ′(t) = α(t)q(t) − β(t), s′(t) = α(t)s(t) − γ (t),
and therefore together with (1.2)
Q′(t) = p(t)[−α(t)(Y(t) + δq(t) + s(t))+ 2〈y(t), y′(t)〉+ δ(α(t)q(t) − β(t))
+ α(t)s(t) − γ (t)]
 p(t)β(t)
(
max
t−μ2(t)ξt−μ1(t)
∥∥Y(ξ)∥∥− δ). (2.6)
Choose
δ = max
μ
(0)
2 (t1,t2)ξt2−μ(0)1
Y(ξ)
and note β(t) 0 by Proposition 2.1. Then (2.6) leads to Q′(t) 0 which means that Q(t) is a
non-increased function on the interval [t1, t2]. Therefore inequality (2.2) follows. This completes
the proof of Lemma 2.3. 
Theorem 2.4. Suppose that y(t) is a solution of problem (1.1) satisfying condition (1.2), and that
α0 + β0 < 0. Then,
L. Wen, S. Li / J. Math. Anal. Appl. 324 (2006) 696–706 699(i) for any given ε > 0, there exists a positive number t∗ = t∗(‖ϕ‖∞, ε), such that∥∥y(t)∥∥2 < γ0−(α0 + β0) + ε ∀t > t∗; (2.7)
(ii) for any given ε > 0, problem (1.1) is dissipative with an absorbing set
B = B(0,√−γ0/(α0 + β0) + ε ).
Proof. For any given t ∈ (0,μ(0)1 ], we choose t1 = 0, t2 = t . Using Lemma 2.3 and noting Propo-
sition 2.1, we thus get
∥∥y(t)∥∥2  exp
( t∫
0
α(η)dη
)∥∥y(0)∥∥2 +
t∫
0
γ (ζ ) exp
( t∫
ζ
α(η) dη
)
dζ
+
t∫
0
β(ζ ) exp
( t∫
ζ
α(η) dη
)
dζ max
μ
(0)
2 (0,t)ξt−μ(0)1
∥∥y(ξ)∥∥2

(
exp
( t∫
0
α(η)dη
)
+
t∫
0
β(ζ ) exp
( t∫
ζ
α(η) dη
)
dζ
)
‖ϕ‖2∞
+
t∫
0
γ (ζ ) exp
( t∫
ζ
α(η) dη
)
dζ

(
1 +
t∫
0
(
α(ζ ) + β(ζ )) exp
( t∫
ζ
α(η) dη
)
dζ
)
‖ϕ‖2∞ +
(
1 − eα0μ(0)1
) γ0
−α0 .
(2.8)
Note that here
1 +
t∫
0
(
α(ζ ) + β(ζ )) exp
( t∫
ζ
α(η) dη
)
dζ ∈ (0,1).
It follows directly from (2.8) that∥∥y(t)∥∥2  ‖ϕ‖2∞ + r, 0 < t  μ(0)1 , (2.9)
where
r =
(
1 − eα0μ(0)1
) γ0
−α0 .
Furthermore, for any given t > μ(0)1 , we choose t1 = t − μ(0)1 , t2 = t . Then from Lemma 2.3 we
get
∥∥y(t)∥∥2  exp
( t∫
t−μ(0)
α(η) dη
)∥∥y(t − μ(0)1 )∥∥2 +
t∫
t−μ(0)
γ (ζ ) exp
( t∫
ζ
α(η) dη
)
dζ1 1
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t∫
t−μ(0)1
β(ζ ) exp
( t∫
ζ
α(η) dη
)
dζ max
μ
(0)
2 (t−μ(0)1 ,t)ξt−μ(0)1
∥∥y(ξ)∥∥2

[
eα0μ
(0)
1 + β0−α0
(
1 − eα0μ(0)1
)]
max
μ
(0)
2 (t−μ(0)1 ,t)ξt−μ(0)1
∥∥y(ξ)∥∥2 + r,
which gives
∥∥y(t)∥∥2  θ max
μ
(0)
2 (t−μ(0)1 ,t)ξt−μ(0)1
∥∥y(ξ)∥∥2 + r  θ max
−τξt−μ(0)1
∥∥y(ξ)∥∥2 + r, t > μ(0)1 ,
(2.10)
where
θ = β0−α0 +
α0 + β0
α0
eα0μ
(0)
1 . (2.11)
We now consider the following two cases successively.
Case 1. ‖ϕ‖2∞  θ(‖ϕ‖2∞ + r). It can be proved by mathematical induction that
∥∥y(t)∥∥2  θn‖ϕ‖2∞ + r
n∑
j=0
θj , t ∈ (nμ(0)1 , (n + 1)μ(0)1 ], n = 1,2, . . . . (2.12)
In fact, when n = 1, from (2.10) and (2.9) we have
∥∥y(t)∥∥2  θ max
−τξμ(0)1
∥∥y(ξ)∥∥2 + r  θ max{‖ϕ‖2∞ + r,‖ϕ‖2∞}+ r = θ(‖ϕ‖2∞ + r)+ r,
which means (2.12) holds when n = 1. If (2.12) holds for n < l, where l is a positive integer,
then, for t ∈ (lμ(0)1 , (l + 1)μ(0)1 ], it follows from (2.10) that∥∥y(t)∥∥2  θ max
−τξlμ(0)1
∥∥y(ξ)∥∥2 + r
= θ max
{
max
1kl
max
(k−1)μ(0)1 tkμ(0)1
∥∥y(t)∥∥2, max
t∈[−τ,0]
∥∥y(t)∥∥2}+ r
 θ max
{
max
0kl−1
(
θk‖ϕ‖2∞ + r
k∑
j=0
θj
)
,‖ϕ‖2∞
}
+ r. (2.13)
On the other hand, when ‖ϕ‖2∞  θ(‖ϕ‖2∞ + r) we have
θk‖ϕ‖2∞ + r
k∑
j=0
θj = θk−1(θ(‖ϕ‖2∞ + r))+ r
k−1∑
j=0
θj  θk−1‖ϕ‖2∞ + r
k−1∑
j=0
θj .
Therefore, from (2.13) we obtain
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(
θ l−1‖ϕ‖2∞ + r
l−1∑
j=0
θj
)
+ r = θ l‖ϕ‖2∞ + r
l∑
j=0
θj ,
which shows that (2.12) holds for any n 1.
Case 2. ‖ϕ‖2∞ > θ(‖ϕ‖2∞ + r). At first, from (1.4), we can construct a strictly increasing se-
quence {ξk} (ξ0 = 0) satisfying
(i) limk→∞ ξk = +∞; (2.14)
(ii) t − μ2(t) > ξk, ∀t > ξk+1, k = 0,1, . . . ; (2.15)
(iii) there exits a strictly increasing positive integer sequence {nk} such that limk→∞ nk = ∞,
and that
ξk = nkμ(0)1 , k = 1,2, . . . . (2.16)
In fact, assume that ξk and nk have been chosen appropriately where k  0. Since
limt→+∞(t − μ2(t)) = +∞, there exists a constant M > ξk such that t − μ2(t) > ξk for all
t > M . If M + 1 is just an integral times of μ(0)1 , e.g. there exists a positive integer number i
such that M +1 = iμ(0)1 , then we let ξk+1 = M +1 and nk+1 = i, otherwise there exists a natural
number j consequentially satisfying jμ(0)1 < M + 1 < (j + 1)μ(0)1 , we let ξk+1 = (j + 1)μ(0)1
and nk+1 = j + 1. Thus we obtain the sequences {ξk} and {nk} which satisfy our requests.
From (2.10), we can obtain that∥∥y(t)∥∥2  ‖ϕ‖2∞ + r, t ∈ (0, ξ1]. (2.17)
In fact, when t ∈ (0,μ(0)1 ], (2.17) holds obviously. Now we assume that (2.17) holds for t ∈⋃k
i=1((i − 1)μ(0)1 , iμ(0)1 ], where 1 k < n1. Then, for t ∈ (kμ(0)1 , (k + 1)μ(0)1 ], it follows from
(2.10) that∥∥y(t)∥∥2  θ max
−τξkμ(0)1
∥∥y(ξ)∥∥2 + r  θ(‖ϕ‖2∞ + r)+ r  ‖ϕ‖2∞ + r,
where we have used the condition ‖ϕ‖2∞ > θ(‖ϕ‖2∞ + r). This shows that (2.17) holds for any
t ∈ (0, ξ1].
Furthermore, we also can prove the following inequality by mathematical induction
∥∥y(t)∥∥2  θn‖ϕ‖2∞ + r
n∑
j=0
θj , t ∈ (ξn, ξn+1], n = 0,1,2, . . . . (2.18)
In fact, (2.17) shows that (2.18) obviously holds for n = 0. Now we assume that (2.18) holds for
any n < l, where l is a positive integer. In the following we prove by mathematical induction that
the inequality
max
ξl<ξt−μ(0)1
∥∥y(ξ)∥∥2  θ l‖ϕ‖2∞ + r
l∑
j=0
θj , t ∈ (ξl, ξl+1], (2.19)
holds.
When t ∈ (ξl, ξl + μ(0)] it follows from (2.10) and (2.15) that1
702 L. Wen, S. Li / J. Math. Anal. Appl. 324 (2006) 696–706∥∥y(t)∥∥2  θ max
μ
(0)
2 (t−μ(0)1 ,t)ξt−μ(0)1
∥∥y(ξ)∥∥2 + r  θ max
ξl−1ξξl
∥∥y(ξ)∥∥2 + r
 θ
(
θ l−1‖ϕ‖2∞ + r
l−1∑
j=0
θj
)
+ r = θ l‖ϕ‖2∞ + r
l∑
j=0
θj . (2.20)
Now we assume that the inequality
∥∥y(t)∥∥2  θ l‖ϕ‖2∞ + r
l∑
j=0
θj (2.21)
is satisfied with t ∈ ⋃k−1i=0 (ξl + iμ(0)1 , ξl + (i + 1)μ(0)1 ], where 1  k < nl+1 − nl . Then when
t ∈ (ξl + kμ(0)1 , ξl + (k + 1)μ(0)1 ] it follows from (2.10) and (2.15) that∥∥y(t)∥∥2  θ max
μ
(0)
2 (t−μ(0)1 ,t)ξt−μ(0)1
∥∥y(ξ)∥∥2 + r  θ max
ξl−1<ξt−μ(0)1
∥∥y(ξ)∥∥2 + r
= θ max
{
max
ξl−1<ξξl
∥∥y(ξ)∥∥2, max
ξl<ξt−μ(0)1
∥∥y(ξ)∥∥2}+ r
= θ max
{
max
ξl−1<ξξl
∥∥y(ξ)∥∥2, max
0ik−1
max
ξl+iμ(0)1 <ξξl+(i+1)μ(0)1
∥∥y(ξ)∥∥2}+ r
 θ max
{
θ l−1‖ϕ‖2∞ + r
l−1∑
j=0
θj , θ l‖ϕ‖2∞ + r
l∑
j=0
θj
}
+ r
= θ l‖ϕ‖2∞ + r
l∑
j=0
θj , (2.22)
where we have used that
θ l‖ϕ‖2∞ + r
l∑
j=0
θj = θ l−1(θ(‖ϕ‖2∞ + r))+ r
l−1∑
j=0
θj  θ l−1‖ϕ‖2∞ + r
l−1∑
j=0
θj .
(2.20) and (2.22) show that (2.19) holds. Thus from (2.19) we obtain that (2.18) holds for
n = l.
A combination of (2.12) and (2.18) shows that the open ball B = B(0,√−γ0/(α0 + β0) + ε )
is an absorbing set for any ε > 0, and that the system is dissipative, which completes the proof
of Theorem 2.4. 
3. Application to some special cases
3.1. Application to delay differential equations
Consider the initial value problem in delay differential equations{
y′(t) = g(t, y(t), y(η1(t)), y(η2(t)), . . . , y(ηr (t))), t ∈ [0,+∞),
y(t) = ϕ(t), t ∈ [−τ,0], (3.1a)
where each ηi ∈ CR[0,+∞) satisfies
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with constant μ(0)1 > 0. The mapping g : [0,+∞) × Xr+1 → X satisfying
2〈u,g(t, u, x1, x2, . . . , xr )〉 γ (t) + α(t)‖u‖2 + β(t) max
1ir
‖xi‖2
∀t ∈ [0,+∞), u, x1, x2, . . . , xr ∈ X, (3.2)
and the meaning of other symbols are the same as mentioned in Section 2. We always assume
that problem (3.1) has a true solution y(t) ∈ CX[−τ,+∞).
Let
fˆ
(
t, u,ψ(·))= g(t, u,ψ(η1(t)),ψ(η2(t)), . . . ,ψ(ηr(t)))
∀t ∈ [0,+∞), u ∈ X, ψ ∈ CX[−τ,+∞).
Then problem (3.1) satisfying condition (3.2) can be equivalently written in the pattern of the
initial value problem (1.1) in VFDE, i.e.{
y′(t) = fˆ (t, y(t), y(·)), 0 t < +∞,
y(t) = ϕ(t), −τ  t  0, (3.3)
where the mapping fˆ : [0,+∞) × X × CX[−τ,+∞) → X satisfies the condition
2〈u, fˆ (t, u,ψ(·))〉= 2〈u,g(t, u,ψ(η1(t)), . . . ,ψ(ηr(t)))〉
 γ (t) + α(t)‖u‖2 + β(t) max
1ir
∥∥ψ(ηi(t))∥∥2
 γ (t) + α(t)‖u‖2 + β(t) max
t−μ2(t)ξt−μ1(t)
∥∥ψ(ξ)∥∥2
∀t ∈ [0,+∞), u ∈ X, ψ ∈ CX[−τ,+∞)
with
μ1(t) = t − max
1ir
ηi(t), μ2(t) = t − min
1ir
ηi(t).
Therefore, Theorem 2.4 in the present paper can be directly applied to this special case, and we
thus obtain the following result.
Theorem 3.1. Suppose that y(t) is a solution of problem (3.1) satisfying condition (3.2) and
lim
t→+∞
(
min
1ir
ηi(t)
)
= +∞,
and that α0 + β0 < 0. Then,
(i) for any given ε > 0, there exists a positive number t∗ = t∗(‖ϕ‖∞, ε), such that∥∥y(t)∥∥2 < γ0−(α0 + β0) + ε ∀t > t∗;
(ii) for any given ε > 0, problem (3.1) is dissipative with an absorbing set
B = B(0,√−γ0/(α0 + β0) + ε ).
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Consider the initial value problem in integro-differential equations{
y′(t) = g(t, y(t), ∫ η2(t)
η1(t)
K(t, ξ, y(ξ)) dξ
)
, t ∈ [0,+∞),
y(t) = ϕ(t), t ∈ [−τ,0], (3.4a)
where η1, η2 ∈ CR[0,+∞) satisfy
−τ  η1(t) η2(t) t − μ(0)1 ∀t ∈ [0,+∞), (3.4b)
with constant μ(0)1 > 0, the continuous mapping K : [0,+∞) × [−τ,+∞) × X → X satisfies∥∥K(t, ξ, x)∥∥ LK‖x‖ ∀t ∈ [0,+∞), ξ ∈ [−τ,+∞), x ∈ X, (3.5)
with constant LK > 0, and continuous mapping g : [0,+∞) × X × X → X satisfies
2〈u,g(t, u, x)〉 γ (t) + α(t)‖u‖2 + β˜(t)‖x‖2 ∀t ∈ [0,+∞), u, x ∈ X. (3.6)
The meaning of other symbols are the same as mentioned in Section 2, and we always assume
that problem (3.4) has a true solution y(t) ∈ CX[−τ,+∞).
Let
f˜
(
t, u,ψ(·))= g
(
t, u,
η2(t)∫
η1(t)
K
(
t, ξ,ψ(ξ)
)
dξ
)
∀t ∈ [0,+∞), u ∈ X, ψ ∈ CX[−τ,+∞).
Then the mapping f˜ : [0,+∞) × X × CX[−τ,+∞) → X satisfies
2〈u, f˜ (t, u,ψ(·))〉= 2
〈
u,g
(
t, u,
η2(t)∫
η1(t)
K
(
t, ξ,ψ(ξ)
)
dξ
)〉
 γ (t) + α(t)‖u‖2 + β˜(t)
∥∥∥∥∥
η2(t)∫
η1(t)
K
(
t, ξ,ψ(ξ)
)
dξ
∥∥∥∥∥
2
∀t ∈ [0,+∞), u ∈ X, ψ ∈ CX[−τ,+∞).
Because∥∥∥∥∥
η2(t)∫
η1(t)
K
(
t, ξ,ψ(ξ)
)
dξ
∥∥∥∥∥
η2(t)∫
η1(t)
∥∥K(t, ξ,ψ(ξ))∥∥dξ  LK
η2(t)∫
η1(t)
∥∥ψ(ξ)∥∥dξ
LK
(
η2(t) − η1(t)
)
max
η1(t)ξη2(t)
∥∥ψ(ξ)∥∥.
Therefore, problem (3.4) satisfying conditions (3.5) and (3.6) can be equivalently written in
the pattern of the initial value problem (1.1) in VFDE, i.e.{
y′(t) = f˜ (t, y(t), y(·)), 0 t < +∞, (3.7)
y(t) = ϕ(t), −τ  t  0,
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μ1(t) = t − η2(t), μ2(t) = t − η1(t), β(t) = β˜(t)
(
LK
(
η2(t) − η1(t)
))2
.
Thus the result for VFDEs obtained in the present paper can be directly applied to this special
case, and we thus obtain the following dissipativity result.
Theorem 3.2. Suppose that y(t) is a solution of problem (3.4) satisfying conditions (3.5), (3.6)
with α0 + β0 < 0 and
lim
t→+∞η1(t) = +∞.
Then,
(i) for any given ε > 0, there exists a positive number t∗ = t∗(‖ϕ‖∞, ε), such that∥∥y(t)∥∥2 < γ0−(α0 + β0) + ε ∀t > t∗;
(ii) for any given ε > 0, problem (3.4) is dissipative with an absorbing set
B = B(0,√−γ0/(α0 + β0) + ε ).
3.3. Comparison with the existing results
(i) In 1994, Humphries and Stuart [2] studied the dissipativity for initial value problems in
ordinary differential equations in Cm, and obtained that the systems{
y′(t) = f (y(t)), t  0,
y(t) = y0, (3.8)
with f satisfying
2〈u,f (u)〉 γ + α‖u‖2, u ∈ Cm, (3.9)
are dissipative. They also studied the dissipativity of Runge–Kutta methods applying to (3.8). In
1997, Hill [3,4] extended the mentioned results above to systems (3.8) in a Hilbert space.
(ii) In 2000, Huang [5] further investigated the dissipativity of the system in delay differential
equations{
y′(t) = f (y(t), y(t − τ)), t  0,
y(t) = ϕ(t), −τ  t  0, (3.10)
with a positive delay term τ , where ϕ(t) is a continuous function, f :X × X → H is a locally
Lipschitz continuous function which satisfies the following structural assumptions
2〈u,f (u, v)〉 γ + α‖u‖2 + β‖v‖2, u, v ∈ X, (3.11)
where α,β and γ are real constants. He pointed out that system (3.10) satisfying (3.11) is dissi-
pative if only α + β < 0. He also obtained the dissipativity results of numerical methods which
are applied to (3.10) such as Runge–Kutta methods [5], one-lag methods [6], θ -methods [7] (also
see [10]) and multistep Runge–Kutta methods [8].
Since Theorem 3.1 of the present paper is also available for the case of variable delay, the
result of Theorem 3.1 is more general and deeper than that obtained by Huang [5] mentioned
above.
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tions with a bounded variable lag{
y′(t) = f (t, y(t), y(t − τ(t))), t  0,
y(t) = ϕ(t), −τ  t  0, (3.12)
where y and f are p-vector-valued functions, the lag function τ(t) satisfies
0 τ(t) τ
with a constant τ  0, f satisfies the following assumption
〈u,f (t, u, v)〉 γ (t) + α(t)‖u‖2 + β(t)‖v‖2 ∀t ∈ [0,∞), u, v ∈ Cp, (3.13)
with the continuous functions α(t), β(t), γ (t) satisfy for t  0 ∃α0 > 0, 0 q < 1, γ ∗ > 0:
0 γ (t) < γ ∗, α(t)−α0 < 0, 0 β(t)−qα(t)
and verified that system (3.12) is dissipative. He also obtained the numerical dissipativity of
θ -methods, which extended the dissipativity results of DDEs in literature further.
Since Theorem 3.1 of the present paper do not require the delay to be bounded, at this point,
the result of Theorem 3.1 is more general than that obtained by Tian [9] mentioned above.
(iv) So far we have not seen in literature any dissipativity results similar to that of Theorem 3.2
for integro-differential equations.
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