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Abstract. In n ≥ 1 spatial dimensions, we study the Cauchy problem for a quasilinear
transport equation coupled to a quasilinear symmetric hyperbolic subsystem of a rather
general type. For an open set (relative to a suitable Sobolev topology) of regular initial
data that are close to the data of a simple plane wave, we give a sharp, constructive proof
of shock formation in which the transport variable remains bounded but its first-order
Cartesian coordinate partial derivatives blow up in finite time. Moreover, we prove that the
singularity does not propagate into the symmetric hyperbolic variables: they and their first-
order Cartesian coordinate partial derivatives remain bounded, even though they interact
with the transport variable all the way up to its singularity. The formation of the singularity
is tied to the finite-time degeneration, relative to the Cartesian coordinates, of a system of
geometric coordinates adapted to the characteristics of the transport operator. Two crucial
features of the proof are that relative to the geometric coordinates, all solution variables
remain smooth, and that the finite-time degeneration coincides with the intersection of
the characteristics. Compared to prior shock formation results in more than one spatial
dimension, in which the blowup occurred in solutions to wave equations, the main new
features of the present work are: i) we develop a theory of nonlinear geometric optics for
transport operators, which is compatible with the coupling and which allows us to implement
a quasilinear geometric vectorfield method, even though the regularity properties of the
corresponding eikonal function are less favorable compared to the wave equation case and
ii) we allow for a full quasilinear coupling, i.e., the principal coefficients in all equations are
allowed to depend on all solution variables.
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1. Introduction
The study of quasilinear hyperbolic PDE systems is one of the most classical pursuits in
mathematics and, at the same time, among the most active. Such systems are of intense
theoretical interest, in no small part due to the fact that their study lies at the core of the
revered field of nonlinear hyperbolic conservation laws (more generally “balance laws”); we
refer readers to Dafermos’ work [12] for a detailed discussion of the history of nonlinear
hyperbolic balance laws as well as a comprehensive introduction to the main results of the
field and the main techniques behind their proofs, with an emphasis on the case of one
spatial dimension. The subject of quasilinear hyperbolic systems is of physical interest as
well, since they are used to model a vast range of physical phenomena. A fundamental issue
surrounding the study of the initial value problem for such PDEs is that solutions can develop
singularities in finite time, starting from regular initial data. In one spatial dimension, the
theory is in a rather advanced state, and in many cases, the known well-posedness results
are able to accommodate the formation of shock singularities as well as their subsequent
interactions; see the aforementioned work of Dafermos. The advanced status of the one-
space-dimensional theory is highly indebted to the availability of estimates in the space of
functions of bounded variation (BV). In contrast, Rauch [29] showed that for quasilinear
hyperbolic systems in more than one spatial dimension, well-posedness in BV class generally
does not hold. For this reason, energy estimates in L2-based Sobolev spaces play an essential
role in multiple spatial dimensions, and even the question of whether or not there is stable
singularity formation (starting from regular initial data) can be exceptionally challenging. In
particular, in order to derive a constructive shock formation result in more than one spatial
dimension, one cannot avoid the exacting task of deriving energy estimates that hold up to
the singularity.
In view of the above remarks, it is not surprising that the earliest blowup results for quasi-
linear hyperbolic PDEs in more than one spatial dimension without symmetry assumptions
were not constructive, but were instead based on proofs by contradiction, with influential
contributions coming from, for example, John [15] for a class of wave equations and Sideris
for a class of hyperbolic systems [32] and later for the compressible Euler equations [33].
The main idea of the proofs was to show that for smooth solutions with suitable initial data,
certain spatially averaged quantities verify ordinary differential inequalities that force them
to blow up, contradicting the assumption of smoothness.
Although the blowup results mentioned in the previous paragraph are compelling, their
chief drawback is that they provide no information about the nature of the singularity,
other than an upper bound on the solution’s classical lifespan. In particular, such results
are not useful if one aims to extract sharp information about the blowup-mechanism and
blowup-time, or if one aims to uniquely continue the solution past the singularity in a weak
sense. In contrast, many state-of-the-art blowup-results for hyperbolic PDEs yield a detailed
description of the singularity formation, even in the challenging setting of more than one
spatial dimension. This is especially true for results on the formation of shocks starting
from smooth initial conditions, a topic that has enjoyed remarkable progress in the last
decade, as we describe in Subsect. 1.7. Our main results are in this vein. We recall that
a shock singularity1 is such that some derivative of the solution blows up in finite time
1The formation of a shock is sometimes referred to as “wave breaking.”
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while the solution itself remains bounded. Shock singularities are of interest in part due
to their rather mild nature, which leaves open the hope that one might be able to extend
the solution uniquely past the shock, in a weak sense, under suitable selection criteria. In
the case of the compressible Euler equations in three spatial dimension, this hope has been
realized in the form of Christodoulou’s recent breakthrough resolution [4] of the restricted
shock development problem without symmetry problems; see Subsubsect. 1.7.2 for further
discussion.
We now provide a very rough statement of our results; see Theorem 1.5 on pg. 8 for a
more detailed summary and Theorem 10.1 on pg. 63 for the complete statements.
Theorem 1.1 (Stable shock formation (very rough version)). In an arbitrary number of
spatial dimensions, there are many quasilinear hyperbolic PDE systems comprising a trans-
port equation coupled to a symmetric hyperbolic subsystem such that the following occurs:
there exists an open set of initial data without symmetry assumptions such that the transport
variable remains bounded but its first derivatives blow up in finite time. More precisely, the
derivatives of the transport variable in directions tangent to the transport characteristics
remain bounded, while any derivative in a transversal direction blows up. Moreover, the
singularity does not propagate into the symmetric hyperbolic variables; they remain bounded,
as do their first derivatives in all directions.
Remark 1.2 (Rescaling the transversal derivative so as to “cancel” the blowup).
We note already that a key part of the proof is showing the derivative of the transport variable
in the transversal direction X˘ also remains bounded. This does not contradict Theorem 1.1
for the following reason: the vectorfield X˘ is constructed so that its Cartesian components go
to 0 as the shock forms, in a manner that exactly compensates for the blowup of an “order-
unity-length” transversal derivative of the transport variable. Roughly, the situation can be
described as follows, where Ψ is the transport variable and the remaining quantities will be
rigorously defined later in the article: |XΨ| blows up,2 |X˘Ψ| remains bounded, X˘ = µX,
and the weight µ vanishes for the first time at the shock; one could say that |XΨ| blows up
like C/µ as µ ↓ 0, where C is the size of |X˘Ψ| at the shock; see Subsubsect. 1.6.4 for a more
in-depth discussion of this point.
Remark 1.3 (The heart of the proof and the kind of initial data under study).
The heart of the proof of Theorem 1.1 is to control the singular terms and to show that the
shock actually happens, i.e., that chaotic interactions do not prevent the shock from forming
or cause a more severe kind of singularity. In an effort to focus only on the singularity
formation, we have chosen to study the simplest non-trivial set of initial data to which our
methods apply: perturbations of the data corresponding to simple plane symmetric waves
(see Subsect. 1.4 for further discussion), where we assume plentiful initial Sobolev regularity.
The corresponding solutions do not experience dispersion, so there are no time or radial
weights in our estimates. We will describe the initial data in more detail in Subsubsect.
1.6.3.
2Here and throughout, if Z is a vectorfield and f is a scalar function, then Zf := Zα∂αf is the derivative
of f in the direction Z.
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Remark 1.4 (Extensions to other kinds of hyperbolic subsystems). From our proof,
one can infer that the assumption of symmetric hyperbolicity for the subsystem from Theo-
rem 1.1 is in itself not important; we therefore anticipate that similar shock formation results
should hold for systems comprising quasilinear transport equations coupled to many other
types of hyperbolic subsystems, such as wave equations or regularly hyperbolic (in the sense
of [5]) subsystems.
1.1. Paper outline.
• In the remainder of Sect. 1, we give a more detailed description of our main results,
summarize the main ideas behind the proofs, place our work in context by discussing
prior works on shock formation, and summarize some of our notation.
• In Sect. 2, we precisely define the class of systems to which our main results apply.
• In Sect. 3, we construct the majority of the geometric objects that play a role in our
analysis. We also derive evolution equations for some of the geometric quantities.
• In Sect. 4, we derive energy identities.
• In Sect. 5, we state the number of derivatives that we use to close our estimates, state
our size assumptions on the data, and state bootstrap assumptions that are useful
for deriving estimates.
• In Sect. 6, we derive pointwise estimates for solutions to the evolution equations and
their derivatives, up to top order.
• In Sect. 7, we derive some properties of the change of variables map from geometric
to Cartesian coordinates.
• In Sect. 8, which is the main section of the paper, we derive a priori estimates for all
of the quantities under study.
• In Sect. 9, we provide some continuation criteria that, in the last section, we use to
show that the solution survives up to the shock.
• In Sect. 10, we state and prove the main theorem.
1.2. The role of nonlinear geometric optics in proving Theorem 1.1. In prior stable
shock formation results in more than one spatial dimension (which we describe in Subsubsect.
1.7.2), the blowup occurred in a solution to a wave equation. In the present work, the blowup
occurs in the derivatives of the solution to the transport equation. The difference is significant
in that to obtain the sharp picture of shock formation, one must rely on a geometric version
of the vectorfield method that is precisely tailored to the family of characteristics whose
intersection is tied to the blowup. The key point is that the basic regularity properties of
the characteristics and the corresponding geometric vectorfields are different in the wave
equation and transport equation cases ; we will discuss this fundamental point in more detail
below. Although the blowup mechanism for solutions to the transport equations under
study is broadly similar to the Riccati-type mechanism that drives singularity formation in
the simple one-space-dimensional example of Burgers’ equation3 (see Subsect. 1.4 for related
discussion), the proof of our main theorem is much more complicated, owing in part to the
aforementioned difficulty of having to derive energy estimates in multiple spatial dimensions.
The overall strategy of our proof is to construct a system of geometric coordinates adapted
to the transport characteristics, relative to which the solution remains smooth, in part because
3The Riccati term appears after one spatial differentiation of the equation.
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the geometric coordinates “hide”4 the Riccati-type term mentioned above. In more than one
spatial dimension, the philosophy of constructing geometric coordinates to regularize the
problem of shock formation seems to have originated Alinhac’s work [1–3] on quasilinear
wave equations; see Subsubsect. 1.7.2 for further discussion. As will become abundantly
clear, our construction of the geometric coordinates and other related quantities is tied
to the following fundamental ingredient in our approach: our development of a theory of
nonlinear geometric optics for quasilinear transport equations, tied to an eikonal function,
that is compatible with full quasilinear coupling to the symmetric hyperbolic subsystem.
We use nonlinear geometric optics to construct vectorfield differential operators adapted to
the characteristics as well as to detect the singularity formation. By “compatible,” we mean,
especially, from the perspective of regularity considerations. Indeed, in any situation in which
one uses nonlinear geometric optics to study a quasilinear hyperbolic PDE system, one must
ensure that the regularity of the corresponding eikonal function is consistent with that of the
solution. By “full quasilinear coupling,” we mean that in the systems that we study, the
principal coefficients in all equations are allowed to depend on all solution variables.
Upon introducing nonlinear geometric optics into the problem, we encounter the following
key difficulty:
Some of the geometric vectorfields that we construct have Cartesian compo-
nents that are one degree less differentiable than the transport variable, as we
explain in Subsubsect. 1.6.5.
On the one hand, due to the full quasilinear coupling, it seems that we must use the geomet-
ric vectorfields when commuting the symmetric hyperbolic subsystem to obtain higher-order
estimates; this allows us to avoid generating uncontrollable commutator error terms involv-
ing “bad derivatives” (i.e., in directions transversal to the transport characteristics) of the
shock-forming transport variable. On the other hand, the loss of regularity of the Cartesian
components of the geometric vectorfields leads, at the top-order derivative level, to commu-
tator error terms in the symmetric hyperbolic subsystem that are uncontrollable in that they
have insufficient regularity. To overcome this difficulty, we employ the following strategy:
We never commute the symmetric hyperbolic subsystem a top-order number
of times with a pure string of geometric vectorfields; instead, we first commute
it with a single Cartesian coordinate partial derivative, and then follow up
the Cartesian derivative with commutations by the geometric vectorfields.
The above strategy allows us to avoid the loss of a derivative, but it generates commutator
error terms depending on a single Cartesian coordinate partial derivative, which are danger-
ous because they are transversal to the transport characteristics. Indeed, the first Cartesian
coordinate partial derivatives of the transport variable blow up at the shock. Fortunately,
by using a weight5 adapted to the characteristics, we are able to control such error terms
featuring a single Cartesian differentiation, all the way up to the singularity.
4In one spatial dimension, this is sometimes referred to as “straightening out the characteristics” via a
change of coordinates.
5The weight is the quantity µ from Remark 1.2, and we describe it in detail below.
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We close this subsection by providing some remarks on using nonlinear geometric optics
to study the maximal development6 of initial data for quasilinear hyperbolic PDEs without
symmetry assumptions. The approach was pioneered by Christodoulou–Klainerman in their
celebrated proof [8] of the stability of Minkowski spacetime as a solution to the Einstein-
vacuum equations.7 Since perturbative global existence results for hyperbolic PDEs typically
feature estimates with “room to spare,” in many cases, it is possible to close the proofs by
relying on a version of approximate nonlinear geometric optics, which features approximate
eikonal functions whose level sets approximate the characteristics. The advantage of using
approximate eikonal functions is that is that their regularity theory is typically very simple.
For example, such an approach was taken by Lindblad–Rodnianski in their proof of the sta-
bility of the Minkowski spacetime [24] relative to wave coordinates. Their proof was less pre-
cise than Christodoulou–Klainerman’s but significantly shorter since, unlike Christodoulou–
Klainerman, Lindblad–Rodnianski relied on approximate eikonal functions whose level sets
were standard Minkowski light cones.
The use of eikonal functions for proving shock formation for quasilinear wave equations in
more than one spatial dimension without symmetry assumptions was pioneered by Alinhac in
his aforementioned works [1–3], and his approach was later remarkably sharpened/extended
by Christodoulou [6]. In contrast to global existence problems, in proofs of shock formation
without symmetry assumptions, the use of an eikonal function adapted to the true char-
acteristics (as opposed to approximate ones) seems essential, since the results yield that
the singularity formation exactly coincides with the intersection of the characteristics. One
can also draw an analogy between works on shock formation and works on low regularity
well-posedness for quasilinear wave equations, such as [18–20, 34], where the known proofs
fundamentally rely on eikonal functions whose levels sets are true characteristics.
1.3. A more precise statement of the main results. For the systems under study, we
assume that the number of spatial dimensions is n ≥ 1, where n is arbitrary. For convenience,
we study the dynamics of solutions in spacetimes of the form R× Σ, where
Σ = R× Tn−1 (1.3.1)
is the spatial manifold and Tn−1 is the standard n− 1 dimensional torus (i.e., [0, 1)n−1 with
the endpoints identified and equipped with the usual smooth orientation). The factor Tn−1 in
(1.3.1) will correspond to perturbations away from plane symmetry. Our assumption on the
topology of Σ is for technical convenience only; since our results are localized in spacetime,
one could derive similar stable blowup results for arbitrary spatial topology.8 Throughout,
{xα}α=0,··· ,n are a fixed set of Cartesian spacetime coordinates on R× Σ, where t := x0 ∈ R
is the time coordinate, {xi}i=1,··· ,n are the spatial coordinates on Σ, x1 ∈ R is the “non-
compact space coordinate,” and {xi}i=2,··· ,n are standard locally defined coordinates on Tn−1
such that (∂2, · · · , ∂n) is a positively oriented frame. We denote the Cartesian coordinate
partial derivative vectorfields by ∂α :=
∂
∂xα
, and we sometimes use the alternate notation
∂t := ∂0. Note that the vectorfields {∂α}α=0,··· ,n can be globally defined so as to form a smooth
6The maximal development of the data is, roughly, the largest possible classical solution that is uniquely
determined by the data. Readers can consult [31,39] for further discussion.
7Roughly, [8] is a small-data global existence result for Einstein’s equations.
8However, assumptions on the data that lead to shock formation generally must be adapted to the spatial
topology.
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frame, even though the {xi}i=2,··· ,n are only locally defined. For mathematical convenience,
our main results are adapted to nearly plane symmetric solutions, where by our conventions,
exact plane symmetric solutions depend only on t and x1. We now roughly summarize our
main results; see Theorem 10.1 for precise statements.
Theorem 1.5 (Stable shock formation (rough version)).
Assumptions: Consider the following coupled system9 with initial data posed on the constant-
time hypersurface Σ0 := {0} × R× Tn−1 ' R× Tn−1:
Lα(Ψ, v)∂αΨ = 0, (1.3.2)
Aα(Ψ, v)∂αv = 0, (1.3.3)
where Ψ is a scalar function, v = (v1, · · · , vM) is an array (M is arbitrary), and the Aα
are symmetric M ×M matrices. Assume that L1(Ψ, v) verifies a genuinely nonlinear-type
condition tied to its dependence on Ψ (specifically, condition (2.2.1)) and that for small
Ψ and v, the constant-time hypersurfaces Σt and the Pu are spacelike10 for the subsystem
(1.3.3). Here and throughout, the Pu are L-characteristics, which are the family of (solution-
dependent) hypersurfaces equal to the level sets of the eikonal function u, that is, the solution
to the eikonal equation (see Footnote 2 regarding the notation) Lu = 0 with the initial
condition u|Σ0 = 1− x1.
To close the proof, we make the following assumptions on the data, which we propagate
all the way up to the singularity:
• Along Σ0, v, all of its derivatives, and the Pu-tangential derivatives of
Ψ are small relative11 to quantities constructed out of a first Pu-transversal
derivative of Ψ (see Subsect. 5.4 for the precise smallness assumptions, which
involve geometric derivatives). Moreover, along P0, all derivatives of v up to
top order are relatively small.
Conclusions: There exists an open set (relative to a suitable Sobolev topology) of data
that are close to the data of a simple plane wave (where a simple plane wave is such that
Ψ = Ψ(t, x1) and v ≡ 0), given along the unity-thickness subset Σ10 of Σ0 and a finite portion
of P0, such that the solution behaves as follows:
• maxα=0,··· ,n |∂αΨ| blows up in finite time while |Ψ|, {|vJ |}1≤J≤M , and {|∂αvJ |}0≤α≤n,1≤J≤M
remain uniformly bounded.
The blowup is tied to the intersection of the Pu, which in turn is precisely characterized by the
vanishing of the inverse foliation density µ := 1
∂tu
of the Pu, which is initially near unity; see
Fig. 1 for a picture in which a shock is about to form (in the region up top, where µ is small).
Moreover, one can complete (t, u) to form a geometric coordinate system (t, u, ϑ2, · · · , ϑn)
on spacetime with the following key property, central to the proof:
9Throughout we use Einstein’s summation convention. Greek lowercase “spacetime” indices vary over
0, 1, · · · , n, while Latin lowercase “spatial” indices vary over 1, 2, · · · , n.
10This means that Aαωα is positive definite, where the one-form ω is co-normal to the surface and satisfies
ω0 > 0.
11We also assume an absolute smallness condition on ‖Ψ‖L∞(Σ0).
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• No singularity occurs in Ψ, v, ∂αv, or their derivatives with respect to the
geometric coordinates12 up to top order.
Put differently, the problem of shock formation can be transformed into an equivalent problem
in which one proves non-degenerate estimates relative to the geometric coordinates and, at
the same time, proves that the geometric coordinates degenerate in a precise fashion with
respect to the Cartesian coordinates as µ ↓ 0.
L
X˘
∂
∂ϑ2
L
X˘
∂
∂ϑ2
P t0P tuP t1
µ ≈ 1
µ small
in
te
gr
al
cu
rv
es
of
L
Figure 1. The dynamics until close to the time of the shock when n = 2
Remark 1.6 (Non trivial interactions all the way up to the singularity). We em-
phasize that in Theorem 1.5, v can be non-zero at the singularity in maxα=0,··· ,n |∂αΨ|. This
means, in particular, that the problem cannot be reduced to the study of blowup for the
simple case of a decoupled scalar transport equation.
Remark 1.7 (Extensions to allow for semilinear terms). We expect that the results of
Theorem 1.5 could be extended to allow for the presence of arbitrary smooth semilinear terms
on RHSs (1.3.2)-(1.3.3) that are functions of (Ψ, v). The extension would be straightforward
to derive for semilinear terms that vanish when v = 0 (for example, v · Ψ). The reason is
that our main results imply that such semilinear terms remain small, in suitable norms, up
to the shock. In fact, such semilinear terms completely vanish for the exact simple waves
whose perturbations we treat in Theorem 1.5; see Subsect. 1.4 for further discussion of simple
waves. Consequently, a set of initial data similar to the one from Theorem 1.5 would also
lead to the formation of a shock in the presence of such semilinear terms. In contrast, for
12In practice, we will derive estimates for the derivatives of the solution with respect to the vectorfields
depicted in Fig. 1.
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semilinear terms that do not vanish when Ψ = 0 (for example, Ψ2), the analysis would be
more difficult and the assumptions on the data might have to be changed to produce shock-
forming solutions. In particular, such semilinear terms can, at least for data with Ψ large,
radically alter the behavior of some solutions. This can be seen in the simple model problem
of the inhomogeneous Burgers-type equation ∂tΨ + Ψ∂xΨ = Ψ
2. This equation admits the
family of ODE-type blowup solutions Ψ(ODE);T (t) := (T − t)−1, whose singularity is much
more severe than the shocks that that typically form when the semilinear term Ψ2 is absent.
Remark 1.8 (Description of a portion of the maximal development). We expect
that the approach that we take in proving our main theorem is precise enough that it can be
extended to yield sharp information about the behavior of the solution up the boundary of
the maximal development, as Christodoulou did in his related work [6, Chapter 15] (which
we describe in Subsubsect. 1.7.2). For brevity, we do not pursue this issue in the present
article. However, in the detailed version of our main results (i.e., Theorem 10.1), we set the
stage for the possible future study of the maximal development by proving a “one-parameter
family of results,” indexed by U0 ∈ (0, 1]; one would need to vary U0 to study the maximal
development. Here and throughout, U0 corresponds to an initial data region Σ
U0
0 of thickness
U0; see Fig. 2 on pg. 26 and Subsubsect. 1.6.2 for further discussion. For U0 = 1, which is
implicitly assumed in Theorem 1.5, a shock forms in the maximal development of the data
given along13 ΣU00 ∪ P0. However, for small U0, a shock does not necessarily form in the
maximal development of the data given along ΣU00 ∪ P0 within the amount of time that we
attempt to control the solution.
1.4. Further discussion on simple plane symmetric waves. Theorem 1.5 shows, roughly,
that the well-known stable blowup of ∂xΨ in solutions to the one-space-dimensional Burgers’
equation
∂t + Ψ∂xΨ = 0 (1.4.1)
is stable under a full quasilinear coupling of (1.4.1) to other hyperbolic subsystems, under
perturbations of the coefficients in the transport equation, and under increasing the number
of spatial dimensions. We now further explain what we mean by this. A special case of
Theorem 1.5 occurs when v ≡ 0 and Ψ depends only on t and x1 (plane symmetry). In
this simplified context, the blowup of maxα=0,1 |∂αΨ| can be proved using a simple argument
based on the method of characteristics, similar to the argument that is typically use to prove
blowup in the case of Burgers’ equation. Solutions with v ≡ 0 are sometimes referred to as
simple waves since they can be described by a single non-zero scalar component. From this
perspective, we see that Theorem 1.5 yields the stability of simple plane wave blowup for
the transport variable in solutions to the system (1.3.2)-(1.3.3).
1.5. The main new ideas behind the proof. The proof of Theorem 1.5 is based in part
on ideas used in earlier works on shock formation in more than one spatial dimension. We
review these works in Subsect. 1.7. Here we summarize the two most novel aspects behind
the proof of Theorem 1.5.
13Actually, as we explain in Subsubsect. 1.6.2, we only need to specify the data along the subset ΣU00 ∪
P2A˚−1∗0 of ΣU00 ∪ P0.
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• (Nonlinear geometric optics for transport equations) As in all prior shock
formation results in more than one spatial dimension, our proof relies on nonlinear
geometric optics, that is, the eikonal function u. The use of an eikonal function
is essentially the method of characteristics implemented in more than one spatial
dimension. All of the prior works were such that the blowup occurred in a solution
to a quasilinear wave equation and thus the theory of nonlinear geometric optics
was adapted to those wave characteristics. In this article, we advance the theory of
nonlinear geometric optics for transport equations. Although the theory is simpler
in some ways, compared to the case of wave equations, it is also more degenerate in
the following sense: the regularity theory for the eikonal function u is less favorable
in that u is one degree less differentiable in some directions compared to the case
of wave equations. We therefore must close the proof of Theorem 1.5 under this
decreased differentiability. We defer further discussion of this point until Subsubsect.
1.6.5. Here, we will simply further motivate our use of nonlinear geometric optics in
proving shock formation.
First, we note that in more than one spatial dimension, it does not seem possible to
close the proof using only the Cartesian coordinates; indeed, Theorem 1.5 shows that
the blowup of Ψ precisely corresponds to the vanishing of the inverse foliation density
of the characteristics, which is equivalent to the blowup of ∂tu. Hence, it is difficult to
imagine how a sharp, constructive proof of stable blowup would work without refer-
encing an eikonal function. In view of these considerations, we construct a geometric
coordinate system (t, u, ϑ2, · · · , ϑn) adapted to the transport operator vectorfield L
and prove that Ψ, v, Vα := ∂αv, and their geometric coordinate partial derivatives
remain regular all the way up to the singularity in maxα=0,··· ,n |∂αΨ|. The blowup
of maxα=0,··· ,n |∂αΨ| occurs because the change of variables map between geometric
and Cartesian coordinates degenerates, which is in turn tied to the vanishing of µ;
the Jacobian determinant of this map is in fact proportional to µ; see Lemma 3.25.
The coordinate t is the standard Cartesian time function. The geometric coordinate
function u is the eikonal function described in Theorem 1.5. The initial condition
u|Σ0 = 1− x1 is adapted to the approximate plane symmetry of the initial data. We
similarly construct the “geometric torus coordinates” {ϑj}j=2,··· ,n by solving Lϑj = 0
with the initial condition ϑj|Σ0 = xj. The main challenge is to derive regular esti-
mates relative to the geometric coordinates for all quantities, including the solution
variables and quantities constructed out of the geometric coordinates.
• (Full quasilinear coupling) Because we are able to close the proof with decreased
regularity for u (compared to the case of wave equations), we are able to handle full
quasilinear coupling between all solution variables. This is an interesting advance-
ment over prior works, where the principal coefficients in the evolution equation
for the shock-forming variable were allowed to depend only on the shock-forming
variable itself and on other solution variables that satisfy a wave equation with the
same principal part as the shock-forming variable; i.e., in equation (1.3.2), we allow
Lα = Lα(Ψ, v), where the principal part of the evolution equation (1.3.3) for v is
distinct (by assumption) from L.
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1.6. A more detailed overview of the proof. In this subsection, we provide an overview
of the proof of our main results. Our analysis is based in part on some key ideas originating
in earlier works, which we review in Subsect. 1.7. Our discussion in this subsection is, at
times, somewhat loose; our rigorous analysis begins in Sect. 2.
1.6.1. Setup and geometric constructions. In Sects. 2-3, we construct the geometric coordi-
nate system (t, u, ϑ2, · · · , ϑn) described in Subsect. 1.2, which is central for all that follows.
We also construct many related geometric objects, including the inverse foliation density µ
(see Def. 3.5 for the precise definition) of the characteristics Pu of the eikonal function u. As
we mentioned earlier, our overall strategy is to show that the solution remains regular with
respect to the geometric coordinates, all the way up to the top derivative level, to show that
µ vanishes in finite time, and to show that the vanishing of µ is exactly tied to the blowup of
maxα=0,··· ,n |∂αΨ|. It turns out that when deriving estimates, it is important to replace the
geometric coordinate partial derivative vectorfield ∂
∂u
with a Σt-tangent vectorfield that we
denote by X˘, which is similar to ∂
∂u
but generally not parallel to it; see Fig. 1 for a picture
of X˘. In the context of the present paper, the main advantage of X˘ is that it enjoys the
following key property: the vectorfield X = µ−1X˘ has Cartesian components that remain
uniformly bounded, all the way up to the shock. Put differently, we have X˘ = µX, where
we will show that X is a vectorfield of order-unity Euclidean length and thus the Euclidean
length of X˘ is O(µ). We further explain the significance of this in Subsubsect. 1.6.4, when we
outline the proof that the shock forms. In total, when deriving estimates for the derivatives
of quantities, we differentiate them with respect to elements of the vectorfield frame
Z := {L, X˘, (2)Θ, · · · , (n)Θ}, (1.6.1)
which spans the tangent space at each point with µ > 0. Here, (i)Θ := ∂
∂ϑi
, (where the partial
differentiation is with respect to the geometric coordinates), L is the vectorfield from (1.3.2)
and, by construction, we have L = ∂
∂t
(see (3.3.5)). The vectorfields L and (i)Θ are tangent
to the Pu, while X˘ is transversal and normalized by X˘u = 1 (see (3.3.6)); see Fig. 1 on pg. 9
for a picture of the frame. Note that since X˘ is of length O(µ), the uniform boundedness
of |X˘Ψ| is consistent with the formation of a singularity in the Cartesian coordinate partial
derivatives of Ψ when µ ↓ 0; see Subsubsect. 1.6.4 for further discussion of this point.
We now highlight a crucial ingredient in our proof: we treat the Cartesian coordinate
partial derivatives of vJ as independent unknowns V Jα , defined by
V Jα := ∂αv
J . (1.6.2)
As we stressed already in Subsect. 1.2, our reliance on V Jα allows us to avoid commuting
equation (1.3.3) up to top order with elements of Z , which allows us to avoid certain top-
order commutator terms that would result in the loss of a derivative. Moreover, as we noted
in Theorem 1.5, a key aspect of our framework is to show that the quantities Vα remain
bounded up to the singularity in maxα=0,··· ,n |∂αΨ|. To achieve this, we will control Vα
by studying its evolution equation Aβ∂βVα = −(∂αAβ)Vβ, whose inhomogeneous terms are
controllable under the scope of our approach.
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1.6.2. A more precise description of the spacetime regions under study. For convenience, we
study only the future portion of the solution that is completely determined by the data lying
in the subset ΣU00 ⊂ Σ0 of thickness U0 and on a portion of the characteristic P0, where
0 < U0 ≤ 1 is a parameter, fixed until Theorem 10.1; see Fig. 2 on pg. 26. We will study
spacetime regions such that 0 ≤ u ≤ U0, where u is the eikonal function described above.
We have introduced the parameter U0 because one would need to allow U0 to vary in order
to study the behavior of the solution up the boundary of the maximal development, as we
mentioned in Remark 1.8.
In our analysis, we will use a bootstrap argument in which we only consider times t with
0 ≤ t < 2A˚−1∗ , where A˚∗ > 0 is a data-dependent parameter described in Subsubsect. 1.6.3
(see also Def. 5.1). Our main theorem shows that if U0 = 1, then a shock forms at a time
equal to a small perturbation of A˚−1∗ ; see Subsubsect. 1.6.4 for an outline of the proof. For
this reason, in proving our main results, we only take into account only the portion of the
data lying in ΣU00 and in the subset P2A˚
−1∗
0 of the characteristic P0; from domain of dependence
considerations, one can infer that only this portion can influence the solution in the regions
under study.
Remark 1.9. For the remainder of Subsect. 1.6, we will suppress further discussion of U0
by setting U0 = 1.
1.6.3. Data-size assumptions, bootstrap assumptions, and pointwise estimates. In Sect. 5, we
state our assumptions on the data and formulate bootstrap assumptions that are useful for
deriving estimates. Our assumptions on the data involve the parameters α˚ > 0, ˚ ≥ 0,
A˚ > 0, and A˚∗ > 0, where, for our proofs to close, α˚ must be chosen to be small in an
absolute sense and ˚ must be chosen to be small in a relative sense compared to A˚−1 and A˚∗
(see Subsect. 5.4 for a precise description of the required smallness). The following remarks
capture the main ideas behind the data-size parameters.
(1) α˚ = ‖Ψ‖L∞(Σ10) is the size of Ψ.
(2) ˚ is the size, in appropriate norms, of the derivatives of Ψ up to top order in which at
least one Pu-tangential differentiation occurs, and of v, V and all of their derivatives
up to top order with respect to elements of Z from (1.6.1). We emphasize that
we will study perturbations of plane symmetric shock-forming solutions such that
˚ = 0. That is, the case ˚ = 0 corresponds to a plane symmetric simple wave in
which v ≡ 0. We state the total number of derivatives that we use to close the
estimates in Subsect. 5.1 and Subsubsect. 5.2.2. We also highlight that to close our
proof, we never need to differentiate any quantity with more than one copy of the
Pu-transversal vectorfield X˘. This is possible in part because of the following crucial
fact, proved in Lemma 3.22: commuting the elements of the frame Z with each other
yields a vectorfield belonging to span{(2)Θ, · · · , (n)Θ}.
(3) A˚ = ‖X˘Ψ‖L∞(Σ10) is the size of the Pu-transversal derivative of Ψ.
(4) A˚∗ = supΣ10 [GX˘Ψ]−, is a modified measure of the size of the Pu-transversal derivative
of Ψ, where G 6= 0 is a coefficient determined by the nonlinearities and [f ]− :=
|min f, 0|.
(5) When t = 0, other geometric quantities that we use in studying solutions obey similar
size estimates, where any differentiation of a quantity with respect to a Pu-tangential
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vectorfield leads to O(˚)-smallness; see Lemma 5.4. A crucial exception occurs for
Lµ, which initially is of relatively large size O(A˚) in view of its evolution equation
Lµ ∼ X˘Ψ + · · · (see (3.7.1a) for the precise evolution equation).
(6) The relative smallness of ˚ corresponds to initial data that are close to that of a
simple plane symmetric wave, as we described in Subsect. 1.4.
One of the main steps in our analysis is to propagate the above size assumptions all the
way up to the shock. To this end, on a region of the form (t, u, ϑ) ∈ [0, T(Boot))×[0, U0]×Tn−1,
we make L∞-type bootstrap assumptions that capture the expectation that the above size
assumptions hold. In particular, the bootstrap assumptions capture our expectation that no
singularity will form in any quantity relative to the geometric coordinates. Moreover, since
V Jα = ∂αv
J , the bootstrap assumptions for the smallness14 of V capture our expectation that
the Cartesian coordinate partial derivatives of v should remain bounded ; indeed, this is a
key aspect of our proof that we use to control various error terms depending on V . As we
mentioned earlier, a crucial point is that we have set the problem up so that the shock forms
at time T(Lifespan) < 2A˚
−1
∗ . Therefore, we make the assumption
0 < T(Boot) < 2A˚
−1
∗ , (1.6.3)
which leaves us with ample margin of error to show that a shock forms. In particular, in
view of (1.6.3), we can bound factors of t, exp(t), etc. by a constant C > 0 depending on
A˚−1∗ , and the estimates will close as long as ˚ is sufficiently small; see Subsect. 1.8 for further
discussion on our conventions regarding the dependence of constants C.
In Sect. 6, with the help of the bootstrap assumptions and data-size assumptions de-
scribed above, we commute all evolution equations, including (1.3.2)-(1.3.3) and evolution
equations for µ and related geometric quantities, with elements of the Z up to top order
and derive pointwise estimates for the error terms. Actually, due to the special structures of
the equations relative to the geometric coordinates, we never need to commute the evolution
equations verified by v, V , or µ with the transversal vectorfield X˘. Moreover, for the other
geometric quantities, we need to commute their evolution equations at most once with X˘.
We clarify, however, that we commute all equations many times with the elements of the
Pu-tangential subset P := {L, (2)Θ, · · · , (n)Θ}.
1.6.4. Sketch of the formation of the shock. Let us assume that the bootstrap assumptions
and pointwise estimates described in Subsubsect. 1.6.3 hold for a sufficiently long amount
of time. We will sketch how they can be used to give a simple proof of shock formation,
that is, that µ ↓ 0 and ∂Ψ blows up. The main estimates in this regard are provided by
Lemma 6.8; here we sketch them. First, using equation (3.7.1a), the bootstrap assumptions,
and the pointwise estimates, we deduce the following evolution equation for the inverse
foliation density: Lµ = [GX˘Ψ](t, u, ϑ) + · · · , where the “blowup coefficient” G 6= 0 was de-
scribed in Subsubsect. 1.6.3 and · · · denotes small error terms, which we ignore here. Next,
we note the following pointwise estimate, which falls under the scope of the discussion in
Subsubsect. 1.6.3: L(GX˘Ψ) = · · · (smallness is gained since L is a Pu-tangential differ-
entiation). Recalling that L = ∂
∂t
, we use the fundamental theorem of calculus to deduce
14We note that the bootstrap assumptions refer to a parameter ε > 0 that, in our main theorem, we will
show is controlled by ˚; for brevity, we will avoid further discussion of ε until Subsubsect. 5.3.2.
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[GX˘Ψ](t, u, ϑ) = [GX˘Ψ](0, u, ϑ) + · · · . Inserting this estimate into the above one for Lµ, we
obtain Lµ(t, u, ϑ) = [GX˘Ψ](0, u, ϑ)+ · · · . From the fundamental theorem of calculus and the
initial condition µ(0, u, ϑ) = 1 + · · · , we obtain µ(t, u, ϑ) = 1 + t[GX˘Ψ](0, u, ϑ) + · · · . From
this estimate and the definition of A˚∗, we obtain min(u,ϑ)∈[0,1]×Tn−1 µ(t, u, ϑ) = 1− tA˚∗+ · · · .
Hence, µ vanishes for the first time at T(Lifespan) = A˚
−1
∗ + · · · , as desired. Moreover, the
above reasoning can easily be extended to show that |X˘Ψ|(t, u, ϑ) & 1 at any point (t, u, ϑ)
such that µ(t, u, ϑ) < 1/4. Recalling that X˘ = µX where X has order-unity Euclidean
length, we see the following:
|XΨ| must blow up like C/µ as µ ↓ 0.
This argument shows, in particular, that the vanishing of µ exactly coincides with the blowup
of maxα=0,··· ,n |∂αΨ|.
1.6.5. Considerations of regularity. This subsubsection is an interlude in which we highlight
some issues tied to considerations of regularity. Our discussion will distinguish the problem
of shock formation for transport equations from the (by now) well-understood case of wave
equations, which we further describe in Subsubsect. 1.7.2. To illustrate the issues, we will
highlight some features of our analysis, with a focus on derivative counts. In Lemma 3.21, we
derive the following evolution equation for the Cartesian components of (i)Θ: L(i)Θj = (i)ΘLj,
where (i)Θ = ∂
∂ϑi
. Recalling that L = ∂
∂t
, that V Jα = ∂αv
J , and that Lj is a smooth function
of (Ψ, v), we infer, from standard energy estimates for transport equations, that (i)Θj should
have the same degree of Sobolev differentiability as ∂Ψ and V . In particular, we expect
that (i)Θj should be one degree less differentiable than Ψ. For similar reasons, µ, V , and
some other geometric quantities that play a role in our analysis are also one degree less
differentiable than Ψ. The following point is crucial for our approach:
We are able to close the energy estimates for Ψ up to top order even though,
upon commuting Ψ’s transport equation, we generate error terms that depend
on the “less differentiable” quantities.
That is, in controlling Ψ, we must carefully ensure that all error terms feature an allowable
amount of regularity. Moreover, the same careful care must be taken throughout the paper,
by which we mean that we must ensure that we can close the estimates for all quantities
using a consistent number of derivatives. In particular, we stress that it is precisely due
to considerations of the regularity of the Cartesian components of (i)Θ and X˘ that we have
introduced the quantities V Jα = ∂αv
J , as we explained in Subsubsect. 1.6.1.
In the case of wave equations, the derivative counts are different. For example, the inverse
foliation density µ enjoys the same Sobolev regularity as the wave equation solution variable
in directions tangent to the characteristics, a gain of one tangential derivative compared to
the present work. For wave equations, a similar gain in tangential differentiability also holds
for some other key geometric objects, which we will not describe here. The gain is available
because certain special combinations of quantities constructed out of the eikonal equation
and the wave equation solution variable satisfy an unexpectedly good evolution equation,
with source terms that have better than expected regularity; see Subsubsect. 1.7.2 or the
survey article [13] for further discussion. Moreover, this gain seems essential for closing
some of the top-order energy estimates in the wave equation case, the reason being that one
must commute the geometric vectorfields through the second-order wave operator, which
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eats up the gain. As we explain in Subsubsect. 1.7.2, one pays a steep price in gaining back
the derivative: the resulting energy estimates allow for possible energy blowup at the high
derivative levels, a difficulty which we do not encounter in the present work.
We close this subsubsection by again highlighting that we are able to handle systems
with full quasilinear coupling (in the sense explained in the second paragraph of Subsect.
1.2) precisely because we are able to close our estimates using geometric quantities that are
one degree less differentiable than Ψ. In contrast, the special combinations of quantities
mentioned in the previous paragraph, which are needed to close the wave equation energy
estimates, seem to be unstable under a full quasilinear coupling of multiple speed wave
systems. Here is one representative manifestation of this issue: the problem of multi-space-
dimensional shock formation for covariant wave equation systems (see Footnote 20 on pg. 21
regarding the notation) of the form
g1(Ψ1,Ψ2)Ψ1 = 0,
g2(Ψ1,Ψ2)Ψ2 = 0
is open whenever g1 6= g2, even though shock formation for systems with g1 = g2 and for
scalar equations g(Ψ)Ψ = 0 is well-understood.
1.6.6. Energy estimates. In Sect. 8, we derive the main technical estimates of the article:
energy estimates up to top order for Ψ, v, V , µ, and related geometric quantities. Energy
estimates are an essential ingredient in the basic regularity theory of quasilinear hyperbolic
systems in multiple spatial dimensions, and in this article, they are also important because
they yield improvements of our bootstrap assumptions described in Subsubsect. 1.6.3. We
now describe the energies, which we construct in Sect. 4. To control the transport variable
Ψ, we construct geometric energies along Σt. To control the symmetric hyperbolic variables
v and V , we construct µ-weighted energies along Σt as well as non-µ-weighted energies along
the characteristics Pu. With Σut defined to be the subset of Σt in which the eikonal function
takes on values in between 0 and u and P tu defined to be the subset of Pu corresponding to
times in between 0 and t, we have, with P ∈P = {L, (2)Θ, · · · , (n)Θ},
E(Shock)[PΨ](t, u) :=
∫
Σut
(PΨ)2 dϑdu′, (1.6.4a)
E(Regular)[v](t, u) ≈
∫
Σut
µ|v|2dϑdu′, F(Regular)[v](t, u) ≈
∫
Ptu
|v|2 dϑdt′, (1.6.4b)
E(Regular)[V ](t, u) ≈
∫
Σut
µ|V |2dϑdu′, F(Regular)[V ](t, u) ≈
∫
Ptu
|v|2 dϑdt′. (1.6.4c)
In our analysis, we of course must also control various higher-order energies, but here we ig-
nore this issue. The degenerate µ weights featured in E(Regular)[v] and E(Regular)[V ] arise from
expressing the standard energy for symmetric hyperbolic systems in terms of the geometric
coordinates. For controlling certain error integrals that arise in the energy identities, it is
crucial that the characteristic fluxes F(Regular)[v] and F(Regular)[V ] do not feature any degen-
erate µ weight. These characteristic fluxes are positive definite only because our structural
assumptions on the equations ensure that the propagation speed of v and V is strictly slower
than that of Ψ (see (2.3.1) for the precise assumptions). Readers can consult Lemma 4.2
and its proof to better understand the role of these assumptions.
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We now outline the derivation of the energy estimates; see Sect. 8 for precise statements
and proofs. Let us define15 the controlling quantity W(t, u) to be the sum of the terms
on LHSs (1.6.4a)-(1.6.4c) and their analogs up to the top derivative level (corresponding to
differentiations with respect to the geometric vectorfields). The initial data that we treat
are such that W(0, 1) . ˚2 and W(2A˚−1∗ , 0) . ˚2, with ˚ the small parameter described
in Subsubsect. 1.6.3. We again stress that W(t, u) ≡ 0 for simple plane waves. Energy
identities, based on applying the divergence theorem on the geometric coordinate region
[0, t] × [0, u] × Tn−1, together with the pointwise estimates for error terms mentioned in
Subsubsect. 1.6.3, lead to the following inequality:
W(t, u) ≤ C˚2 + C
∫ t
t′=0
∫ u
u′=0
∫
Tn−1
{|PΨ|2 + |v|2 + |V |2} (t′, u′, ϑ) dϑdu′dt′ + · · · , (1.6.5)
where the terms · · · depend on other geometric quantities and can be bounded using similar
arguments similar to the ones we sketch here. In view of the definition of W, we deduce the
following inequality from (1.6.5):
W(t, u) ≤ C˚2 + C
∫ t
t′=0
W(t′, u) dt′ + C
∫ u
u′=0
W(t, u′) du′ + · · · . (1.6.6)
Then from (1.6.6) and Gronwall’s inequality with respect to t and u, we conclude, ignoring
the terms · · · and taking into account (1.6.3), that the following a priori estimate holds for
(t, u) ∈ [0, T(Boot))× [0, U0] (see Prop. 8.6 for the details):
W(t, u) . ˚2 exp
(
CA˚−1∗
)
. ˚2. (1.6.7)
The estimate (1.6.7) represents the realization of our hope that the solution remains regular
relative to the geometric coordinates, up to the top derivative level.
We now stress the following key point: the characteristic fluxes F(Regular)[v] and F(Regular)[V ]
are needed to control the terms |v|2 + |V |2 on RHS (1.6.5); without the characteristic fluxes,
instead of the term C
∫ u
u′=0W(t, u
′) du′ on RHS (1.6.6), we would instead have the term
C
∫ t
t′=0
W(t′,u)
minΣu
t′
µ
dt′, whose denominator vanishes as the shock forms. Such a term would have
led to a priori estimates allowing for the possibility that at all derivative levels, the geometric
energies blow up as the shock forms. This in turn would have been inconsistent with the
bootstrap assumptions described in Subsubsect. 1.6.3 and would have obstructed our goal
of showing that the solution remains regular relative to the geometric coordinates.
1.6.7. Combining the estimates. Once we have obtained the a priori energy estimates, we
can derive improvements of our L∞-type bootstrap assumptions via Sobolev embedding (see
Cor. 8.8). These steps, together with the estimates from Subsubsect. 1.6.4 showing that µ
vanishes in finite time, are the main steps in the proof of the main theorem. We need a
few additional technical results to complete the proof, including some results guaranteeing
that the geometric and Cartesian coordinates are diffeomorphic up to the shock (see Sect.
7) and some fairly standard continuation criteria (see Sect. 9), which in total ensure that
15Our definition of W(t, u) given here is schematic. See Def. 8.1 for the precise definition of the controlling
quantity, which we denote by Q(t, u).
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the solution survives up to the shock. We combine all of these results in Sect. 10, where we
prove the main theorem.
1.7. Connections to prior work. Many aspects of the approach outlined in Subsect. 1.6
have their genesis in earlier works, which we now describe.
1.7.1. Results in one spatial dimension. In one spatial dimension and in symmetry classes
whose PDEs are effectively one-dimensional, there are many results, by now considered
classical, that use the method of characteristics to exhibit the formation of shocks in initially
smooth solutions to various quasilinear hyperbolic systems. Important examples include
Riemann’s work [30] (in which he developed the method of Riemann invariants), Lax’s proof
[21] of stable blowup for 2 × 2 genuinely nonlinear systems via the method of Riemann
invariants, Lax’s blowup results [22, 23] for scalar conservation laws, John’s extension [14]
of Lax’s work to systems in one spatial dimension with more than two unknowns (which
required the development of new ideas since the method of Riemann invariants does not
apply), and the recent work [11] of Christodoulou–Raoul Perez, in which they significantly
sharpened John’s work [14]. The main obstacle to extending the above results to more than
one spatial dimension is that one must complement the method of characteristics with an
ingredient that, due to the singularity formation, is often accompanied by enormous technical
complications: energy estimates that are adapted to and that hold up to the singularity. We
further explain these technical complications in the next subsubsection.
1.7.2. Results in more than one spatial dimension. The first breakthrough results on shock
formation in more than one spatial dimension without symmetry assumptions were proved
by Alinhac [1–3] for small-data solutions to scalar quasilinear wave equations of the form
(g−1)αβ(∂Φ)∂α∂βΦ = 0 (1.7.1)
that fail to satisfy the null condition. Here, g(∂Φ) is a Lorentzian metric16 equal to the
Minkowski metric plus an error term of size O(∂Φ). As we do in this paper, Alinhac con-
structed a set of geometric coordinates tied to an eikonal function u, which in the context
of his problems was a solution the fully nonlinear eikonal equation
(g−1)αβ(∂Φ)∂αu∂βu = 0. (1.7.2)
Much like in our work here, the level sets of u are characteristic hypersurfaces for equation
(1.7.1). They are also known as null hypersurfaces in the setting of Lorentzian geometry
in view of their intimate connection to the g-null17 vectorfield −(g−1)αβ∂βu. In his works,
Alinhac identified a set of small compactly supported initial data verifying a non-degeneracy
condition such that maxα,β=0,··· ,n |∂α∂βΦ| blows up in finite time due to the intersection of
the characteristics while |Φ| and maxα=0,··· ,n |∂αΦ| remain bounded. Moreover, relative to
the geometric coordinates, Φ and {∂αΦ}α=0,··· ,n remain smooth, except possibly at the very
high derivative levels (we will elaborate upon this just below).
In proving his results, Alinhac faced three serious difficulties. We will focus only on the
case of three spatial dimensions though Alinhac obtained similar results in two spatial di-
mensions. The first difficulty is that for small data, solutions to (1.7.1) experience a long
16That is, the matrix of Cartesian components of g(∂Φ) has signature (−,+, · · · ,+).
17That is, if Lα := −(g−1)αβ∂βu, then by (1.7.2), we have g(L,L) = 0.
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period of dispersive decay, which seems to work against the formation of a shock and which
necessitated the application of Klainerman’s commuting vectorfield method [16,17] in which
the vectorfields have time and radial weights. We stress that such dispersive behavior is
not exhibited by the solutions that we study in this article and hence our vectorfields do
not feature time or radial weights. Alinhac showed that after an era18 of dispersive decay,
the nonlinearity in equation (1.7.1) takes over and drives the formation of the shock. The
second main difficulty faced by Alinhac is that to follow the solution up the singularity, it
seems necessary to commute the equations with geometric vectorfields constructed out of
the eikonal function, and these vectorfields seem to lead to the loss of a derivative when
commuted through the wave operator. Specifically, the geometric vectorfields Z have Carte-
sian components that depend on ∂u, and hence commuting them through the wave equation
(1.7.2) leads to an equation of the schematic form (g−1)αβ(∂Φ)∂α∂β(ZΦ) = ∂2Z · ∂Φ + · · · .
The difficulty is that standard wave equation energy estimates suggest that, due to the source
term ∂2Z, Φ enjoys only the same Sobolev regularity as Z ∼ ∂u, whereas standard energy
estimates for the eikonal equation (1.7.2) only allow one to prove that ∂u enjoys the same
Sobolev regularity as ∂2Φ; this suggests that the approach of using vectorfields constructed
out of an eikonal function will lead to the loss of a derivative. To overcome this difficulty,
Alinhac obtained the nonlinear solution, up to the shock, as the limit of iterates that solve
singular linearized problems, and he used a rather technical Nash–Moser iteration scheme
featuring a free boundary in order to recover the loss of a derivative. For technical reasons,
his reliance on the Nash–Moser iteration allowed him to follow “most” small-data solutions
to the constant-time hypersurface of first blowup, and not further. More precisely, his ap-
proach only allowed him to treat “non-degenerate” data such that the first singularity is
isolated in the constant-time hypersurface of first blowup. We stress that in our work here,
we encounter a similar difficulty concerning the regularity of the geometric vectorfields, but
since our PDE systems are first-order, we are able to overcome it in a different way, without
relying on a Nash–Moser iteration scheme; see Subsect. 1.2 and Subsubsect. 1.6.5. The third
and most challenging difficulty encountered by Alinhac is the following: when proving energy
estimates relative to the geometric coordinates, it seems necessary to rely on energies that
feature degenerate weights that vanish as the shock forms; the weights are direct analogs of
the inverse foliation density µ from Theorem 1.5. These weights make it difficult to control
certain error terms in the energy identities, which in turn leads to a priori estimates allowing
for the following possibility: as the shock forms, the high-order energies might blow up at
a rate tied to 1/µ. We stress that the possible high-order energy blowup encountered by
Alinhac occurs relative to the geometric coordinates and is distinct from the formation of the
shock singularity (in which maxα,β=0,··· ,n |∂α∂βΦ| blows up). To close the proof, Alinhac had
to show that the possible high-order geometric energy blowup does not propagate down too
far to the lower geometric derivative levels, i.e., that the solution remains smooth relative to
the geometric coordinates at the lower derivative levels. This “descent scheme” costs many
derivatives, and for this reason, the data must belong to a Sobolev space of rather high order
for the estimates to close. We stress that although the energies that we use in the present
paper also contain the same degenerate µ weights, we encounter different kinds of error terms
in our energy estimates, tied in part to the fact that our systems are first-order and tied in
18Roughly for a time interval of length exp(c/), with  the size of the data in a weighted Sobolev norm.
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part to our strategy of estimating the quantity V Jα defined by (1.6.2). For this reason, our
a priori estimates energy relative to the geometric coordinates are regular in that even the
top-order geometric energies remain uniformly bounded up to the shock.
In Christodoulou’s remarkable work [6], he significantly sharpened Alinhac’s shock forma-
tion results for the quasilinear wave equations of irrotational (i.e., vorticity-free) relativistic
fluid mechanics in three spatial dimensions, which form a sub-class of wave equations of type
(1.7.1). These wave equations arise from formulating the relativistic Euler equations in terms
of a fluid potential Φ, which is possible when the vorticity vanishes. The equations studied
by Christodoulou enjoy special features that he exploited in his proofs, such as having an
Euler-Lagrange formulation with a Lagrangian that is invariant under the Poincare´ group.
The main results proved by Christodoulou are as follows: i) there is an open (relative to
a Sobolev space of high, non-explicit order) set of small19 data such that the only possible
singularities that can form in the solution are shocks driven by the intersection of the char-
acteristics; ii) there is an open subset of the data from i), not restricted by non-degeneracy
assumptions of the type imposed by Alinhac, such that a shock does in fact form in finite
time; and iii) for those solutions that form shocks, Christodoulou gave a complete descrip-
tion of the maximal classical development of the data near the singularity, which intersects
the future of the constant-time hypersurface of first blowup. His sharp description of the
maximal development seems necessary for even properly setting up the shock development
problem. This is the problem of uniquely locally continuing the solution past the singular-
ity to the Euler equations in a weak sense, a setting in which one must also construct the
“shock hypersurface,” across which the solution jumps (being smooth on either side of it).
The shock development problem in relativistic fluid mechanics was solved in spherical sym-
metry by Christodoulou–Lisibach in [9] and, by Christodoulou in yet another breakthrough
work [4], for the non-relativistic compressible Euler equations without symmetry assump-
tions in a restricted case (known as the restricted shock development problem) such that the
jump in entropy across the shock hypersurface is ignored.
Compared to Alinhac’s approach, the main technical improvement afforded by Christodoulou’s
approach [6] to proving shock formation is that it avoids the loss of a derivative through a
sharper, more direct method; instead of using Alinhac’s Nash–Moser scheme, Christodoulou
found special combinations of geometric quantities that satisfy good evolution equations,
and he combined them with elliptic estimates on co-dimension two spacelike hypersurfaces.
This approach to avoiding the loss of a derivative in wave equation eikonal functions orig-
inated in the aforementioned proof [8] of the stability of Minkowski spacetime, and it was
extended by Klainerman–Rodnianski [18] to the case of general scalar quasilinear wave
equations in their study of low-regularity well-posedness for wave equations of the form
−∂2t Ψ + gab(Ψ)∂a∂bΨ = 0. In total, this allowed Christodoulou to control the solution up
to the shock using a traditional “forwards” approach, without the free boundary found in
Alinhac’s iteration scheme. However, as in Alinhac’s work, Christodoulou’ energy estimates
allowed for the possibility that the high-order energies might blow up. Christodoulou there-
fore had to give a separate, technical argument to show that any high-order energy singularity
does not propagate down too far to the lower geometric derivative levels.
19In the context of [6], “small” means a small perturbation of the non-trivial constant-state solutions,
which take the form Φ = kt, where k > 0 is a constant.
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In [37], we extended Christodoulou’s sharp shock formation results to the case of general
quasilinear wave equations of type (1.7.1) in three spatial dimensions that fail to satisfy
the null condition, to the case of covariant wave equations of the type20 g(Ψ)Ψ = 0 that
fail to satisfy the null condition, and to inhomogeneous versions of these wave equations
featuring “admissible” semilinear terms. Similar results were proved in [10] for a subset of
these equations, namely those wave equations arising from non-relativistic compressible fluid
mechanics with vanishing vorticity. All of the results mentioned so far in this subsubsection
are explained in detail in the survey article [13].
In the wake of the above results, there have been significant further advancements, which
we now describe. In [38], we extended the shock formation results of [37] to a new, physically
relevant regime of initial conditions in two spatial dimensions such that the solutions are close
to simple outgoing plane symmetric waves, much like the setup of the present article. For
the initial conditions studied in [38], the solutions do not experience dispersive decay. Hence,
we used a new analytic framework to control the solution up to the shock, based on “close-
to-simple-plane-wave”-type smallness assumptions on the data that are similar in spirit to
the assumptions that we make on the data in the present article. For special classes of wave
equations in three spatial dimensions with cubic nonlinearities, Miao–Yu [28] proved similar
shock formation results for a class of large initial data featuring a single scaling parameter,
similar to the short pulse ansatz exploited by Christodoulou in his breakthrough work [7]
on the formation of trapped surfaces in solutions to the Einstein-vacuum equations. For the
same wave equations studied in [28], Miao [27] recently used a related but distinct ansatz
for the initial data to prove the existence of an open set of solutions that blow up at time
T(Shock) ≈ −1 but exist classically on the time interval (−∞, T(Shock)).
All of the above works concern systems that feature relatively simple characteristics: those
corresponding to a single wave operator. We now describe some recent shock formation
results in which the systems have more complicated principal parts, leading to multiple
speeds of propagation and distinct families of characteristics. The first result of this type
without symmetry assumptions was our joint work [25] with J. Luk, which concerned the
compressible Euler equations in two spatial dimensions under an arbitrary21 barotropic22
equation of state. Specifically, in [25], we extended the shock formation results of [10] for
the compressible Euler equations to allow for the presence of small amounts of vorticity
at the location of the singularity. The vorticity satisfies a transport equation and, as it
turns out, remains Lipschitz with respect to the Cartesian coordinates, all the way up to
the shock. More precisely, the shock occurs in the “sound wave part” of the system rather
than in the vorticity, and, as in all prior works, it is driven by the intersection of a family of
characteristic hypersurfaces corresponding to a Lorentzian metric (known as the acoustical
metric in the context of fluid mechanics). In particular, [25] yielded the first proof of stable
20Here, g is the covariant wave operator of g. Relative to arbitrary coordinates, gΨ =
1√
|detg|
∂α(
√|detg|(g−1)αβ∂βΨ).
21There is one exceptional equation of state, known as that of the Chaplygin gas, to which the results
of [25] do not apply. In one spatial dimension, the resulting PDE system is totally linearly degenerate, and
many experts believe that shocks do not form in solutions to such systems.
22A barotropic equation of state is such that the pressure is a function of the density.
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shock formation without symmetry assumptions in solutions to a hyperbolic system featuring
multiple speeds, where all solution variables were allowed to interact up to the singularity.
The results proved in [25] were based on a new wave-transport-div-curl formulation of
the compressible Euler equations under a barotropic equation of state, which we derived in
[26]. The new formulation exhibits remarkable null structures and regularity properties, tied
in part to the availability of elliptic estimates for the vorticity in three spatial dimensions
(vorticity stretching does not occur in two spatial dimensions, and in its absence, one does
not need elliptic estimates to control the vorticity). In a forthcoming work, we will extend
the shock formation results of [25] to the much more difficult case of three spatial dimensions,
where to control the vorticity up to top order in a manner compatible with the wave part of
the system, one must rely on the elliptic estimates, which allow one to show that the vorticity
is exactly as differentiable as the velocity with respect to geometric vectorfields adapted to the
sound wave characteristics. In [35], we extended the results of [26] to allow for an arbitrary
equation of state in which the pressure depends on the density and entropy. The formulation
of the equations in [35] exhibits further remarkable properties that, in our forthcoming work,
we will use to prove a stable shock formation result in three spatial dimensions in which the
vorticity and entropy are allowed to be non-zero at the singularity. In [36], in two spatial
dimensions, we proved the first stable shock formation result for systems of quasilinear wave
equations featuring multiple wave speeds of propagation, i.e., the systems featured more than
one distinct quasilinear wave operator. The main result provided an open set of data such
that the “fastest” wave forms a shock in finite time while the remaining solution variables
remain regular up to the singularity in the fast wave, much like in Theorem 1.5. The initial
conditions were perturbations of simple plane waves, similar to the setup for the case of
the scalar wave equations studied in [38] and similar to the setup of the present article.
The main new difficulty that we faced in [36] is that the geometric vectorfields adapted to
the shock-forming fast wave, which seem to be an essential ingredient for following the fast
wave all the way to its singularity, exhibit very poor commutation properties with the slow
wave operator. Indeed, commuting the geometric vectorfields all the way through the slow
wave operator produces error terms that are uncontrollable both from the point of view of
regularity and from the point of view of the strength of the singular commutator terms that
this generates. To overcome this difficulty, we relied on a first-order reformulation of the
slow wave equation which, though somewhat limiting in the precision it affords, allows us
to avoid commuting all the way through the slow wave operator and hence to avoid the
uncontrollable error terms.
1.8. Notation, index conventions, and conventions for “constants”. We now sum-
marize some our notation. Some of the concepts referred to here are defined later in the
article. Throughout, {xα}α=0,1,··· ,n denote the standard Cartesian coordinates on spacetime
R × Σ, where x0 ∈ R is the time variable and (x1, x2, · · · , xn) ∈ Σ = R × Tn−1 are the
space variables. We denote the corresponding Cartesian partial derivative vectorfields by
∂α =:
∂
∂xα
(which are globally defined and smooth even though {xi}ni=2 are only locally
defined) and we often use the alternate notation t := x0 and ∂t := ∂0.
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• Lowercase Greek spacetime indices α, β, etc. correspond to the Cartesian spacetime
coordinates and vary over 0, 1, · · · , n. Lowercase Latin spatial indices a,b, etc. corre-
spond to the Cartesian spatial coordinates and vary over 1, 2, · · · , n. An exception to
the latter rule occurs for the geometric torus coordinate vectorfields (i)Θ from (3.1.5),
in which the labeling index i varies over 2, · · · , n. Uppercase Latin indices such as J
correspond to the components vJ of the array of symmetric hyperbolic variables and
typically vary from 1 to M .
• We use Einstein’s summation convention in that repeated indices are summed over
their respective ranges.
• Unless otherwise indicated, all quantities in our estimates that are not explicitly
under an integral are viewed as functions of the geometric coordinates (t, u, ϑ) of
Def. 3.4. Unless otherwise indicated, quantities under integrals have the functional
dependence established below in Def. 3.26.
• If Q1 and Q2 are two operators, then [Q1, Q2] = Q1Q2−Q2Q1 denotes their commu-
tator.
• A . B means that there exists C > 0 such that A ≤ CB.
• A ≈ B means that A . B and B . A.
• A = O(B) means that |A| . |B|.
• Constants such as C and c are free to vary from line to line. Explicit and implicit
constants are allowed to depend in an increasing, continuous fashion on the
data-size parameters A˚ and A˚−1∗ from Subsect. 5.2. However, the constants
can be chosen to be independent of the parameters α˚, ˚, and ε whenever
the following conditions hold: i) ˚ and ε are sufficiently small relative to
1, relative to A˚−1, and relative to A˚∗, and ii) α˚ is sufficiently small relative
to 1 in the sense described in Subsect. 5.4.
• Constants C? are universal in that, as long as α˚ and ˚ are sufficiently small
relative to 1, they do not depend on ε, ˚, A˚, or A˚∗.
• A = O?(B) means that |A| ≤ C?|B|, with C? as above.
• b·c and d·e respectively denote the standard floor and ceiling functions.
2. Rigorous setup of the problem and fundamental definitions
In this section, we state the equations that we will study and state our basic assumptions
on the nonlinearities.
2.1. Statement of the equations. Our main results concern systems in 1 + n spacetime
dimensions and 1 +M unknowns of the following form:
LΨ = 0, (2.1.1)
Aα∂αv = 0, (2.1.2)
where the scalar function Ψ will eventually form a shock, M ≥ 1 is an integer,23
v := (vJ)J=1,··· ,M (2.1.3)
denotes the “symmetric hyperbolic variables” (which will remain regular up to the singular-
ity in maxα=0,··· ,n |∂αΨ|), L is a vectorfield whose Cartesian components are given smooth
23Our results also apply in the case M = 0, though we omit discussion of this simpler case.
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functions of Ψ and v, that is, Lα = Lα(Ψ, v), and Aα are symmetric M ×M matrices whose
components Aα;JI = A
α;I
J are given smooth functions of Ψ and v. Note that equation (2.1.2)
is equivalent to the M scalar equations Aα;IJ ∂αv
J = 0, where 1 ≤ I ≤M and with summation
over α and J . For convenience, we assume the normalization conditions
L0 ≡ 1, (2.1.4a)
L1|(Ψ,v)=(0,0) = 1. (2.1.4b)
More generally, if (L0|(Ψ,v)=(0,0), L1|(Ψ,v)=(0,0)) 6= (0, 0), then (2.1.4a)-(2.1.4b) can be achieved
by performing a linear change of coordinates in the (t, x1) plane and then dividing equation
(2.1.1) by a scalar.
As we stressed in the introduction, an essential aspect of our analysis is that we treat the
Cartesian coordinate partial derivatives of vJ as independent quantities. For this reason, we
define
V Jα := ∂αv
J , Vα := (V
J
α )1≤J≤M , V := (V
J
α )0≤α≤n,1≤J≤M . (2.1.5)
As a straightforward consequence of equation (2.1.2) and definition (2.1.5), we obtain the
following evolution equation for Vα:
Aβ∂βVα = −(∂αAβ)Vβ. (2.1.6)
2.2. The genuinely nonlinear-type assumption. To ensure that shocks can form in
nearly plane symmetric solutions, we assume that for |Ψ|+ |v| sufficiently small, we have
∂L1
∂Ψ
6= 0. (2.2.1)
2.3. Assumptions on the speed of propagation for the symmetric hyperbolic sub-
system. In this subsection, we state our assumptions on the speed of propagation for the
symmetric hyperbolic subsystem (2.1.2). Specifically, we assume that the matrices
A0|(Ψ,v)=(0,0) and A0|(Ψ,v)=(0,0) − A1|(Ψ,v)=(0,0) are positive definite. (2.3.1)
We now explain the significance of (2.3.1). The positivity of A0|(Ψ,v)=(0,0) ensures that for
solution values near the “background state” (Ψ, v) = (0, 0), the hypersurfaces Σt are spacelike
for equation (2.1.2), that is, for the evolution equation verified by the non-shock-forming
variable v. By (2.1.4a), the Σt are also spacelike for equation (2.1.1), i.e., L is transversal
to Σt. The positivity of A
0|(Ψ,v)=(0,0) − A1|(Ψ,v)=(0,0) will ensure that for solution values
near the background state, hypersurfaces close to the flat planes {t − x1 = const} are
spacelike for equation (2.1.2). This assumption is significant because for the solutions that
we will study, we will construct (in Subsect. 3.1) a family {Pu}u∈[0,1] of hypersurfaces that
are characteristic for equation (2.1.1) (that is, for the operator L) and that are close to the
flat planes {t − x1 = const}. Put differently, the Pu will be characteristic for the evolution
equation for Ψ but spacelike for the evolution equation for v, which essentially means that
for solution values near the background state, Ψ propagates at a strictly faster speed than
v (and also strictly faster than V , since the principal coefficients in the evolution equations
for v and Vα are the same).
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3. Geometric constructions
In this section, we define/construct most of the geometric objects that we use to analyze
solutions. We defer the construction of the energies until Sect. 4.
3.1. The eikonal function and the geometric coordinates. In this subsection, we
construct the geometric coordinates that we use to follow the solution all the way to the
shock. The most important of these is the eikonal function.
Definition 3.1 (Eikonal function). The eikonal function is the solution u to the following
transport initial value problem, where L is the transport operator vectorfield from equation
(2.1.1):
Lu = 0, u|Σ0 = 1− x1. (3.1.1)
For reasons described in Remark 1.8 and Subsubsect. 1.6.2, we now fix a real parameter
U0 verifying
0 < U0 ≤ 1. (3.1.2)
We will restrict out attention to spacetime regions with 0 ≤ u ≤ U0.
Our analysis will take place on the following subsets of spacetime, which are tied to the
eikonal function; see Fig. 2 for a picture of the setup.
Definition 3.2 (Subsets of spacetime). We define the following subsets of spacetime:
Σt′ := {(t, x1, x2, · · · , xn) ∈ R× R× Tn−1 | t = t′}, (3.1.3a)
Σu
′
t′ := {(t, x1, x2, · · · , xn) ∈ R× R× Tn−1 | t = t′, 0 ≤ u(t, x1, x2, · · · , xn) ≤ u′},
(3.1.3b)
Pu′ := {(t, x1, x2, · · · , xn) ∈ R× R× Tn−1 | u(t, x1, x2, · · · , xn) = u′}, (3.1.3c)
P t′u′ := {(t, x1, x2, · · · , xn) ∈ R× R× Tn−1 | 0 ≤ t ≤ t′, u(t, x1, x2, · · · , xn) = u′},
(3.1.3d)
Tt′,u′ := P t′u′ ∩ Σu
′
t′ = {(t, x1, x2, · · · , xn) ∈ R× R× Tn−1 | t = t′, u(t, x1, x2, · · · , xn) = u′},
(3.1.3e)
Mt′,u′ := ∪u∈[0,u′]P t′u ∩ {(t, x1, x2, · · · , xn) ∈ R× R× Tn−1 | 0 ≤ t < t′}. (3.1.3f)
We refer to the Σt and Σ
u
t as “constant time slices,” the P tu as “characteristics,” and the
Tt,u as “tori.” Note that Mt,u is “open-at-the-top” by construction.
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Figure 2. The spacetime region under study in the case n = 2.
To complete the geometric coordinate system, we now construct local coordinates on the
tori Tt,u.
Definition 3.3 (Geometric torus coordinates). We define the local geometric torus
coordinates (ϑ2, · · · , ϑn) to be the solutions to the following initial value problems, where L
is the transport operator vectorfield from equation (2.1.1):
Lϑi = 0, ϑi|Σ0 = xi, (i = 2, 3, · · · , n). (3.1.4)
Note that we can view (ϑ2, · · · , ϑn) as locally defined coordinates on Tt,u ' Tn−1.
Definition 3.4 (Geometric coordinates and the corresponding partial derivative
vectorfields). We refer to (t, u, ϑ2, · · · , ϑn) as the geometric coordinates, and we set ϑ :=
(ϑ2, · · · , ϑn). We denote the corresponding partial derivative vectorfields by
∂
∂t
,
∂
∂u
, (i)Θ :=
∂
∂ϑi
, (i = 2, · · · , n). (3.1.5)
Note that the (i)Θ are Tt,u-tangent by construction. Moreover, we note even though the
coordinate functions ϑi are only locally defined on Tt,u, the vectorfields {(i)Θ}i=2,··· ,n can
be defined so as to form a smooth (relative to the geometric coordinates) global positively
oriented frame on Tt,u.
3.2. The inverse foliation density. We now define µ > 0, the inverse foliation density
of the characteristics Pu. When µ goes to 0, the characteristics intersect and, as our main
theorem shows, maxα=0,··· ,n |∂αΨ| blows up. That is, µ ↓ 0 signifies the formation of a shock
singularity.
Definition 3.5 (Inverse foliation density). We define µ > 0 as follows:
µ :=
1
∂tu
. (3.2.1)
We observe that from (2.1.4a)-(2.1.4b) and (3.1.1), it follows that when |Ψ| + |v| is suffi-
ciently small (as will be the case in our main theorem), we have
µ|Σ0 = 1 +O?(|Ψ|) +O?(|v|). (3.2.2)
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In particular, if Ψ and v are initially small, then µ is initially close to 1.
3.3. Vectorfields and one-forms adapted to the characteristics and the blowup-
coefficient. In this subsection, we construct various vectorfields and one-forms that are
adapted to the characteristics Pu. We also derive some of their basic properties. We also
define the blowup-coefficient, which captures the genuinely nonlinear nature of the transport
equation (2.1.1).
Definition 3.6 (The eikonal function gradient one-forms). We define λ and ξ to be
the one-forms with the following Cartesian components, (0 ≤ α ≤ n), (1 ≤ j ≤ n):
λα := µ∂αu, (3.3.1a)
ξ0 := 0, ξj := µ∂ju. (3.3.1b)
Remark 3.7. From (3.2.1) and (3.3.1a), we deduce that
λ0 = 1. (3.3.2)
The following definition captures the strength of the coefficient of the main term that drives
the shock formation (as is evidenced by the estimates (6.3.8a)-(6.3.8b)). The definition is
adapted to the x1 direction since in our main theorem, we study solutions with approximate
plane symmetry (where by plane symmetric solutions, we mean ones that depend only on t
and x1).
Definition 3.8 (The blowup-coefficient). Viewing L1 = L1(Ψ, v), we define the coeffi-
cient G as
G := ∂L
1
∂Ψ
ξ1. (3.3.3)
Remark 3.9 (G 6= 0). The solutions that we will study will be such that ξ1 is a small
perturbation of −1; see definition (3.4.3d) and the estimate (6.3.7a). Hence, by (2.2.1), it
follows that G 6= 0 for the solutions under study.
In the next definition, we define a pair Pu-transversal vectorfields that we use to study
the solution.
Definition 3.10 (Pu-transversal vectorfields). We define the Cartesian components of
the Σt-tangent vectorfields X and X˘ as follows, (1 ≤ j ≤ n):
Xj := −Lj, (3.3.4a)
X˘j := µXj = −µLj. (3.3.4b)
We now derive some basic properties of L and X˘.
Lemma 3.11 (Basic properties of L and X˘). Relative to the geometric coordinates, we
have
L =
∂
∂t
. (3.3.5)
Moreover, the following identity holds:
X˘u = 1. (3.3.6)
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Finally, there exists an Tt,u-tangent vectorfield Ξ such that
X˘ =
∂
∂u
− Ξ. (3.3.7)
Proof. To prove (3.3.5), we note that Lu = Lϑj = 0 by construction. Also taking into
account (2.1.4a), we conclude (3.3.5).
To prove (3.3.6), we first use the eikonal equation (3.1.1) and the assumption (2.1.4a) to
deduce the identity ∂tu = −La∂au. Multiplying this identity by µ and appealing to definition
(3.2.1), we deduce that 1 = −µLa∂au which, in view of definition (3.3.4b), yields (3.3.6).
The existence of an Tt,u-tangent vectorfield such that (3.3.7) holds then follows as a simple
consequence of (3.3.6) and the identity X˘t = 0 (that is, the fact that X˘ is Σt-tangent). 
Lemma 3.12 (Basic identities for the eikonal function gradient one-forms). The
following identities hold
Lαλα = 0, L
aξa = −1, (3.3.8a)
Xαλα = 1, X
aξa = 1. (3.3.8b)
Moreover, if Y is an Tt,u-tangent vectorfield, then
Y αλα = 0, Y
aξa = 0. (3.3.8c)
Proof. The identities in (3.3.8a) are a straightforward consequence of equation (3.1.1), defi-
nitions (3.3.1a)-(3.3.1b), (2.1.4a), and (3.3.2). The identities in (3.3.8b) follow from (3.3.4b),
(3.3.6), definitions (3.3.1a)-(3.3.1b), and the fact that X0 = 0. To obtain (3.3.8c), we first
note that for Tt,u-tangent vectorfields Y , we have Y ∈ span{(i)Θ}i=2,··· ,n and thus Y α∂αu = 0.
The identities in (3.3.8c) follow from this fact, definitions (3.3.1a)-(3.3.1b), and the fact that
Y 0 = 0.

To obtain estimates for the solution’s derivatives, we will commute the equations with the
vectorfields belonging to the following sets.
Definition 3.13 (Sets of geometric commutation vectorfields). We define the follow-
ing sets of commutation vectorfields:
Z :=
{
L, X˘, (2)Θ, (3)Θ, · · · , (n)Θ
}
, (3.3.9a)
P :=
{
L, (2)Θ, (3)Θ, · · · , (n)Θ} . (3.3.9b)
Remark 3.14. Note that P consists of the Pu-tangent elements of Z .
3.4. Perturbed parts of various scalar functions. In this subsection, we define the
perturbed parts of various scalar functions that we have constructed. The perturbed quan-
tities, which are decorated with the subscript “Small,” vanish for the background solution
(Ψ, v) = (0, 0).
Definition 3.15 (The perturbed parts of various scalar functions). Let L be the
vectorfield from equation (2.1.1), let {(i)Θ}i=2,··· ,n be the geometric torus vectorfields from
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(3.1.5), and let ξ be the one-form defined in (3.3.1b). We define the following “background”
quantities, which are constants, (j = 1, · · · , n):
L˜j := Lj|(Ψ,v)=(0,0), (3.4.1a)
X˜j := Xj|(Ψ,v)=(0,0). (3.4.1b)
In (3.4.1a)-(3.4.1b), we are viewing Lj and Xj to be functions of (Ψ, v) (this is possible for
Xj by (3.3.4a)). Note that by (2.1.4b) and (3.3.4a), we have
L˜1 = 1, X˜1 = −1. (3.4.2)
We also define the following perturbed quantities:
Lj(Small) := L
j − L˜j, (3.4.3a)
Xj(Small) := X
j − X˜j = −Lj(Small), (3.4.3b)
(i)Θj(Small) :=
(i)Θj − δij, (3.4.3c)
ξ
(Small)
j := ξj + δ
1
j , (3.4.3d)
where the second equality in (3.4.3b) follows from (3.3.4a) and δij and δ1j are standard
Kronecker deltas.
3.5. Arrays of unknowns and schematic notation. We use the following arrays for
convenient shorthand notation.
Definition 3.16 (Shorthand notation for various solution variables). We define the
following arrays γ and γ of scalar functions:
γ := (Ψ, vJ , V Jα , ξ
(Small)
i ,
(j)Θk(Small))0≤α≤n, 1≤i, k≤n, 2≤j≤n, 1≤J≤M , (3.5.1a)
γ := (µ,Ψ, vJ , V Jα , ξ
(Small)
i ,
(j)Θk(Small))0≤α≤n, 1≤i, k≤n, 2≤j≤n, 1≤J≤M . (3.5.1b)
Remark 3.17 (Schematic functional dependence). In the remainder of the article,
we use the notation f(s1, s2, · · · , sm) to schematically depict an expression that depends
smoothly on the scalar functions s1, s2, · · · , sm. Note that in general, f(0) 6= 0.
Remark 3.18 (The meaning of the symbol P ). Throughout, P schematically denotes
a differential operator that is tangent to the characteristics Pu, typically L or (i)Θ. We use
such notation when the precise details of P are not important.
3.6. Cartesian partial derivatives in terms of geometric vectorfields. In the next
lemma, we expand the vectorfields {∂α}α=0,··· ,n in terms of the geometric commutation vec-
torfields.
Lemma 3.19 (Cartesian partial derivatives in terms of geometric vectorfields).
There exist smooth scalar functions fij(γ) such that the vectorfields ∂α can be expanded as
follows in terms of the elements of the set Z defined in (3.3.9a) whenever |γ| is sufficiently
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small, where ξj is defined in (3.3.1b):
∂t = L+X, (3.6.1a)
∂j = ξjX +
n∑
i=2
fij(γ)
(i)Θ, (1 ≤ j ≤ n). (3.6.1b)
Proof. (3.6.1a) follows from (2.1.4a) and (3.3.4a).
To prove (3.6.1b), we first note that for any fixed j with 1 ≤ j ≤ n, since ∂j is Σt-tangent
and since {X, (2)Θ, · · · , (n)Θ} spans the tangent space of Σt, there exist unique (j-dependent)
scalars α1, · · · ,αn such that ∂j = α1X +
∑n
i=2 αi
(i)Θ. Using both sides of this expansion
to differentiate the eikonal function u and using (3.3.4b) and (3.3.6), we obtain the identity
∂ju = α1µ
−1. In view of definition (3.3.1b), we conclude that α1 = ξj, as is stated on
RHS (3.6.1b). Next, for 1 ≤ j, k ≤ n, we allow both sides of the expansion to differentiate
the Cartesian coordinate xk to obtain the identity δkj = α1X
k +
∑n
i=2 αi
(i)Θk. For fixed
j, we can view this as an identity whose left-hand side is the n-dimensional vector with
components (δ1j , · · · , δnj )> and whose right-hand side is equal to the product of a matrix
Mn×n and the n-dimensional vector (α1, · · · ,αn)>, where > denotes transpose. From Def.
3.15, we see that Mn×n =
( −1 01×(n−1)
∗(n−1)×1 I(n−1)×(n−1)
)
+M
(Small)
n×n , where the entries of ∗(n−1)×1
are of the schematic form f(γ) and the entries of M
(Small)
n×n are of the schematic form γf(γ)
(and thus are small when |γ| is small). Hence, when |γ| is small, we can invert Mn×n to
conclude that the αi are smooth functions of γ, which completes the proof of (3.6.1b). 
3.7. Evolution equations for the Cartesian components of various geometric quan-
tities. In this subsection, we derive evolution equations for the Cartesian components of
various geometric quantities that are adapted to the characteristics Pu. Later, we will use
these transport equations to derive estimates for these quantities.
Lemma 3.20 (Transport equations for µ, ξj, and ξ
(Small)
j ). The scalar functions µ,
ξj, and ξ
(Small)
j , which are defined respectively in (3.2.1) (3.3.1b), and (3.4.3d), verify the
following transport equations, where the scalar functions fij(γ) are as in Lemma 3.19, (i =
2, · · · , n), (j = 1, · · · , n):
Lµ = (X˘La)ξa + µ(LL
a)ξa, (3.7.1a)
Lξj = Lξ
(Small)
j = (LL
a)ξaξj −
n∑
i=2
fij(γ)(
(i)ΘLa)ξa. (3.7.1b)
Moreover, there exist functions that are smooth whenever |γ| is sufficiently small and that
are schematically denoted by indexed versions of “f”, such that the following initial conditions
hold along Σ0:
µ|Σ0 = 1 + (Ψ, v) · f(Ψ, v), (3.7.2a)
ξj|Σ0 = {−1 + (Ψ, v) · f(Ψ, v)} δ1j , (3.7.2b)
ξ
(Small)
j |Σ0 = (Ψ, v) · f(Ψ, v)δ1j . (3.7.2c)
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Proof. Differentiating the eikonal equation (3.1.1) with ∂α and using (2.1.4a), we obtain
L∂αu = −(∂αLa)∂au. (3.7.3)
Setting α = 0 in (3.7.3) and appealing to definition (3.2.1), we deduce
Lµ = µ(∂tL
a)(µ∂au). (3.7.4)
From (3.7.4), (3.6.1a), (3.3.4b), and definition (3.3.1b), we conclude (3.7.1a).
Next, we set α = j in (3.7.3), multiply the equation by µ, and use definition (3.3.1b) and
(3.7.4) to compute that
L(µ∂ju) = −(∂jLa)(µ∂au) + (∂tLa)(µ∂au)(µ∂ju) (3.7.5)
= −(∂jLa)ξa + (∂tLa)ξaξj.
From (3.7.5) and (3.6.1a)-(3.6.1b), we conclude (3.7.1b).
To prove (3.7.2a), we use (2.1.4a)-(2.1.4b), (3.1.1), and definition (3.2.1) to obtain (1/µ)|Σ0 =
∂tu|Σ0 = −La∂au|Σ0 = L1|Σ0 = 1+(Ψ, v)·f(Ψ, v), from which (3.7.2a) easily follows (when |Ψ|
and |v| are small). To prove (3.7.2b), we use definition (3.3.1b) and the above argument to
deduce that ξj|Σ0 = −(µδ1j )|Σ0 = {−1 + (Ψ, v) · f(Ψ, v)} δ1j , as desired. (3.7.2c) then follows
from (3.7.2b) and definition (3.4.3d). 
In the next lemma, we derive transport equations for the Cartesian components of the
geometric torus coordinate partial derivative vectorfields.
Lemma 3.21 (Transport equations for the Cartesian components of (i)Θ). The
Cartesian components (i)Θj of the Tt,u-tangent vectorfields from (3.1.5) and their perturbed
parts (i)Θj(Small) defined in (3.4.3c) are solutions to the following transport equation initial
value problem:
L(i)Θj = (i)ΘLj, (i)Θj|Σ0 = δij, (3.7.6a)
L(i)Θj(Small) =
(i)ΘLj, (i)Θj|Σ0 = 0. (3.7.6b)
where δij is the standard Kronecker delta.
Proof. L and (i)Θ are geometric coordinate partial derivative vectorfields and they therefore
commute: [L, (i)Θ] = 0. Relative to Cartesian coordinates, the vanishing commutator can be
expressed as L(i)Θj = (i)ΘLj, which is the desired evolution equation in (3.7.6a). Next, we
observe that along Σ0,
(i)Θ = ∂i by construction. Hence,
(i)Θj|Σ0 = (i)Θ|Σ0xj = ∂ixj = δij,
which yields the initial condition (3.7.6a). (3.7.6b) then follows from definition (3.4.3c) and
(3.7.6a). 
3.8. Vectorfield commutator properties. In this subsection, we derive some basic prop-
erties of various vectorfield commutators.
Lemma 3.22 (Vectorfield commutator properties). The following vectorfields are Tt,u-
tangent, (i = 2, · · · , n):
[L, X˘], [L, (i)Θ], [X˘, (i)Θ], (i = 2, · · · , n). (3.8.1)
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Moreover, there exist smooth functions, denoted by subscripted versions of “f”, such that
the following identities hold whenever |γ| is sufficiently small (see Remark 3.18 regarding the
notation):
[L, (i)Θ] = [(i2)Θ, (i2)Θ] = 0, (3.8.2a)
[L, X˘] =
n∑
i=2
fi(γ, LΨ, X˘Ψ)
(i)Θ, (3.8.2b)
[X˘, (i)Θ] =
n∑
j=2
fij(γ, X˘γ, PΨ, Pµ)
(j)Θ. (3.8.2c)
Proof. Since (3.3.5) implies that L is a geometric coordinate partial derivative vectorfield
and since, by definition, the same is true of (i)Θ, we conclude (3.8.2a).
To prove (3.8.2b), we first use (3.3.5), (3.3.6), and the fact that X˘ is Σt-tangent to deduce
that [L, X˘]t = [L, X˘]u = 0. Hence, [L, X˘] is Tt,u-tangent. Therefore, there exist unique
scalars αi such that the following identity holds for j = 1, 2, · · · , n: [L, X˘]j =
∑n
i=2 αi
(i)Θj.
Next, we use the fact that La = f(Ψ, v), (3.3.4a)-(3.3.4b), and the evolution equation (3.7.1a)
to deduce the schematic identity [L, X˘]j = X˘Lj − L(µXj) = f(γ, LαVα, X˘aVa, LΨ, X˘Ψ) =
f(γ, LΨ, X˘Ψ). Next, for i, j = 2, · · · , n, we view the identity [L, X˘]j = ∑ni=2 αi(i)Θj as an
identity whose left-hand side is the n−1 dimensional vector with Cartesian components equal
to ([L, X˘]2, · · · , [L, X˘]n)> and whose right-hand side is the product of the (n−1)×(n−1) ma-
trix M(n−1)×(n−1) := ((i)Θj)i,j=2,··· ,n and the n−1 dimensional vector (α2, · · · ,αn)>, where >
denotes transpose. From definition (3.4.3c), we see that M(n−1)×(n−1) is equal to the identity
matrix plus an error matrix whose components are of the schematic form γf(γ). In particular,
M(n−1)×(n−1) is invertible whenever |γ| is sufficiently small. Hence, (α2, · · · ,αn)> is the prod-
uct of a matrix whose components are of the form f(γ) and the vector ([L, X˘]2, · · · , [L, X˘]n)>,
whose components are of the form f(γ, LΨ, X˘Ψ). This completes the proof of (3.8.2b). The
identity (3.8.2c) can be proved in a similar fashion and we omit the details. 
Corollary 3.23 (Evolution equation for Ξj). There exist functions that are smooth when-
ever |γ| is sufficiently small and that are schematically denoted by indexed versions of “f”,
such that the Cartesian components Ξj, (j = 1, · · · , n), of the Tt,u-tangent vectorfield Ξ from
(3.3.7) verify the evolution equation
LΞj =
n∑
i=2
Ξafia(γ)
(i)ΘLj −
n∑
i=2
fi(γ, LΨ, X˘Ψ)
(i)Θj (3.8.3)
and the initial condition
Ξj|Σ0 , = fj(Ψ, v) (3.8.4)
where the fia on RHS (3.8.3) are as in equation (3.6.1b), and the second term on RHS (3.8.3)
is the negative of the term on RHS (3.8.2b).
Proof. From (3.3.5) and (3.3.7), we deduce that [L,Ξ]j = −[L, X˘]j. Considering the Carte-
sian components of both sides of this equation and using (3.8.2b), we obtain LΞj = Ξa∂aL
j−∑n
i=2 fi(γ, LΨ, X˘Ψ)
(i)Θj. Finally, we use (3.6.1b) to substitute for ∂a in the expression
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Ξa∂aL
j, and we use (3.3.8c) to deduce that the component ΞaξaXL
j vanishes. In total, this
yields equation (3.8.3).
To prove (3.8.4), we use (3.3.7) to deduce that Ξj = Ξxj = ∂
∂u
xj−X˘j. In view of the way in
which the geometric coordinates were constructed, along Σ0, we have
∂
∂u
= −∂1. Moreover,
in view of (3.3.4a)-(3.3.4b) and (3.7.2a), we deduce that X˘j|Σ0 = X˘xj|Σ0 = (µXj)|Σ0 =
µ|Σ0f(Ψ, v) = f(Ψ, v), where f depends on j. Combining the above, we conclude (3.8.4). 
3.9. The change of variables map. In this subsection, we define the change of variables
map from geometric to Cartesian coordinates and derive some of its basic properties.
Definition 3.24 (Change of variables map). We define Υ : R × R × Tn−1 → R ×
R × Tn−1 to be the change of variables map from geometric to Cartesian coordinates, i.e.,
Υα(t, u, ϑ2, · · · , ϑn) = xα.
Lemma 3.25 (Basic properties of the change of variables map). The following iden-
tities hold, where L is the vectorfield from (2.1.1), the (i)Θ are the vectorfields from (3.1.5),
X˘ is the vectorfield from (3.3.4b), and Ξ is the vectorfield from (3.3.7):
∂Υ
∂(t, u, ϑ2, · · · , ϑn) :=
∂(x0, x1, x2, · · · , xn)
∂(t, u, ϑ2, · · · , ϑn) =

1 0 0 0 · · · 0
L1 µX1 + Ξ1 (2)Θ1 (3)Θ1 · · · (n)Θ1
L2 µX2 + Ξ2 (2)Θ2 (3)Θ2 · · · (2)Θ2
· · · · · · · · · · · · · · · · · ·
Ln µXn + Ξn (2)Θn (3)Θn · · · (n)Θn
 .
(3.9.1)
Moreover, there exists a smooth function of γ vanishing at γ = 0, schematically denoted
by γf(γ), such that
det
∂(x0, x1, x2, · · · , xn)
∂(t, u, ϑ2, · · · , ϑn) =
∂(x1, x2, · · · , xn)
∂(u, ϑ2, · · · , ϑn) = −µ {1 + γf(γ)} . (3.9.2)
Similarly, the following identity holds:
det
∂(x2, · · · , xn)
∂(ϑ2, · · · , ϑn) = 1 + γf(γ). (3.9.3)
Proof. The first column of (3.9.1) is a simple consequence of (3.3.5) and the fact that Lxα =
Lα. The second column of (3.3.4b) follows similarly from the fact that X˘ is Σt-tangent (i.e.,
X˘t = 0), (3.3.4b), and (3.3.7). The remaining n − 1 columns of (3.3.4b) follow similarly
from the fact that the vectorfields (i)Θ are Σt-tangent.
The first equality in (3.9.2) is a simple consequence of (3.9.1). To derive the second
equality in (3.9.2), we first note that since Ξ ∈ span{(i)Θ}i=2,··· ,n, we can delete Ξ from the
matrix on RHS (3.9.1) without changing its determinant. It follows that LHS (3.9.2) =
µdet

X1 (2)Θ1 (3)Θ1 · · · (n)Θ1
X2 (2)Θ2 (3)Θ2 · · · (2)Θ2
· · · · · · · · · · · · · · ·
Xn (2)Θn (3)Θn · · · (n)Θn
. In view of Def. 3.15 and definition (3.5.1a), we see
that the previous expression is equal to µ times the determinant of Mn×n +M
(Small)
n×n , where
Mn×n and M
(Small)
n×n are the matrices from the proof of Lemma 3.19. Using arguments similar
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to the ones given in the proof of Lemma 3.19, we conclude the identity (3.9.2). The identity
(3.9.3) can be proved via a similar argument, and we omit the details. 
3.10. Integration forms and integrals. In this subsection, we define quantities connected
to the two kinds of integration that we use in our analysis: integration with respect to
the geometric coordinates and integration with respect to the Cartesian coordinates. In
Remark 3.29, we clarify why both kinds of integration play a role in our analysis and why
geometric integration is the most important for our analysis. In Lemma 3.30, we quantify
the relationship between the two kinds of integration.
3.10.1. Geometric integration.
Definition 3.26 (Geometric forms and related integrals). Relative to the geometric
coordinates of Def. 3.4, we define the following forms:24
dϑ := dϑ2 · · · dϑn, d$ := dϑdu′, (3.10.1)
d$ := dϑdt′, d$ := dϑdu′dt′.
If f is a scalar function, then we define∫
Tt,u
f dϑ :=
∫
ϑ∈T
f(t, u, ϑ) dϑ, (3.10.2a)∫
Σut
f d$ :=
∫ u
u′=0
∫
ϑ∈T
f(t, u′, ϑ) dϑdu′, (3.10.2b)∫
Ptu
f d$ :=
∫ t
t′=0
∫
ϑ∈T
f(t′, u, ϑ) dϑdt′, (3.10.2c)∫
Mt,u
f d$ :=
∫ t
t′=0
∫ u
u′=0
∫
ϑ∈T
f(t′, u′, ϑ) dϑdu′dt′. (3.10.2d)
3.10.2. Cartesian integration.
Definition 3.27 (The one-form H). Let λ be the one-form from Def. 3.6. We define H
to be the one-form with the following Cartesian components:
Hν :=
1
(δαβλαλβ)1/2
λν , (3.10.3)
where δαβ is the standard inverse Euclidean metric on R×Σ (that is, δαβ = diag(1, 1, · · · , 1)
relative to the Cartesian coordinates). Note that H is the Euclidean-unit-length co-normal
to Pu.
Definition 3.28 (Cartesian coordinate volume and area forms and related inte-
grals). We define
dM := dx1dx2 · · · dxndt, dΣ := dx1dx2 · · · dxn, dP (3.10.4)
24Throughout the paper, we blur the distinction between (non-negative) integration measure dϑ and the
corresponding form dϑ2 ∧ · · · ∧ dϑn, and similarly for the other quantities appearing in (3.10.1). The precise
meaning will be clear from context.
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to be, respectively, the standard volume form onMt,u induced by the Euclidean metric25 on
R × Σ, the standard area form induced on Σut by the Euclidean metric on R × Σ, and the
standard area form induced on P tu by the Euclidean metric on R× Σ.
We define the integrals of functions f with respect to the above forms in analogy with the
way that we defined the integrals (3.10.2a)-(3.10.2d). For example,∫
ΣUt
f dΣ :=
∫
{(x1,··· ,xn) | 0≤u(t,x1,··· ,xn)≤U}
f(t, x1, · · · , xn) dx1 · · · dxn,
where u(t, x1, · · · , xn) is the eikonal function.
Remark 3.29 (The role of the Cartesian forms). We never estimate integrals involving
the Cartesian forms; before deriving estimates, we will always use Lemma 3.30 below order
to replace the Cartesian forms with the geometric ones of Def. 3.26; we use the Cartesian
forms only when deriving energy identities relative to the Cartesian coordinates, in which
the Cartesian forms naturally appear.
3.10.3. Comparison between the Cartesian integration measures and the geometric integration
measures. In the next lemma, we quantify the relationship between the Cartesian integration
measures and the geometric integration measures.
Lemma 3.30 (Comparison between Euclidean and geometric integration mea-
sures). There exist scalar functions, schematically denoted by f(γ), that are smooth for
|γ| sufficiently small and such that the following relationship holds between the geometric
integration measures corresponding to Def. 3.26 and the Euclidean integration measures cor-
responding to Def. 3.28, where all of the measures are non-negative (see Footnote 24):
dM = µ {1 + γf(γ)} d$, dΣ = µ {1 + γf(γ)} d$, dP =
{√
2 + γf(γ)
}
d$. (3.10.5)
Proof. We prove only the identity dP = {√2 + γf(γ)} d$ since the other two identities
in (3.10.5) are a straightforward consequence of Lemma 3.25 (in particular, the Jacobian
determinant26 expressions in (3.9.2)). Throughout this proof, we view d$ (see (3.10.1)) to
be the n-form dt∧dϑ2∧· · ·∧dϑn on Pu, where dt∧dϑ2 = dt⊗dϑ2−dϑ2⊗dt, etc. Similarly, we
view dP to be the n-form induced on Pu by the standard Euclidean metric on R×Σ. Then
relative to Cartesian coordinates, we have dP = (dx0 ∧ dx1 ∧ · · · ∧ dxn) ·W , where W is the
future-directed Euclidean normal to Pu and (dx0∧dx1∧· · ·∧dxn) ·W denotes contraction of
W against the first slot of dx0∧dx1∧· · ·∧dxn. Note that Wα = δαβHβ, where Hα is defined
in (3.10.3) and δαβ = diag(1, 1, · · · , 1) is the standard inverse Euclidean metric on R × Σ.
Since d$ and dP are proportional and since (dt∧dϑ2∧· · ·∧dϑn) · (L⊗ (2)Θ⊗· · ·⊗ (n)Θ) = 1,
it suffices to show that
{√
2 + γf(γ)
}
= (dx0 ∧ dx1 ∧ · · · ∧ dxn) · (W ⊗L⊗ (2)Θ⊗ · · · ⊗ (n)Θ).
To proceed, we note that (dx0 ∧ dx1 ∧ · · · ∧ dxn) · (W ⊗L⊗ (2)Θ⊗ · · · ⊗ (n)Θ) is equal to the
25By definition, the Euclidean metric has the components diag(1, 1, · · · , 1) relative to the standard Carte-
sian coordinates (t, x1, x2, · · · , xn) on R× Σ.
26Note that the minus sign in equation (3.9.2) does not appear in equation (3.10.5) since we are viewing
(3.10.5) as a relationship between integration measures.
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determinant of the (1 + n)× (1 + n) matrix N :=

W 0 L0 0 · · · 0
W 1 L1 (2)Θ1 · · · (n)Θ1
· · · · · · · · · · · · · · ·
W n Ln (2)Θn · · · (n)Θn
. From
(2.1.4a)-(2.1.4b), Def. 3.6, (3.3.2), Def. 3.15, definition (3.5.1a), definition (3.10.3), and the
relation Wα = δαβHβ, it follows that N =

√
2
2
1
02×(n−1)−
√
2
2
1
∗(n−1)×2 I(n−1)×(n−1)
+N (Small), where the
entries of the submatrix ∗(n−1)×2 are of the schematic form f(γ), I(n−1)×(n−1) is the identity
matrix, and N (Small) is a matrix whose entries are all of the schematic form γf(γ), where f
is smooth. From these facts and the basic properties of the determinant, we conclude that
detN =
√
2 + γf(γ), which is the desired identity.

3.11. Notation for repeated differentiation. In this subsection, we define some notation
that we use when performing repeated differentiation.
Definition 3.31 (Notation for repeated differentiation). Recall that the commutation
vectorfield sets Z and P are defined in Def. 3.13. We label the n + 1 vectorfields in Z
as follows: Z(1) = L,Z(2) =
(2)Θ, Z(3) =
(3)Θ, · · · , Z(n) = (n)Θ, Z(n+1) = X˘. Note that
P = {Z(1), Z(2), · · · , Z(n)}. We define the following vectorfield operators:
• If ~I = (ι1, ι2, · · · , ιN) is a multi-index of order |~I| := N with ι1, ι2, · · · , ιN ∈ {1, 2, · · · , n+
1}, thenZ ~I := Z(ι1)Z(ι2) · · ·Z(ιN ) denotes the corresponding N th order differential op-
erator. We write Z N rather than Z
~I when we are not concerned with the structure
of ~I, and we sometimes omit the superscript when N = 1.
• If ~I = (ι1, ι2, · · · , ιN), then ~I1 + ~I2 = ~I means that ~I1 = (ιk1 , ιk2 , · · · , ιkm) and
~I2 = (ιkm+1 , ιkm+2 , · · · , ιkN ), where 1 ≤ m ≤ N and k1, k2, · · · , kN is a permutation of
1, 2, · · · , N .
• Sums such as ~I1 + ~I2 + · · ·+ ~IK = ~I have an analogous meaning.
• Pu-tangent operators such as P ~I are defined analogously, except in this case we
have ι1, ι2, · · · , ιN ∈ {1, 2, · · · , n}. We write PN rather than P ~I when we are not
concerned with the structure of ~I, and we sometimes omit the superscript when
N = 1.
3.12. Notation involving multi-indices. In defining our main L2-controlling quantity
(see Def. 8.1), we will refer to the following set of multi-indices.
Definition 3.32 (A set of Z -multi-indices). We define I [1,N ];1∗ to be the set of Z multi-
indices ~I (in the sense of Def. 3.31) such that i) 1 ≤ |~I| ≤ N , ii) Z ~I contains at least one
factor belonging toP = {L, (2)Θ, (3)Θ, · · · , (n)Θ}, and iii) Z ~I contains no more than 1 factor
of X˘.
3.13. Norms. In this subsection, we define the norms that we use in studying the solution.
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Definition 3.33 (Pointwise norms). We define the following pointwise norms for arrays
v = (vJ)1≤J≤M and V = (V Jα )0≤α≤n,1≤J≤M :
|v| :=
M∑
J=1
|vJ |, |Vα| :=
M∑
J=1
|V Jα |, |V | :=
M∑
J=1
n∑
α=0
|V Jα |. (3.13.1)
We will use the following L2 and L∞ norms in our analysis.
Definition 3.34 (L2 and L∞ norms). In terms of the non-degenerate forms of Def. 3.26,
we define the following norms for scalar or array-valued functions w:
‖w‖2L2(Tt,u) :=
∫
Tt,u
|w|2 dϑ, ‖w‖2L2(Σut ) :=
∫
Σut
|w|2 d$, (3.13.2a)
‖w‖2L2(Ptu) :=
∫
Ptu
|w|2 d$,
‖w‖L∞(Tt,u) := ess supϑ∈Tn−1 |w|(t, u, ϑ), ‖w‖L∞(Σut ) := ess sup(u′,ϑ)∈[0,u]×Tn−1|w|(t, u
′, ϑ),
(3.13.2b)
‖w‖L∞(Ptu) := ess sup(t′,ϑ)∈[0,t]×Tn−1|w|(t
′, u, ϑ).
3.14. Strings of commutation vectorfields and vectorfield seminorms. We will use
the following shorthand notation to capture the relevant structure of our vectorfield differ-
ential operators and to schematically depict estimates.
Remark 3.35. Some operators in Def. 3.36 are decorated with a ∗. These operators involve
Pu-tangent differentiations that often lead to a gain in smallness in the estimates. More
precisely, the operators PN∗ always lead to a gain in smallness while the operators Z
N ;1
∗
lead to a gain in smallness except perhaps when they are applied to µ (because Lµ and its
X˘ derivatives are not generally small).
Definition 3.36 (Strings of commutation vectorfields and vectorfield seminorms).
• Z N ;1f denotes an arbitrary string of N commutation vectorfields in Z (see (3.3.9a))
applied to f , where the string contains at most 1 factor of the P tu-transversal vector-
field X˘. We sometimes write Zf instead of Z 1;1f .
• PNf denotes an arbitrary string of N commutation vectorfields in P (see (3.3.9b))
applied to f . Consistent with Remark 3.18, we sometimes write Pf instead of P1f .
• For N ≥ 1, Z N ;1∗ f denotes an arbitrary string of N commutation vectorfields in Z
applied to f , where the string contains at least one Pu-tangent factor and at most 1
factor of X˘. We also set Z 0;0∗ f := f .
• For N ≥ 1, PN∗ f denotes an arbitrary string of N commutation vectorfields in P
applied to f , where the string contains at least one factor belonging to the geometric
torus coordinate partial derivative vectorfield set {(2)Θ, (3)Θ, · · · , (n)Θ} or at least two
factors of L.
Remark 3.37 (Another way to think about operators PN∗ ). For exact simple plane
wave solutions, if N ≥ 1 and f is any of the quantities that we must estimate, then we have
PN∗ f ≡ 0.
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We also define seminorms constructed out of sums of the above strings of vectorfields:
• |Z N ;1f | simply denotes the magnitude of one of the Z N ;1f as defined above (there
is no summation).
• |Z ≤N ;1f | is the sum over all terms of the form |Z N ′;1f | with N ′ ≤ N and Z N ′;1f
as defined above. We sometimes write |Z ≤1f | instead of |Z ≤1;1f |.
• |Z [1,N ];1f | is the sum over all terms of the form |Z N ′;1f | with 1 ≤ N ′ ≤ N and
Z N
′;1f as defined above.
• Sums such as |P≤Nf |, |P [1,N ]∗ f |, etc. are defined analogously.
• Seminorms such as ‖Z [1,N ];1∗ f‖L∞(Σut ) and ‖P [1,N ]∗ f‖L∞(Σut ) (see Def. 3.34) are defined
analogously.
4. Energy identities
In this section, we define the building block energies and characteristic fluxes that we use
to control the solution in L2 and derive their basic coerciveness properties. We then derive
energy identities involving the building block energies and characteristic fluxes. Later in the
article, in Def. 8.1, we will use the building blocks to define the main L2-controlling quantity.
4.1. Energies and characteristic flux definitions.
Definition 4.1 (Energies and characteristics fluxes). In terms of the geometric forms
of Def. 3.26, we define the energy E(Shock)[·], which is a functional of scalar-valued functions
f , as follows:
E(Shock)[f ](t, u) :=
∫
Σut
f 2 d$. (4.1.1)
In terms of the Cartesian forms of Def. 3.28 and the Euclidean-unit one-form Hα defined
in (3.10.3), we define the energy E(Regular)[·] and characteristic flux F(Regular)[·], which are
functionals of RM -valued functions w, as follows:
E(Regular)[w](t, u) :=
∫
Σut
δJKA
0;J
I (Ψ, v)w
IwK dΣ, (4.1.2a)
F(Regular)[w](t, u) :=
∫
Ptu
δJKA
α;J
I (Ψ, v)Hαw
IwK dP , (4.1.2b)
where δJK is a standard Kronecker delta.
Lemma 4.2 (Coerciveness of the energies and null fluxes for the symmetric hy-
perbolic variables). If |γ| is sufficiently small, then the energy and the characteristic flux
from Def. 4.1 enjoy the following coerciveness:
E(Regular)[w](t, u) ≈
∫
Σut
µδJKw
JwK d$, (4.1.3a)
F(Regular)[w](t, u) ≈
∫
Ptu
δJKw
JwK d$, (4.1.3b)
where δJK is a standard Kronecker delta.
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Proof. From the arguments given in the proof of Lemma 3.30, it follows that the one-form
Hα defined in (3.10.3) can be decomposed as Hα = δ
0
α−δ1α+H(Small)α , where H(Small)α = γf(γ).
Hence, from (2.3.1), it follows that when |γ| is sufficiently small, we have δJKA0;JI wIwK ≈
δJKw
JwK and δJKA
α;J
I Hαw
IwK ≈ δJKwJwK . Appealing to definitions (4.1.2a)-(4.1.2b)
and using the integration measure relationships stated in (3.10.5), we conclude (4.1.3a)-
(4.1.3b). 
4.2. Energy-characteristic flux identities. The integral identities in the following propo-
sition form the starting point for our L2 analysis of solutions. A crucial point is that
LHS (4.2.4) features the characteristic flux F(Regular)[·](t, u), which by (4.1.3b) can be used
to control v and V on the characteristic hypersurfaces P tu without any degenerate µ weight.
Proposition 4.3 (Energy-characteristic flux identities). Let L = Lα(Ψ, v)∂α be the
vectorfield from equation (2.1.1) and let f be a solution to the inhomogeneous transport
equation
Lf = F. (4.2.1)
Then the following integral identity holds for the energy defined in (4.1.1):
E(Shock)[f ](t, u) = E(Shock)[f ](0, u) + 2
∫
Mt,u
fF d$. (4.2.2)
Moreover, let Aα;IJ (Ψ, v) be the components of the symmetric matrices from equation (2.1.2)
and let w be a solution to the (linear-in-w) inhomogeneous symmetric hyperbolic system
µAα;IJ ∂αw
J = FI . (4.2.3)
Then there exist smooth functions, schematically denoted by f, such that the following integral
identity holds for the energy and characteristic flux defined in (4.1.2a)-(4.1.2b):
E(Regular)[w](t, u) + F(Regular)[w](t, u) = E(Regular)[w](0, u) + F(Regular)[w](t, 0) (4.2.4)
+ 2
∫
Mt,u
{1 + γf(γ)} δJKFJwK d$
+
∫
Mt,u
fJK(γ, X˘Ψ, PΨ)w
Jwk d$,
where δJK is the standard Kronecker delta.
Proof. The identity (4.2.2) is a simple consequence of equation (4.2.1) since L =
∂
∂t
relative
to the geometric coordinates (t, u, ϑ).
To prove (4.2.4), we define the following vectorfield relative to the Cartesian coordinates:
J α := δJKA
α;J
I w
IwK . Using equation (4.2.3) and the symmetry assumption Aα;IJ = A
α;J
I ,
we derive (relative to the Cartesian coordinates) the following divergence identity: µ∂αJ α =
2δJKF
JwK + δJK(µ∂αA
α;J
I )w
IwK . We now apply the divergence theorem to the vectorfield
J on the regionMt,u, where we use the Cartesian coordinates, the Euclidean metric δαβ :=
diag(1, 1, · · · , 1) on R × Σ, and the Cartesian forms of Def. 3.28 in all computations. Also
using that the future-directed Euclidean co-normal to Σt has Cartesian components δ
0
α and
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that the future-directed Euclidean co-normal to P tu has Cartesian components Hα (see Def.
3.27), we deduce ∫
Σut
δJKA
0;J
I w
IwK dΣ +
∫
Ptu
δJKA
α;J
I Hαw
IwK dP (4.2.5)
=
∫
Σu0
δJKA
0;J
I w
IwK dΣ +
∫
Pt0
δJKA
α;J
I Hαw
IwK dP
+
∫
Mt,u
{
2δJKF
JwK + δJK(µ∂αA
α;J
I )w
IwK
} dM
µ
.
Next, using Lemma 3.19 and definition (3.5.1b), we can express the integrand δJK(µ∂αA
α;J
I )w
IwK
on RHS (4.2.5) in the following schematic form: fJK(γ, X˘Ψ, PΨ)w
Jwk. Also using Lemma 3.30
to express the integration measure
dM
µ
on RHS (4.2.5) as {1 + γf(γ)} d$ and appealing to
definitions (4.1.2a)-(4.1.2b), we arrive at the desired identity (4.2.4).

5. The number of derivatives, data-size assumptions, bootstrap assumptions,
smallness assumptions, and running assumptions
In this section, we state the number of derivatives that we use to close the estimates, state
our assumptions on the size of the data, formulate bootstrap assumptions that we use to
derive estimates, and describe our smallness assumptions. In Subsect. 5.5, we explain why
there exist data that verify the assumptions.
5.1. The number of derivatives. Throughout the rest of the paper, NTop and NMid denote
two fixed positive integers verifying the following relations, where n is the number of spatial
dimensions:
NTop ≥ n+ 5, NMid :=
⌈
NTop
2
⌉
+ 1. (5.1.1)
The solutions that we will study are such that, roughly, the order ≤ NTop derivatives of
Ψ (with respect to suitable strings of geometric vectorfields) are uniformly bounded in the
norm ‖ · ‖L2(Σut ) and the order ≤ NMid derivatives of Ψ are uniformly bounded in the norm‖ · ‖L∞(Σut ). The remaining quantities that we must estimate verify similar bounds but, in
some cases, they are one degree less differentiable. The definitions in (5.1.1) are convenient
in the sense that they will lead to the following: when we derive L2 estimates for error term
products in the commuted equations, all factors in the product except at most one will be
uniformly bounded in the norm ‖ · ‖L∞(Σut ).
5.2. Data-size assumptions. In this subsection, we state our assumptions on the size of
the data.
5.2.1. The data-size parameter that controls the time of shock formation. We start with the
definition of a data-size parameter A˚∗, which is tied to the time of first shock formation. More
precisely, our main theorem shows that maxα=0,··· ,n |∂αΨ| blows up at a time approximately
equal to A˚−1∗ .
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Definition 5.1 (The crucial quantity that controls the time of shock formation).
We define A˚∗ as
A˚∗ := sup
Σ10
[GX˘Ψ]−, (5.2.1)
where G 6= 0 (see Remark 3.9) is the blowup-coefficient from Def. 3.8 and [f ]− := |min{f, 0}|.
Remark 5.2 (Functional dependence of G along Σ0). Note that by (3.7.2b), along Σ0,
G can be viewed as a function of Ψ|Σ0 and v|Σ0 .
5.2.2. Data-size assumptions. For technical convenience, we assume that the solution is C∞
with respect to the Cartesian coordinates along the “data hypersurfaces” ΣU00 and P2A˚
−1∗
u .
However, to close our estimates, we only need to make assumptions on various Sobolev and
Lebesgue norms of the data, where the norms are in defined terms of the geometric coordi-
nates and commutation vectorfields. In this subsubsection, we state the norm assumptions,
which involve additional three parameters, denoted by α˚, ˚, and A˚. We note that A˚ does
not need to be small, and that the same is true for the parameter A˚∗ from Def. 5.1. We will
describe our smallness assumptions on α˚ and ˚ in Subsect. 5.4.
We assume that the data verify the following size assumptions (see Subsect. 3.14 regarding
the vectorfield differential operator notation).
L2 Assumptions along Σ10.∥∥∥Z [1,NTop];1∗ Ψ∥∥∥
L2(Σ10)
,
∥∥Z ≤NTop−1;1v∥∥
L2(Σ10)
,
∥∥Z ≤NTop−1;1V ∥∥
L2(Σ10)
≤ ˚. (5.2.2)
L∞ Assumptions along Σ10.
‖Ψ‖L∞(Σ10) ≤ α˚, (5.2.3a)∥∥Z [1,NMid];1∗ Ψ∥∥L∞(Σ10) , ∥∥Z ≤NMid−1;1v∥∥L∞(Σ10) , ∥∥Z ≤NMid−1;1V ∥∥L∞(Σ10) ≤ ˚, (5.2.3b)∥∥∥X˘Ψ∥∥∥
L∞(Σ10)
≤ A˚. (5.2.3c)
Assumptions along P2A˚−1∗0 .∥∥Z ≤NTop−1;1v∥∥
L2(P2A˚
−1∗
0 )
,
∥∥Z ≤NTop−1;1V ∥∥
L2(P2A˚
−1∗
0 )
≤ ˚. (5.2.4)
Assumptions along T0,u. We assume that for u ∈ [0, 1], we have∥∥P≤NTop−2v∥∥
L2(T0,u) ,
∥∥P≤NTop−2V ∥∥
L2(T0,u) ≤ ˚. (5.2.5)
Remark 5.3. Roughly, we will study solutions that are perturbations of non-trivial solutions
with ˚ = 0. Note that ˚ = 0 corresponds to a simple plane symmetric wave, as we described
in Subsect. 1.4. Note also that α˚, A˚∗, and A˚ are generally non-zero for simple plane symmetric
waves.
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5.2.3. Estimates for the initial data of the remaining geometric quantities. To close our proof,
we will have to estimate the scalar functions µ, ξ
(Small)
j ,
(i)Θj(Small), and Ξ
j featured in the
array (3.5.1b) and definition (3.3.7). In this subsubsection, as a preliminary step, we estimate
the size of their data along Σ10.
Lemma 5.4 (Estimates for the data of µ, ξ
(Small)
j ,
(i)Θj(Small), and Ξ
j ). Under the
data-size assumptions of Subsubsect. 5.2.2, there exists a constant C > 0 depending on the
parameter A˚ from (5.2.3c) and a constant C? > 0 that does not depend on A˚ such that
the following estimates hold for the scalar functions µ, ξ
(Small)
j ,
(i)Θj(Small) and Ξ
j defined
in Defs. 3.5 and 3.15 and equation (3.3.7), whenever α˚ and ˚ are sufficiently small (see
Subsect. 3.14 regarding the vectorfield notation):∥∥∥P [1,NTop−1]∗ µ∥∥∥
L2(Σ10)
≤ C˚, (5.2.6a)
‖µ− 1‖L∞(Σ10) ≤ C?(α˚ + ˚), (5.2.6b)
‖Lµ‖L∞(Σ10) ≤ C, (5.2.6c)∥∥P [1,NMid−1]∗ µ∥∥L∞(Σ10) ≤ C˚, (5.2.6d)∥∥∥ξ(Small)j ∥∥∥
L∞(Σ10)
≤ C?(α˚ + ˚)δ1j , (5.2.7a)∥∥∥Z [1,NTop−1];1∗ ξ(Small)j ∥∥∥
L2(Σ10)
≤ C˚, (5.2.7b)∥∥∥Z [1,NMid−1];1∗ ξ(Small)j ∥∥∥
L∞(Σ10)
≤ C˚, (5.2.7c)∥∥∥X˘ξ(Small)j ∥∥∥
L∞(Σ10)
≤ C, (5.2.7d)
∥∥∥Z ≤NTop−1;1(i)Θj(Small)∥∥∥
L2(Σ10)
≤ C˚, (5.2.8a)∥∥∥Z ≤NMid−1;1(i)Θj(Small)∥∥∥
L∞(Σ10)
≤ C˚, (5.2.8b)
∥∥P≤NTop−1Ξj∥∥
L2(Σ10)
≤ C, (5.2.9a)∥∥P≤NMid−1Ξj∥∥
L∞(Σ10)
≤ C. (5.2.9b)
Remark 5.5 (The “non-small” quantities). Note that the only estimates not featuring
the smallness parameters α˚ or ˚ are (5.2.6c), (5.2.7d), (5.2.9a), and (5.2.9b).
Proof sketch. We only sketch the proof since it is standard but has a tedious component that
is similar to other analysis that we carry out later: commutator estimates of the type proved
in Lemma 6.2, based on the vectorfield commutator identities (3.8.2a)-(3.8.2c).
To proceed, we use Lemmas 3.20 and 3.21, Cor. 3.23, and the fact that Lα and Xα
are smooth functions of (Ψ, v) (the latter by (3.3.4a)) to deduce the following schematic
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relationships, which hold along Σ0 (with f smooth and with P ∈P):
(µ− 1)|Σ0 = (Ψ, v) · f(Ψ, v), (5.2.10)
ξ
(Small)
j |Σ0 = (Ψ, v) · f(Ψ, v)δ1j , (5.2.11)
(i)Θj(Small)|Σ0 = 0, (5.2.12)
Ξj|Σ0 = f(Ψ, v), (5.2.13)
as well as the following evolution equations, also written in schematic form:
Lµ = f(γ)X˘Ψ + µf(γ)LΨ + µf(γ)V, (5.2.14)
Lξ
(Small)
j = f(γ)PΨ + f(γ)V, (5.2.15)
L(i)Θj(Small) = f(γ)PΨ + f(γ)V, (5.2.16)
LΞj = (Ξ1, · · · ,Ξn) · f(γ, PΨ) + f(γ, LΨ, X˘Ψ). (5.2.17)
By repeatedly differentiating (5.2.14)-(5.2.17) with the elements of Z and using the com-
mutator identities (3.8.2a)-(3.8.2c), we can algebraically express all quantities that we need
estimate in terms of the derivatives of µ, ξ
(Small)
j ,
(i)Θj(Small), and Ξ
j with respect to the
(Σt-tangent) vectorfields in {X˘, (2)Θ, · · · , (n)Θ} and the Z derivatives of Ψ, v, and V . Then
using (5.2.10)-(5.2.13), we can can express, along Σ0, the derivatives of µ, ξ
(Small)
j ,
(i)Θj(Small)
and Ξj with respect to the elements of {X˘, (2)Θ, · · · , (n)Θ} in terms of the derivatives of Ψ
and v with respect to the elements of {X˘, (2)Θ, · · · , (n)Θ}. The estimates (5.2.6a)-(5.2.9b)
then follow from these algebraic expressions, the data-size assumptions (5.2.2)-(5.2.3c), and
the standard Sobolev calculus. We stress that the identities (3.8.2a)-(3.8.2c) show that com-
mutator terms contain a factor involving a differentiation with respect to one of the (i)Θ,
which, in view of our data-size assumptions from Subsubsect. 5.2.2, leads to a gain in O(˚)
smallness for all commutator terms.

5.3. Bootstrap assumptions. In this subsection, we state the bootstrap assumptions that
we use to control the solution.
5.3.1. T(Boot), the positivity of µ, and the diffeomorphism property of Υ. We now state some
basic bootstrap assumptions. We start by fixing a real number T(Boot) with
0 < T(Boot) ≤ 2A˚−1∗ , (5.3.1)
where A˚∗ is the data-dependent parameter from Def. 5.1.
We assume that on the spacetime domain MT(Boot),U0 (see (3.1.3f)), we have
µ > 0. (BAµ > 0)
Inequality (BAµ > 0) essentially means that no shocks are present in MT(Boot),U0 .
We also assume that
The change of variables map Υ from Def. 3.24 is a diffeomorphism from (5.3.2)
[0, T(Boot))× [0, U0]× Tn−1 onto its image.
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5.3.2. Fundamental L∞ bootstrap assumptions. In this section, we state our fundamental L∞
bootstrap assumptions. We will derive strict improvements of the fundamental bootstrap
assumptions in Cor. 8.8, on the basis of a priori energy estimates and Sobolev embedding.
Fundamental bootstrap assumptions for v and V . We assume that the following in-
equalities hold for (t, u) ∈ [0, T(Boot))× [0, U0], (α = 0, · · · , n), (J = 1, · · · ,M):∥∥P≤NMid−1vJ∥∥
L∞(Σut )
,
∥∥P≤NMid−1V Jα ∥∥L∞(Σut ) ≤ ε, (5.3.3)
where ε > 0 is a small bootstrap parameter (see Subsect. 5.4 for discussion on the required
smallness).
5.3.3. Auxiliary bootstrap assumptions. In addition to the fundamental bootstrap assump-
tions, we find it convenient to make auxiliary bootstrap assumptions, which we state in this
subsubsection. We will derive strict improvements of the auxiliary bootstrap assumptions in
Prop. 6.5.
Auxiliary bootstrap assumptions for Ψ. We assume that the following inequalities
hold for (t, u) ∈ [0, T(Boot))× [0, U0]:
‖Ψ‖L∞(Σut ) ≤ α˚ + ε
1/2, (5.3.4a)∥∥Z [1,NMid;]1∗ Ψ∥∥L∞(Σut ) ≤ ε1/2, (5.3.4b)∥∥∥X˘Ψ∥∥∥
L∞(Σut )
≤ A˚+ ε1/2. (5.3.4c)
Auxiliary bootstrap assumptions for v and V . We assume that the following inequal-
ities hold for (t, u) ∈ [0, T(Boot))× [0, U0]:∥∥Z ≤NMid−1;1v∥∥
L∞(Σut )
≤ ε1/2, (5.3.5a)∥∥Z ≤NMid−1;1V ∥∥
L∞(Σut )
≤ ε1/2. (5.3.5b)
Auxiliary bootstrap assumptions for µ, ξ
(Small)
j , and
(j)Θk(Small). We assume that the
following inequalities hold for (t, u) ∈ [0, T(Boot))× [0, U0]:
‖µ‖L∞(Σut ) ≤ 1 + 2A˚
−1
∗ ‖GX˘Ψ‖L∞(Σu0 ) + α˚1/2 + ε1/2, (5.3.6a)
‖Lµ‖L∞(Σut ) ≤ ‖GX˘Ψ‖L∞(Σu0 ) + ε
1/2, (5.3.6b)∥∥P [1,NMid−1]∗ µ∥∥L∞(Σut ) ≤ ε1/2, (5.3.6c)
where G 6= 0 (see Remark 3.9) is the blowup-coefficient from Def. 3.8 and ‖GX˘Ψ‖L∞(Σu0 ) ≤
C?A˚.
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Moreover, we assume that ∥∥∥ξ(Small)j ∥∥∥
L∞(Σut )
≤ α˚1/2 + ˚1/2, (5.3.7a)∥∥∥Z [1,NMid−1];1∗ ξ(Small)j ∥∥∥
L∞(Σut )
≤ ε1/2, (5.3.7b)∥∥∥X˘ξ(Small)j ∥∥∥
L∞(Σut )
≤
∥∥∥X˘ξ(Small)j ∥∥∥
L∞(Σu0 )
+ ε1/2, (5.3.7c)∥∥Z ≤NMid−1;1(j)Θk(Small)∥∥L∞(Σut ) ≤ ε1/2. (5.3.7d)
5.4. Smallness assumptions. For the remainder of the article, when we say that “A is
small relative to B,” we mean that there exists a continuous increasing function f : (0,∞)→
(0,∞) such that A < f(B). To avoid lengthening the paper, we typically do not specify the
form of f .
We make the following smallness assumptions, where we will continually adjust the re-
quired smallness in order to close our estimates.
• The bootstrap parameter ε is small relative to 1.
• ε is small relative to A˚−1, where A˚ is the data-size parameter from Subsubsect. 5.2.2.
• ε is small relative to the data-size parameter A˚∗ from Def. 5.1.
• The data-size parameter α˚ from Subsubsect. 5.2.2 is small relative to 1.
•
˚ ≤ ε < α˚, (5.4.1)
where ˚ is the data smallness parameter from from Subsubsect. 5.2.2.
The first two assumptions will allow us to treat error terms of size ε and εA˚ as small quanti-
ties. The second assumption is relevant because the expected blowup-time is approximately
A˚−1∗ , and the assumption will allow us to show that various error products featuring a small
factor ε remain small for t < 2A˚−1∗ , which is plenty of time for us to show that a shock
forms. The smallness assumption on α˚ ensures that the solution remains within the regime
of hyperbolicity of the equations and that G 6= 0, where G is the blowup-coefficient from Def.
3.8.
5.5. Existence of data verifying the size assumptions. We now outline a proof that
there exists an open set of data verifying the size assumptions of Subsect. 5.2 and the
smallness assumptions of Subsect. 5.4. Since the assumptions are stable under Sobolev
perturbations, it is enough to exhibit data corresponding to plane symmetric solutions, that
is, solutions that depend only on t and x1. This means that along Σ0, it is enough to
exhibit appropriate data that depend only on x1. To exhibit data for Ψ, we simply let
f(x1) be any smooth non-trivial function that is compactly supported in Σ10, and we set
Ψ(0, x1, · · · , xn) := κf(x1), where κ is a real parameter. We then take vanishing data for v,
so that, as a consequence of the evolution equation (1.3.3), we have v ≡ 0 and V ≡ 0. With
the help of these facts, it is straightforward to check that by choosing κ to be sufficiently small
in magnitude, we can satisfy all of the desired assumptions. More precisely, by construction,
we have ˚ = 0, and by choosing |κ| to be small, we can ensure that the quantity α˚ > 0 on
RHS (5.2.3a) is as small as we want.
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5.6. Basic assumptions, facts, and estimates that we use silently. In this subsection,
we state some basic assumptions and conventions that we silently use throughout the rest of
the paper when deriving estimates.
(1) All of the estimates that we derive hold on the bootstrap regionMT(Boot),U0 . Moreover,
in deriving estimates, we rely on the data-size assumptions and bootstrap assump-
tions from Subsects. 5.2-5.3, and the smallness assumptions of Subsect. 5.4.
(2) All quantities that we estimate can be controlled in terms of the quantities featured
in the array γ from definition (3.5.1b) and their Z -derivatives.
(3) We typically use the Leibniz rule for vectorfield differentiation when deriving point-
wise estimates for the Z -derivatives derivatives of products of the schematic form∏m
i=1 pi. Our derivative counts are such that all pi except at most one are uniformly
bounded in L∞ on MT(Boot),U0 .
(4) The constants C > 0 in all of our estimates are allowed to depend on the data-size
parameters A˚ and A˚−1∗ , as we described in Subsect. 1.8.
(5) The constants C? > 0 do not depend on A˚ or A˚∗, as we described in Subsect. 1.8.
5.7. Omission of the independent variables in some expressions. We use the follow-
ing notational conventions in the rest of the article.
• Many of our pointwise estimates are stated in the form
|f1| . F (t)|f2|
for some function F . Unless we otherwise indicate, it is understood that both f1 and
f2 are evaluated at the point with geometric coordinates (t, u, ϑ).
• Unless we otherwise indicate, in integrals ∫Tt,u f dϑ, we view the integrand f as a
function of (t, u, ϑ), and ϑ is the integration variable.
• Unless we otherwise indicate, in integrals ∫
Σut
f d$, we view the integrand f as a
function of (t, u′, ϑ), and (u′, ϑ) are the integration variables.
• Unless we otherwise indicate, in integrals ∫Ptu f d$, we view the integrand f as a
function of (t′, u, ϑ), and (t′, ϑ) are the integration variables.
• Unless we otherwise indicate, in integrals ∫Mt,u f d$, we view the integrand f as a
function of (t′, u′, ϑ), and (t′, u′, ϑ) are the integration variables.
6. Pointwise estimates and improvements of the auxiliary bootstrap
assumptions
In this section, we use the data-size assumptions and bootstrap assumptions of Sect. 5
to derive pointwise and L∞ estimates for various quantities. The main result is Prop. 6.5.
In particular, the results of this section yield strict improvements of the auxiliary bootstrap
assumptions of Subsubsect. 5.3.3.
Remark 6.1. Throughout this section, we silently use the conventions described in Subsect.
5.6. Moreover, NTop and NMid denote the integers from Subsect. 5.1.
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6.1. Commutator estimates. We start by providing some commutator estimates that we
will use throughout the analysis.
Lemma 6.2 (Commutator estimates). Let 1 ≤ N ≤ NTop be an integer, let ~I be a multi-
index for the set P of Pu-tangent commutation vectorfields such that |~I| = N , and let ~J be
any permutation of ~I (in particular, |~I| = | ~J | = N ≤ NTop). Then the following identity for
scalar functions f holds:
P
~If −P ~Jf = 0. (6.1.1)
Let 1 ≤ N ≤ NTop be an integer. Then the following commutator estimate for scalar
functions f holds:∣∣[L,Z N ;1]f ∣∣ . ∣∣P [1,N ]∗ f ∣∣+ ∣∣P [1,bN/2c]∗ f ∣∣ ∣∣Z [1,N ];1∗ Ψ∣∣︸ ︷︷ ︸
Absent if N = 1
+
∣∣P [1,bN/2c]∗ f ∣∣ ∣∣P [1,N−1]∗ γ∣∣︸ ︷︷ ︸
Absent if N = 1
. (6.1.2)
Let 2 ≤ N ≤ NTop be an integer, let ~I ∈ I [1,N ];1∗ (see Def. 3.32), and let ~J be any
permutation of ~I. Then the following commutator estimate for scalar functions f holds:∣∣∣Z ~If −Z ~Jf ∣∣∣ . ∣∣P [1,N−1]∗ f ∣∣+ ∣∣P [1,bN/2c]∗ f ∣∣ ∣∣Z [1,N−1];1∗ γ∣∣+ ∣∣P [1,bN/2c]∗ f ∣∣ ∣∣P [1,N−1]∗ γ∣∣ .
(6.1.3)
Proof. (6.1.1) is a trivial consequence of the commutation identity (3.8.2a).
The estimate (6.1.2) is a straightforward consequence of the commutation identities (3.8.2a)-
(3.8.2b) and the bootstrap assumptions.
Similarly, the estimate (6.1.3) is a straightforward consequence of the commutation iden-
tities (3.8.2a)-(3.8.2c) and the bootstrap assumptions. 
6.2. Transversal derivatives in terms of tangential derivatives. The next lemma,
which is algebraic in nature, plays a crucial role in controlling v and V . Roughly, the
lemma shows that the X˘ derivative of these quantities can be expressed in terms of their
Pu-tangential derivatives plus error terms. In particular, this means that we do not have to
commute the evolution equations for v and V with X˘ in order to control X˘v and X˘Vα; we
can instead use the equations to algebraically solve for the X˘ derivative. This is important
because commuting these equations (which must be weighted with µ to avoid singular terms)
with X˘ would generate the error term X˘µ, which is uncontrollable based on the degree of
X˘-differentiability that we have imposed on Ψ.
Lemma 6.3 (Algebraic expressions for transversal derivatives in terms of tangen-
tial derivatives). There exist smooth functions of γ, schematically denoted by f, such that
the following algebraic identities hold whenever |γ| is sufficiently small (where P ∈ P and
Z ∈ Z ):
X˘v = µf(γ)V, (6.2.1)
X˘Vα = f(γ)PV + f(γ, ZΨ)V. (6.2.2)
Proof. To prove (6.2.1), we first multiply equation (2.1.2) by µ and use Lemma 3.19 to
obtain the following identity, whose RHS is written in schematic form: µ(A0 + Aaξa)Xv =
µf(γ)Pv = µf(γ)PαVα = µf(γ)V . Next, using Def. 3.15, we see that µ(A
0 + Aaξa)Xv =
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(A0 −A1 +A(Small))X˘v, where A0 −A1 is a matrix whose entries are of the schematic form
f(γ) and A(Small) is a matrix whose entries are of the schematic form γf(γ). From these
facts and the assumption (2.3.1), it follows that whenever |γ| is sufficiently small, the matrix
A0 − A1 + A(Small) is invertible. From this fact, the desired identity (6.2.1) easily follows.
The proof of (6.2.2) is based on equation (2.1.6) and is similar but requires one new
ingredient: we use Lemma 3.19 to (schematically) express RHS (2.1.6) as f(γ, ZΨ)V .

With the help of Lemmas 6.2 and 6.3, we now derive pointwise estimates showing that
the derivatives of v and V involving up to one X˘ differentiation can be controlled in terms
of quantities that do not depend on the X˘ derivatives of v and V .
Lemma 6.4 (Pointwise estimates for transversal derivatives in terms of tangential
derivatives). The following estimates hold for 1 ≤ N ≤ NTop:∣∣Z N ;1v∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣P≤N−1v∣∣+ ∣∣P≤N−1V ∣∣ (6.2.3)
+
n∑
j=1
∣∣∣Z [1,N−1];1∗ ξ(Small)j ∣∣∣+ n∑
i=2
n∑
j=1
∣∣∣Z [1,N−1];1∗ (i)Θj(Small)∣∣∣+ ∣∣P [1,N−1]∗ µ∣∣ .
Moreover, the following estimates hold for 1 ≤ N ≤ NTop − 1:∣∣Z N ;1V ∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣P≤Nv∣∣+ ∣∣P≤NV ∣∣ (6.2.4)
+
n∑
j=1
∣∣∣Z [1,N ];1∗ ξ(Small)j ∣∣∣+ n∑
i=2
n∑
j=1
∣∣∣Z [1,N ];1∗ (i)Θj(Small)∣∣∣+ ∣∣P [1,N−1]∗ µ∣∣ .
Proof. We will prove (6.2.3)-(6.2.4) simultaneously by using induction in N . The base
case N = 1 can be handled using the same arguments given below and we omit these
details. We therefore assume the induction hypothesis that (6.2.3)-(6.2.4) have been proved
with N − 1 in the role of N ; To prove (6.2.3)-(6.2.4) in the case N , we first consider
an order N operator of the form PN−1X˘. Using (6.2.2), we deduce that PN−1X˘Vα =
PN−1
{
f(γ)PV + f(γ, ZΨ)V
}
. From this expression and the bootstrap assumptions, we
deduce that
∣∣∣PN−1X˘Vα∣∣∣ . RHS (6.2.4) as desired. Then using the commutator estimate
(6.1.3) and the bootstrap assumptions, we can arbitrarily permute the vectorfield factors in
PN−1X˘Vα up to error terms that are pointwise bounded in magnitude by . RHS (6.2.4)
plus error terms of the form
∣∣Z ≤N−1;1∗ v∣∣+ ∣∣Z ≤N−1;1∗ V ∣∣, which (by the induction hypothesis)
have already been shown to be bounded by . RHS (6.2.4). We have therefore obtained
the desired bounds for V in the case that Z N ;1 contains a factor of X˘. In the case that
the operator Z N ;1 contains a factor of X˘, the estimate (6.2.3) for v follows similarly with
the help of equation (6.2.1). To prove (6.2.3) in the case that the operator Z N ;1 does not
contain a factor of X˘, that is, that Z N ;1 = PN , we first write PNv = PN−1(Pα∂αv) =
PN−1(PαVα) = PN−1(f(γ)Vα). From this expression and the bootstrap assumptions, we
bound the magnitude of the RHS of this equation by . RHS (6.2.3) as desired. In the case
that Z N ;1 does not contain a factor of X˘, that is, that Z N ;1 =PN , the estimate (6.2.4) is
trivial. We have therefore closed the induction. We clarify that in the final step, we allow
N = NTop in (6.2.3), but not in (6.2.4). 
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6.3. Pointwise estimates and improvements of the auxiliary bootstrap assump-
tions. We now state and prove the main result of this section.
Proposition 6.5 (Pointwise estimates and improvements of the auxiliary boot-
strap assumptions). Let NTop and NMid be the integers fixed in Subsect. 5.1. If N ≤ NTop,
then the following estimates hold (see Subsect. 3.14 regarding the vectorfield differential op-
erator notation).
Pointwise estimates for the commuted evolution equations of Ψ, v and V .∣∣LZ N ;1Ψ∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣Z [1,N−1];1∗ γ∣∣+ ∣∣P [1,N−1]∗ γ∣∣ . (6.3.1)
Similarly, if 1 ≤ N ≤ NTop, then the following pointwise estimates hold:∣∣µAα∂αPN−1v∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣Z [1,N−1];1∗ γ∣∣+ ∣∣P [1,N−1]∗ γ∣∣ , (6.3.2a)∣∣µAα∂αPN−1Vα∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣Z [1,N−1];1∗ γ∣∣+ ∣∣P [1,N−1]∗ γ∣∣+ |V |. (6.3.2b)
Pointwise estimates for the commuted evolution equations of ξ
(Small)
j ,
(i)Θj(Small), and µ.
If 1 ≤ N ≤ NTop, then the following estimates hold:∣∣∣LZ N−1;1ξ(Small)j ∣∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣Z [1,N−1];1∗ γ∣∣+ ∣∣P [1,N−1]∗ γ∣∣+ |V |, (6.3.3a)∣∣∣LZ N−1;1(i)Θj(Small)∣∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣Z [1,N−1];1∗ γ∣∣+ ∣∣P [1,N−1]∗ γ∣∣+ |V |. (6.3.3b)
Furthermore, if 2 ≤ N ≤ NTop, then the following estimates hold:∣∣LPN−1µ∣∣ . ∣∣Z [1,N ];1∗ Ψ∣∣+ ∣∣P [1,N−1]γ∣∣+ ∣∣P [1,N−1]∗ γ∣∣ . (6.3.4)
L∞ estimates for Ψ. In addition, the following estimates hold:
‖Ψ‖L∞(Σut ) ≤ α˚ + Cε, (6.3.5a)∥∥Z [1,NMid];1∗ Ψ∥∥L∞(Σut ) ≤ Cε, (6.3.5b)∥∥∥X˘Ψ∥∥∥
L∞(Σut )
≤ A˚+ Cε. (6.3.5c)
L∞ estimates for v and V . Moreover, the following estimates hold:∥∥Z ≤NMid−1;1v∥∥
L∞(Σut )
≤ Cε, (6.3.6a)∥∥Z ≤NMid−1;1V ∥∥
L∞(Σut )
≤ Cε. (6.3.6b)
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L∞ estimates for ξ(Small)j ,
(i)Θj(Small), and µ. The following estimates hold:∥∥∥ξ(Small)j ∥∥∥
L∞(Σut )
≤ C?α˚δ1j + Cε, (6.3.7a)∥∥∥Z [1,NMid−1];1∗ ξ(Small)j ∥∥∥
L∞(Σut )
≤ Cε, (6.3.7b)∥∥∥X˘ξ(Small)j ∥∥∥
L∞(Σut )
≤
∥∥∥X˘ξ(Small)j ∥∥∥
L∞(Σu0 )
+ Cε, (6.3.7c)∥∥∥Z ≤NMid−1;1(i)Θj(Small)∥∥∥
L∞(Σut )
≤ Cε, (6.3.7d)∥∥P [1,NMid−1]∗ µ∥∥L∞(Σut ) ≤ Cε. (6.3.7e)
Sharp estimates for µ and Lµ. In addition, the following pointwise estimates hold:
µ(t, u, ϑ) = 1 + t[GX˘Ψ](0, u, ϑ) +O?(α˚) +O(ε) (6.3.8a)
= 1 + tG(0, u, ϑ)X˘Ψ(t, u, ϑ) +O?(α˚) +O(ε),
Lµ(t, u, ϑ) = [GX˘Ψ](0, u, ϑ) +O(ε) (6.3.8b)
=
{G|(Ψ,v)=(0,0) +O?(α˚)} X˘Ψ(t, u, ϑ) +O(ε),
where the blowup-coefficient G is defined in Def. 3.8.
Moreover,
‖µ‖L∞(Σut ) ≤ 1 + 2A˚
−1
∗ ‖GX˘Ψ‖L∞(Σu0 ) + C?α˚ + Cε, (6.3.9a)
‖Lµ‖L∞(Σut ) ≤ ‖GX˘Ψ‖L∞(Σu0 ) + Cε. (6.3.9b)
Estimates for Ξj. Finally, if 1 ≤ N ≤ NTop, then the following estimates hold for the
Cartesian components Ξj of the Tt,u-tangent vectorfield Ξ from (3.3.7):∣∣LP≤N−1Ξj∣∣ . ∣∣P≤N−1Ξj∣∣+ ∣∣Z ≤N ;1∗ Ψ∣∣+ ∣∣P [1,N−1]γ∣∣+ 1, (6.3.10a)∥∥P≤NMid−1Ξj∥∥
L∞(Σut )
. 1. (6.3.10b)
Remark 6.6 (Strict improvements of the auxiliary bootstrap assumptions). The
L∞ estimates of Prop. 6.5 provide, in particular, strict improvements of the auxiliary boot-
strap assumptions of Subsubsect. 5.3.3 whenever α˚ and ε are sufficiently small.
Proof of Prop. 6.5. See Subsect. 5.6 for some comments on the analysis. We start by noting
that the order in which we prove estimates is important. Throughout the proof, we use the
phrase “conditions on the data” to mean the assumptions from Subsubsect. 5.2.2 for the data
of Ψ, v, and V , as well as the estimates from Subsubsect. 5.2.3 for the data of µ, ξ
(Small)
j ,
(i)Θj(Small), and Ξ
j. We also silently use (5.4.1).
Proof of (6.3.1): The estimate follows from the evolution equation (2.1.1), the commutator
estimate (6.1.2), and the bootstrap assumptions.
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Proof of (6.3.4): We first schematically write (3.7.1a) as Lµ = f(γ)X˘Ψ + f(γ)LΨ + f(γ)V .
Hence, using (6.1.1), we deduce LPN−1µ = PN−1
{
f(γ)X˘Ψ + f(γ)LΨ + f(γ)V
}
. The de-
sired bound (6.3.4) then follows from this equation and the bootstrap assumptions (we stress
that the assumption N ≥ 2 is needed for this estimate).
Proof of (6.3.3a) and (6.3.3b): We first schematically write (3.7.1b) as Lξ
(Small)
j = f(γ)PΨ+
f(γ)V . Hence, LZ N−1;1ξ(Small)j = [L,Z
N−1;1]ξ(Small)j +Z
N−1;1 {f(γ)PΨ + f(γ)V }. To bound
the magnitude of the term Z N−1;1 {· · · } by . RHS (6.3.3a), we use the bootstrap assump-
tions. To bound the commutator term [L,Z N−1;1]ξ(Small)j , we also use (6.1.2). The estimate
(6.3.3b) can be proved in the same way as the estimate (6.3.3a), since by (3.7.6b), (i)Θj(Small)
obeys a schematically identical evolution equation: L(i)Θj(Small) = f(γ)PΨ + f(γ)V .
Proof of (6.3.5b), (6.3.7b), (6.3.7d), and (6.3.7e): We set
q = q(t, u, ϑ) :=
∣∣Z [1,NMid];1∗ Ψ∣∣ (6.3.11)
+
n∑
j=1
∣∣∣Z [1,NMid−1];1∗ ξ(Small)j ∣∣∣+ n∑
i=2
n∑
j=1
∣∣∣Z ≤NMid−1;1(i)Θj(Small)∣∣∣+ ∣∣P [1,NMid−1]∗ µ∣∣ .
From (6.3.1), (6.3.3a)-(6.3.4), the pointwise estimates of Lemma 6.2.3, the fundamental
bootstrap assumptions (5.3.3), and the fundamental theorem of calculus, we deduce, in view
of the fact that L = ∂
∂t
, that |q(t, u, ϑ)| ≤ |q(0, u, ϑ)| + c ∫ t
s=0
|q(s, u, ϑ)| ds + Cε. Moreover,
the conditions on the data imply that |q(0, u, ϑ)| ≤ Cε. Hence, from Gronwall’s inequality,
we deduce that |q(t, u, ϑ)| . ε exp(ct) . ε, which implies all four of the desired bounds.
Proof of (6.3.5a), (6.3.5c), (6.3.7a), and (6.3.7c): To prove (6.3.5a), we first use the fun-
damental theorem of calculus to obtain |Ψ|(t, u, ϑ) ≤ |Ψ|(0, u, ϑ) + ∫ t
s=0
|LΨ|(s, u, ϑ) ds. The
estimate (6.3.5b) implies that the time integral in the previous inequality is . ε. In view
of the conditions on the data, we conclude (6.3.5a). The remaining three estimates can be
proved similarly with the help of the estimates (6.3.5b) and (6.3.7b).
Proof of (6.3.6a)-(6.3.6b): These estimates follow from the pointwise estimates (6.2.3)-
(6.2.4), the fundamental bootstrap assumptions (5.3.3), and the estimates (6.3.5b), (6.3.7b),
(6.3.7d), and (6.3.7e).
Proof of (6.3.2a)-(6.3.2b): We first use Lemma 3.19 to deduce the schematic relation
µ∂α = f(γ)X˘ + µf(γ)P = f(γ)X˘ + f(γ)P. (6.3.12)
Next, using (6.3.12), the definition ∂αv = Vα, and the fact that for Z ∈ Z we have Zα = f(γ),
we deduce that µ×RHS (2.1.6) = f(γ, ZΨ)V . Therefore, commuting µ×(2.1.6) withPN−1,
we obtain
µAα∂αP
N−1Vα = [f(γ)X˘,PN−1]Vα + [f(γ)P,PN−1]Vα +PN−1
{
f(γ, ZΨ)V
}
. (6.3.13)
Using the bootstrap assumptions, we deduce that
∣∣PN−1 {f(γ, ZΨ)V }∣∣ . RHS (6.3.2b) as
desired. To bound the commutator term
∣∣[f(γ)P,PN−1]Vα∣∣, we use the bootstrap assump-
tions and the commutator identity (6.1.1). To bound the commutator term
∣∣∣[f(γ)X˘,PN−1]Vα∣∣∣,
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we use the bootstrap assumptions, the commutator estimate (6.1.3), and the pointwise es-
timate (6.2.4). We have therefore proved (6.3.2b). The estimate (6.3.2a) can be proved in
a similar fashion starting from equation (2.1.2) and with the help of (6.2.3); we omit the
details.
Proof of (6.3.8b): A special case of (6.3.7e) is the estimate LLµ(t, u, ϑ) = O(ε). From this
bound and the fundamental theorem of calculus, we deduce Lµ(t, u, ϑ) = Lµ(0, u, ϑ) +O(ε).
Next, we use the identity (X˘La)ξa = −(X˘L1)ξ1 +
∑n
a=2(X˘L
a)ξ
(Small)
a , definition (3.3.3), and
the conditions on the data to decompose (3.7.1a) at time 0 as
Lµ(0, u, ϑ) = −[GX˘Ψ](0, u, ϑ) +O(ε). (6.3.14)
We next note that fundamental theorem of calculus yields
[GX˘Ψ](t, u, ϑ) = [GX˘Ψ](0, u, ϑ) +
∫ t
s=0
L[GX˘Ψ](s, u, ϑ) ds. (6.3.15)
Since the estimates (6.3.5b) and (6.3.7b) and the bootstrap assumptions imply that L[GX˘Ψ] =
O(ε), we find from (6.3.15) that [GX˘Ψ](t, u, ϑ) = [GX˘Ψ](0, u, ϑ) + O(ε). Combining these
estimates, we arrive at both of the bounds stated in (6.3.8b).
Proof of (6.3.8a): Using the fundamental theorem of calculus (as in (6.3.15)) and the initial
condition µ|Σ0 = 1 + O?(α˚) + O(ε), which follows from (3.2.2) and the conditions on the
data, we obtain µ(t, u, ϑ) = 1+O?(α˚)+O(ε)+
∫ t
s=0
Lµ(s, u, ϑ) ds. Substituting RHS (6.3.8b)
(evaluated at (s, u, ϑ)) for the integrand Lµ(s, u, ϑ), we arrive at the first estimate stated in
(6.3.8a). To obtain the second estimate stated in (6.3.8a), we use the first estimate and the
bound [GX˘Ψ](t, u, ϑ) = [GX˘Ψ](0, u, ϑ) +O(ε) noted in the previous paragraph.
Proof of (6.3.9a) and (6.3.9b): (6.3.9a) follows easily from (6.3.8a) and the fact that 0 <
t < 2A˚−1∗ . Similarly, (6.3.9b) follows easily from (6.3.8b).
Proof of (6.3.10a)-(6.3.10b): Using (3.8.3) and (6.1.1), we deduce the following schematic
identity: LPN−1Ξj =PN−1 {Ξa [f(γ)V + f(γ)PΨ]}+PN−1 {f(γ, ZΨ)}. From this identity
and the bootstrap assumptions, we deduce
max
1≤j≤n
∣∣LP≤N−1Ξj∣∣ . max
1≤j≤n
∣∣P≤N−1Ξj∣∣ (6.3.16)
+ max
1≤j≤n
∣∣P≤b(N−1)/2cΞj∣∣ {∣∣Z ≤N ;1∗ Ψ∣∣+ ∣∣P [1,N−1]∗ γ∣∣+ 1}
+
∣∣Z ≤N ;1∗ Ψ∣∣+ ∣∣P [1,N−1]∗ γ∣∣+ 1.
In particular, from (6.3.16) and the bootstrap assumptions, we deduce
max
1≤j≤n
∣∣LP≤NMid−1Ξj∣∣ . max
1≤j≤n
∣∣P≤NMid−1Ξj∣∣+ 1. (6.3.17)
Moreover, from the conditions on the data, we deduce that max1≤j≤n
∣∣P≤NMid−1Ξj∣∣ (0, u, ϑ) .
1. Recalling that L = ∂
∂t
, we now use this data bound, (6.3.17), and Gronwall’s inequality
in max1≤j≤n
∣∣P≤NMid−1Ξj∣∣ to deduce that max1≤j≤n ∥∥P≤NMid−1Ξj∥∥L∞(Σut ) . 1, which is the
desired bound (6.3.10b). Finally, from (6.3.16) and (6.3.10b), we conclude (6.3.10a).

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6.4. Estimates closely tied to the formation of the shock. In this subsection, we
prove a lemma that lies at the heart of showing that µ vanishes in finite time and that its
vanishing coincides with the blowup of maxα=0,··· ,n |∂αΨ|. Roughly, the lemma shows that
when µ is small, X˘Ψ must be quantitatively large in magnitude and that X˘Ψ has a sign
that forces µ to continue shrinking (the latter fact is important in that X˘Ψ is the dominant
term in the evolution equation (3.7.1a) for µ).
We start by defining a quantity that captures the “worst-case” behavior of µ along Σut .
Definition 6.7. We define the following quantity, where µ is the inverse foliation density
from Def. 3.5:
µ?(t, u) := min
Σut
µ. (6.4.1)
We now prove the main result of this subsection.
Lemma 6.8 (|X˘Ψ| is large when µ is small). The following implication holds:
µ(t, u, ϑ) <
1
4
=⇒ [GX˘Ψ](t, u, ϑ) < −1
4
A˚∗, (6.4.2)
where the blowup-coefficient G 6= 0 (see Remark 3.9) is defined in Def. 3.8 and the data-size
parameter A˚∗ is defined in Def. 5.1.
In addition,
µ(t, u, ϑ) <
1
4
=⇒ |XΨ|(t, u, ϑ) > 1
8|G˜|
1
µ(t, u, ϑ)
A˚∗, (6.4.3)
where the constant G˜ := G|(Ψ,v)=(0,0) is the blowup-coefficient evaluated at the background
value of (Ψ, v) = (0, 0) (this makes sense in view of Remark 5.2).
Finally, when U0 = 1, the quantity µ? defined in (6.4.1) verifies the following estimate:
µ?(t, 1) = 1− tA˚∗ +O?(α˚) +O(ε). (6.4.4)
Proof. From the second estimate stated in (6.3.8a), we deduce that if µ < 1/4, then
t[GX˘Ψ](t, u, ϑ) = −3
4
+O?(α˚) +O(ε). From this bound and the fact that 0 ≤ t < T(Boot) <
2A˚−1∗ , we conclude (6.4.2).
To prove (6.4.3), we first use the fundamental theorem of calculus to deduce
G(t, u, ϑ) = G(0, u, ϑ) +
∫ t
s=0
LG(s, u, ϑ) ds. (6.4.5)
Since the estimates (6.3.5b) and (6.3.7b) and the bootstrap assumptions imply that LG =
O(ε), we find from (6.4.5) that G(t, u, ϑ) = G(0, u, ϑ)+O(ε). Moreover, in view of Remark 5.2
and our data assumptions (5.2.3a)-(5.2.3b), we have, by Taylor expanding, the following
estimate: G(0, u, ϑ) := G|(Ψ(0,u,ϑ),v(0,u,ϑ)) = G˜ + O?(α˚) + O(ε). It follows that G(t, u, ϑ) =
G˜ + O?(α˚) + O(ε). Using this estimate to substitute for the factor G(t, u, ϑ) in the second
inequality in (6.4.2) and then taking the absolute value of the resulting inequality, we deduce
that if µ(t, u, ϑ) < 1
4
, then |X˘Ψ|(t, u, ϑ) > 1
4{|G˜|+O? (˚α)+O(ε)}A˚∗. Dividing both sides of this
inequality by µ(t, u, ϑ) and appealing to (3.3.4b), we arrive at (6.4.3).
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To prove (6.4.4), we use the first line of (6.3.8a) to deduce µ(t, u, ϑ) = 1+t[GX˘Ψ](0, u, ϑ)+
O?(α˚) +O(ε). Taking the min of both sides of this estimate over (u, ϑ) ∈ [0, 1]× Tn−1 and
appealing to Def. 5.1 and Def. 6.7, we conclude (6.4.4). 
7. Estimates for the change of variables map
In this section, we derive estimates for the change of variables map Υ from Def. 3.24.
The main result is Prop. 7.3, which will serve as a technical ingredient in our proof that the
solution exists up until the first shock. Roughly, the proposition shows that if µ remains
bounded from below strictly away from 0, then Υ can be extended to a diffeomorphism on
the closure of the bootstrap domain.
7.1. Control of the components of the change of variables map. In this subsection,
we provide two preliminary lemmas that yield estimates for the components of Υ.
Lemma 7.1 (Bounds for geometric coordinate partial derivatives of functions in
terms of geometric vectorfield derivatives). For K ∈ {0, 1}, the following estimate
holds for scalar functions f :
∑
i0+···in≤1
∥∥∥∥∥
(
∂
∂t
)i0+K ( ∂
∂u
)i1 ( ∂
∂ϑ2
)i2
· · ·
(
∂
∂ϑn
)in
f
∥∥∥∥∥
L∞(Σut )
.
∥∥Z ≤1+K;1f∥∥
L∞(Σut )
.
(7.1.1)
Proof. From (3.3.7) and (3.6.1b), the fact that Ξ is Tt,u-tangent, and (3.3.8c), we deduce the
identity
∂
∂u
= X˘ + Ξa∂a = X˘ +
n∑
i=2
Ξafia(γ)
(i)Θ. From this identity and the L∞ estimates of
Prop. 6.5 (in particular the estimate (6.3.10b)), it follows that
∂
∂u
is a linear combination of
the elements of Z with coefficients that are bounded in the norm ‖ · ‖L∞(Σut ) by . 1. The
estimate (7.1.1) is a straightforward consequence of this fact and the facts that L =
∂
∂t
∈ Z
and (i)Θ =
∂
∂ϑi
∈ Z . 
We now show that Υ can be extended to a function defined on the closure of the bootstrap
domain that belongs to several function spaces.
Lemma 7.2 (A preliminary extension result for the change of variables map). The
components Υα(t, u, ϑ) of the change of variables map from Def. 3.24 extend to the compact
domain [0, T(Boot)]×[0, U0]×Tn−1 with the following regularity, (i = 2, · · · , n), (α = 0, · · · , n):
Υα,
∂
∂ϑi
Υα ∈ C ([0, T(Boot)],W 1,∞([0, U0]× Tn−1)) ∩ C1 ([0, T(Boot)], L∞([0, U0]× Tn−1)) .
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Moreover, the following estimates27 hold for (t, u) ∈ [0, T(Boot)]× [0, U0], where C = C(A˚):
∑
i0+···in≤1
∥∥∥∥∥
(
∂
∂t
)i0 ( ∂
∂u
)i1 ( ∂
∂ϑ2
)i2
· · ·
(
∂
∂ϑn
)in
Υα
∥∥∥∥∥
L∞(Σut )
≤ C, (7.1.2a)
∑
i0+···in≤2
1≤i2+···in
∥∥∥∥∥
(
∂
∂t
)i0 ( ∂
∂u
)i1 ( ∂
∂ϑ2
)i2
· · ·
(
∂
∂ϑn
)in
Υα
∥∥∥∥∥
L∞(Σut )
≤ Cε. (7.1.2b)
Proof. We will show that the following estimates hold for (t, u) ∈ [0, T(Boot))× [0, U0]:
1∑
K=0
∑
i0+···in≤1
∥∥∥∥∥
(
∂
∂t
)i0+K ( ∂
∂u
)i1 ( ∂
∂ϑ2
)i2
· · ·
(
∂
∂ϑn
)in
Υα
∥∥∥∥∥
L∞(Σut )
. 1, (7.1.3)
1∑
K=0
∑
i0+···in≤2
1≤i2+···in
∥∥∥∥∥
(
∂
∂t
)i0+K ( ∂
∂u
)i1 ( ∂
∂ϑ2
)i2
· · ·
(
∂
∂ϑn
)in
Υα
∥∥∥∥∥
L∞(Σut )
. ε. (7.1.4)
Since L = ∂
∂t
relative to geometric coordinates, all results of the lemma then follow as
straightforward consequences of (7.1.3)-(7.1.4), the fundamental theorem of calculus, and
the completeness of the spaces W 1,∞([0, U0]× Tn−1) and L∞([0, U0]× Tn−1).
Using (7.1.1), we see that to establish (7.1.3), it suffices to show that∥∥Z ≤2;1Υα∥∥
L∞(Σut )
. 1. (7.1.5)
To derive (7.1.5), we first clarify that Υα can be identified with the Cartesian coordinate xα,
viewed as a function of (t, u, ϑ2, · · · , ϑn). To bound xα, we note that Lxα = Lα = f(Ψ, v).
Hence, the bootstrap assumptions imply that ‖Lxα‖L∞(Σut ) . 1. From this estimate and
the fundamental theorem of calculus (as in (6.3.15)), we conclude (see Footnote 27) that
‖xα‖L∞(Σut ) . 1 as desired. Next, we note that for P ∈ P, we have Pxα = Pα = f(γ) and
X˘xα = X˘α = f(γ). Hence, to complete the proof of (7.1.5), we need only to show that∥∥P≤1f(γ)∥∥
L∞(Σut )
. 1 and
∥∥Z ≤1;1f(γ)∥∥
L∞(Σut )
. 1. These bounds are simple consequences
of the bootstrap assumptions. We have therefore proved (7.1.3). The estimate (7.1.4) can
be proved using a similar argument and we omit the details. 
7.2. The diffeomorphism properties of the change of variables map. We now derive
the main result of Sect. 7.
Proposition 7.3 (Sufficient conditions for Υ to be a global diffeomorphism). If
inf
(t,u)∈[0,T(Boot))×[0,U0]
µ?(t, u) > 0, (7.2.1)
27The L∞ estimate for the torus coordinates xi ∈ T (where i = 2, · · · , n) stated in (7.1.2a) should be
interpreted as the statement that for each fixed i ∈ {2, · · · , n} and (u, ϑ) ∈ [0, U0] × Tn−1, the Euclidean
distance traveled by the curves t → xi(t, u, ϑ), t ∈ [0, T(Boot)], in the universal covering space R of T is
uniformly bounded.
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then the change of variables map Υ extends to a global diffeomorphism from [0, T(Boot)] ×
[0, U0]× Tn−1 onto its image with the following regularity, (i = 2, · · · , n), (α = 0, · · · , n):
Υα, (i)ΘΥα ∈ C ([0, T(Boot)],W 1,∞([0, U0]× Tn−1)) ∩ C1 ([0, T(Boot)], L∞([0, U0]× Tn−1)) .
(7.2.2)
Proof. By the bootstrap assumption (5.3.2), Υ is a diffeomorphism from [0, T(Boot))×[0, U0]×
Tn−1 onto its image MT(Boot),U0 . In addition, Lemma 7.2 implies that each component Υα
extends to a function of the geometric coordinates satisfying (7.2.2). Next, we use (3.9.2),
the L∞ estimates of Prop. 6.5, and the assumption (7.2.1) to deduce that the Jacobian
determinant of Υ is uniformly bounded in magnitude from above and below away from
0 on [0, T(Boot)] × [0, U0] × Tn−1. Hence, from the inverse function theorem, we deduce
that Υ extends as a local diffeomorphism from [0, T(Boot)] × [0, U0] × Tn−1 onto its image.
Therefore, to complete the proof of the lemma, we need only to show that Υ is injective
on the domain [0, T(Boot)] × [0, U0] × Tn−1. Since Υ is a diffeomorphism on the domain
[0, T(Boot)) × [0, U0] × Tn−1, it suffices to show that Υ(T(Boot), u1, ϑ1) 6= Υ(T(Boot), u2, ϑ2)
whenever (ui, ϑi) ∈ [0, U0]× Tn−1 and (u1, ϑ1) 6= (u2, ϑ2).
We first show that if u1 6= u2, then Υ(T(Boot), u1, ϑ1) 6= Υ(T(Boot), u2, ϑ2). To this end,
we observe that from definitions (3.3.1b) and (3.4.3d), the estimates (6.3.9a) and (6.3.7a),
and the assumption (7.2.1), it follows that
∑n
a=1 |∂au| is uniformly bounded from above
and from below, strictly away from 0. It follows that no two distinct (closed) characteristic
hypersurface portions PT(Boot)u1 and PT(Boot)u2 can intersect, which yields the desired result.
To finish the proof of the lemma, we must show that Υ(T(Boot), u, ϑ1) 6= Υ(T(Boot), u, ϑ2)
whenever u ∈ [0, U0] and ϑ1 6= ϑ2. That is, we must show that for each fixed u ∈ [0, U0],
the map υ defined by υ(ϑ) := Υ(T(Boot), u, ϑ) is an injection from Tn−1 onto its image. To
this end, for each fixed u ∈ [0, U0], we consider the family of t-parameterized maps υ˜(t; ·)
(where t ∈ [0, T(Boot)]) defined to be the last n−1 components of Υ(t, u, ·), that is, υ˜(t;ϑ) :=
(Υ2(t, u, ·),Υ3(t, u, ·), · · · ,Υn(t, u, ·)) (recall that Υi can be identified with the local Cartesian
coordinate xi). Note that υ˜(t; ·) can be viewed as a map with the domain Tn−1 (equipped with
the geometric coordinates (ϑ2, · · · , ϑn)) and the target Tn−1 (equipped with the Cartesian
coordinates (x2, · · · , xn)). Since Υ is continuous on [0, T(Boot)] × [0, U0] × Tn−1, it follows
that υ is homotopic to the degree-one28 map υ˜(0, ·) by the homotopy υ˜(t;ϑ). Hence, it is a
basic result of degree theory that υ˜(t, ·) is also a degree-one map. In particular, υ˜(T(Boot), ·)
is degree-one. Next, we note that Lemma 7.2 implies that Υj(T(Boot), u, ·) can be viewed as
a C1 function of (ϑ2, · · · , ϑn) ∈ Tn−1 and that by (3.4.3c) and (7.1.2b), for i, j = 2, · · · , n,
we have (i)ΘΥj(T(Boot), u, ϑ
2, · · · , ϑn) = δij + (i)Θj(Small)(T(Boot), u, ϑ2, · · · , ϑn) = δij + O(ε),
where δij is the standard Kronecker delta. From this estimate and the degree-one property
28υ˜(0, ·) is degree-one because xi(0, u, ϑ2, · · · , ϑn) = ϑi for i = 2, · · · , n by construction.
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of υ(·) = υ˜(T(Boot), ·), we deduce29 that for sufficiently small ε, υ(·) is a bijection30 from Tn−1
to Tn−1. In particular, υ is injective, which is the desired result.

8. Energy estimates and strict improvements of the fundamental
bootstrap assumptions
In this section, we derive the main estimates of the paper: a priori energy estimates that
hold up to top order on the bootstrap region. The main ingredients in the proofs are the
energy identities of Sect. 4 and the pointwise estimates of Prop. 6.5. As a corollary, we also
derive strict improvements of the fundamental L∞ bootstrap assumptions of Subsubsect.
5.3.2.
8.1. Definition of the fundamental L2-controlling quantity. We start by defining the
coercive quantity that we used to control the solution in L2 up to top order.
Definition 8.1 (The main coercive L2-controlling quantity). In terms of the energy-
characteristic flux quantities of Def. 4.1 and the multi-index set I [1,NTop];1∗ of Def. 3.32, we
define
Q(t, u) := max
{
max
~I∈I[1,NTop];1∗
sup
(t′,u′)∈[0,t]×[0,u]
E(Shock)[Z ~IΨ](t′, u′), (8.1.1)
max
|~I|≤NTop−1
f∈{vJ}1≤J≤M∪{V Jα }0≤α≤n;1≤J≤M
sup
(t′,u′)∈[0,t]×[0,u]
{
E(Regular)[P ~If ](t′, u′) + F(Regular)[P ~If ](t′, u′)
}}
.
8.2. Coerciveness of the fundamental L2-controlling quantity. In the next lemma,
we exhibit the coerciveness properties of Q(t, u).
Lemma 8.2 (Coerciveness of Q(t, u)). The following estimates hold:
sup
(t′,u′)∈[0,t]×[0,u]
∥∥∥Z [1,NTop];1∗ Ψ∥∥∥
L2(Σu
′
t′ )
≤ Q1/2(t, u), (8.2.1)
sup
(t′,u′)∈[0,t]×[0,u]
∥∥√µP≤NTop−1v∥∥
L2(Σu
′
t′ )
≤ CQ1/2(t, u), (8.2.2a)
sup
(t′,u′)∈[0,t]×[0,u]
∥∥√µP≤NTop−1V ∥∥
L2(Σu
′
t′ )
≤ CQ1/2(t, u), (8.2.2b)
29Recall that if f : Tn−1 → Tn−1 is a C1 surjective map without critical points, then f is degree-one if
for p, q ∈ Tn−1, 1 = ∑p∈f−1(q) sign det(dpf), where dpf denotes the differential of f at p and the dpf are
computed relative to an atlas corresponding to the smooth orientation on Tn−1 chosen at the beginning of
the article. It is a basic fact of degree theory that the sum is independent of q. Note that in the context
of the present argument, the components of the (n − 1) × (n − 1) matrix df(·) are (i)ΘΥj(T(Boot), u, ·),
(i, j = 2, 3, · · · , n).
30The surjective property of this map is easy to deduce.
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sup
(t′,u′)∈[0,t]×[0,u]
∥∥P≤NTop−1v∥∥
L2(Pt′
u′ )
≤ CQ1/2(t, u), (8.2.3a)
sup
(t′,u′)∈[0,t]×[0,u]
∥∥P≤NTop−1V ∥∥
L2(Pt′
u′ )
≤ CQ1/2(t, u). (8.2.3b)
Proof. Lemma 8.2 follows from Def. 8.1, Def. 4.1.1, Lemma 4.2, and the L∞ estimates of
Prop. 6.5 (which provide the smallness of γ that assumed, for example, in the hypotheses of
Lemma 4.2). 
8.3. Sobolev embedding. The main result of this subsection is Lemma 8.4, a Sobolev
embedding result which shows that the norm ‖ · ‖L∞(Σut ) of v and V and their Pu-tangential
derivatives up to mid-order is controlled by Q. In Cor. 8.8, we will use the lemma as
an ingredient in our derivation of strict improvements of the fundamental L∞ bootstrap
assumptions. As a preliminary step, we provide the following lemma, in which we we derive
some L2 estimates for v, V , and their derivatives along the co-dimension two tori Tt,u.
Lemma 8.3 (L2 control of the non-shock-forming variables on Tt,u). The following
estimates hold for 0 ≤ α ≤ n and 1 ≤ J ≤M :∥∥P≤NTop−2vJ∥∥
L2(Tt,u) ,
∥∥P≤NTop−2V Jα ∥∥L2(Tt,u) ≤ C˚ + CQ1/2(t, u). (8.3.1)
Proof. We first note the following estimate for scalar functions f , which follows from differ-
entiating under the integral and using Young’s inequality:
∂
∂t
‖f‖2L2(Tt,u) = 2
∫
Tt,u
fLf dϑ ≤ ‖f‖2L2(Tt,u) + ‖Lf‖2L2(Tt,u). (8.3.2)
Integrating (8.3.2) from time 0 to time t, we find that
‖f‖2L2(Tt,u) ≤ ‖f‖2L2(T0,u) +
∫ t
s=0
‖f‖2L2(Ts,u) ds+ ‖Lf‖2L2(Ptu). (8.3.3)
From (8.3.3) and Gronwall’s inequality, we deduce that
‖f‖2L2(Tt,u) ≤ C‖f‖2L2(T0,u) + C‖Lf‖2L2(Ptu). (8.3.4)
We now apply (8.3.4) with the role of f played by P≤NTop−2vJ and P≤NTop−2V Jα . In view
of the data-size assumptions (5.2.5) and the bounds ‖LP≤NTop−2v‖2L2(Ptu) . Q(t, u) and
‖LP≤NTop−2V ‖2L2(Ptu) . Q(t, u), which follow from (8.2.3a)-(8.2.3b), we arrive at the desired
estimate (8.3.1). 
We now prove the main result of this subsection.
Lemma 8.4 (L∞ control of the non-shock-forming variables up to mid-order in
terms of Q). The following estimates hold:∥∥P≤NMid−1v∥∥
L∞(Σut )
,
∥∥P≤NMid−1Vα∥∥L∞(Σut ) ≤ C˚ + CQ1/2(t, u). (8.3.5)
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Proof. Standard Sobolev embedding on Tn−1 yields the following estimate for scalar functions
f :
‖f‖L∞(Tt,u) . ‖f‖L2(Tt,u) +
bn+1
2
c∑
K=1
∑
Y(1),··· ,Y(K)∈{(i)Θ}i=2,3,··· ,n
∥∥Y(1) · · ·Y(K)f∥∥L2(Tt,u) . (8.3.6)
The desired estimate (8.3.5) now follows from (8.3.6), (8.3.1), and (5.1.1), where the last of
these equations in particular implies that NMid − 1 +
⌊
n+ 1
2
⌋
≤ NTop − 2. 
8.4. Preliminary L2 estimates for µ, ξ
(Small)
j , and
(i)Θj(Small). In the next lemma, we
bound the L2 norms of the derivatives of the quantities µ, ξ
(Small)
j , and
(i)Θj(Small) in terms of
Q. This serves as a preliminary step for our forthcoming derivation of L2 estimates for Ψ, v,
and V , since µ, ξ
(Small)
j , and
(i)Θj(Small) appear as source terms in their commuted evolution
equations (as is shown by RHSs (6.3.1)-(6.3.2b)).
Lemma 8.5 (L2 estimates for µ, ξ
(Small)
j , and
(i)Θj(Small) in terms of Q). The following
estimates hold for 2 ≤ i ≤ n, 1 ≤ j ≤ n, and (t, u) ∈ [0, T(Boot))× [0, U0], where Q is defined
in Def. 8.1:
∥∥∥P [1,NTop−1]∗ µ∥∥∥
L2(Σut )
≤ C˚ + CQ1/2(t, u), (8.4.1a)∥∥∥Z [1,NTop−1];1∗ ξ(Small)j ∥∥∥
L2(Σut )
≤ C˚ + CQ1/2(t, u), (8.4.1b)∥∥∥Z [1,NTop−1];1(i)Θj(Small)∥∥∥
L2(Σut )
≤ C˚ + CQ1/2(t, u). (8.4.1c)
Proof. See Subsect. 5.6 for some comments on the analysis. We set
q = q(t, u) :=
∥∥∥P [1,NTop−1]∗ µ∥∥∥2
L2(Σut )
(8.4.2)
+
n∑
j=1
∥∥∥Z [1,NTop−1];1∗ ξ(Small)j ∥∥∥2
L2(Σut )
+
n∑
i=2
n∑
j=1
∥∥∥Z [1,NTop−1];1(i)Θj(Small)∥∥∥2
L2(Σut )
.
The estimates from Subsubsect. 5.2.3 for the data of µ, ξ
(Small)
j , and
(i)Θj(Small) imply that
q(0, u) ≤ C˚2. Hence, from the pointwise estimates (6.3.3a)-(6.3.3b) and (6.3.4), the point-
wise estimates (6.2.3)-(6.2.4), Def. 3.16, Young’s inequality, the energy identity (4.2.2), and
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Lemma 8.2, we deduce that
q(t, u) ≤ C˚2 + C
n∑
j=1
∫
Mt,u
∣∣∣Z [1,NTop−1];1∗ ξ(Small)j ∣∣∣2 d$ (8.4.3)
+ C
n∑
i=2
n∑
j=1
∫
Mt,u
∣∣∣Z [1,NTop−1];1∗ (i)Θj(Small)∣∣∣2 d$ + C ∫
Mt,u
∣∣∣P [1,NTop−1]∗ µ∣∣∣2 d$
+ C
∫
Mt,u
∣∣∣Z [1,NTop];1∗ Ψ∣∣∣2 d$ + C ∫
Mt,u
∣∣P≤NTop−1v∣∣2 d$ + C ∫
Mt,u
∣∣P≤NTop−1V ∣∣2 d$
≤ C˚2 + C
∫ t
s=0
q(s, u) ds+ C
∫ t
s=0
Q(s, u) ds+ C
∫ u
u′=0
Q(t, u′) du′
≤ C˚2 + C
∫ t
s=0
q(s, u) ds+ CQ(t, u).
From (8.4.3) and Gronwall’s inequality, we conclude the bound q(t, u) ≤ C˚2 + CQ(t, u),
from which the estimates (8.4.1a)-(8.4.1c) easily follow. 
8.5. The main a priori estimates. In the next proposition, we derive our main a priori
energy estimates.
Proposition 8.6 (The main a priori estimates). There exists a constant C > 0 such
that under the data-size assumptions of Subsubsect. 5.2.2, the bootstrap assumptions of Sub-
subsect. 5.3.2, and the smallness assumptions of Subsect. 5.4, the following estimates hold
for (t, u) ∈ [0, T(Boot))× [0, U0]:
Q(t, u) ≤ C˚2 + C
∫ t
s=0
Q(s, u) ds+ C
∫ u
u′=0
Q(t, u′) du′. (8.5.1)
Moreover, as a consequence of (8.5.1), the following estimate holds for (t, u) ∈ [0, T(Boot))×
[0, 1]:
Q(t, u) ≤ C˚2. (8.5.2)
Remark 8.7 (A top-order L2 estimate for v). From the pointwise estimate (6.2.3), the
bootstrap assumptions, Lemma 8.5, and (8.5.2), one can easily obtain the bound ‖Z ≤NTop;1v‖L2(Σut ) ≤
C˚, which is a gain of one derivative for v compared to what is directly implied by (8.5.2).
Similarly, we could gain a derivative for v in the L∞ estimate (8.5.8) below. However, we
have no need for these gains of a derivative, so we will ignore them for the remainder of the
paper.
Proof of Prop. 8.6.
Proof of (8.5.1): We first derive energy inequalities for Ψ and its derivatives. Let ~I ∈
I [1,NTop];1∗ (see Def. 3.32). From the energy identity (4.2.2), the data-size assumption (5.2.2),
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the pointwise estimate (6.3.1), the estimates (6.2.3)-(6.2.4), and Young’s inequality, we de-
duce
E(Shock)[Z ~IΨ](t, u) ≤ C˚2 + C
∫
Mt,u
∣∣∣Z [1,NTop];1∗ Ψ∣∣∣2 d$ (8.5.3)
+ C
∫
Mt,u
∣∣P≤NTop−1v∣∣2 d$ + ∫
Mt,u
∣∣P≤NTop−1V ∣∣2 d$
+ C
∫
Mt,u
∣∣∣P [1,NTop−1]∗ µ∣∣∣2 d$ + C n∑
j=1
∫
Mt,u
∣∣∣Z [1,NTop−1];1∗ ξ(Small)j ∣∣∣2 d$
+ C
n∑
i=2
n∑
j=1
∫
Mt,u
∣∣∣Z [1,NTop−1];1∗ (i)Θj(Small)∣∣∣2 d$.
From Lemma 8.2, Lemma 8.5, and (8.5.3), we deduce
E(Shock)[Z ~IΨ](t, u) ≤ C˚2 + C
∫ t
s=0
Q(s, u) ds+ C
∫ u
u′=0
Q(t, u′) du′. (8.5.4)
We now derive a similar energy inequality for v, V , and their derivatives. Specifically, using
the energy-characteristic flux identity (4.2.4), the data-size assumptions (5.2.2) and (5.2.4),
the pointwise estimates (6.3.2a) and (6.3.2b), the estimates (6.2.3)-(6.2.4), Lemma 8.2,
Lemma 8.5, and the L∞ estimates of Prop. 6.5, we deduce that for |~I| ≤ NTop − 1, we
have, for any f ∈ {vJ}1≤J≤M ∪ {V Jα }0≤α≤n;1≤J≤M , the following estimate:
E(Regular)[P ~If ](t, u) + F(Regular)[P ~If ](t, u) (8.5.5)
≤ C˚2 + C
∫ t
s=0
Q(s, u) ds+ C
∫ u
u′=0
Q(t, u′) du′.
From (8.5.4), (8.5.5), and Def. 8.1, we conclude the desired bound (8.5.1).
Proof of (8.5.2): With c > 0 a real parameter, we define
Qc(t, u) := sup
(tˆ,uˆ)∈[0,t]×[0,u]
{
exp(−ctˆ) exp(−cuˆ)Q(tˆ, uˆ)} . (8.5.6)
Using (8.5.1) and the simple inequality
∫ y
y′=0 exp(cy
′) dy′ ≤ 1
c
exp(cy), we deduce that for
(tˆ, uˆ) ∈ [0, t]× [0, u] ⊂ [0, T(Boot))× [0, U0], the following estimate holds:
exp(−ctˆ) exp(−cuˆ)Q(tˆ, uˆ) (8.5.7)
≤ C exp(−ctˆ) exp(−cuˆ)˚2
+ C exp(−ctˆ) exp(−cuˆ)×
{
sup
t′∈[0,tˆ]
exp(−ct′)Q(t′, uˆ)
}
×
∫ tˆ
t′=0
exp(ct′) dt′
+ C exp(−ctˆ) exp(−cuˆ)×
{
sup
u′∈[0,uˆ]
exp(−cu′)Q(tˆ, u′)
}
×
∫ uˆ
u′=0
exp(cu′) du′
≤ C˚2 + 2C
c
sup
(t′,u′)∈[0,tˆ]×[0,uˆ]
{exp(−ct′) exp(−cu′)Q(t′, u′)} ,
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where the constant C on RHS (8.5.7) can be chosen to be independent of c > 0. From
(8.5.7) and definition (8.5.6), we deduce that Qc(t, u) ≤ C˚2 + 2Cc Qc(t, u). Hence, fixing
c := c′ > 2C, we deduce that Qc′(t, u) ≤ C ′˚2. From this bound and the definition of Qc′ , it
follows that for (t, u) ∈ [0, T(Boot))× [0, U0], we have Q(t, u) ≤ C ′ exp(c′t) exp(c′u)˚2 ≤ C ′′˚2,
where C ′′ depends on C ′, c′, and A˚−1∗ (in view of the bootstrap assumption (5.3.1)). This is
precisely the desired bound (8.5.2). 
Corollary 8.8 (Improvement of the fundamental L∞ bootstrap assumptions). For
0 ≤ α ≤ n and 1 ≤ J ≤M , the following estimates hold:∥∥P≤NMid−1vJ∥∥
L∞(Σut )
,
∥∥P≤NMid−1V Jα ∥∥L∞(Σut ) ≤ C˚. (8.5.8)
In particular, if C˚ < ε, then the estimate (8.5.8) is a strict improvement of the fundamental
bootstrap assumption (5.3.3).
Proof. (8.5.8) follows from the energy estimate (8.5.2) and the Sobolev embedding result
(8.3.5). 
9. Continuation criteria
In this section, we provide a proposition that yields continuation criteria. We will use
the proposition during the proof of the main theorem (Theorem 10.1), specifically as an
ingredient in showing that the solution survives until the shock.
Proposition 9.1 (Continuation criteria). Let (Ψ, v1, · · · , vM) be a smooth solution to the
system (2.1.1)-(2.1.2) verifying the size assumptions31 on Σ10 and P2A˚
−1∗
0 stated in Subsect.
5.2 as well as the smallness assumptions stated in Subsect. 5.4. Let T(Local) ∈ (0, 2A˚−1∗ )
and U0 ∈ (0, 1], and assume that the solution exists classically on the (“open at the top”)
spacetime region MT(Local),U0 that is completely determined by the data on ΣU00 ∪ P2A˚
−1∗
0 (see
Fig. 2 on pg. 26). Let u be the eikonal function that verifies the eikonal equation initial
value problem (3.1.1), let µ be the inverse foliation density of the characteristics Pu defined
in (3.2.1), and let λα = µ∂αu (as in (3.3.1a)). Assume that µ > 0 on MT(Local),U0 and that
the change of variables map Υ from geometric to Cartesian coordinates (see Def. 3.24) is
a diffeomorphism from [0, T(Local)) × [0, U0] × Tn−1 onto MT(Local),U0 (where MT(Local),U0 is
defined in (3.1.3f)) such that for i = 2, · · · , n and α = 0, · · · , n, we have
Υα, (i)ΘΥα ∈ C ([0, T(Local)),W 1,∞([0, U0]× Tn−1)) ∩ C1 ([0, T(Local)), L∞([0, U0]× Tn−1)) .
(9.0.1)
Let H ⊂ R×RM ×R1+n be the set of arrays (Ψ˜, v˜, λ˜) such that the following two conditions
hold:
• The Cartesian components Li(Ψ, v), (i = 1, · · · , n), and the M×M matrices Aα(Ψ, v),
(α = 0, · · · , n), are smooth functions for (Ψ, v) belonging to a neighborhood of (Ψ˜, v˜).
• A0(Ψ, v) and Aα(Ψ, v)λα are positive definite matrices for (Ψ, v, λ) belonging to a
neighborhood of (Ψ˜, v˜, λ˜).
31Recall that even though we make size assumptions only for certain Sobolev norms, for technical conve-
nience, we have assumed that the data on Σ10 and P2A˚
−1
∗
0 are C
∞.
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Assume that none of the following four breakdown scenarios occur:
(1) infMT(Local),U0 µ = 0.
(2) supMT(Local),U0 µ =∞.
(3) There exists a sequence pn ∈MT(Local),U0 such that (Ψ(pn), v(pn), λ(pn)) escapes every
compact subset of H as n→∞.
(4) supMT(Local),U0 maxα=0,1,··· ,n {|∂αΨ|+ |Vα|} =∞, where V
J
α = ∂αv
J .
In addition, assume that the following condition is verified:
(5) The change of variables map Υ extends to the compact set [0, T(Local)]× [0, U0]×Tn−1
as a diffeomorphism onto its image that enjoys the regularity properties (9.0.1) with
[0, T(Local)) replaced by [0, T(Local)].
Then there exists a ∆ > 0 such that Ψ, v, V , u, µ, λ, and all of the other geometric
quantities defined throughout the article can be uniquely extended (where Ψ, v, u, and µ
are smooth solutions to their evolutions equations) to a strictly larger region of the form
MT(Local)+∆,U0 into which their Sobolev regularity along ΣU00 and P2A˚
−1∗
0 (described in Subsect.
5.2) is propagated.32 Moreover, if ∆ is sufficiently small, then none of the four breakdown
scenarios occur in the larger region, and Υ extends to [0, T(Local) + ∆] × [0, U0] × Tn−1 as a
diffeomorphism onto its image that enjoys the regularity properties (9.0.1) with [0, T(Local))
replaced by [0, T(Local) + ∆].
Discussion of proof. The proof of Prop. 9.1 is mostly standard. A sketch of a similar result
was provided in [37, Proposition 21.1.1], so here, we only mention the main ideas. Criterion
(3) is connected to avoiding a breakdown in hyperbolicity of the equation. Criterion (4) is a
standard criterion used to locally continue the solution relative to the Cartesian coordinates.
Criteria (1) and (2) and the assumption (5) for Υ are connected to ruling out the blowup of
u, degeneracy of the change of variables map, and degeneracy of the region MT(Local),U0 . In
particular, criteria (1) and (2) play a role in a proving that
∑n
a=1 |∂au| is uniformly bounded
from above and strictly from below away from 0 on MT(Local),U0 (the proof was essentially
given in the proof of Prop. 7.3).

10. The main theorem
We now prove the main result of the paper.
Theorem 10.1 (Stable shock formation). Let n denote the number of spatial dimensions,
let NTop and NMid be positive integers verifying (5.1.1), and let α˚ > 0, ˚ ≥ 0, A˚ > 0, and
A˚∗ > 0 be the data-size parameters from Subsect. 5.2. For each U0 ∈ (0, 1] (as in (3.1.2)),
32Put differently, the same norms that are finite along ΣU00 and P2A˚
−1
∗
0 (as stated in Subsect. 5.2) are also
finite along Σut and Ptu for (t, u) ∈ [0, T(Local) + ∆]× [0, U0].
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let
T(Lifespan);U0
:= sup
{
t ∈ [0,∞) | the solution exists classically on Mt;U0
and Υ is a diffeomorphism from [0, t)× [0, U0]× Tn−1 onto its image
}
,
where Υ is the change of variables map from Def. 3.24. If α˚ is sufficiently small relative to 1
and if ˚ is sufficiently small relative to 1, A˚−1, and A˚∗ in the sense explained in Subsect. 5.4,
then the following conclusions hold, where all constants can be chosen to be independent of
U0 (see Subsect. 1.8 for our conventions regarding the dependence of constants on the various
parameters).
Dichotomy of possibilities. One of the following mutually disjoint possibilities must oc-
cur, where µ?(t, u) = minΣut µ (as in (6.4.1)) and µ is the inverse foliation density of the
characteristics Pu from Def. 3.5.
I) T(Lifespan);U0 > 2A˚
−1
∗ . In particular, the solution exists classically on the space-
time region clM2A˚−1∗ ,U0, where cl denotes closure. Furthermore, inf{µ?(s, U0) | s ∈
[0, 2A˚−1∗ ]} > 0.
II) 0 < T(Lifespan);U0 ≤ 2A˚−1∗ , and
T(Lifespan);U0 = sup
{
t ∈ [0, 2A˚−1∗ ) | inf{µ?(s, U0) | s ∈ [0, t)} > 0
}
. (10.0.1)
In addition, case II) occurs when U0 = 1, and we have the estimate
33
T(Lifespan);1 = {1 +O?(α˚) +O(˚)} A˚−1∗ . (10.0.2)
What happens in Case I). In case I), the energy estimates of Prop. 8.6 and the L∞
estimates of Cor. 8.8 hold on clM2A˚−1∗ ,U0. The same is true for the estimates of Lemma 6.4
and Prop. 6.5, but with all factors ε on the RHS of all inequalities replaced by C˚. Moreover,
for the quantities from Def. 3.15, the following estimates hold for 2 ≤ i ≤ n, 1 ≤ j ≤ n, and
(t, u) ∈ [0, 2A˚−1∗ ]× [0, U0] (see Subsect. 3.14 regarding the differential operator notation):∥∥∥P [1,NTop−1]∗ µ∥∥∥
L2(Σut )
≤ C˚, (10.0.3a)∥∥∥Z [1,NTop−1];1∗ ξ(Small)j ∥∥∥
L2(Σut )
≤ C˚, (10.0.3b)∥∥∥Z [1,NTop−1];1(i)Θj(Small)∥∥∥
L2(Σut )
≤ C˚. (10.0.3c)
What happens in Case II). In case II), the energy estimates of Prop. 8.6 and the L∞
estimates of Cor. 8.8 hold on MT(Lifespan);U0 ,U0, as do the estimates of Lemma 6.4 and Prop.
6.5 with all factors ε on the RHS of all inequalities replaced by C˚. Moreover, the estimates
(10.0.3a)-(10.0.3c) hold for (t, u) ∈ [0, T(Lifespan);U0)×[0, U0]. In addition, the scalar functions
Z ≤NMid−1;1Ψ, Z ≤NMid−2;1vJ , Z ≤NMid−2;1V Jα , P
≤NMid−2µ, Z ≤NMid−2;1ξj, Z ≤NMid−2;1(i)Θj,
Z ≤NMid−2;1Li, P≤NMid−2X˘ i, and Z ≤NMid−2;1X i extend to ΣU0T(Lifespan);U0 as functions of the
geometric coordinates (t, u, ϑ) belonging to the space C
(
[0, T(Lifespan);U0 ], L
∞([0, U0]× Tn−1)
)
.
33See Subsect. 1.8 regarding our use of the symbol O?.
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Moreover, let Σ
U0;(Blowup)
T(Lifespan);U0
be the subset of ΣU0T(Lifespan);U0
defined by
Σ
U0;(Blowup)
T(Lifespan);U0
:=
{
(T(Lifespan);U0 , u, ϑ) | µ(T(Lifespan);U0 , u, ϑ) = 0
}
. (10.0.4)
Then for each point (T(Lifespan);U0 , u, ϑ) ∈ ΣU0;(Blowup)T(Lifespan);U0 , there exists a past neighborhood
containing it such that the following lower bound holds in the neighborhood:
|XΨ(t, u, ϑ)| ≥ 1
4A˚∗
1
|G˜|µ(t, u, ϑ) , (10.0.5)
where G˜ := G|(Ψ,v)=(0,0) is the blowup-coefficient of Def. 3.8, evaluated at the background
value of (Ψ, v) = (0, 0) (see Remark 5.2). In (10.0.5),
1
8|G˜|A˚∗
is a positive34 data-dependent
constant, G(0, u, ϑ) and the Tt,u-transversal vectorfield X is of order-unity Euclidean length:
C−1 ≤ δabXaXb ≤ C, where δij is the standard Kronecker delta. In particular, XΨ blows
up like 1/µ at all points in Σ
U0;(Blowup)
T(Lifespan);U0
. Conversely, at all points in (T(Lifespan);U0 , u, ϑ) ∈
ΣU0T(Lifespan);U0
\ΣU0;(Blowup)T(Lifespan);U0 , we have∣∣XΨ(T(Lifespan);U0 , u, ϑ)∣∣ <∞. (10.0.6)
Proof. Let C ′ > 1 be a constant. We will enlarge C ′ as needed throughout the proof. We
define
T(Max);U0 := The supremum of the set of times T(Boot) ∈ [0, 2A˚−1∗ ] such that: (10.0.7)
•Ψ, vJ , V Jα , u, µ, ξ(Small)j , (i)Θj(Small), and all of the other quantities
defined throughout the article exist classically on MT(Boot),U0 .
• The change of variables map Υ from Def. 3.24 is a (global) diffeomorphism
from [0, T(Boot))× [0, U0]× Tn−1 onto its image MT(Boot),U0 verifying
Υα,
∂
∂ϑi
Υα ∈ C ([0, T(Boot)),W 1,∞([0, U0]× Tn−1)) ∩ C1 ([0, T(Boot)), L∞([0, U0]× Tn−1)) .
• inf {µ?(t, U0) | t ∈ [0, T(Boot))} > 0,where µ? is defined in Def. 6.7.
• The fundamental L∞ bootstrap assumptions (5.3.3)
hold with ε := C ′˚ for (t, u) ∈ ×[0, T(Boot))× [0, U0].
By standard local well-posedness for quasilinear hyperbolic systems, if α˚ and ˚ are suf-
ficiently small in the sense explained in Subsect. 5.4 and C ′ is sufficiently large, then
T(Max);U0 > 0. Under the same smallness/largeness assumptions, by Cor. 8.8, the boot-
strap assumptions (5.3.3) are not saturated for (t, u) ∈ [0, T(Max);U0) × [0, U0]. For this
reason, all estimates proved throughout the article on the basis of the bootstrap assump-
tions in fact hold on MT(Boot),U0 with ε replaced by C˚. We use this fact throughout the
remainder of the proof without further remark. In particular, the estimates of Prop. 6.5
hold for (t, u) ∈ [0, T(Max);U0) × [0, U0] with all factors ε on the RHS of all inequalities re-
placed by C˚. Moreover, by inserting the energy estimates of Prop. 8.6 into the RHSs
34See Remark 3.9.
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of the estimates of Lemma 8.5, we conclude that the estimates (10.0.3a)-(10.0.3c) hold for
(t, u) ∈ [0, T(Max);U0)× [0, U0].
We now establish the dichotomy of possibilities. We first show that if
inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
> 0, (10.0.8)
then T(Max);U0 = 2A˚
−1
∗ . To proceed, we assume for the sake of contradiction that (10.0.8)
holds but that T(Max);U0 < 2A˚
−1
∗ . Then from (10.0.8) and Prop. 7.3, we see that if α˚ and
˚ are sufficiently small, then Υ extends to a global diffeomorphism from [0, T(Max);U0 ] ×
[0, U0]×T onto its image that enjoys the regularity (7.2.2) (with T(Boot) replaced by T(Max);U0
in (7.2.2)). Also using the assumption (2.3.1), Definition 3.6, definition (3.4.3d), and the
estimates of Prop. 6.5, we see that none of the four breakdown scenarios of Prop. 9.1 occur
on MT(Max);U0 ,U0 . Hence, by Prop. 9.1, we can classically extend the solution to a region
of the form MT(Max);U0+∆,U0 , with ∆ > 0 and T(Max);U0 + ∆ < 2A˚−1∗ , such that all of the
properties defining T(Max);U0 hold for the larger time T(Max);U0 + ∆. This contradicts the
definition of T(Max);U0 and in fact implies that if (10.0.8) holds and if α˚ and ˚ are sufficiently
small, then I) T(Max);U0 = 2A˚
−1
∗ and T(Lifespan);U0 > 2A˚
−1
∗ . The only other possibility is: II)
inf
{
µ?(t, U0) | t ∈ [0, T(Max);U0)
}
= 0.
We now aim to show that case II) corresponds to the formation of a shock singularity in
the constant-time hypersurface subset ΣU0T(Max);U0
. We first derive the statements regarding the
quantities that extend to ΣU0T(Lifespan);U0
as elements of the space C
(
[0, T(Lifespan);U0 ], L
∞([0, U0]× T)
)
.
Here we will prove the desired results with T(Max);U0 in place of T(Lifespan);U0 ; in the next
paragraph, we will show that T(Max);U0 = T(Lifespan);U0 . Let q denote any of the quantities
Z ≤NMid−1;1Ψ, · · · , Z ≤NMid−2;1X i that, in the theorem, are stated to extend. From the
estimates of Lemma 6.4 and Prop. 6.5, we deduce that ‖Lq‖
L∞(ΣU0t )
is uniformly bounded
for 0 ≤ t < T(Max);U0 . Using this fact, the fact that L = ∂∂t , the fundamental theorem
of calculus, and the completeness of the space L∞([0, U0] × T), we conclude that q ex-
tends to ΣU0T(Max);U0
as a function of the geometric coordinates (t, u, ϑ) belonging to the space
C
(
[0, T(Max);U0 ], L
∞([0, U0]× T)
)
, as desired.
We now show that the classical lifespan is characterized by (10.0.1) and that T(Max);U0 =
T(Lifespan);U0 . To this end, we first use (6.4.3) and the continuous extension properties proved
in the previous paragraph to deduce (10.0.5). Also using Def. 3.15, the schematic relation
Xj(Small) = γf(γ), and the L
∞ estimates of Prop. 6.5, we deduce that C−1 ≤ δabXaXb ≤ C.
That is, the vectorfield X is of order-unity Euclidean length. From this estimate and (10.0.5),
we deduce that at points in ΣU0T(Max);U0
where µ vanishes, |XΨ| blows up like 1/µ. Hence,
T(Max);U0 is the classical lifespan. That is, we have T(Max);U0 = T(Lifespan);U0 as well as the
characterization (10.0.1) of the classical lifespan. The estimate (10.0.6) follows from the
estimate (6.3.5c), the fact that X˘ = µX, and the continuous extension properties proved in
the previous paragraph.
Finally, to obtain (10.0.2), we use (6.4.4) to conclude that µ?(t, 1) vanishes for the first
time when t = {1 +O?(α˚) +O(˚)} A˚−1∗ . We have therefore proved the theorem.

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