Internet traffic classification based on flow statistics using machine learning method has attracted great attention. 
Introduction
Internet traffic classification is the process of classifying an individual Internet application or a group of applications of interest. It can serve as a core part of an automated QoS-enabled architecture, assist the QoS process by quickly identifying the traffic of interest, and trigger an automated QoS control system for allocation of network resources for priority applications [1] . The necessity for Internet network traffic classification is growing dramatically with increasing bandwidth demands from individual users as well as business organizations. In recent years, Internet traffic classification using machine learning has become a new direction in network measurement.
Clustering analysis, which is one of multivariate statistical analyses, can classify the unlabeled samples into kinds of subsets according to certain criteria [2] . Clustering essentially clusters flows with similar characteristics together. The advantage is that it does not require training, and new applications can be classified by examining known applications in the same cluster [3] . Nowadays, the fuzzy KMeans (FKM) clustering algorithm has been widely employed in many areas such as fuzzy control and pattern recognition etc. [4] , but it still has some limitations.
The FKM algorithm measures the similarity of samples through the Euclidean distance between samples and the cluster center [5] . Ibrahim et al. [6] points out that FKM does not optimize samples' characteristics, it assumes that the contributions to the clustering results among all features are the same, which will lead to a strong dependence of clustering on the sample space. Aswani et al. [7] analyses the relationship between the distribution of sample space and clustering precision and says that the clustering result will be better performed if the sample space is linear, otherwise, it would produce notable deviation if the sample space is nonlinear.
To address the above-mentioned problems, we propose fuzzy kernel K-means clustering to improve the accuracy for network traffic classification. Mercer kernel is employed in mapping the samples in input space to high dimension space, and then we clustering the sample set in high dimension space. This method overcomes the dependence of clustering algorithm on sample distribution form and thus solves the impact of sample space shape on the clustering accuracy.
The remainder of this paper is structured as follows. Related work is represented in Section 2. Section 3 illustrates how to construct Internet traffic classification based on fuzzy kernel K-means clustering. Section 4 presents the experimental results and analysis. The conclusion and potential future work are listed in Section 5.
Related Work
Traditionally, network traffic classification has been carried out using the well-known ports technique. This solution identifies the traffic according to the ports registered by the IANA [8] . Several payload-based analysis techniques have been proposed to inspect the packets payload searching for specific signatures. Although payload-based inspection avoids reliance on fixed port numbers, it imposes significant complexity and a substantial processing load on the traffic identification device [9] . Other alternatives to solve problems of payload-based traffic classification include methods based on the host-behavior that can classify the traffic according to information extracted from the interactions of the end-hosts [10] . This approach was developed to capture social interaction observable even with encrypted payload. It could suppose a problem with applications that are theoretically from different groups but with similar behavior, such as Game and P2P application [11] .
Machine learning algorithms are generally divided into supervised learning and unsupervised learning. Supervised learning requires training data to be labeled in advance and produces a model that fits the training data [12] . Moore et al. [13] used a Naive Bayes classifier which was a supervised machine learning approach to classifying internet traffic. But only 65% accuracy rate, which was not good enough to classify Internet traffic. Williams et al. [14] conducted a comparison of five machine learning algorithms which were widely used to classify empirical study of Internet traffic. Among these algorithms, C4.5 achieved the highest accuracy in their results. Auld [15] proposed supervised machine learning based on a Bayesian neural network to classify the traffic with higher accuracy and better stability, but it was not capable for real-time applications. Ma et al. [16] used C4.5 decision tree to classify Internet traffic. This method could identify traffic of different types of applications with high accuracy, by collecting some features at the start of the flow. Unsupervised learning focuses on finding patterns in the input data. It clusters instances with similar properties into groups. Unsupervised learning essentially clusters flows with similar characteristics together. The advantage is that it does not require training, and new applications can be classified by examining known applications in the same cluster. McGregor et al. [17] used unsupervised EM (Expectation Maximization) algorithm to cluster flows described by features, but the method could only classify groups of traffic with similar properties. Zander et al. [18] extended this work by using an EM algorithm called Auto Class, and found the optimal feature subset for classifying traffic. Erman et al. [19] compared the performance of unsupervised machine learning algorithms in traffic classification. Since our main focus is on evaluating the predictive power of a built traffic classifier rather than on detecting new applications or flow clustering. Also, Erman et al. [20] evaluated the performance of two clustering algorithms, namely K-Means and DBSCAN, in Internet traffic classification. The result indicated that K-Means was one of the quickest and simplest algorithms for clustering of Internet flows. Bernaille et al. [21] used a simple K-Means clustering algorithm to perform classification by using only the first five packets of the flow, aiming at applying on the real-time classification.
Internet Traffic Classification based on Fuzzy Kernel K-means Clustering

Internet Traffic Classification Scheme
In this section, we propose Internet traffic classification based on fuzzy kernel K-means clustering. As illustrated in Figure 1 , the overall architecture of Internet traffic classification based on fuzzy kernel K-means clustering consists of three main phases, namely preprocessing phase, clustering phase and mapping phase. In the stage of preprocessing phase, network monitors can record statistics such as source-destination IP pairs and connection characteristics for each flow. A flow is defined to be as a series of packet exchanges between two hosts, identifiable by the 5-tuple (source address, source port, destination address, destination port, transport protocol). Prior to the ML modeling, feature selection can be executed off-line. Feature selection is an important step to machine learning which is the process of choosing a subset of original features. Once the datasets is ready, the system carries out feature selection to eliminate the redundant and irrelevant features, resulting in optimal feature subset. In the stage of clustering phase, we employ a machine learning approach called fuzzy kernel K-means clustering to partition a training data set that consists of scarce labeled flows combined with abundant unlabeled flows. Clustering partitions the training data set into disjoint clusters such that flows within a group are similar to each other whereas flows in different groups are as different as possible. In the stage of mapping phase, we use the available labeled flows to obtain a mapping from the clusters to the different known classes. Eventually, the identification output would be applied to network activities such as network surveillance, QoS. We will elaborate the clustering algorithm and feature selection in detail in next subsections, respectively. 
Fuzzy Kernel K-Means Clustering Method
, represent a set of samples, n is the sample size, 1 2 { , , , } For each cluster, the FKKM algorithm maximizes the homogeneity within the cluster by minimizing the sum of error squares. That means the clustering criterion function is required to meet:
Where 1, 2, , i n   , b means fuzzy degree of clustering, usually 1 b  . The sum of error squares is calculated as the distance square between each object x and the center of its cluster. This paper adopts Kernel method and proposes FKKM. To solve the limitation that FKM can only be used in spherical or ellipsoid sample structure, mercer kernel is employed in mapping the samples in input space to high dimension space, which improves the optimization of feature space. In the algorithm samples of the input space are mapped into high dimensional feature space [22] by Mercer kernel, which increases the optimization process of feature space.
Let nonlinear mapping be : X F   , and thus ( ) 
Where g is the center of cluster G. In the kernel method, if the interaction in components of vector is restricted to inner product, it does not need to use nonlinear transformation explicitly to map the input vector to high-dimension feature space, but only need to satisfy the Mercer kernel function. Thus, Eqn. 4 can be transformed into
In the Fuzzy Kernel K-Means algorithm, the clustering criterion function has to meet
This algorithm employs the Gaussian kernel function, the eqn. 8 then can be simplified to
In this equation, 
Nonlinear mapping is a good way to amplify and extract effective features. It overcomes the heavy dependence of FKM on sample structure and advances the precision of clustering. FKM algorithm works as the following steps:
Step 1: Set the number of clusters k, fuzzy parameter b, and allowable error max E . Let times of iteration 1 q  .
Step 2: Initialize center of clusters (1) i g , where 1, 2, , i k   .
Step 
Feature Selection
Many flow statistics can be calculated from a flow. But not all features provide good discrimination between the classes. Using such features can decrease the accuracy of the classifier. Feature selection is an important step to machine learning which is the process of choosing a subset of original features. It can optimize for higher learning accuracy with lower computational complexity by removing irrelevant and redundant features. We start with 22 candidate features as illustrated in Table 1 . this task and finally selecting the combination with the best classification accuracy. This method can produce good results with much less calculation.
Correlation-based Feature Selection (CFS) uses an evaluation heuristic that examines the usefulness of individual features along with the level of inter-correlation among the features. High scores are assigned to subsets containing attributes that are highly correlated with the class and have low intercorrelation with each other. We use a Best First search to generate candidate sets of features from the feature space, since it provides higher classification accuracy than Greedy search. Best First search is similar to greedy search in that it creates new subsets based on the addition or removal of features to the current subset.
We use the Sequential Forward Selection (SFS) and Correlation-based Feature Selection (CFS) method to find the best subset from the available 22 features. For convenience, we only use the feature ID to represent the features. Bold type indicates the best result. The best subset obtained by SFS is  {2,12,10,8,1,11,9,4,14,17,3} . We use the Correlation-based Feature Selection (CFS) to get the best subset {1,2,4,5,9,10,12,13,21,22,24,25}.
Experimental Results and Analysis
Empirical traces
This subsection describes the empirical traces in our work. Moore_Set was collected from the experiment of Pro. Moore from Cambridge University. Univetsity_Set was collected from Nanjing University of Posts and Telecommunications. To simplify the presentation, we group the applications by category. For example, the P2P category includes all identified P2P traffic from protocols including PPlive, PPstream, BitTorrent, Gnutella, Xunlei and KaZaA.
Moore_Set trace consists of bidirectional network traffic of some biological research institute during 0 to 24 o'clock on Aug 20th, 2003. We extract 10 subsets with an average sampling time of 1680s to form our dataset, which contains 377526 samples of network flow. These samples are divided into 10 types. The application names of each type and the quality as well as the respective proportion of each network flow are shown in Table 2 . Each network flow sample of Moore Set is derived from a complete bidirectional TCP flow and contains 248 attributes, among which the first and second attributes are port numbers of source and destination respectively.
To facilitate our work, we collect traces in all academic units and laboratories on the campus from the Internet gateway of Nanjing University of Posts and Telecommunications. Univetsity_Set was collected over a span of six months from April 10, 2009 to October 10, 2009. Table 3 summarizes the applications found in the 40 1-hour Campus traces. On the campus network, HTTP and DATABASE traffic contribute a significant portion of the total flows. 
Evaluation metrics
To measure the performance of our proposed method, we use three metrics: accuracy, precision and recall. In this paper, TP, FP, and FN are the numbers of true positives, false positives, and false negatives, respectively. True Positives is the number of correctly classified flows, False Positives is the number of flows falsely ascribed to a given application, and False Negatives is the number of flows from a given application that are falsely labeled as another application.
Accuracy is the ratio of the sum of all True Positives to the sum of all the True Positives and False Positives for all classes. We apply this metric to measure the accuracy of a classifier on the whole trace set. The latter two metrics are to evaluate the quality of classification results for each application class. 
Comparing performance among different technology
We compare classification accuracy of Internet traffic classification based on fuzzy kernel K-Means clustering with the other classification approaches solely based on port-based approach and payloadbased approach. For our experiments, we classify network traffic using flows from Moore_Set. As illustrated in Table 4 , we can see that the classification precision which uses port-based methods to classify network traffic is 74.28%, 59.58% for WWW and P2P application respectively. At the same time, the classification precision which extracts payload signatures to identify specific protocol by payload-based approach is 77.47%, 64.93% for WWW and P2P application respectively. Finally, we construct our Internet traffic classification based on fuzzy kernel K-means clustering to classify Internet traffic, we get 88.62% and 76.52% for WWW and P2P application respectively. Compared with the other classification approaches, this method proposed in the paper can achieve higher overall accuracy.
We calculate computational performance such as computational time, memory and accuracy through the experiments among different approaches using University_Set. We can find that the Internet traffic classification based on fuzzy kernel K-means clustering is able to greatly improve the accuracy. The computational performance for different approaches is demonstrated in Table 5 . 
Comparing Algorithm Performance
In this section, we principally test on different datasets consists of public Moore_Set and Univetsity_Set. For each dataset, we give the 10-fold average testing correctness. In this experiment we compare the performance using K-Means, FKM and FKKM methods for classification. As can be seen from Table 6 , the precision of FKKM method is improved by 6.31% and 20.53% respectively than using FKM and K-Means for Moore_set. FKKM method has the smallest error sum of squares compared with the other two algorithms. This means that its center of clusters is much closer to the actual one. What can be drawn from the experimental data is that FKKM method advances the It is clear from Table 7 that the classification accuracy for WWW service with FKKM is increased by 5.39% and 11.88% respectively than that of FKM and K-Means. Considering the redundant features and weak features of Moore_Set dataset, we make a transformation form nonlinear problem in original space to linear problem in higher dimensional feature space through kernel function transformation. In this case we can identify and amplify those features with high efficiency and make more accurate clusters as well. Experimental results also show that FKKM has higher identification accuracy especially when samples are larger with many features, and is applicable for large-scale sample cluster circumstance.
Impact of Feature Selection on Classification Accuracy
The feature selection can provide a dramatic decrease in the number of features required to get the best subset providing similar mean accuracy the same as the full set. We examine the impact of feature selection in terms of precision using University_Set. Cross-validation testing is performed using the full feature set. We compare the classification accuracy when using the SFS subset, CFS subset and the full feature set. Figure 2 shows that the precision using SFS is more than the one using full feature set by 4.1% when we use the application MAIL. Therefore, we can choose the optimal feature subset to classify the network traffic instead of the full set. 
