Abstract. We compute the Morse index of nodal radial solutions to the Hénon problem
Here Nj denotes the multiplicity of the spherical harmonics of order j.
The computation builds on a characterization of the Morse index by means of a one dimensional singular eigenvalue problem, and is carried out by a detailed picture of the asymptotic behavior of both the solution and the singular eigenvalues and eigenfunctions. In particular it is shown that nodal radial solutions have multiple blow-up at the origin, where each node converges (up to a suitable rescaling) to the bubble shaped solution of a limit problem. As side outcome we see that solutions are nondegenerate for p near at pα, and we give an existence result in perturbed balls. Date: October 29, 2018. This work was supported by Gruppo Nazionale per l'Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM). The second author is supported by Prin-2015KB9WPT.
Introduction
In this paper we continue the project started with [AG2] and use a singular eigenvalue problem to compute the Morse index of nodal radial solutions to semilinear equations. In particular we focus here on the problem (1.1) −∆u = |x| α |u| p−1 u in B, u = 0 on ∂B,
where α ≥ 0, B stands for the unit ball in R N in dimension N ≥ 3, and p > 1. When α > 0 problem (1.1) is known as the Hénon problem, since it has been introduced by Hénon in [H] in the study of stellar clusters in radially symmetric settings, in 1973. Later on Ni, in the celebrated paper [N] , proved the existence of a critical exponent related with the parameter α, that we denote hereafter by (1.2) p α = N + 2 + 2α N − 2 which gives the threshold between existence and nonexistence of solutions. Using the fact that H 1 0,rad (B) := {u ∈ H 1 0 (B) : u is radial} is compactly embedded in L p+1 (B, |x| α dx) for every 1 < p < p α , Ni proved that (1.1) admits a positive radial solution, which is classical. The existence of radial solutions can be then extended to the case of nodal solutions with an arbitrary number of zeros (nodes) by means of a procedure introduced in [BWi] and using again the compactness of the immersion of H 1 0,rad into L p+1 as for the case of positive solutions. It is also possible to apply a uniqueness result of [NN] to have that for any integer m ≥ 1 there exists only a couple of radial solutions to (1.1) which have exactly m nodal zones, meaning that the set {x ∈ B : u(x) = 0} has exactly m connected components; they are one the opposite of the other and classical solutions (see, for instance, [AG2, Proposition 5.14] ).
Moreover, a classical Pohozaev argument shows that the Hénon problem (1.1) does not admit solutions when it is settled in a smooth bounded domain Ω which is starshaped with respect to the origin and p ≥ p α . Then p α exhibits the same role of the critical exponent p * = N +2 N −2 for the Lane-Emden problem (1.3) −∆u = |u| p−1 u in B, u = 0 on ∂B, which corresponds to (1.1) in the case of α = 0. As we will see the relations between Hénon and Lane-Emden problems are much deeper. Indeed radial solutions to (1.1) with α > 0 can be viewed as radially extended solutions to (1.3) in a sense which will be clarified in Section 2. The Hénon problem attracted the attention of many mathematicians since the paper [SSW] in which the authors proved that the ground state solutions to (1.1), namely solutions which minimizes the Energy functional for 1 < p < p * are nonradial provided α > 0 is sufficiently large. Nevertheless ground state solutions to (1.1) maintain a residual symmetry called foliated Schwartz symmetry, which appears in other similar contests in which the symmetry result of Gidas, Ni and Nirenberg in [GNN] does not hold, namely in the case of annular domains or for nodal solutions. Let us recall that the Morse index of a solution u to (1.1) is the maximal dimension of a subspace X ⊆ H 1 0 (B) where the quadratic form
is negative defined. The quadratic form Q u is associated with the linearized operator in B with Dirichlet boundary conditions L u (ψ) := −∆ψ − p|x| α |u| p−1 ψ.
Of course the Morse index can be computed counting (with multiplicity) the negative eigenvalues of L u in H 1 0 (B) , but also some negative singular eigenvalues. This equivalence and the characterization of Morse index in terms of the singular eigenvalues of L u is given in details in [AG2] and will be essential for our aims. It is well known that ground state solutions have Morse index one since they can be found as minima on the Nehari manifold, which has dimension one. Then the result in [SSW] tells that radial positive solutions to (1.1) can have Morse index greater than 1, when α is large enough. Starting from this consideration, in [AG1] we computed the Morse index of radial positive solutions to (1.1) showing that it converges to the value 1 + N when p → p α and to the value 1 as p → 1, and we proved a first bifurcation result from the positive solution of the Hénon problem which is, in our opinion, responsible of the symmetry breaking of (1.1). In this last paper a technical assumption, namely that 0 < α ≤ 1, is required to deal with the linearized operator and compute the asymptotic Morse index of radial positive solutions. This assumption is removed here where, taking advantage from the analysis in [AG2] and using a singular eigenvalue problem associated to the linearized operator, the computation of the Morse index is performed for any value of α. Nevertheless the result in [AG1] put evidence on the fact that the symmetry breaking phenomenon pointed out in [SSW] is not related to large values of α, but still holds when 0 < α ≤ 1. Later it has been proved in [LWZ] that the Morse index of any radial solution to (1.1) goes to ∞ as α → ∞, showing again the symmetry breaking of the ground state solutions, for large values of α. Their result has implications also concerning nodal ground state solutions, namely minima for E(u) on the nodal Nehari manifold
Here s + (s − ) stands for the positive (negative) part of s. As it is known by [BWe] that they have Morse index 2, the estimate in [LWZ] implies that the symmetry breaking phenomenon concerns also nodal ground state solutions. A similar consideration appears also in [AG2] as a consequence of some estimates on Morse index of radial nodal solutions, but only in the case of solutions which changes sign. The fact that the Morse index of any radial solutions to (1.1) diverges as α → ∞ is a clue that the symmetry breaking phenomenon is not related with a nonradial solution whose energy is less than the radial one, but with infinitely many nonradial (nodal) solutions that should arise by bifurcation. Indeed [WY] found infinitely many positive multipeak solutions, with arbitrarily large energy, when p = p * and in [FN] infinitely many positive solutions bifurcating from the radial positive solution when p is near p α are constructed.
In any case the exact Morse index of radial solutions to (1.1), depending on the parameters p and α and on the number of nodal zones m, is still unknown. To the authors' knowledge the unique results in this direction are the computations in [AG2] , where a lower bound on the Morse index is presented and it is proved that the radial Morse index is equal to the number of nodal zones, namely the linearized operator L u has exactly m negative eigenvalues whose related eigenfunction is radial. Beyond the symmetry breaking the interest of the mathematicians on the Hénon problem (1.1) is due to the richness of its solutions set, which is completely different from the Lane Emden case. For instance [PS] produces multipeak solutions in the slightly subcritical range, by the Lyapunov-Schmidt reduction method. Moreover solutions appear also in a critical and supercritical range, namely when p = p * or p > p * , and of course p < p α . Concerning existence of nonradial solutions in the critical case we quote here [S] and the already mentioned [WY] . Coming to the supercritical range, [BS] produces nonradial positive solutions using minimization in suitable symmetric spaces and [C] produces positive solutions on perturbed balls for generic values of p, by a perturbation argument. Next for all values of the exponent p near at the threshold p α , and any domain containing the origin, we mention [GG] concerning existence of positive solutions and also the papers [CD] and [CLP] , where nodal bubble tower solutions are constructed by a LyapunovSchmidt reduction method when α is not an even integer, respectively for α > 0 and α > −2.
In this paper we want to fill the gap on the exact value of the Morse index of radial solutions to (1.1), and, considering α ≥ 0 as a fixed parameter we compute the Morse index of any radial solution to (1.1) in a left neighborhood of the critical exponent p α . To state our main result we denote by the multiplicity of λ j = j(N +j −2) as an eigenvalue for the Laplace-Beltrami operator on the sphere S N −1 . Moreover, understanding that for α = 0 a solution to (1.1) is exactly a solution to (1.3) and p α = p * , we can state: Theorem 1.1. Let u p be any radial solution to (1.1) with m nodal zones and let
This result is inspired to some previous papers on the Morse index of nodal radial solutions to the Lane Emden problem (1.3) in dimension N ≥ 3, see [DMIP1] and in dimension N = 2, see [DMIP2] , and to the possibility to obtain from its knowledge some existence results of nonradial nodal solutions whose nodal set, namely {x ∈ B : u(x) = 0}, does not touch the boundary of B, as in [GI] . It is worth noticing that reading formula (1.5) for α = 0 we get m(u p ) = m + (m − 1)N for p near to the critical exponent p * , which is the exact formula obtained in [DMIP1] for solution to (1.3). As far as α ∈ (0, 2), (1.4) comes into play and the Morse index is larger, precisely m(u p ) = m(1 + N ), highlighting the fact that the Morse index increases with α and it changes corresponding exactly to the even values of α.
To have a precise idea of the Morse index of u p we observe that for small values of α these values are:
and so on, showing that the Morse index corresponding to the integer values of α is different from every other value for nodal solutions, i.e. for m ≥ 2. This seems to be a new phenomenon. As mentioned before, Theorem 1.1 brings new informations also in simplest case of positive solutions (m = 1). In that case formulas (1.4) and (1.5) can be written as
for p near at p α . (1.6) extends the computation made in [AG1] for 1 < α ≤ 2 and describes the different values of the limit for larger values of α. As we have already remarked this last estimate was the crucial part for the bifurcation result in [AG1] , since we have already noticed that the Morse index of positive radial solutions converges to 1 as p → 1. In a similar manner we expect that formulas (1.4) and (1.5) are responsible of a nonradial bifurcation from nodal radial solutions to (1.1), since the Morse index for p near at 1 has been computed in [A] obtaining
The parameters β i appearing here are linked to the zeros of the Bessel functions of first kind
More precisely β i is characterized as the unique positive parameter for which the i th zero of J β i coincides with the m th zero of J N −2
2+α
. Even though the values of the zeros of the Bessel functions (and therefore the parameters β i ) can be computed only by numerical approximations, in the same paper it is proved that
Starting from this estimate it is showed that the Morse index near at p = 1 is greater than the one near at p = p α for every m ≥ 2 and N ≥ 3, therefore a change in the Morse index appears at some values of p, and then we are confident that a bifurcation can arise. The fact that the eventual bifurcation is nonradial is then a consequence of Theorem 1.7 in [AG2] which assures that any radial solution to (1.1) is radially nondegenerate for every p and every α. This has been observed in [W] where a nonradial bifurcation from nodal radial solutions to (1.1), with respect to the parameter α has been obtained.
Lastly we compare formulas (1.4) and (1.5) with the estimate from below of the Morse index obtained in Theorem 1.1 in [AG2] , which holds for any p ∈ (1, p α ) and α ≥ 0 and states
For positive solutions (m = 1) it is known that this bound is optimal because the Morse index is equal to 1 when the exponent p approaches the value 1. For nodal solutions, in the case of Lane-Emden problem (α = 0) in dimension N ≥ 3, the estimate from below is attained for p near the critical exponent p * = N +2
N −2 (see [DMIP1] ). This is not the case anymore for the Hénon problem, because the exact value obtained in Theorem 1.1 overpasses the estimate from below.
Let us spend some words on how we get Theorem 1.1. First we exploit the characterization of the Morse index and the decomposition of some singular eigenvalues established in [AG2] and we relate the computation of the Morse index of any radial nodal solution, with m nodal zones, to the knowledge of m negative singular radial eigenvalues, see Proposition 3.2. Next we study their asymptotic behavior as p → p α together with the asymptotic profile of the associated eigenfunctions, which is needed to deal with the last negative singular eigenvalue. This study furnishes immediately Theorem 1.1 as a consequence of Proposition 1.5 and Theorem 1.7 in [AG2] . It also shows that the bound (1.7) is obtained by estimating in a sharp way the singular radial eigenvalues: actually the first m − 1 eigenvalues reach their upper bound for p near at p α , giving the minimal contribution to the Morse index. In the Lane-Emden problem the contribution coming from the last eigenvalue is constant and therefore it does not influence the asymptotic behavior of the Morse index. On the contrary in the Hénon problem the contribution of the last eigenvalue varies, and it is maximal for p near at p α , minimal when p is near at 1. It is thus clear that in the case of α = 0 the behavior of the m − 1 singular negative eigenvalues is sufficient to compute the Morse index, while when α > 0 also the last negative eigenvalue comes into play and its estimate is the most difficult one.
The description of the asymptotic behavior of the singular eigenvalues and eigenfunctions relies on the asymptotic analysis of the nodal radial solutions to (1.1) with m nodal zones, which is indeed the second main aim of this paper. Let us remark that for the Hénon problem the asymptotic profile is known only in the case of positive solutions. Precisely [AG1] describes the limit of the radial solution when p → p α and α is a fixed parameter, while [BWa] study the limit of both the radial and the ground state solution as α → ∞ and p is fixed. Here we are interested in the limit of the nodal radial solution when the exponent p approaches the threshold p α , and to proceed with the further study of the related eigenvalues we need to know the limit problem to which the solution converges and the behavior of its critical points and values. Concerning the Lane-Emden problem (1.3) these topics have been the subject of some interesting papers, [DMIP1] and [DMIP2] among others. Solutions to (1.3) indeed tend to concentrate in the origin as showed in [PW] , and admit a limit problem which can be used, for instance, to construct concentrating solutions in more general domains and with more general nonlinearities. This aspect is different when the dimension is 2 (and p → ∞) or higher, so the two cases have to be treated separately. The Hénon problem (1.1) shares the same duality: indeed when N = 2 radial solutions exhibit a different limit problem and a different way to concentrate. For this reason we focus here on the case of N ≥ 3 while we skip to the paper [AG3] , which brings to different conclusions, the study of the asymptotic behavior of u p and of its Morse index in the case of N = 2. To state the related result we need to introduce some notations. Let u p be a radial solution with m nodal zones and 0 < r 1,p < r 2,p · · · < r m,p = 1 be the zeros of u p , A i,p the nodal zones of u p , precisely
For every i = 0, 1, . . . m − 1 we introduce the rescaled function
be the unique radial bounded solution of (1.10)
see the Appendix. Of course when α = 0 (1.9) and (1.10) give back the well known Talenti bubbles, which are related with problem (1.3).
Our main result on the asymptotic profile of radial solutions is the following: Theorem 1.2. Let u p be any radial solution to (1.1) with m nodal zones and α ≥ 0.
When p → p α we have
and whenever m ≥ 2
The statements concerning i = 0 (i.e. the first nodal zone) follows easily by the already known results about the positive solution (see [AG1] ), while the ones concerning the following nodal zones are far more delicate. The main source of difficulty is the supercritical setting, which can be overtaken by performing a change of variable, introduced in [GGN] , that allows to pass to a one-dimensional problem in a subcritical range. In this way the statement of Theorem 1.2 becomes an extended radial version, in a noninteger dimension, of the analogous one established in [DMIP1] for the Lane-Emden problem (i.e. when α = 0). At that point the most delicate part of the proof stands in establishing that the rescaled domains A i,p invade R N , and this step requests a very fine knowledge of the speed of convergence (respectively, divergence) of the zeros (respectively, extremal values) of the solution. The proof presented here differs from the one in [DMIP1] , even in the case α = 0, because it does not rely on the a-priori knowledge of the bubble tower shape of the radial solution. Indeed from our approach it follows as a byproduct that for any α > 0 radial nodal solutions of the Hénon problem have a bubble tower shape with multiple blow up at the origin.
Another interesting consequence of the asymptotic analysis of the negative singular eigenvalues for the linearized operator L u and of the characterization of the degeneracy of radial solutions given in [AG2] is the following result: Theorem 1.3. Let u p be any radial solution to (1.1) with m nodal zones and let α ≥ 0. Then there existsp ∈ (1, p α ) such that u is nondegenerate for any p ∈ [p, p α ).
Let us recall that a solution u is said nondegenerate whenever the linearized equation L u (v) = 0 does not admit nontrivial solutions in H 1 0 (B) . This consideration is new, even in the simpler case of the Lane-Emden problem, namely when α = 0, and extends a previous result in this direction in [AG2] where it was proved that u is radially nondegenerate, namely that the linearized equation does not admit any radial solution.
To point out the usefulness of a nondegeneracy result as Theorem 1.3 we give here an easy application in proving existence results. Theorem 1.4. Let m ≥ 1 be any integer, α = 0 or α > 1, and
where σ :B → R N is a smooth function, be a perturbation of the unit ball B. Then for every p ∈ (p, p α ) problem (1.1) settled in Ω t admits a classical solution with m nodal zones, whose nodal set, when m > 1, does not touch the boundary ∂Ω t for t small enough.
In the authors' opinion the existence result in Theorem 1.4 is interesting for two reasons. First because for α > 1 it inherits a supercritical range, where the lack of variational setting makes more difficult to obtain existence of solutions. Secondly because it allows to construct solutions shaped as the radial solutions without requiring any symmetry on Ω.
The paper is organized as follows. We start in Section 2 by proving the asymptotic profile of nodal radial solutions to (1.1) with m nodal zones. In Section 3 we recall the characterization of the Morse index of nodal radial solutions and we relate its computation to the computation of the asymptotic limit of m negative singular radial eigenvalues as p → p α . The analysis of the first m − 1 ones, outlined in subsection 3.1, is based on the knowledge of the limit singular eigenvalue problem and to an estimate previously obtained in [AG2] . The major difficulty is the analysis of the last negative singular radial eigenvalue, performed in subsection 3.2, which requires some fine estimates that extends the previous one in the case of α = 0. In Section 4 we prove Theorem 1.3 and Theorem 1.4. Lastly we recall some well known fact about existence and uniqueness of solutions for the limit problems in the Appendix.
2. The asymptotic profile of u p via a "radially extended" version of the Lane-Emden problem
In this section we prove Theorem 1.2 by relating radial nodal solutions to (1.1) with nodal solutions to a radially extended version of the Lane Emden problem and studying the asymptotic behavior of these radially extended solutions. In order to distinguish the two radial solutions to (1.1) we will denote hereafter by u p the nodal radial solution to (1.1) with m nodal zones, that satisfies
recalling that the other is given by the opposite of u p . The proof of Theorem 1.2 will be given in a series of propositions in which we consider initially the first nodal zone, which is easier to handle, and then the case of the subsequent ones.
To begin with, we furnish the proof of Theorem 1.2 for i = 0, which is an immediate consequence of the asymptotic behavior of positive radial solutions in [AG1] and does not rely on the radially extended Lane-Emden problem.
Proof of Theorem 1.2 for i = 0. Let us denote for a while by u m p the nodal radial solution to (1.1) with m nodal zones, that satisfies (2.1). It suffices to notice that, letting r m 1,p be the first zero of u m p , the scaled function
coincides with u 1 p (x), the unique positive radial solution to the Hénon problem in B 1 . So applying [AG1, Proposition 3.6] gives (1.11) and (1.12) for i = 0.
The investigation of subsequent nodal zones is more delicate. An useful tool is the change of variables
which has been introduced in [GGN] and transforms radial solutions to (1.1) into solutions of the radial extended Lane-Emden problem
2 + α plays the role of a noninteger dimension. To deal with this problem we need to introduce the suitable functions spaces to which solutions to (2.3) belong. With this aim, for any M, q ∈ R, M ≥ 2 and q ≥ 1, we let L 
due to a Poincaré inequality in the space H 1 0,M , see [AG2, Lemma 6 .1]. The transformation (2.2) maps H 1 0,rad (B) , the set of radial functions in H 1 0 (B), into H 1 0,M with M as in (2.4) and can be used in any dimension N ≥ 2. It allows to pass from u p (the radial solution to (1.1) with m nodal zones satisfying (2.1)) to the solution to (2.3) with m nodal zones satisfying
The equivalence between radial solutions to (1.1) and solution to (2.3), both in classical and weak sense and in any dimension N ≥ 2, has been proved rigorously in [AG2, Proposition 5.6 and Remark 5.12] . For the sake of completeness we recall that a weak radial solution to (1.1) can be seen as u ∈ H 1 0,N such that
for any ϕ ∈ H 1 0,N , and similarly a weak solution to (2.3) is v ∈ H 1 0,M such that (2.8)
for any ϕ ∈ H 1 0,M . In particular the same uniqueness result which holds for radial solutions to (1.3) says that, for every integer m ≥ 1, (2.3) admits a couple of solutions with m nodal zones, which are one the opposite of the other and hence a unique solution v p which satisfies (2.6).
Problem (2.3) can be seen as a "radially extended" version of the Lane-Emden problem since when M is an integer v p actually is the radial nodal solution to the Lane-Emden problem
settled in the unitary ball of R M . Also notice that when N ≥ 3 then M > 2 and the threshold exponent p α of (1.1) can be expressed in term of the parameter (B) , and it constitutes the threshold for the existence of solutions for (1.3). For non integer M > 2 the value p M is still the critical exponent for the immersion of [AG2, Lemma 6.4] ) and constitutes again the threshold for the existence of solutions to (2.3).
We will give the proof of Theorem 1.2 in terms of the asymptotic behavior of the function v p as p → p M . For integer values of M this has been proved in [DMIP1, Propositions 3.3, 3.4 and Theorem 3.7] . Here we extend their result to any value of M > 2.
Let us first point out some qualitative property of the solutions v p that shall be useful in the sequel, namely Lemma 2.1 (Lemma 5.13 in [AG2] ). Let v p ∈ H 1 0,M be the unique weak solution to (2.3) with m nodal zones that satisfies (2.6).
Besides v p is strictly decreasing in its first nodal zone and it has a unique critical point, s i,p in any nodal domain. In particular s 0,p = 0 is the global maximum point for v p and for i = 1, . . . m − 1 it holds
In order to study its asymptotic profile as p → p M , we denote hereafter by -0 < t 1,p < t 2,p · · · < t m,p = 1 the zeros of v p , -s 0,p = 0 the extremal point of v p in its first nodal zone [0, t 1,p ),
and, letting t 0,p = 0, we define the scaling
These newly introduced items are related to the respective ones for the Hénon problem by the following relations
It is easy to check that, for i = 0, . . . , m − 1 the functions v i,p solves (2.13)
For simplicity we will assume that v i,p is defined on (0, ∞) extending at zero outside the interval (
The main point of this section will be to show that the functions v i,p admit for i = 0, . . . , m − 1 the following limit problem (2.14)
with the condition (2.15)
which is a natural generalization of the space D 1,2 rad (R N ) to the case of the non-integer dimension M , and by weak solution to (2.14) we mean a function
Since we have already proved that for i = 0 the statements of Theorem 1.2 hold true, it lasts to consider the case of i ≥ 1. Concerning the subsequent nodal zones Theorem 1.2 is equivalent to prove the two following propositions Proposition 2.2. For any M > 2, for any integer m ≥ 2 and i = 1, . . . m − 1 we have
Proposition 2.3. For any M > 2, for any integer m ≥ 2 and i = 1, . . . m − 1 we have
Indeed assuming Propositions 2.2 and 2.3 one can easily deduce that the statement of Theorem 1.2 holds true for i = 1, . . . m − 1.
Proof of Theorem 1.2 for i = 1, . . . m − 1. (2.17) and (2.18) immediately give (1.11) and (1.13), recalling the relations between t i,p , s i,p and M i,p and r i,p , σ i,p and µ i,p . Similarly (1.14) follows by (2.19) thanks to (2.12).
2.1. The proof of Propositions 2.2 and 2.3. In this subsection we will prove the two propositions which give the asymptotic behavior of the function v p as p → p M . Proposition 2.3 will be proved passing to the limit into (2.13), which is possible because (i) the functions v i,p , extended to zero outside (
is the most delicate part of the proof and requests a deep knowledge of the behavior of the zeros and of the extremal values of the function v p . Proposition 2.2 is a first step in this direction and it has been put in evidence because it has interest for itself. In any case the proof of these facts is quite involved and requires some preliminary estimates.
This first lemma provides a bound on the energy of the solution v p in each nodal zone and a bound on the first derivate of v p which will be useful in the sequel in order to pass to the limit into (2.13).
Lemma 2.4. There exist δ > 0 and constant C 1 , C 2 such that for every p ∈ (1 + δ, p M ) (2.20) for any i = 1, . . . m and
as t ∈ (0, 1).
Proof. Using as a test function in (2.8) the function which coincides with v p on (t i−1,p , t i,p ) and is zero elsewhere immediately gives the first equality in (2.20). The subsequent estimate follows by the Nehari construction. Indeed the solution v p can be produced by solving the minimization problem
where N (t i , t i+1 ) are the Nehari manifolds
and E stands for the energy functional
Afterwards it can be checked that choosing t 1 , . . . t m−1 which realize the minimum Λ and gluing together, alternatively, the positive and negative solution in the subinterval (t i−1 , t i ), gives a nodal solution to (2.3), which by uniqueness, see [NN] , coincide with v p up to the sign. We refer to [BWi] or [AG2, Sec. 5 .3] for more details. To the current purpose it suffices to notice that for all i = 0, . . . m − 1 the restrictions v i,p of the solution v p to its nodal zones (t i , t i+1 ) belong to the Nehari sets N (t i , t i+1 ) and therefore
m ) and for every p ∈ (1, p M ). So (2.20) can be proved by producing a sequence φ i,p with
To this aim we take continuous piecewise linear functions defined as
, and in that case 
Next integrating equation (2.3) on (0, t) and using that v ′ p (0) = 0 give
Eventually Holder inequality yields
Next lemma shows that the energy of v p is bounded also from below in each nodal zone, and so ensures that the local extremal values do not vanish.
Lemma 2.5. For all i = 0, . . . m − 1 we have
In particular lim inf
Here S M is the best constant for the Sobolev embedding of
Proof. Since lim
We use as a test function in (2.8) the function v i,p which coincides with v p in the set (t i,p , t i+1,p ) and it is zero elsewhere, obtaining that
where the last inequality holds thanks to the Talenti's Sobolev embedding, [T] , see also [AG2, Lemma 6.3] . The first part of the claim follows because
To conclude the proof it suffices to notice that, due to Lemma 2.1,
As a corollary of the previous lemmas we obtain the boundedness of
Corollary 2.6. For i = 0, . . . , m−1 let v i,p be the rescaled function defined in (2.10) and extended to zero outside (t i,p , t i+1,p ). Then there exists δ > 0 and a constant C 3 such that (2.24)
Proof. It is enough to observe that
by (2.20), since p−1 2 (M − 2) < 2 and M i,p ≥ ε > 0 by Lemma 2.5. We also recall a fine estimate of the behavior of the function v p in a left neighborhood of its zeros, which is fundamental in the computations.
for every 0 ≤ t < t 1,p .
Moreover if s i,p /t i+1,p → 0 for some i = 1, . . . m − 1, then for any ε ∈ (0, 1) there exist γ = γ(ε) > 1 andp =p(ε) < p M such that
for every γs i,p ≤ t ≤ t i+1,p and p ∈ (p, p M ).
The first part of the statement, concerning the first nodal zone, can be proved by performing the Emden-Fowler transformation and following the line of [AP] , see also [FN, Lemma 2] , where the same estimate is obtained for positive solutions. Next their arguments can be adapted to deal with the following nodal zones, as it has been done in [DMIP1, Propositions 3.5 and 3.6] , where the same statement of Lemma 2.7 was proved only for integer M . Their proof applies to any M > 2 because it only makes use of ODE arguments.
Let us remark that the previous estimates can be read in terms of the scaled functions v i,p as follows Corollary 2.8.
Proposition 2.2 will be proved proceeding forward from the first nodal zone to the second one and so on. Hence the starting point stands in describing the asymptotic of v 0,p in the first nodal zone, which is a consequence of Theorem 1.2 for i = 0 and has been already proved. Precisely the part of the statement concerning the first nodal zone is equivalent to Proposition 2.9. For every M > 2 and any integer m ≥ 1, M 0,p → +∞ and
It suffices to take α > 0 such that N = M + α(M/2 − 1) is an integer and then apply Theorem 1.2, which has already been proved at the beginning of this section in the particular case i = 0.
It will also be needed to establish relations between the asymptotic of the extremal values in different nodal zones. To this aim we introduce another scaling of the solution v p that we will use later on, precisely (2.27) w i,p (r) = (t i,p ) which satisfies (2.28)
We therefore see that w i,p on the interval (0, 1) coincides with the nodal solution to (2.3) which has exactly i nodal zones, but is defined also in the larger interval (0, 1/t i,p ). This will be of help when deducing the asymptotic of the extremal value in the i th nodal zone from the one in the previous nodal zone. We deal by now with the behavior of the function w i,p to the left of r = 1.
Lemma 2.10. Take i = 1, . . . m − 1 and assume that, for a sequence p n → p M ,
Proof. For simplicity of notation we shall write w n and t n instead of w i,pn and t i,pn . By Lemma 2.7, for a fixed ε > 0 there exists γ such that
for γτ n ≤ r ≤ 1.
If δ ∈ (0, 1) is fixed, by hypothesis (2.29) there existsn such that γτ n ≤ 1 − δ if n ≥n and (2.31) implies that for any r ∈ [1 − δ, 1] we have
as n → ∞ by (2.30), because
We are now in the position to prove Proposition 2.2.
Proof of Proposition 2.2. It is worth noticing by now that the Radial Lemma in H 1 0,M (see [AG2, Lemma 6 .2]) yields
So, once (2.17) has been established, then both t i,p and s i,p go to zero, which means that the proof is completed. Besides it is already known by Proposition 2.9 that M 0,p → +∞, therefore (2.17) can be proved by taking that M i−1,p → +∞ and deducing that also M i,p → +∞. To this aim we assume by contradiction that M i,p is bounded, so that the functions v p are uniformly bounded in [t i,p , 1] by Lemma 2.1. Up to an extracted sequence we may take that M i,p →M ∈ (0, +∞) and t i,p → T ∈ [0, 1). Indeed the occurrenceM = 0 is ruled out by Lemma 2.5, and T = 1 is not allowed by (2.23) since we are assuming M i,p bounded. Next we argue separately according if
In case a) we observe that the functions v p are bounded in H 1 0,M by (2.20). So, up to a subsequence, v p converges to a functionv weakly in H 1 0,M , and also strongly in L q M for every 1 < q < 2M M −2 by the compact Sobolev embedding stated in [AG2, Lemma 6.4] . It is thus easy to see that we can pass to the limit in (2.8) so that v ∈ H 1 0,M is a weak solution to
Next we denote byv i,p the function which coincides with v p on (t i,p , 1) and is null on [0, t i,p ]. Since we are assuming that M i,p remains bounded, Lemma 2.1 assures thatv i,p is uniformly bounded on [0, 1] and clearly it converges pointwise a.e. tov because we are taking that t i,p → 0. So we can pass to the limit and compute
by Lemma 2.5. Hencev is not trivial. Eventually performing the change of variables (2.2) backwards (and invoking [AG2, Proposition 5.6]) gives a nontrivial radial solution of the Hénon problem in a ball with the exponent p α , which is not possible by Pohozaev identity. In case b), we look at the function w i,p introduced in (2.27). In the present setting τ p = s i−1,p /t i,p → 0 and ρ p = t i,p M i−1,p → ∞ (since we are assuming s i−1,p → 0, t i,p → T = 0, M i−1,p → ∞), so Lemma 2.10 implies that w i,p → 0 uniformly on any set of type [1 − δ, 1]. In particular w i,p is uniformly bounded on [1 − δ, 1]. But the same holds also in the set [1, 1/t i,p ], because in that case
thanks to (2.21), since we are assuming that t i,p does not vanish. Next using the fact that w p is a classical solution to (2.28) one sees that also |w ′′ i,p | ≤ C in (1 − δ, 1/t i,p ) so that, up to a subsequence, w i,p converges in C 1 (1 − δ, 1/T ) to a function w which weakly solves
Next, reasoning as in [AG2, Lemma 5.2] one can see that a weak solution w is also classical. As we already noticed that w = 0 on the interval (1 − δ, 1), the unique continuation principle gives that w is identically zero. But this contradicts Lemma 2.5 since by the boundedness of w i,p
p−1 − M → 0 and t i,p → T ∈ (0, 1). So neither item b) can happen and the proof is completed.
Eventually we prove Proposition 2.3.
Proof of Proposition 2.3. Assume for a while to know that
Then it is not hard conclude the proof. As the nodal domain (t i,p M i,p , t i+1,p M i,p ) invades (0, +∞), it is equivalent to prove the convergence of the sequence of functions v i,p extended to be zero outside (t i,p M i,p , t i+1,p M i,p ) so that they belong to D M (0, ∞). We recall that v i,p is nonnegative and solves the equation (2.13) in classical sense. Moreover its norm in D M (0, ∞) is bounded (uniformly w.r.t. p) by Corollary 2.6 therefore v i,p converges to a function v weakly in D M (0, ∞), strongly in L q (0, ∞) as q = 2 ⋆ M and pointwise a.e., up to an extracted sequence.
We can then pass to the limit in the weak formulation of (2.13), provided that the functions r M −1 v p i,p are uniformly dominated by a function in L 1 (0, ∞) (for p near to p M ). First observe that we can apply Corollary 2.8 thanks to assumptions (2.33) and (2.34). More precisely we know that for a fixed ε > 0 there exist γ > 0 and p ∈ (1, p M ) such that for every p ∈ (p, p M ) and r ∈ (γs i,
and, recalling that v i,p = 0 when r > t i+1,p M i,p and γs i,p M i,p → 0, taking eventually a larger value of p, we have for every r > 1
For r ∈ (0, 1), instead we have
by construction. Then it is easy to see that the limit function v is a weak solution to the equation in (2.14).
Eventually one can see that the limit function v is not null and satisfies v(0) = 1, and so that it coincides with the function V M identified by (2.16), see also the Appendix. This can be seen by using the same arguments of [I, Lemma 6] . Indeed 
Moreover for every r > 0 (2.34) assures that s i,p M i,p < r for p near p M and so (2.36) gives
Therefore by the pointwise convergence, and using (2.34) once more, we get 1 ≥ v(r) ≥ 1 − r 2 2M and the claim follows.
Since v is a weak solution to (2.14) that satisfies v(0) = 1 then v = V M . Let us also remark that we have proved that any sequence p n → p M admits a subsequence
Further v i,p → V M also in C 1 (R −1 , R) for every R > 1. Indeed (2.33) and (2.35) ensure that t i,p M i,p < R −1 < R < t i+1,p M i,p for p near p M . Therefore, remembering that 0 ≤ v i,p ≤ 1, we have by (2.36)
thanks to (2.34). Lastly it is easy to get an uniform bound for v ′′ i,p using the fact that v i,p is a classical solution to (2.13) in (R −1 , R).
It remains to prove that (2.33)-(2.35) hold true. To this aim we insert for a while the index denoting the number of nodal zones and we let then v 
We assume by contradiction that s p M p → +∞ and look separately to the two cases
In the first case we look at the function v p := v m−1,p introduced in (2.10). It is easy to see that v p is positive, increasing and concave on (a p , b
and by concavity also v ′ p (a p ) → +∞. On the contrary the estimate (2.21) yields
because necessarily t p M m−1,p diverges, since we are assuming i), while
is positive and converges to 0. In the second case we introduce the notations
Notice thatv p solves (2.39)
with A p → A < 0 by assumption ii) and B p → +∞ by (2.17), (2.18). Integrating the equation in (2.39) we get for t ∈ [0,
Besides taking t ∈ [−δ, 0] with 0 < δ < −A/2 and integrating the equation in (2.39) on (t, 0) gives
Sov p converges in C 1 [0, +∞) to a bounded weak solution of
which is non-trivial becausev(0) = 1. This is not possible becausev should be strictly convex. Now that it has been assured that s p M p is at least bounded, we take that (2.37) does not hold, which means that (up to a subsequence) s p M p → s 0 > 0. We check that it is not possible by arguing separately according if
. Case I) can be ruled out arguing as in the previous case i). Also here we get that 
Thereforeṽ has to be a suitable rescaling of the function V M , as showed in the Appendix. In particular it has only one critical point at r = 0. On the other hand the functions v p have a critical point at s p M p → s 0 > 0, and by the convergence in 
by assumption. Moreover s p /t p is a critical point for w p which converges to s 0 /t 0 , and the corresponding maximum value is
Integrating the equation in (2.28) gives
whenever r ∈ (1 − δ, R) for any fixed R > 1. Next since w p is a classical solution to (2.28) it is easily seen that also |w ′′ p (r)| is bounded for r ∈ (1 − δ, R), so that w p converges in C 1 loc (1 − δ, +∞) to a function w that weakly satisfies
This is not possible because w should be identically zero by the unique continuation principle, as we have seen that w coincides with zero on (1 − δ, 1].
2.2. Some consequences of the convergence result. We conclude this section by pointing out some qualitative properties of some auxiliary functions
(for i = 0, . . . , m−1) that can be deduced by the convergence established in Propositions 2.2, 2.3 and 2.9, and shall be useful when investigating the asymptotic behavior of the eigenfunctions and eigenvalues related to v p , in next section.
Lemma 2.11. The function z p has exactly m zeros in (0, 1), one in each nodal domain (t i,p , t i+1,p ) of v p , that we denote by ξ i,p as i = 0, 1, . . . m − 1. Moreover ξ i,p is the unique critical point in the nodal domain (t i,p , t i+1,p ) of the function f p , which is strictly increasing in (t i,p , ξ i,p ) and strictly decreasing in (ξ i,p , t i+1,p ).
Here we meant t 0,p = 0 and t m,p = 1.
Proof. The first part of the statement, concerning z p , has been proved in [AG2, Lemma 5.15] . Next it suffices to compute
as r = t i,p , and the second part of the statement follows trivially. In particular ξ i,p > s i,p because in the subset (t i,p , s i,p ) the functions v p and v ′ p have the same sign, so that f ′ p > 0. Lemma 2.12. For every i = 0, . . . m − 1, as p → p M we havẽ
whereξ is the unique maximum point of the function F .
Proof. The convergence off i,p is an immediate consequence of the one of v i,p stated in Propositions 2.9 and 2.3. Notice that while proving Proposition 2.3 we have shown that t i,p M i,p → 0 and t i+1,p M i,p → +∞. Since the function F has only one critical pointξ ∈ (0, +∞), which is its maximum point, it follows that the maximum point off i,p converges toξ. On the other hand it is clear by construction that the maximum point off i,p is ξ i,p M i,p .
Let us also recall an estimate obtained in [DMIP1, Proposition 3.6] for integer values of M that we extend to every value of M . Lemma 2.13. The function f p satisfies 0 ≤ f p (r) ≤ C as r ∈ [0, 1], uniformly w.r.t. p in a left neighborhood of p M .
We report here a slightly different proof, in view of further estimates that we aim to obtain.
Proof. The first assertion of Lemma 2.7 implies that for every r ∈ [0,
Since the function g p are uniformly bounded on [0, +∞) (as p ≥ M M −2 ), it follows that also f p are uniformly bounded on [0, t 1,p ]. Next we know that, for every i = 1, . . . , m − 1 and
As in the previous step it follows that
On the other hand in force of (2.45) we can choose the parameter K in such a way that the maximum point of f p (r) in the interval (
Similar arguments allow also to show the following estimate.
Lemma 2.14. For every ε > 0 there existK =K(ε) > 0 andp =p(ε,K) > 0 such that, denoting by
Proof. To begin with we chooseK > 0 such that
Hereξ is the maximum point of the function F mentioned in Lemma 2.12 and g p M is the same function introduced in the proof of Lemma 2.13, and the choice ofK is possible because
Next (2.46) yields that there exists
i,p ) < ε as p 1 < p < p M and i = 0, . . . m − 1. Then (2.45) yields that there existsp =p(K) > p 1 such that ξ i,p , the unique critical point of f p in the interval (t i,p , t i+1,p ), satisfies
and i = 0, . . . m − 1, for any K >K. Remembering also that f p is increasing in (t i,p , ξ i,p ) and decreasing in (ξ i,p , t i+1,p ) by Lemma 2.11, it follows that
for any K >K, for the same values of p.
The computation of the Morse index
In this section we address to the computation of the Morse index of the nodal radial solution u p of (1.1) when p approaches the threshold p α . By definition the Morse index of u p , that we denote by m(u p ), is the maximal dimension of a subspace of H 1 0 (B) in which the quadratic form
is negative defined, or equivalently, is the number, counted with multiplicity, of the negative eigenvalues in H 1 0 (B) of
Similarly the radial Morse index of u p , denoted by m rad (u p ), is the number of negative eigenvalues of (3.1) in H 1 0,rad (B) , namely the eigenvalues of (3.1) associated with a radial eigenfunction. It has been proved in [AG2, Propositions 3.4, 4 .1] (since p|x| α |u p | p−1 ∈ L ∞ (B) ) that the number of negative eigenvalues of (3.1) in H 1 0 (B) (or in H 1 0,rad (B) ), counted with multiplicity, coincides with the number of negative eigenvalues of the singular eigenvalue problem (B) ). This allows to give this alternative definition of Morse index:
Definition 3.1 (Alternative definition of Morse index). The Morse index of u p is the number, counted with multiplicity of the negative singular eigenvalues Λ i (p) of (3.2) in H 1 0 (B) . Moreover the radial Morse index of u p is the number of negative singular radial eigenvalues
These eigenvalues Λ i (p) are well defined in H 1 0 (B) (by the Hardy inequality) as far as Λ i (p) < N −2 2 2 and have the useful property that can be decomposed as
are the eigenvalues of the Laplace-Beltrami operator on the sphere S N −1 , and Λ rad k (p) are the radial singular eigenvalues of (3.2) which are all simple, see [AG2] where a complete study of the singular eigenvalues and their properties has been done. Further if φ is a radial eigenfunction of (3.2), the function ψ(t) = φ(r) with t = r 2+α 2 is a generalized radial singular eigenfunction of the singular Sturm-Liouville problem
where v p as in (2.2) is a solution to (2.3) as in Section 2 and M = M (α, N ) has been defined in (2.4). These eigenvalues ν i (p) are well defined in H 1 0,M as far as
2 and satisfy
To deal with problem (3.4) we define by L M the Lebesgue space L M := {w : (0, 1) → R measurable and s.t. 
In virtue of an extended radial Hardy inequality for
0,M ⊂ L M and this allows to characterize the eigenvalues ν by the minimization problems
where ψ j for j = 1, . . . , m − 1 denotes an eigenfunction associated with ν j . Every time
2 , the function which attains ν i is a weak solution to (3.4) meaning that (3.7)
for every ϕ ∈ H 1 0,M . These generalized radial singular eigenvalues ν i (p), (associated with v p ) have been studied in [AG2, Subsection 3.1] where it is proved that they are all simple, eigenfunctions associated with different eigenvalues are orthogonal in L M , the only negative eigenvalues of (3.4) are
and satisfy (3.10) for any value of the parameter p. Then (3.5), together with Definition 3.1, implies that m rad (u p ) = m, the number of the nodal zones of u p . Furthermore putting together Proposition 1.5 and Theorem 1.7 from [AG2] we have Proposition 3.2. Let α ≥ 0 and let u p be any radial solution to (1.1) with m nodal zones. The Morse index of u p is given by
where
stands for the multiplicity of the eigenvalue λ j = j(N +j −2) of the Laplace-Beltrami operator in the sphere S N −1 .
Therefore the asymptotic Morse index of u p as p → p α can be deduced, by the asymptotic behavior of the generalized radial singular eigenvalues ν i (p) and of the related eigenfunctions ψ i,p of (3.4) as p → p M which are associated with the function v p defined in (2.2) and studied in Section 2. This will be the topic of the remaining of this section.
3.1. Asymptotic of the singular eigenvalues ν i (p) for i = 1, . . . , m − 1.
For simplicity of notations in the present subsection and in the next one we shall write ν j (p) instead of ν j (p), and we will denote by ψ j,p ∈ H 1 0,M the corresponding eigenfunction to (3.4) normalized such that
For every i = 0, . . . m − 1 and j = 1, . . . , m we also introduce the rescaled eigenfunctions
where t i,p , t i+1,p are the zeros of v p as in Section 2 and M i,p is as in (2.11), in such a way that 
and v i,p is as defined in (2.10). By the asymptotic of v i,p in Propositions 2.3 and 2.9 we have that
loc [0, ∞) for i = 0 and in C 1 loc (0, ∞) for i = 1, . . . , m − 1, therefore the eigenvalue problems (3.16) have a unique limit problem which is the following (3.19) and admits as nonpositive eigenvalues in the space D M (0, ∞) only the two values β 1 = −(M − 1) and β 2 = 0 with corresponding eigenfunctions
M 2 see the Appendix. We recall that an eigenfunction η is a weak solution to (3.19) if it satisfies (3.21)
Let us prove some useful lemmas, which inherit all the m negative eigenvalues and the related eigenfunctions.
Lemma 3.3. There exist δ > 0 and C > 0 such that for every p ∈ (p M − δ, p M ) we have
for every i = 0, . . . , m − 1 and j = 1, . . . m.
Proof. Using ψ j,p as a test function in (3.7) gives
where f p is as defined in (2.42). Taking advantage from (3.12) one can extract ν 1 (p) getting that
for p near at p M , thanks to Lemma 2.13. Besides, since ν j (p) < 0 for j = 1, . . . , m by (3.8), (3.24) also yields that
So also (3.23) is proved, recalling (3.15).
From the boundedness of the eigenfunctions in (3.23) it is easy to deduce that they converge to eigenfunctions of the limit problem (3.19).
Lemma 3.4. Let j = 1, . . . m and p n a sequence in (1, p M ) with p n → p M . Then there exist an extracted sequence (that we still denote by p n ), a numberν j ≤ 0, a weak solution to (3.19) with β =ν j , say it η, and m numbers A 0 j , . . . Proof. By (3.9), (3.10) and (3.22) it is clear that there is an extracted sequence ν j,pn →ν j ≤ 0. Moreover the normalization (3.14) and the estimate (3.23) imply that ψ i j,p are uniformly bounded in D M (0, ∞) for i = 0, . . . , m − 1. Then, up to another extracted subsequence ψ i j,pn converges to a function η weakly in D M (0, ∞). It is not hard to see that one can pass to the limit in the weak formulation of (3.16), getting that η is a weak solution to (3.19) with β =ν j ≤ 0. Indeed (2.33) and (2.35) ensure that, for every ϕ ∈ C ∞ 0 (0, ∞) and for n sufficiently large, the support of ϕ is contained in (t i,pn M i,pn , t i+1,pn M i,pn ), where (3.16) holds. Moreover ψ i j,pn converges to η also in L 2 M (R −1 , R) as well as in L M (R −1 , R) for every R > 1, by [AG2, Lemma 6.4] . Besides η ∈ D M (0, ∞) and hence η ∈ H 1 M (0, R) for every R > 0, and by [B, VIII. 2] η ∈ C 1 (0, R). If r 1 , r 2 > R −1 > 0 we have
Holder and (3.23)
so the Ascoli Theorem ensures that (up to another extracted sequence) ψ i j,pn → η uniformly in any set of type [R −1 , R]. Next taking advantage from the equation in (3.16) it is easy to get a bound for ψ i j,p in C 2 (R −1 , R) which ensures that it actually converges in C 1 (R −1 , R).
Further when i = 0 we also know that W 0 pn is uniformly convergent (and therefore uniformly bounded) on any set of type [0, R] . Consequently the arguments in [DGG, Lemma 5.9] and [AG2, Proposition 3.9] prove that
. Moreover when j = 1, . . . m − 1 the estimate (3.9) ensures that θ j (p n ) > 1 for every n. Therefore (3.25) states that ( ψ 0 j,pn ) ′ is uniformly bounded also in [0, R], and Ascoli Theorem gives uniform convergence of ψ 0 j,pn in [0, R] as before. The C 1 convergence then follows from the uniform converge of ψ 0 j,pn recalling that integrating (3.16) and using (3.25) one easily gets
Remark 3.5. Since the eigenvalues and eigenfunctions of the limit problem (3.19) are known, an immediate consequence of Lemma 3.4 is that or A i j = 0 for every i = 0, . . . , m − 1, orν j takes one of the values −(M − 1) and 0, and η = η 1 (if ν j = −(M − 1)) or η = η 2 (ifν j = 0). Further when j = 1, . . . m − 1 the inequality (3.9) ensures thatν j = −(M − 1) and therefore η = η 1 . Concerning j = m, the corresponding inequality (3.10) leaves open also the possibilityν m = 0 and η = η 2 .
The previous remark put in evidence that the eigenvalue ν m has to be treated separately. We deal by now with the first m − 1 eigenvalues and show that We show here that if (3.26) holds true then (3.27)
where f p is as in (2.42). This is not possible (and so the proof is completed) because repeating the computations in the proof of Lemma 3.3 gives
To check (3.27) we begin by taking any ε > 0, applying Lemma 2.14 and splitting the integral as
where K (and consequently G i,p (K)) is chosen in such a way to satisfy (2.47). So using also (3.14) we obtain
On the other hand exploiting the uniform convergence stated in (3.18) we also have Proof. Let
By (3.12) we have
as p → p M , as well as
as K >K 1 and consequently for any K >K 1 we can chose p 1 = p 1 (ε, K) in such a way that
for every p ∈ (p 1 , p M ). Putting together (3.33) and (3.34) gives the claim.
Corollary 3.9. There exists an index k ∈ {0, 1, . . . m − 1} such that
Since all the m terms m−1 j=1 (A i j ) 2 are nonnegative, at least one among them should satisfy
Such index k will play a role in the proof of next proposition, which is the main result in the present subsection. Moreover, thanks to (3.10), it suffices to check that lim sup
We therefore chose a sequence
passing to an extracted sequence, we may assume w.l.g. that ψ i j,pn → A i j η 1 as i = 0, . . . m − 1 and j = 1, . . . m − 1, in force of Proposition 3.6. To not make notation even heavier, in the following we shall write p, meaning p n . Now the claim follows by producing, for every ε > 0, a family of nontrivial test 35) and recalling the variational characterization (3.6). Let us consider the index k in Corollary 3.9 and define
where Φ ∈ C ∞ 0 (0, ∞) is a cut-off function with 0 ≤ Φ(r) ≤ 1, for every r ∈ [0, ∞), and η 1 as defined in (3.20) . Here R is a parameter to be suitably chosen, depending on ε. Since we will send p → p M , thanks to (2.33) and (2.35) we may take w.l.g. that (3.39) t k,p M k,p < (2R) −1 < 2R < t k+1,p M k,p ≤ M k,p .
Next using (3.12) and the definition of a j,p , a j,p in the second and third integrals gives (3.40). Further Claim 2: We conclude the proof by showing that for every ε > 0 it is possible to chose R and the cut-off function Φ satisfying (3.36)-(3.38) in such a way that
To begin with
Nondegeneracy and small perturbations
In this section we address to the nondegeneracy of radial solutions to (1.1) when p approaches p α and we prove Theorem 1.3 and its consequence Theorem 1.4. We recall that a solution u to (1.1) is said nondegenerate if the linearized operator at u, L u , does not admit zero as an eigenvalue in H 1 0 (B) , and hence if the linearized equation at u, namely (4.1) −∆ψ = p|x| α |u| p−1 ψ in B, ψ = 0 on ∂B, does not admit any nontrivial solution in H 1 0 (B) . Degeneracy can be computed by analyzing the singular Sturm-Liouville eigenvalue problem related to the transformed function v p introduced in (2.2) as in the previous section. Indeed degeneracy of radial solutions to (1.1) has been characterized in [AG2] using the singular negative radial eigenvalues ν k (p), defined in (3.6), for k = 1, . . . , m. Putting together Theorems 1.6 and 1.7 in [AG2] we obtain Proposition 4.1. Let α ≥ 0 and p ∈ (1, p α ). A radial solution u p to (1.1) with m nodal zones is radially nondegenerate and it is degenerate if and only ν k (p) = − 2 2 + α 2 j(N − 2 + j) for some k = 1, . . . , m and for some j ≥ 1.
Therefore the asymptotic nondegeneracy of u p as p → p α can be deduced, via the transformation (2.2), by the asymptotic behavior of the radial singular eigenvalues ν k (p) as p → p M . Indeed by the analysis performed in Section 3 we have:
Proof of Theorem 1.3. Let us denote by g(s) the decreasing function g(s) := −s(N − 2 + s), s ≥ 0.
By Proposition 4.1 u p is degenerate if and only if there is some k = 1, . . . , m such that (4.2) 2 + α 2
As said before the nondegeneracy of u p has important applications. Among them, we mention a procedure introduced by Davila and Dupaigne in [DD] which allows to deduce existence results in domains which are perturbations of the ball. We quote also [C] and [AGG] for applications to the Hénon problem and to nodal solutions annular domains, respectively. Let σ :B → R N be a smooth function and let Ω t := {x + tσ(x) : x ∈ B}.
We want to find solutions to (4.4) −∆u = |x| α |u| p−1 u in Ω t , u = 0 on ∂Ω t ,
For small values of t, the set Ω t is diffeomorphic to B and hence there exists σ :Ω t → R N such that x = y + tσ(y) for every x ∈ B and every y ∈ Ω t . It was noticed in [C] that if u(y) is a classical solution to (4.4) then w(x) = u(y) is a classical solution to : w |∂B = 0}, is of class C 1 for γ small enough, and clearly F (0, u p ) = 0, where u p is the radial solution to (1.1). Moreover D w F (0, u p ) (the Fréchet derivative of F with respect to w ∈ C 2,γ 0 (B) computed at (0, u p )) is nothing else than the linearized operator L up , which is invertible for p >p appearing in the statement of Theorem 1.3, because its kernel is made up by the solutions of the linearized problem (4.1). So the Implicit Function Theorem applies giving a continuum of functions w t ∈ C 2,γ 0 (B) such that F (t, w t ) = 0. In particular u t (y) := w t (x) is a solution of (4.5), it has exactly m nodal zones and its nodal curves does not intersect the boundary, at least for small t, thanks to the continuity of the maps t → w t ∈ C 2,γ 0 (B) and x → x + tσ(x).
Appendix
In the paper [Gi] Gidas studied with a phase plane analysis the problem 2 . When N is an integer it has later been proved that only case a) and b) can occur. This analysis does not need N to be an integer and indeed shows that the unique solutions to problem (2.14)
