Abstract. We introduce a new parameterized complexity method based on an Integer Linear Programming (ILP) approach developed by H.P. Williams (1976, 1988, 1992) 
Introduction
The notion of resiliency measures the extent to which a system can tolerate modifications to its configuration and still satisfy given criteria. An organization might, for example, wish to know whether it is able to split a set of users into a set of teams, in the presence of certain constraints, even if up to s users are unavailable. Intuitively, a naive solution to a resiliency problem is likely to be exponential; in the example above, we could simply consider every subset of the user population from which up to s users has been removed to see whether a solution exists. However, a resiliency problem typically has several parameters and, in instances of the problem of practical interest, some of those parameters will be small relative to the others. Hence it is natural to consider whether fixed-parameter tractable algorithms can be found for resiliency problems.
In previous work [1] , we analyzed the parameterized tractability of the Resiliency Checking Problem (RCP), which takes five parameters n, p, s, d and t (described in more detail in Section 4). 1 It is assumed that n is large, relative to the other four parameters [13] . Using wellknown tools, such as Lenstra's Integer Linear Programming theorem [12] , d-Expansion [3] lemma, and polynomial and FPT reductions [3, 5] , we were able to determine the complexity of RCP (fixed-parameter tractable, in XP, W [2] -hard, para-NP-hard or para-coNP hard) for all but two combinations of p, s, d and t.
In this paper, we show that RCP parameterized by p (and by p and t) is FPT, resolving the open questions raised by our earlier work. To do so, we introduce a new method in parameterized complexity, based on an ILP approach developed by Williams [16] [17] [18] , using Fourier-Motzkin elimination for Linear Programming [4] .
Our method, and its use of ILP, allows us formulate resiliency questions for other parameterized problems and establish the complexity of answering those questions. To illustrate the fact that our techniques might be useful for different kinds of resiliency problems, we apply our method to an extension of the Closest String problem, a problem arising in computational biology. Informally, Closest String asks whether there exists a string that is "sufficiently close" to each member of a set of input strings. We modify the problem so that the input strings may be "unreliable" -due to transcription errors, for example -and show that this "resiliency" version of Closest String is FPT when parameterized by the number of input strings. This is a generalization of a result due to Gramm et al. for Closest String which was proved using Lenstra's theorem [7] .
Brief Description of Our Approach. Questions of ILP feasibility are typically answered by finding an integral assignment to variables x satisfying Ax ≤ b. Thanks to Lenstra's theorem [12] , this problem can be solved in O(f (n)L O(1) ) time and space, where f is a function of the number of variables n only, and L is the size of the integer program. (Subsequent research has obtained an algorithm with the above running time with f (n) = n O(n) and using polynomial space [6, 10] .) In the language of parameterized complexity, this means that ILP Feasibility is FPT parameterized by the number of variables. For more details on this topic, we refer the reader to [3, 5] .
In our case, we will add another set of variables z, which can be seen as "resiliency variables". We now consider the following ILP:
The two last inequalities are called the resiliency part of the ILP. The goal is to decide, given any integral assignment to variables z satisfying inequalities (2) , whether the ILP is feasible. Our main result is that this problem is FPT when parameterized by the number of variables, constraints and the maximum value of the coefficients of the ILP. While this parameterization may look rather strong at the first sight, we stress, as in the recent result for Integer Quadratic Programming [14] , that the right-hand sides of the considered ILP are not part of it. This fact makes the problem non-trivial from the parameterized point of view, since it may seem necessary to go through every possible assignment of z to solve the resiliency problem, and the number of such assignments generally depends on the values of the right-hand sides of the ILP. Hence, while a naive algorithm would try every possibility for the resiliency variables, we propose in this paper an efficient algorithm assuming that our parameter is small. Moreover, as a generalization of ILP feasibility, our problem is already NP-hard for instances with 0-1 coefficients only. Our method offers a generic framework to capture many situations. Firstly, it applies to ILP, a general and powerful model for representing many combinatorial problems. Secondly, the resiliency part of each problem can be represented as a whole ILP with its own variables and constraints, instead of, say, a simple additive term. Hence, we believe that our method can be applied to many other problems, as well as many different and intricate definitions of resiliency.
Organization of the Paper. In Section 2.1 we introduce necessary notation. In Section 2.2 we prove an important technical result (Lemma 2) using work of Williams [16] [17] [18] . Section 3 introduces ILP resiliency and our method for proving fixed-parameter tractability of parameterized resiliency ILPs. We establish the fixed-parameter tractability of RCP parameterized by p in Section 4. In Section 5, we introduce a resiliency version of Closest String Problem and prove that it is FPT. We conclude the paper in Section 6, where we discuss related literature.
Preliminaries

Notation
Throughout the paper, we write [d] to denote {1, . . . , d} for any integer d ≥ 1. Let X be a finite set of variables. We say that γ is an atomic formula if it is either a (linear) inequality or congruence relation 2 involving variables from X. Thus, an inequality is of the form
while a congruence relation is of the form
, and e ∈ N. Then, a formula is a combination of atomic formulas, using binary operators such as disjunction (∨), conjunction (∧) and the unary operator representing negation (¬). We define a System of Linear Inequalities and Congruences (SLIC) to be a conjunction of atomic formulas. Given a SLIC S and using the notation above, the set of a j , c j , j ∈ [n] from all atomic formulas of S will be called the coefficient set, the set of b, d from all atomic formulas of S will be called the right-hand side set, and finally the set of e from all congruence relations of S will be called the modulus set. An Integer Linear Program (ILP) is a SLIC in which all atomic formulas are inequalities. Given a set of variables X, an integral assignment of X is a function σ : X → N. Given a formula S (e.g. a SLIC) defined over the set of variables X, we say that an integral assignment σ of X satisfies S if the evaluation of the formula w.r.t. σ is true, in which case we will write σ |= S. For the sake of convenience, we will sometimes represent an integral assignment as a set of individual assignments σ = {x 1 → v 1 , . . . , x n → v n } for (v 1 , . . . , v n ) ∈ N n . Let S be a SLIC. Then |S|, coef (S) and mod(S) denote respectively its number of atomic formulas, the maximum value of its coefficients, and the maximum value of its moduli. Finally, we define κ(S) = |S| + coef (S) + mod(S).
Elimination of a Variable Based on the Fourier-Motzkin Elimination
We now describe the key ingredient of our algorithm, which will be used in order to eliminate a variable from a SLIC. It is based on the Fourier-Motzkin elimination step for (non-integer) linear programs [4] . The approach described below also makes use of work by Williams [16] [17] [18] on the elimination of integer variables. However, Williams [16] [17] [18] did not provide any upper bounds on the size of the system and values of coefficients and moduli, which we require in our FPT analysis. We establish these bounds in Lemma 2. Proof of Lemma 1, however, follows from arguments in [17] . Lemma 1. Let X be a set of variables, and x ∈ X. Let us consider the following three atomic formulas:
where s, t and u are linear combinations (with coefficients in Z) involving variables from X \ {x}, and p 1 , p 2 , p 3 , k are positive integers. For h ∈ {0, . . . , kp 2 p 3 − 1}, we define:
Proof. The idea is to combine inequalities (4) and (5) to get an equivalent system:
By substituting p 1 p 2 p 3 x by y, we have
Then, using the Generalized Chinese Remainder Theorem described in [17, Section 2], we can rewrite congruences (10) and (11) as
Taking p 1 p 2 u from both sides of the inequalities in (9), and setting z = y − p 1 p 2 u, we have
Then, inequalities in (12) are satisfied by an integral assignment if and only if there exists h ′ ∈ {0, . . . , kp 1 p 2 p 3 − 1} such that:
By setting h = h ′ p1 , atomic formulas (14) and (15) give, for h ∈ {0, . . . , kp 2 p 3 − 1}:
By construction, given an integral assignment σ of X \{x}, one can check that we have σ |= (q h ∧c h 1 ∧ c h 2 ) for some h ∈ {0, . . . , kp 2 p 3 −1} if and only if there exists v ∈ N such that σ∪{x → v} |= (q∧ℓ∧c), as desired.
We now use this lemma to eliminate a variable x ∈ X from a SLIC. However, as we can see, Lemma 1 implicitly transforms a SLIC into the disjunction of several SLICs. This explains why we will now consider a disjunction of SLICs. Here again, the proof of the following lemma uses arguments of [17, Section 3] . (As we noted earlier, the main difference is that we now establish the running time of the transformation and size of the obtained systems.) Lemma 2. Let S be a SLIC over a set of variables X, and let x ∈ X. We can, in FPT time parameterized by κ(S), compute a disjunction of SLICs
is upper bounded by a function of κ(S) only; 2. x does not appear in any atomic formula of S ′ ( i.e. the corresponding coefficients are 0); 3. for an integral assignment σ of X \ {x}, we have σ |=Ŝ i for some i ∈ [r] if and only if there
Proof. Let L be the conjunction of inequalities of S in which x has a negative coefficient, R be the conjunction of inequalities of S in which x has a positive coefficient, C be the conjunction of congruence relations in which x has a coefficient different from 0, and finally, let O be the conjunction of all atomic formulas of S different from those of L, G and C. We thus have S = O ∧ L ∧ R ∧ C. We may assume, with a slight modification of S, that C = {c}, and that in c, the modulus is a multiple of the coefficient of x. The first modification comes from the application of the Generalized Chinese Remainder Theorem, while the second uses the Extended Euclidean Algorithm, which allows us to replace a congruence relation vx ≡ w mod m by the following two relations
Here, µ ∈ Z is such that µv + ηm = gcd(v, m) for some η ∈ Z (µ and η can be found by the Extended Euclidean Algorithm). Details of such transformations are described in [17] . Observe that the coefficients and moduli of the transformed SLIC are upper bounded by a function of κ(S) only, and the number of relations eventually gets increased by one. Hence we may assume that the SLIC in the statement of the lemma is as described previously. Let L = ℓ 1 ∧ . . . ℓ |L| and G = g 1 ∧ · · · ∧ g |G| . For all i ∈ {1, . . . , |G|} and all j ∈ {1, . . . , |L|}, we thus have
where s i , t j , u are linear combinations involving variables from X \ {x} and right hand sides, and p i 1 , p j 2 , p 3 , and k are positive integers depending on the coefficients of S only. We now distinguish two cases.
-Case 1: L and G are non-empty. Let i ∈ {1, . . . , |G|}, j ∈ {1, . . . , |L|}. Using Lemma 1, we construct, for all h ij ∈ {0, . . . , kp as follows:
Then, we define
Then, by transforming the term in brackets into disjunctive normal form, we get the equivalent formulation Ω ′ of Ω with
where |Λ| and |Γ | are functions of |G| + |L| + coef (S) + mod(S) only (i.e. a function of κ(S) only) and ω γ λ is an atomic formula, for all λ ∈ Λ and all γ ∈ Γ . Finally, let us define, for all λ ∈ ΛŜ
which is, by definition, a SLIC. Also observe that variable x does not appear inŜ λ , for all λ ∈ Λ. It only remains to prove condition 3. Suppose first that S is satisfied by an integral assignment σ of X. Observe that by construction, it is sufficient to prove that Ω is satisfied by σ ′ the restriction of σ to X \ {x}). Clearly, every atomic formula o ∈ O is satisfied, since it also appears in S. Now, for all i ∈ {1, . . . , |G|} and all j ∈ {1, . . . , |L|}, we have that g i ∧ ℓ j ∧ c is satisfied. By Lemma 1, it means that there exists h ij ∈ {0, . . . , kp
is satisfied as well by σ ′ . Suppose now that σ ′ is an integral assignment of X \ {x} such thatŜ λ is satisfied for some λ ∈ Λ, which implies that Ω is satisfied. Let i * = arg max{ : j ∈ {1, . . . , |L|}}. By definition of Ω, there exists h ∈ {0, . . . , kp
is satisfied. Hence, by Lemma 1, it means that there exists v ∈ N such that σ ′ ∪ {x → v} satisfies g i * ∧ ℓ j * ∧ c. By definition of i * and j * , observe that this assignment satisfies g i , ℓ j for all i ∈ {1, . . . , |G|} and all j ∈ {1, . . . , |L|}. Since, as above, O is also satisfied, σ ′ ∪ {x → v} satisfies S, which concludes this case.
-Case 2: L (resp. G) is empty. Here, we simply remove L (resp. G), and replace the eventual atomic formula c ∈ C described as above by c ′ := (0 ≡ u mod p 3 ). LetŜ be the obtained SLIC and S ′ =Ŝ. Clearly, conditions 1 and 2 are satisfied. Then, if there exists an integral assignment satisfying S, then it also satisfiesŜ. Finally, let σ be an integral assignment of X \ {x} satisfyinĝ S. We only deal with the case where L is empty, the other case being very similar. Observe that σ ∪ {x → v} satisfies S with v = ⌈max{ 
Testing Resiliency of SLICs (and ILPs)
Let S be a SLIC with variable set X, and A ⊆ X. We denote by F A the conjunction of atomic formulas of S involving only variables from A. Definition 1. We say that S is A-resilient if, for every integral assignment σ A of A satisfying F A , there exists an integral assignment σ of X \ A such that (σ A ∪ σ) |= S. Theorem 1. Let S be a SLIC with variables X, and A ⊆ X. Deciding whether S is A-resilient is FPT parameterized by κ(S) + |X|.
Proof. The first step of our algorithm is to eliminate all variables of X\A from S, using Lemma 2. We can thus obtain, in FPT time parameterized by κ(S) + |X|, a disjunction of SLICs S ′ =Ŝ 1 ∨ · · · ∨Ŝ r such that κ(S ′ ) is a upper bounded by a function of κ(S) only. The crucial observation is that now, by Lemma 2, S is A-resilient if and only if for every integral assignment σ A of A satisfying F A , we have σ A |=Ŝ i for some i ∈ [r] (note that variables of X \ A are no longer in S ′ , and thus Definition 1 can be simplified). We now aim at deciding whether S is not A-resilient. To that aim, it is sufficient to find a valid assignment σ A of A which satisfies F A and Φ, where
Observe that by Lemma 2, Hence, Φ is actually equivalent to
which is itself upper bounded by a function of κ(S) + |X| only (note that in order to bound the number of atomic formulas in (21), it is crucial that the modulus of the SLIC obtained by Lemma 2 is upper bounded by a function of our parameter only, which is ensured by condition 1 of the lemma). We now rewrite Φ ′ into disjunctive normal form, obtaining
with |Λ| + |Γ λ | upper bounded by a function of κ(S) + |X| only. Recall that we aim at finding an integral assignment σ A of A satisfying F A and Φ ′′ . For every λ ∈ Λ, we set
Then it is sufficient to test the existence of an integral assignment σ λ A of A satisfying Φ λ for some λ ∈ Λ. Finally, observe that for all λ ∈ Λ, Φ λ is a SLIC with κ(Φ λ ) upper bounded by a function of κ(S) + |X|. We are now able to solve these SLIC independently, by eliminating all variables from A using Lemma 2 once again. We end up, for every λ ∈ Λ, with a disjunction of SLICs involving only constant terms, whose correctness can be tested in FPT time parameterized by κ(S) + |X|. In case of a positive answer for some λ ∈ Λ, it means, by the previous arguments, that S is not A-resilient and vice versa, which concludes the proof.
Resiliency Checking Problem
Access control is an important topic in computer security and is typically achieved by enforcing a policy that specifies which users are authorized to access which resources. Authorization policies are frequently augmented by additional policies, articulating concerns such as separation of duty and resiliency. The Resiliency Checking Problem (RCP) was introduced by Li et al. [13] and asks whether it is always possible to allocate authorized users to teams, even if some users are unavailable.
Definition of the Problem
Given a set of users U and set of resources R, an authorization policy is a relation UR ⊆ U ×R; we say u is authorized for resource r if (u, r) ∈ UR. For a user u ∈ U , we define N UR (u) = {r ∈ R : (u, r) ∈ UR}, the neighborhood of u; by extension, for V ⊆ U , we define N UR (V ) = u∈V N UR (u), the neighborhood of V . Thus N UR (u) represents the resources for which u is authorized, and N UR (V ) represents the resources for which the users in V are collectively authorized. We will omit the subscript UR if the authorization policy is clear from the context.
Given an authorization policy UR ⊆ U ×R, an instance of the Resiliency Checking Problem (RCP) is defined by a resiliency policy res(P, s, d, t), where P ⊆ R, s ≥ 0, d ≥ 1 and t ≥ 1. We say that UR satisfies res(P, s, d, t) if and only if for every subset S ⊆ U of at most s users, there exist d pairwise disjoint subsets of users V 1 , . . . , V d such that for all i ∈ {1, . . . , d}:
In other words, UR satisfies res(P, s, d, t) if we can find d disjoint groups of users, even if up to s users are unavailable, such that each group contains no more than t users and the users in each group are collectively authorized for the resources in P . Thus, we define RCP as follows:
In the remainder of this section, we set p = |P |. Given an instance of RCP, we say that a set of d pairwise disjoint subsets of users V = {V 1 , . . . , V d } satisfying conditions (23) and (24) is a set of teams. For such a set of teams, we define
Finally, a set of users S ⊆ U is called a blocker set if for every set of teams V = {V 1 , . . . , V d }, we have U(V ) ∩ S = ∅. Equivalently, observe that S is a blocker set if and only if UR| U\S does not satisfy res(P, 0, d, t).
Fixed-Parameter Tractability of RCP
The goal of this section is to prove the following: Theorem 2. RCP is FPT parameterized by p.
Proof. Throughout the proof, UR ⊆ U × R, P ⊆ R, s ≥ 0, d ≥ 1 and t ≥ 1 will denote an input of RCP.
Without loss of generality, we may assume P = R and N (u) = ∅ for all u ∈ U . For all N ⊆ P , let U N = {u ∈ U : N (u) = N } (notice that we may have U N = ∅ for some N ⊆ P ).
Roughly speaking, the algorithm relies on the fact that in order to construct a set of teams or a blocker set, it is sufficient to know the size of its intersection with U N , for every N ⊆ P .
Let us define the following set whose elements will be called configurations.
Then, for any N ⊆ P , we denote the set of configurations involving N by C N . That is
Observe that since we assume t ≤ p, we have |C| = O(2 p 2 ). The link between sets of teams and configurations comes from the following definition: given a set of teams V , we say that a team T ∈ V has configuration c ∈ C if c = {N (u), u ∈ T }. In other words, c represents the distinct neighborhoods of users of T in P .
We define an ILP L over the set of variables X ∪ Z, where X = {x c : c ∈ C} and Z = {z N : N ⊆ P }, with the following inequalities:
Observe that κ(L) + |X| + |Z| is upper bounded by a function of p only. The idea behind this model is to represent a set S of at most s users by variables Z (by deciding how many users to take for each set of users U N , N ⊆ P ), and to represent a set of teams by variables X (by deciding how many teams will have configuration c ∈ C). Then, inequalities (27) will ensure that the set of teams does not intersect with the chosen set S. However, while we would be able to solve L in FPT time parameterized by p by using, e.g., Lenstra's ILP Theorem, the reader might realize that doing so would not solve RCP directly. Nevertheless, the following result establishes the crucial link between this system and our problem. Proof. Let us denote by L Z the ILP consisting only of inequalities involving variables Z, i.e. inequalities (26) and (28). Suppose first that res(P, s, d, t) is satisfiable, and let σ Z be an integral assignment for Z such that σ Z |= L Z .
We now define a set of users S by picking, in an arbitrary manner, σ Z (z N ) users in U N , for each N ⊆ P (since σ Z (z N ) ≤ min{s, |U N |}, such a set S must exist). Since S is a set of at most s users, there exists a set of teams V = {T 1 , . . . , T d } such that U(V ) ∩ S = ∅. Then, for each c ∈ C, let σ X (x c ) be the number of teams of V having configuration c. Clearly we have σ X (x c ) ∈ {0, . . . , d} and c∈C σ X (x c ) = d, and thus inequalities (25) and (29) are satisfied. Then, for all N ⊆ P , we may assume w.l.o.g. that |T i ∩ U N | ≤ 1 for all i ∈ {1, . . . , d}. Hence c∈CN σ X (x c ) equals |U(V ) ∩ U N |, which is the number of users of U N involved in some teams of V . Since U(V ) ∩ S = ∅, we have
, and thus inequalities (27) are also satisfied for every N ⊆ P .
Conversely, let S ⊆ U , |S| ≤ s. For each N ⊆ P , define σ Z (z N ) = |S ∩ U N |, which is thus an integral assignment of variables Z satisfying L Z . Hence, there exists a valid assignment σ X such that σ Z ∪ σ X |= L. Then, for c = {N 1 , . . . , N b } ∈ C, b ≤ t, consider a set of users T consisting of a user chosen arbitrarily in U Ni for each i ∈ [b] . By definition of a configuration, T is a team. Then, since for all N ⊆ P , we have, by inequalities (27), that it is possible to construct σ X (x c ) pairwise disjoint such team for each c ∈ C, each having an empty intersection with S. In other words, for every S ⊆ U , |S| ≤ s, there exists a set of teams V (and V contains at least d teams, thanks to inequality (25)) such that U(V ) ∩ S = ∅, and thus res(P, s, d, t) is satisfiable.
Resiliency in the Context of the Closest String Problem
In the Closest String problem, we are given a collection of k strings s 1 , . . . , s k of length L over a fixed alphabet Σ, and a non-negative integer d. The question is whether there exists a string s (of length It is common to represent an instance of the problem as a matrix C with k rows and L columns (i.e. where each row is a string of the input), hence, in the following, the term column will refer to a column of this matrix. As Gramm et al. [7] observe, as the Hamming distance is measured columnwise, one can identify some columns sharing the same structure. Indeed, let Σ = {ϕ 1 , . . . , ϕ |Σ| }. It is shown in [7] that after a simple preprocessing of the instance, we may assume that for every column c of C, ϕ i is the i th character that appears the most often (in c), for i ∈ {1, . . . , |Σ|} (ties broken w.r.t. the considered ordering of Σ). Such a preprocessed column will be called normalized, and by extension, a matrix consisting of normalized columns will be called normalized. One can observe that after this preprocessing, the number of different columns (called column type) is bounded by a function of k only, namely by the k th Bell number B k = O(2 k log 2 (k) ). The set of all column types is denoted by T . This observation leads [7] to prove that Closest String is FPT parameterized by k, using an ILP with a number of variables depending on k only, and then applying the celebrated Lenstra's Theorem [12] .
Adding Resiliency
There exist several ways in which we might define a notion of resiliency for the Closest String problem. We now describe a general setting which can be solved by our framework. Roughly speaking, we will allow some columns of the instance to change, as well as some columns to be added to the input. The motivation for such a definition of resiliency comes from the introduction of experimental errors, which may change the input strings [15] . While a solution of the Closest String problem tests whether the input strings are consistent, the Resiliency Closest String problem asks whether these strings will remain consistent after some small change. Before defining formally the problem, we need to introduce some notation.
In the following, C denotes a normalized k × L matrix of elements of Σ, i.e. an instance of the problem. Let L a ∈ N, and A be a normalized k × L a matrix of elements of Σ. We denote by C ⊕ A the k × (L + L a ) matrix obtained by appending the columns of A to those of C (in other words, the first L columns of C ⊕ A are from C, while the L a last columns are from A). Then, suppose that L a ≤ L, and let I = {ℓ 1 , . . . , ℓ La } ⊆ [L]. We will denote by C ⊗ I A the matrix obtained by replacing, for each i ∈ {1, . . . , L a }, the ℓ 
