Background
In October 2017, Yuri Matiyasevich visited Jacobs University in Bremen, Germany. During his short stay, he gave a few talks on Hilbert's tenth problem and his negative proof of the problem. He was interested in a formal verification of the proof. And as a result of his visit, we as a small group of undergraduate students developed into the Hilbert-10 research group at Jacobs University Bremen under the supervision of Yuri Matiyasevich and Prof. Dierk Schleicher.
Hilbert's Tenth Problem and the DPRM Theorem
David Hilbert formulated the problem as follows: "Given a Diophantine equation with any number of unknown quantities and with rational integral numerical coefficients: To devise a process according to which it can be determined in a finite number of operations whether the equation is solvable in rational integers."
Here, "rational integers" refer to integers in the normal sense and "Diophantine" can be simply replaced by "polynomial" since the other conditions in the statement already make it so. Further, "process" comes close to our modern understanding of an "algorithm." And before anything else, we should have a formal definition of an algorithm. One of the conventional ways of doing this, is via a Turing machine. An algorithm, then, can be described as a state table the encodes the transitions and start and halting conditions for a Turing machine that executes it. Matiyasevich's proof presented in [1] uses register machines, which are equivalent to Turing machines.
In 1948, Martin Davis conjectured that every recursively enumerable set is Diophantine. We first define a few things to understand this equivalence.
Definition 1 (Recursively enumerable set).
A recursively enumerable set is a set A such that there exists an algorithm that halts at exactly the members of A. In the case of register machines, it is equivalent to say that A is accepted by some register machine.
A related notion is that of a recursive or computable set. We call a set recursive or computable if there exists an algorithm that terminates (in finite time) only on inputs form this set. One then calls a set S computable if and only if there is a (total) computable function f (x) such that
The notion of a computable function is informal -it is just a function whose value can be obtained using an "effective procedure". However, one can formalize this notion using other equivalent modes of computations like register machines or Turing machines.
Definition 2 (Diophantine equation).
A Diophantine equation is a polynomial equation with integer coefficients and unknowns.
Note that integer coefficients and unknowns can be further reduced to natural numbers 4 . Consequently, this project is only concerned with natural numbers. If not explicitly stated otherwise, all variables, parameters and coefficients will be non-negative.
Definition 3 (Diophantine set).
A Diophantine set is a subset A of N i for some i such that there exists j and a Diophantine equation D(x, y) = 0 with
Furthermore, a Diophantine equation can be generalised by including exponentiation, i.e. the exponents are allowed to be unknowns. instance, x y+z x = 0 is a valid exponential Diophantine equation. Consequently, one can define exponential Diophantine sets using an exponential Diophantine equation. Note that subtraction is not allowed in the exponent in order to make sure the equation always has an integer value.
If a set is Diophantine, then we can find a Diophantine equation to "encode" that set. The set of squares is a simple example: it can be encoded by the equation x − y 2 = 0. Since relations (or functions) are also sets, we can use Diophantine equations to encode certain relations. One of them is the exponential relation R exp : ∀a, b, c, (a, b, c) ∈ R exp ⇐⇒ a = b c . One can show that if R exp is Diophantine, then exponential Diophantine sets are Diophantine [1] .
Recursive, or computable, sets are a proper subset of recursively enumerable sets 5 . Since Davis's conjecture implies that there exists a Diophantine set that is not computable, there can be no general algorithm to determine whether a Diophantine equation solutions in the integers. In other words, Hilbert's tenth problem has a negative solution if Davis's conjecture is true.
In 1950, Julia Robinson proved is there is a Diophantine set if there exists a Diophantine set R ⊂ N 2 for which there is a function showing roughly exponential growth, then R exp is Diophantine.
In a 1961 paper, Martin Davis, Hilary Putnam and Julia Robinson showed that every recursively enumerable set is exponential Diophantine. [2] Hence, the only step missing from proving Davis's conjecture is to find a Diophantine function that satisfies the Robinson predicates.
In 1970, Yuri Matiyasevich found the missing puzzle piece and thus proved Davis's conjecture, which is now usually known as the Davis-Putnam-RobinsonMatiyasevich (DPRM) theorem.
Theorem 1 (DPRM).
All recursively enumerable sets are Diophantine.
In [1] , Matiyasevich uses a slightly different approach from the original proof that makes it more suitable for formalisation.
Formalisation of Matiyasevich's Proof of the DPRM Theorem
The proof can be split into three broad parts: number-theoretical prerequisites, showing that exponentiation is Diophantine, and finally showing that a register machine can be simulated using exponential equations. These three parts correspond respectively to chapters two, three, and four in [1] -the main paper we follow for our formalisation. Matiyasevich first shows that that exponentiation is Diophantine i.e. there exists a suitable polynomial P with the property:
He next shows that the halting condition of a register machine can be written as an exponential equation. Together, these two statements give us the required result: All listable sets are Diophantine and, consequently, there does not exist a general algorithm to determine whether a Diophantine equation has solutions in the integers.
Number-theoretical prerequisites
To begin, note that intersections and unions of Diophantine sets of same dimension, inequality, equality, divisibility, and modulo are all Diophantine. Further, also the conjunction and disjunction operators are Diophantine. That is any of the aforementioned operations can be expressed with a polynomial. Consider for example the union of the two Diophantine sets A and B. Then,
Also note that a set A is Diophantine if one can find a system of polynomial equations
that have solutions whenever a ∈ A.
After having stated that these operators are Diophantine, we will now continue with some prerequisites that will facilitate describing register machines later. It is often convenient to work with the positional notation of a number a in some base b with the digits a k i.e.
where only finitely many a k are non-zero.
We implement this first as a data type that stores the base b as a natural number and the digits a k as numbers in a list. datatype pos = Pos nat "nat list"
We next show that this data type is consistent with the number it represents by first checking if the k-th digits of both the data type a natural number are the same and that a list of numbers in a given base represents the correct number lemma pn_consistency: fixes digits :: "nat list" fixes base :: nat assumes "base > 1" assumes "digits~= []" assumes "pn_digit_smaller_than_base (Pos base digits)" shows "(n = pnval (Pos base digits)) = ((Pos base (hl_clean_zeroes digits)) = (pnconvert n base))" (is "?P = ?Q") lemma pn_digit_equivalence: fixes digits :: "nat list" fixes base k :: nat assumes "base > 1" assumes "pn_digit_smaller_than_base (Pos base digits)"
shows "(d = digit (pnval (Pos base digits)) base k) = (d = (digits!k))" (is "?P = ?Q")
In the particular case when the base b = 2 we consider two important relations -orthogonality and masking. We say that two numbers a and a are orthogonal when
Using a orthogonal function that encodes this behaviour, it can be shown that 
Exponentiation is Diophantine
The first major part of the proof relies on the fact that a second order recurrence (similar to Fibonacci numbers) exhibits exponential growth and that exponentiation can be made Diophantine
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We first consider the sequence defined by 
Once all these components are in place one can show that the relation between numbers a, b and c given by the formula:
is Diophantine by combining all the proprieties of the sequence α b into a system of 15 equations with variables (a, b, c, s, r, u, v, t, w) (for the actual system of equations refer to [1] ). The implication goes in both directions: the system has solutions if relation (4) is satisfied (sufficiency) and, simultaneously, if Eq.4 is satisfied then one can find numbers s, r, t, u, v, w satisfying all the equations in the system (necessity). We have found a Diophantine representation for something that grows exponentially. From here there is a small step to a generalisation of the representation for any exponential relation p = q r .
with m = bq −q 2 −1, b = α q+4 (r +1)+q 2 +2. For the particular cases q = 0, r = 0 and p = 1; and q = 0, 0 < r and p = 0 can be treated separately and then added to the final system of equations using the Diophantine operator conjunction.
The formalisation for this part of the proof is fairly straightforward and only required stating and simply proving the lemmas listed in the paper. For instance the main result (3.23)
of section 3.4 in [1] , can be implemented using the previously defined function alpha:
theorem divisibility_alpha: fixes b k m :: nat assumes "b > 2" and "k > 0" shows "alpha b m mod alpha b k = 0 --> m mod k = 0" (is "?P --> ?Q")
The beginning of the implemented proof has the following form: proof assume Q: "?Q" define n where "n = m mod k" from Q n_def have n0: "n=0" by simp from n0 have Abn: "alpha b n = 0" by simp from Abn divisibility_lemma1 assms(1) assms(2) n_def mult_eq_0_iff show "?P" by simp next assume P: "?P" [.
..] qed
We make use of the predefined template: First, we assume Q and show that it implies P and afterwards assume that Q holds to prove P. This is a very basic and straight forward proof. In order to present a more sophisticated proof we introduce our own data type. It corresponds to 2 × 2 matrices which are used frequently in chapter 3.
datatype mat2 = mat (mat_11 : int) (mat_12 : int) (mat_21 : int) (mat_22 : int)
The functions mat_11, mat_12, mat_21, mat_22 give us access to the individual entries of our 2 × 2 matrices. Using these functions we can formulate a lemma which has a more interesting proof than the previous one. It has no direct correspondence in [1] but is a consequence of equation ( The statement is composed of two sub-statements (abbreviated with ?P n and ?Q n) which are connected with a logical and. The two statements are put in one lemma because the statements depend on each other: In the following proof by induction we need both ?P n and?Q n to prove ?Q (Suc(n)). Furthermore, for one step (Q4) there has to be made a case distinction on m because the case m = 0 has to be treated separately. In the inductive step, ?Q (Suc(n)) and ?P (Suc(n)) are proved independently and put together in a final step to finish the proof.
Simulation of register machines using equations
The second major part of the proof requires a mathematical description of register machines; in particular, it describes a method that can be used to simulate a register machine as a set of exponential equations.
The paper describes a register machine with an arbitrarily large number of registers R1, R2, . . . , Rn. The machine executes a program with instructions labelled S1, . . . , Sm where each Sk can be of the type I Sk : Rl + +; Si II Sk : Rl − −; Si; Sj III Sk : HALT Each of these instructions respectively increase the value of Rl and move to Si; decrease the value of Rl when Rl > 0 and go to Si, else move to Sj; and HALT.
The proof in [1] describes a "protocol" to handle the data of the register machine. This protocol can be viewed as three rectangular tables merged into one. The tables respectively handle the state, register, and zero-indicator data.
Each table has q columns where q is the number of instructions the machine executes before halting. The state table has m rows, one for each state, and the register and zero-indicator tables have n rows. Hence, for the t-th iteration of the machine s k,t represents the k-th state and r l,t the l-th register. The zero-indicator tables contains the "zero indicator" values z l,t such that z l,t = 0 whenever r l,t = 0 and one otherwise (See an example of a protocol chart in section 4.3 of [1] ).
The register machine checks if a given value a belongs to a listable set and halts if and only if this value is accepted. That for a to be accepted by the machine there exists a sequence of state transitions such that s m,q = 1 ∧ s 1,q = ... = s m−1,q = 0.
In [3] Xu, Zhang und Urban describe an implementation of a Turing machine in Isabelle. We use adapt their ideas to implement register machines for our formalisation.
We first describe the state of the machine as its own data type where Add, Sub and Halt respectively refer to the states transitions Rl + +, Rl − −, and Halt
