The recognition of handwritten characters, words, and text arouses great interest today. To develop the best working system is subject of many papers published. With this paper, methods to improve the performance of existing word recognition systems are discussed. The availability of a sufficient data sets for training and testing the system assumed, optimization algorithms are presented. The usage of different feature sets and the combination of different recognizers are proposed. Tests with Arabic handwriting recognition systems using the reference IfN/ENIT-database show the usefulness of the proposed methods. An improvement of the recognition rate of up to 28% of the best single system is achieved.
Introduction
Handwritten character and word recognition systems have achieved a considerable improvement over the past years. Many different methods and algorithms to recognize isolated handwritten digits [17] , characters [14, 15] , and whole words [6] have been developed and tested for many different languages.
Usually a character or word recognition process is presented as a sequence of different steps. It begins with a pre-processing step, including segmentation and noise reduction, followed by a feature extraction used for the calculation of a description of a word. The extraction of these features is a difficult task with two aims: firstly, to identify the relevant features, and secondly, to find all of them. This step is a source of recognition errors as well as a potential research filed for improving the performance of classification methods.
The subsequent step in the recognition process is the classifier itself. The problem of recognizing a handwritten word as a whole can be considered as a sequence of decisions where feature vectors are grouped into smaller "decision units", e.g. characters, and sequentially recognized. The sequence of these "decision units" represents the unknown word. To solve such a recognition problem, different classification methods are used. Using more than one classifier may increase the ambiguity by choosing an appropriate classifier for a given application. However, we show in the second part of this paper, how to use the availability of different classifiers to implement a new high-performance classifier.
Some other possible processing steps which can be used to improve the recognition process are: The realization of a system without the explicit use of a lexicon and the integration of post-processing modules, like linguistic methods. The selection of training and testing data is also a very important task. The data must be relevant to the task and sufficient to train all parameters of the classifier, accompanied by another data set to test the quality of the realized system. Standard and available databases are one important reason to validate and compare recognition systems [13] .
In this work how to improve a handwriting recognition system using different simple and state-of-the-art feature sets and combining different classification approaches is discussed. Section 2 provides a description of four feature extraction algorithms used in the comparisons of recognition performance experiments. In Section 3, some basic definitions of different combination rules are presented. Section 4 gives a description of used data, information about the classifiers which are used for the combination tests, and a detailed discussion of the test results. Concluding remarks are presented in Section 5.
Feature Extraction
The feature extraction step selects and prepares data which is used by a classifier to achieve the recognition task. In our case, we use Hidden Markov Models (HMMs), which require temporal information about the input data. This information is unavailable in images of handwritten words to be recognized, so it must be simulated. A common method is the sliding window technique for the extraction of the offline features. The window scans the input image from right to left or left to right depending on the writing direction. The size of the window and the overlap between consecutive windows are system parameters. This technique of feature extraction is typically used in HMM based systems for the recognition of off-line text and is also employed for multiple types of off-line features.
Three off-line methods of feature extraction and one online method are used in this work. The choice of these features is based on a state-of-the-art study. The different features were used successfully in different applications in handwriting recognition.
Pixel Values
The pixel values were used in [3] in conjunction with a word normalization method. We retrieve these values from normalized images and apply a Karhunen-Loéve-Transformation (KLT) to reduce the number of features used by the system. We use 150 values chosen from the initial vector, composed of 360 values. These features are computed from a window with a width of 5 pixels and a 3 pixel overlap of consecutive windows.
Densities and Moment Invariants
The density of black pixels is calculated by a re-sampling procedure, i.e. the window is divided into cells and the density value of the black pixels of each cell is used. Additionally, the moment invariants of Hu [8] are calculated for each window and concatenated with the density values. The feature vector is composed of 92 values (density and moment invariants) computed from an 8 pixel window size (without overlap).
Pixel Distribution and Concavities
This feature extraction approach [1] uses a sliding window to calculate pixel distribution and concavities of a word image. The extracted features are classified into the following types: distribution features based on foreground (black) pixel densities, and concavity features. The result of the feature extraction is a 24-feature vector per frame, where 16 features are from pixel distribution, and the remaining 8 present the concavity properties of each frame.
On-line Features
The use of on-line features for off-line handwriting recognition is possible even without using methods for the recovery of the temporal information from the off-line image. Based on the algorithm described in [5] and [2] , we use the extracted features to model a handwritten word on the basis of the beta-elliptic approach, scanning the word image from left to right or from right to left (e.g. writing direction of Arabic script). After the transformation of the input image into a sequence of coordinates, each part of connected word (PAW) is segmented into a sequence of graphemes.
Resulting from these of these steps is a 21 feature vector [10] related to beta-elliptic properties of each grapheme.
System Combination
Combination methods are organized in three main classes based on the output type of the classifiers, abstract level, ranked list of classes, and measurement level outputs [11] .
The output of a system S i,j , given a sample word x k , consists of an ordered sequence of m pairs of values composed of the system output word y i,j (x k ) together with its confidence value w i,j (x k ), where S
where i ∈ {1, 2, . . . , n} is the index of a recognition system, j ∈ {1, 2, . . . , m} is the index of the j-best output, and k ∈ {1, 2, . . . , N } is the index of a word in the dataset.
Data and Systems Analysis
To define the upper limits of recognition rates based on the existing data and classification architecture, we analyse the behavior of the systems on the training data. For this step we use the Bayes algorithm (Eq. 2) to calculate the a posteriori probabilities of each input class. Each input word from the test data is assigned to the class with the maximum a posteriori probability (Eq. 3 for i = 1, . . . , n).
Abstract level
Voting Methods In this paper, two forms of voting rules are used. The first method is based on the simple majority voting strategy. This method does not use any confidence level but only counts how many systems respond with the same output to an input image. The second method is the weighted majority voting (W M v ). This method uses classification confidences (Eq. 3.2) to overcome the problem of unbalanced or dependent classification systems.
Rank level
Borda Count (Bc) The combination method Borda is adapted to pattern classification problems [9] . Each system S i,j is considered as a voter and the result classes are the candidates. The basic idea of the Borda combination method is to use the ranking information (the r-best results from the entire result list) to come to a decision, not just the first best results of each system. It also returns a complete ranked list of the possible results.
Bc(x k ) = max
For each result in the r-best result lists, the value "rank of the result+1" is assigned.
Rank Count (Rc) and Modified Rank Count (M Rc ) The basic idea of the rank-based method [7] is to attribute a cost function c i to each classification system. In addition to the cost function, a system confidence value a i is assigned to each system. This system confidence can be used as a general rank function for the different systems. The rank count method is given by the following equation:
In this paper two forms of this method for the combination of different systems are used. The first one is based on the definition of the rank count method (Rc). For each class the corresponding weight as output value of the cost function c i is assigned. In the second method (M Rc ) [4] , the cost function c i is defined as a product of rank and weight of each word image x k . In both methods a system confidence a i = 0 was choused.
Measurement level
Maximum, Minimum and Median Rules The maximum and minimum combination rules are defined in the equations 4. The resulting decisions represent the highest (for the maximum rule, and the lowest for minimum rule) sum of confidencesw s (s represent the number of different words in the output list all classifiers) of the same word output of all results in the j-best output list and from all n classifiers. For the M edian rule,sum of confidencesw s are sorted by value and the x k .
Sum and Product Rules The sum and product combination methods presented in equations 5 are comparable to the definition of maximum and minimum rules:
Tests and Results
The proposed methods were tested with handwritten Arabic words using the IFN/ENIT-database (v2.0p1e) [16] . This database contains 32492 images of Arabic handwritten words. The database is divided in 5 sets (a-e).
Systems
Feature Extraction We tested the different feature sets using the HMM Toolkit (HTK) for the implementation of the recognition system. The same recognition system is used for the different feature sets and the systems were trained and tested using the IfN/ENIT database. The codebook size is 256 elements for all the systems. We use right to left discrete HMMs. Table 1 shows recognition results for the systems with different feature sets. In the first and second columns, dataset d results, which are part of the training data, and test data results from set e are shown, respectively.
System Combination The ICDAR 2007 competition [12] compared 14 Arabic handwritten word recognition systems submitted from 9 groups (some groups delivered more than one system). Table 2 shows the results with the new data from set f. The results of 11 systems are combined using the following schema: the best two (on set f) systems are combined first, then weaker performing systems are added bining 2, 3 , . . . , 11 systems) are tested and evaluated using variations of combination methods.
Due to the fact that our tests were constructed with classifiers developed independently by different research groups, the confidences for the recognition results vary in the values (max, min, steps) and weights. For this reason, confidence values of different systems have to be normalized to make them comparable. The new confidence value w norm i,1 (x k ) for a recognized word image x k is calculated based on the normalized difference of the highest and lowest confidence in a test set with N word images. With a system S i,j , a sample word image x k , and its original confidence w orig i,j (x k ), the new confidence w norm i,j (x k ) is defined by using the following equation:
Results and Discussion
Feature Extraction The goal of the performed tests with different feature extraction methods is to point out which combination of feature sets can be used to decrease recognition error rates. Table 1 presents the recognition results of the single recognizer. The system using the feature extraction method based on pixel features performs at least 12% better than the other systems on the test set e. Table 3 shows the results of the application of different combination methods on the 4 classification systems. The modified rank count method (M Rc ) yields the best results in combining different systems. In comparison to the individual recognition rates, an improvement of about 28% is observed (increase of recognition rate from 63.90% to 81.93%).
System Combination The first column of Table 4 shows as a kind of upper bound the percentage of word images out of the test set f, which were recognized correctly by at least one of the combined recognizers (or-case). A theoretical upper bound generated with the Bayes analysis (section 3.1), is calculated in a first step. Experimental results have shown, that the analysis of the training results using Bayesian rules can give a first idea about the limits of the used features, classifiers, and combination rule.
In each row of table 4 the highest recognition is displayed in bold digits. The recognition results of the weighted majority voting (W M v) and the Borda count (Bc) methods are not better than the other methods in any of the combination possibilities. The rank count method in the first version (Rc) gives a best result in the case of combination of 5 systems as well as combination of 3, 4, and 6 systems. The methods M ax, Sum, and P rod yield good results combining multiple systems. The methods M in and M edian are appropriate for combining 2 or 3 systems.
The second rank count method (M Rc ) yields the best results in combining 2, 7, 8, 9, 10, and 11 systems. The M Rc method also gives the overall best result with a recognition rate of 94.71% combining all 11 systems. Additionally, the zigzag effect observed in previous works, caused by a combination based on majority voting of odd and even numbers of classifiers, can be observed in the results of the combination of a different number of classifiers with different combination rules (see table 4 ). The modified rank method M Rc seems to be more robust and even all 11 systems can be combined with an overall better recognition rate. Comparing these results with the best performing single system, an increase in recognition rate from 87.22% to 94.71% is achieved (improvement of the recognition rate of about 8.5%).
Conclusions
In this paper we addressed the problem of improving the performance of handwriting recognition systems by proposing the use of different feature extraction methods and different classifier combination approaches. It was found that combining the same classifier four times using different feature sets improves the system performance by 18% compared to the best single recognizer. A better recognition rate could be reached with the combination of 11 different systems (different classifier and different set of features). Comparing the different combination methods our test showed that the modified rank count performed best. It may be more effective to combine systems using the same classifier and different feature sets instead of searching for the one and optimal feature set. Combining the results of recognition systems, different in feature sets and classification module, may result in further system improvement. An important precondition of this result is the training of the systems with a data set, large enough to represent the variance of real world data and also large enough to train all parameters of the classifiers. 
