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BERGMAN PROJECTION INDUCED BY KERNEL WITH INTEGRAL
REPRESENTATION
JOSE´ A´NGEL PELA´EZ, JOUNI RA¨TTYA¨, AND BRETT D. WICK
Abstract. Bounded Bergman projections Pω : L
p
ω(v) → L
p
ω(v), induced by reproducing
kernels admitting the representation
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ
,
and the corresponding (1,1)-inequality are characterized in terms of Bekolle´-Bonami-type
conditions. The two-weight inequality for the maximal Bergman projection P+ω : L
p
ω(u) →
Lpω(v) in terms of Sawyer-testing conditions is also discussed.
1. Introduction and main results
Let D̂ denote the set of positive Borel measures ω on [0, 1) such that ω̂(r) = ∫ 1r dω(r) ≤
Cω̂
(
1+r
2
)
for some C = C(ω) > 0. For 0 < p < ∞ and ω ∈ D̂, the weighted Bergman space
Apω consists of analytic functions f in the unit disc D = {z ∈ C : |z| < 1} such that
‖f‖p
Apω
=
∫
D
|f(z)|p d(ω ⊗m)(z) <∞,
where d(ω⊗m)(reiθ) = rdω(r)dθ. As usual, we write Apα for the standard weighted Bergman
space induced by the measure ω for which d(ω ⊗m)(z) = (α+ 1)(1 − |z|2)αdA(z) = dAα(z),
where −1 < α < ∞ and dA(z) = dxdyπ denotes the normalized Lebesgue area measure on D.
For simplicity, we also write
∫
E f(z) d(ω ⊗m)(z) = (fω)(E) for each non-negative f .
By the proof of [14, Theorem 3.3], for ω ∈ D̂, the norm convergence in A2ω implies the
uniform convergence on compact subsets, and hence each point evaluation Lz(f) = f(z) is a
bounded linear functional in the Hilbert space A2ω. Therefore there exist unique reproducing
kernels Bωz ∈ A2ω with ‖Lz‖ = ‖Bωz ‖A2ω such that
f(z) = 〈f,Bωz 〉A2ω =
∫
D
f(ζ)Bωz (ζ) d(ω ⊗m)(ζ), f ∈ A2ω.
The Bergman projection
Pω(f)(z) =
∫
D
f(ζ)Bωz (ζ) d(ω ⊗m)(ζ)
is an orthogonal projection from L2ω to A
2
ω and it is closely related to the maximal Bergman
projection
P+ω (f)(z) =
∫
D
f(ζ) |Bωz (ζ)| d(ω ⊗m)(ζ).
For a positive Borel measure ω on [0, 1), a positive (ω ⊗m)-integrable function v is called
an ω-weight. If ω ⊗m is the normalized Lebesgue area measure, then an ω-weight is simply
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called a weight. For 0 < p < ∞ and an ω-weight v, the Lebesgue space Lpω(v) consists of f
such that
‖f‖p
Lpω(v)
=
∫
D
|f(z)|pv(z) d(ω ⊗m)(z) <∞.
The boundedness of projections on Lp-spaces is an intriguing topic which presents obvious
mathematical difficulties and has plenty of applications in operator theory [1, 3, 4, 6, 7, 12,
15, 23, 24]. It is known that for 1 < p <∞ and d(ω ⊗m) = dAα,
‖Pω(f)‖Lpω(v) ≤ C‖f‖Lpω(v), f ∈ Lpω(v), (1.1)
if and only if v satisfies the Bekolle´-Bonami condition
Bp,α(v) = sup
S
vAα(S)
(
v
−p′
p Aα(S)
) p
p′
(Aα(S)))
p <∞,
(1.2)
where the supremum is taken over all the Carleson squares S in D [3, 4]. In the above result Pα
can be replaced by the maximal Bergman projection P+α [3, 4], and ‖P+α ‖ . Bp,α(v)max
{
1, 1
p−1
}
by [15]. It is also known [4, 5, 7] that the weak (1,1) inequality
vAα
({
z ∈ D : |Pα(f)(z)| > λ
})
≤ C ‖f‖L1α(v)
λ
is equivalent to
Mα(v)(z) ≤ Cv(z), a.e. z ∈ D,
for the weighted maximal function
Mα(v)(z) = sup
z∈D(a,r)
vAα(D(a, r) ∩ D)
Aα(D(a, r) ∩ D) , z ∈ D.
Here D(a, r) denotes the Euclidean disc of center a and radius r.
An immediate difficulty in controlling (1.1) for a given measure ω ∈ D̂ is the lack of an
explicit expression for the Bergman kernel Bωz . Writing ωx =
∫ 1
0 r
xω(r) dr, the normalized
monomials zn/
√
2ω2n+1 form the standard orthonormal basis of A
2
ω, and hence
Bωz (ζ) =
∞∑
n=0
(ζz)n
2ω2n+1
, z, ζ ∈ D. (1.3)
This formula and a decomposition norm theorem was recently used to obtain a precise estimate
for the Lpv-integral of Bωz when v, ω are weights in D̂ [12, Theorem 1]. With the aid of these
estimates, (1.1) was characterized in the case when ω and v are weights in the class R [12, 13].
A positive Borel measure ω on [0, 1) belongs to R, if there exist C = C(ω) > 0, γ = γ(ω) > 0
and β = β(ω) ≥ γ such that
C−1
(
1− r
1− t
)γ
ω̂(t) ≤ ω̂(r) ≤ C
(
1− r
1− t
)β
ω̂(t), 0 ≤ r ≤ t < 1. (1.4)
In view of the above results two immediate questions arise. First, is it possible to extend the
classical Bekolle´-Bonami’s results to projections Pω induced by measures in D̂? Second, is it
possible to consider other weights than just those inR in the same spirit as in [12, Theorem 3]?
A natural approach to these question is to employ tools from harmonic analysis. However, it
seems that to do so one needs the Bergman kernel Bωz to have some structure. The first result
of this study shows that certain doubling measures induce kernels with suitable properties for
our purposes.
Theorem 1. Let ν be a finite positive measure supported on [0, 1] such that
∫ 1
0
dν(r)
1−r diverges.
Then there exists ω ∈ D̂ such that
Bωz (ζ) =
1
1− zζ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D.
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Since each kernel Bωz induced by ω ∈ D̂ has the representation (1.3), and
1
1− z
∫ 1
0
dν(r)
1− rz =
∞∑
n=0
(∫ 1
0
1− rn+1
1− r dν(r)
)
zn,
the proof of Theorem 1 basically boils down to solving a Hausdorff moment problem. In
Section 2 we will prove a more general result from which Theorem 1 immediately follows.
Next we focus on extending the classical Bekolle-Bonami’s results for those measures ω ∈ R
that induce kernels admitting the representation
Bωz (ζ) =
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D,
for some γ ≥ 1. For 1 < p <∞ and ω ∈ D̂, an ω-weight v belongs Bp,ω if
Bp,ω(v) = sup
S
(vω)(S)
ω(S)

(
v
− p′
p ω
)
(S)
ω(S)

p
p′
<∞.
Theorem 2. Let 1 < p <∞ and ω ∈ R such that Bωz admits the representation
Bωz (ζ) =
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D, (1.5)
for some γ ≥ 1 and a positive measure ν supported on [0, 1]. For an ω-weight v, the following
statements are equivalent:
(i) P+ω : L
p
ω(v)→ Lpω(v) is bounded;
(ii) Pω : L
p
ω(v)→ Lpω(v) is bounded;
(iii) Pω : L
p
ω(v)→ Lp,∞ω (v) is bounded;
(iv) v ∈ Bp,ω.
Moreover, ∥∥P+ω ∥∥Lpω(v)→Lpω(v) . Bp,ω(v)max
{
1, 1
p−1
}
.
To prove (iii)⇒(iv) in Theorem 2, we estimate |Bωz0(ζ)−Bωz (ζ)| upwards for suitable chosen
z, z0, ζ, and we also establish the useful relation∫ 1
0
dν(r)
1− rx ≍
(1− x)γ−1
ω̂(x)
, x ∈ [0, 1),
for the measures ν and ω. The proof of (iv)⇒(i) is based on known ideas of controlling P+ω by
two discrete dyadic operators [8, 9, 15], and it is done in the case of a more general operator.
Theorem 2 is proved in Section 3.
Now we turn to study of the weak (1, 1)-inequality. For a positive Borel measure ω on [0, 1),
the weighted maximal function of f ∈ L1ω is
Mω(f)(z) = sup
z∈D(a,r)
∫
D(a,r)∩D |f(ζ)| d(ω ⊗m)(ζ)
ω
(
D(a, r) ∩ D
) , z ∈ D.
A non-negative function v ∈ L1ω,loc belongs to B1,ω if there exists a constant C = C(v, ω) > 0
such that
Mω(v)(z) = sup
a:z∈D(a,r)
∫
D(a,r)∩D v(ζ) d(ω ⊗m)(ζ)
ω(D(a, r) ∩D) ≤ Cv(z)
for almost every z ∈ D. The infimum of such constants is denoted by B1,ω(v). In order to
obtain the weak (1, 1)-inequality we use the classical Caldero´n-Zygmund decomposition for
functions in L1ω. This causes the extra hypothesis on ω appearing in the statement of the
following result, the proof of which is given in Section 4.
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Theorem 3. Let ω ∈ R be such that ω([a, b]) ≍ ω ([a, a+b2 ]) ≍ ω ([a+b2 , b]) for all 0 ≤ a, b ≤ 1
and Bωz admits the representation (1.5) for some γ ≥ 1 and a positive measure ν supported
on [0, 1]. For a ω-weight v, the following statements are equivalent:
(i) P+ω : L
1
ω(v)→ L1,∞ω (v) is bounded;
(ii) Pω : L
1
ω(v)→ L1,∞ω (v) is bounded;
(iii) v ∈ B1,ω.
In Theorems 2 and 3 one of the essential hypothesis is ω ∈ R while Theorem 1 concerns
measures in D̂. However, if γ appearing in (1.5) is strictly larger than one, then ω ∈ R by
Lemma 10 below. It is also worth noticing that kernels admitting the representation (1.5)
with γ = 1 and their connection to logarithmically subharmonic weights have been discussed
earlier in [19], and the starting point for our consideration towards Theorem 1 has similarities
with arguments used there.
The two-weight inequality ‖P+(f)‖Lpu ≤ C‖f‖Lpv was recently characterized in terms of
testing conditions on the indicators of Carleson squares [2]. The last of our main results offers
a generalization of this result to the class of radial weights with kernels of the form (1.5).
We write 1E for the characteristic function of the set E, and write Mh for the multiplication
operator Mh(f) = fh.
Theorem 4. Let 1 < p < ∞, and let ω be a finite positive measure on [0, 1] such that Bωz
admits the representation (1.5) for some γ ≥ 1 and a positive measure ν supported on [0, 1].
Let v, u be ω-weights and denote σ = v1−p
′
. Then P+ω : L
p
ω(v)→ Lpω(u) is bounded if and only
if there exist constants C0 = C0(p, v, u, ω) > 0 and C
⋆
0 = C
⋆
0(p, v, u, ω) > 0 such that∥∥∥Mu1/pP+ω Mσ1/p′ (1Sσ1/p)∥∥∥Lpω ≤ C0
∥∥∥1Sσ1/p∥∥∥
Lpω
(1.6)
and ∥∥∥Mσ1/p′P+ω Mu1/p(1Su1/p′)∥∥∥Lp′ω ≤ C⋆0
∥∥∥1Su1/p′∥∥∥
Lp
′
ω
(1.7)
for all Carleson squares S ⊂ D. Moreover, there exists a constant C1 = C1(p, ω) > 0 such
that ∥∥P+ω ∥∥Lpω(v)→Lpω(u) ≤ C1(C0 + C⋆0 ).
Theorem 4 is deduced from a more general result in Section 5.
2. Integral formula for the Bergman kernel
The solution of the Hausdorff moment problem says that for a given sequence {mn}∞n=0 of
positive numbers there exists a positive Borel measure supported on [0, 1] such that
mn =
∫ 1
0
sn dµ(s), n ∈ N ∪ {0}, (2.1)
if and only if, the sequence is completely monotonic i.e. (−1)k(∆km)n ≥ 0, where (∆m)n =
mn+1 −mn is the discrete difference operator and
(∆km)n = (∆∆
k−1m)n = (∆k−1m)n+1 − (∆k−1∆m)n, k ∈ N \ {1}.
A function f is completely monotonic on [0,∞), if
(−1)kf (k)(x) ≥ 0, x > 0, k ∈ N ∪ {0},
and f : [0,∞)→ [0,∞) is Bernstein, if
(−1)kf (k)(x) ≤ 0, x > 0, k ∈ N.
The first two of the following basic properties are easy to verify, for the third and fourth ones,
see [18, Theorem 3.7] and [22, Theorem 1], respectively:
(1) If f1 and f2 are completely monotonic functions, so are f1 + f2 and f1f2;
(2) If f1 and f2 are Bernstein functions, so is f1 + f2;
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(3) If f1 is completely monotonic and f2 is a Bernstein function, then f1◦f2 is a completely
monotonic function;
(4) If f is completely monotonic, then {f(a+ n)}∞n=0 is a completely monotonic sequence
for each a > 0.
Theorem 1 follows from the following result.
Theorem 5. Let F : [0,∞)→ (0,∞) be a C∞-function and ϕ(z) =∑∞n=0 ϕ̂(n)zn a non-trivial
analytic function such that 1/F is completely monotonic and F (a+ 2n + 1) =
∑n
j=0 ϕ̂(j) for
some a ∈ (0,∞) and all n ∈ N ∪ {0}. Then there exists a positive Borel measure ω on [0, 1]
such that
ϕ(z)
1− z =
∞∑
k=0
zk
2ω2k+1
, z ∈ D. (2.2)
Moreover, if limn→∞ F (a + 2n + 1) = ∞, F (a+ 2n) . F (a+ n) and there exists a positive
constant M > 1 such that limn→∞ M
n
F (a+n) =∞, then ω ∈ D̂ and
ϕ(zζ)
1− zζ = B
ω
z (ζ), ζ, z ∈ D.
Proof. Since 1/F is completely monotonic, there exists a positive Borel measure ω on [0, 1]
such that F (a+m) = 12ωm for all m ∈ N ∪ {0}. In particular, F (a+ 2n − 1) = 12ω2n−1 for all
n ∈ N. Therefore
ϕ(z)
1− z =
1
z
( ∞∑
k=1
zk
) ∞∑
j=0
ϕ̂(j)zj
 = 1
z
∞∑
n=1
n−1∑
j=0
ϕ̂(j)
 zn
=
∞∑
n=1
F (a+ 2n− 1)zn−1 =
∞∑
n=1
zn−1
2ω2n−1
=
∞∑
k=0
zk
2ω2k+1
,
and thus (2.2) is proved. Moreover,
ω({1}) ≤ ω
([
1− 1
2n− 1 , 1
])
. ω2n−1 =
1
2F (a+ 2n − 1) → 0, n→∞, (2.3)
and if m = 1M−1 + 1, then there exists a constant C = C(ω) > 0 such that
ω̂(0) ≤ Cω̂
(
1− 1
m
)
. (2.4)
For otherwise we would have ω̂
(
1− 1m
)
= 0, and then
1
2F (a+ n)
= ωn =
∫ 1− 1
m
0
rn dω(r) ≤
(
1− 1
m
)n ∫ 1− 1
m
0
dω(r) =M−n
∫ 1− 1
m
0
dω(r),
which yields a contradiction with the hypothesis limn→∞ M
n
F (a+n) =∞. Since ωn = 12F (a+n) .
1
2F (a+2n) = ω2n, this together with (2.3) and (2.4) implies ω ∈ D̂ by [14, Lemma 2.1]. 
Proof of Theorem 1. Consider the function ϕ(z) =
∫ 1
0
dν(r)
1−rz =
∑∞
j=0 νjz
j , and observe that∑n
j=0 νj =
∫ 1
0
1−rn+1
1−r dν(r) = F (2n + 1 + 1/2) for
F (x) =
∫ 1
0
1− r
x+1
2
2
1− r dν(r), 0 ≤ x <∞.
Since f(x) = 1/x is completely monotonic and F is a Bernstein function as is seen by direct
calculations, 1/F is completely monotonic. Therefore, by Theorem 5, there exists a positive
Borel measure ω on [0, 1] such that
1
1− z
∫ 1
0
dν(r)
1− rz =
∞∑
k=0
zk
2ω2k+1
, z ∈ D.
6 JOSE´ A´NGEL PELA´EZ, JOUNI RA¨TTYA¨, AND BRETT D. WICK
Moreover, ω is supported on [0, 1) because
∑∞
j=0 νj = ∞, and it satisfies (2.4) because
limn→∞ M
n∫
1
0
1−rn+1
1−r
dν(r)
≥ limn→∞ Mnnν([0,1]) = ∞. Since 1 − r
2m+1
2 ≤ 2(1 − rm+12 ) for all
m ∈ N ∪ {0}, we also have ωm . ω2m. Hence ω ∈ D̂ by [14, Lemma 2.1], and
Bωz (ζ) =
1
1− zζ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D.
✷
Theorems 1 and 5 can be used to provide examples of concrete Bergman reproducing kernels:
(1) If ν is the Lebesgue measure, Theorem 1 gives the kernel
Bωz (ζ) =
1
1− zζ
1
zζ
log
1
1− zζ .
(2) Theorem 5 allows to recover the well-known formula of the Bergman kernels induced
by the standard weights ω(z) = (α+1)(1− |z|2)α, α > −1. Indeed, by choosing a = 1
and F (x) = 1β(x/2,α+1) , have F (a + 2j + 1) = F (2j + 2) =
1
β(j+1,α+1) . It is clear that
1/F is completely monotonic on [0,∞) and the function ϕ associated to F is
1
(1− z)α+1 =
1
β(1, α + 1)
+
∞∑
j=1
(
1
β(j + 1, α+ 1)
− 1
β(j, α + 1)
)
zj .
(3) Let ϕ(z) =
log e
1−z
1−z = 1 +
∑∞
j=1
(
1 +
∑j
k=1
1
k
)
zj so that
∑n
j=0 ϕ̂(j) = 1 + (n +
1)
∫ 1
0
1−sn+1
1−s ds, and choose a =
1
2 and F (x) = 1 +
x+1
2
∫ 1
0
1−s
x+1
2
2
1−s ds so that F (1/2 +
2n + 1) =
∑n
j=0 ϕ̂(j). Since x → x+12 and x →
∫ 1
0
1−s
x+1
2
2
1−s ds are Bernstein functions
on [0,∞), F is completely monotonic on [0,∞). Moreover, it is clear that F satisfies
the rest of hypothesis of Theorem 5, and hence there exists ω ∈ D̂ such that
Bωz (ζ) = log
1
(1− zζ)2
1
(1− zζ)2 .
3. Generalization of the result of Bekolle´ and Bonami
For a positive Borel measure µ on D and an analytic function Ψ in D(1, 1) such that its
restriction to the interval (0, 2) is a real positive function, define
P+Ψ,µ(f)(z) =
∫
D
∣∣∣∣Ψ(1− ζz)1− ζz
∣∣∣∣ f(ζ) dµ(ζ), f ∈ L1µ, z ∈ D. (3.1)
To obtain a dyadic model for the operator P+Ψ,µ we define the dyadic grids
Dβ =
{
Iβj,m : j ∈ N ∪ {0}, m ∈ N ∪ {0}, 0 ≤ m ≤ 2j − 1
}
, β ∈ {0, 1/2}, (3.2)
where
Iβj,m =
{
eiθ : θ ∈
[
4π (m+ β)
2j
,
4π (m+ 1 + β)
2j
)}
.
For each interval I ⊂ T, with the convention I = (α, β) = (α + ei2πj , β + ei2πj) for all
j ∈ N ∪ {0}, there exists K = K(I) ∈ D ∪ D1/2 such that I ⊂ K and |K| ≤ 4|I|. Define the
positive dyadic kernels
KβΨ(z, ζ) =
∑
I∈Dβ
1S(I)(z)1S(I)(ζ)Ψ(|I|)
|I| , z, ζ ∈ D, β ∈ {0, 1/2}, (3.3)
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where S(I) = {reiθ : 1 − |I| ≤ r < 1, eiθ ∈ I} is the Carleson square associated to I, and
|I| stands for the normalized arc-length of the interval I. For this kernel and a positive Borel
measure µ on D, define the dyadic operator
P βΨ,µ(f)(z) =
∑
I∈Dβ
〈
f,
1S(I)Ψ(|I|)
|I|
〉
L2µ
1S(I)(z), z ∈ D, (3.4)
and write
KΨ(z, ζ) =
Ψ(|1− ζz|)
|1− ζz| , z, ζ ∈ D, (3.5)
for short.
The first lemma relates the operator P+Ψ,µ to the sum of the dyadic operators P
β
Ψ,µ, β ∈
{0, 1/2}, by means of a simple pointwise estimate for the inducing kernels.
Lemma 6. Let Ψ be a positive essentially decreasing function on (0, 2) such that Ψ(t) ≤
CΨ(2t) for all t ∈ (0, 1) and for some C = C(Ψ) > 0. Then there exists a constant C1 =
C1(Ψ) > 1 such that
C−11
(
K0Ψ(z, ζ) +K
1/2
Ψ (z, ζ)
)
≤ KΨ(z, ζ) ≤ C1
(
K0Ψ(z, ζ) +K
1/2
Ψ (z, ζ)
)
, z, ζ ∈ D. (3.6)
Proof. Let β ∈ {0, 1/2} and z, ζ ∈ D. If both z and ζ are distinct from zero, choose I0 =
I0(z, ζ) ∈ Dβ of minimal length such that |I0| ≥ max{1 − |z|, 1 − |ζ|} and z/|z|, ζ/|ζ| ∈ I0,
for otherwise, take I0 = I
β
0,0. Then z, ζ ∈ S(I0). Let N ∈ N such that 2N |I0| = 4. Since Ψ is
essentially decreasing by the hypothesis, we deduce∑
I∈Dβ
1S(I)(z)1S(I)(ζ)Ψ(|I|)
|I| =
∑
I∈Dβ ,I0⊂I
Ψ(|I|)
|I| =
N∑
k=0
Ψ(2k|I0|)
2k|I0|
.
Ψ(|I0|)
|I0|
N∑
k=0
1
2k
.
Ψ(|I0|)
|I0| .
(3.7)
A direct calculation shows that |1−ζz| ≤ C|I0| for some C > 1. As Ψ is essentially decreasing
and admits the doubling property, we obtain
∑
I∈Dβ
1S(I)(z)1S(I)(ζ)Ψ(|I|)
|I| .
Ψ
( |1−ζz|
C
)
|1− ζz| .
Ψ
(|1− ζz|)
|1− ζz| .
Since β was either 0 or 1/2, the left-hand inequality in (3.6) is proved.
To prove the right hand inequality, let z, ζ ∈ D. Let J = J(z, ζ) ⊂ T such that z, ζ ∈ S(J)
and |J | ≍ |1 − ζz|, see [2] for details. There exist β ∈ {0, 1/2} and K ∈ Dβ such that J ⊂ K
and |K| ≤ 4|J |. By using the hypotheses on Ψ, we get
Ψ(|1− ζz|)
|1− ζz| .
Ψ(|J |)
|J | .
Ψ(|K|)
|K| .
∑
I∈Dβ
K⊂J
1S(I)(z)1S(I)(ζ)Ψ(|I|)
|I| . K
0
Ψ(z, ζ) +K
1/2
Ψ (z, ζ),
and the lemma is proved. 
For a positive Borel measure ν and a dyadic grid D on T, the dyadic weighted Hardy-
Littlewood (or Ho¨rmander type) maximal function is defined as
Mν,D(f)(z) = sup
I∈D
1S(I)(z)
ν(S(I))
∫
S(I)
|f(ζ)| dν(ζ). (3.8)
The maximal operator Mν,Dβ appears naturally in the study of the dyadic operator P
β
Ψ,µ. Its
standard boundedness properties are given in the next lemma.
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Lemma A. Let ν be a positive Borel measure and D a dyadic grid on T. Then Mν,D : L1ν →
L1
∞
ν is bounded and consequently, Mν,D : L
p
ν → Lpν is bounded for each 1 < p ≤ ∞. In
particular, there exists a constant C = C(p) > 0 such that
‖Mν,D(f)‖Lpν ≤ C‖f‖Lpν . (3.9)
Proof. By the Marcinkiewicz interpolation theorem it is enough to prove the weak (1,1) in-
equality. Let f ≥ 0, α > 0 and Oα = {z ∈ D :Mν,Df(z) > α}. Further, let Φ be the family of
Carleson squares S ∈ D such that
∫
S
|f(ζ)| dν(ζ) > αν(S),
and let Φmax the subfamily of Φ consisting of the maximal Carleson squares. Then Φmax is
a covering of Oα and each z ∈ Oα is contained in at most two different squares in Φmax.
Therefore
ν (Oα) ≤
∑
S∈Φmax
ν(S) ≤ 1
α
∑
S∈Φmax
∫
S
|f(ζ)| dν(ζ) ≤ 2
α
∫
Oα
|f(ζ)| dν(ζ) ≤ 2
α
‖f‖L1ν ,
and the lemma is proved. 
Let v, u ∈ L1µ non-negative, and let 1 < p < ∞ and p′ its dual exponent. The dual weight
of v is σ = σ(p, v) = v1−p′ . If T is a linear operator, the following are equivalent:
(A) T : Lpµ(v)→ Lpµ(u) is bounded;
(B) T (σ·) : Lpµ(σ)→ Lpµ(u) is bounded;
(C) u1/pT (σ1/p
′ ·) : Lpµ → Lpµ bounded.
Moreover,
‖T‖Lpµ(v)→Lpµ(u) = ‖T (σ·)‖Lpµ(σ)→Lpµ(u) = ‖u1/pT (σ1/p
′ ·)‖Lpµ→Lpµ . (3.10)
We now show how to obtain a linear bound for our dyadic operator in terms of the Bp,µ-
characteristic. This requires some hypotheses on the measure µ and the function Ψ. The
following theorem is an extension of the main result of [15].
Theorem 7. Let 1 < p < ∞, µ a positive Borel measure on D and v ∈ Bp,µ. Let Ψ :
D(1, 1) → C be an analytic function such that its restriction to the interval (0, 2) is positive
and |Ψ(1 − z)| = |Ψ(1 − z)| for all z ∈ D. Further, assume that µ(S(I)) . µ(T (I)) and
Ψ(|I|)µ(S(I)) . |I| for all dyadic intervals I. Then
∥∥∥P βΨ,µ(f)∥∥∥
Lpµ(v)
. Bp,µ(v)
max
{
1, 1
p−1
}
‖f‖Lpµ(v) , β ∈
{
0,
1
2
}
.
Proof. We focus first on the case p = 2 since it is easiest. We then explain how to either
obtain the result for all p from this or how to modify the proof given to provide a direct proof
for all p.
We will proceed by duality to study the norm of P βΨ,µ(v
−1·) : L2µ(v−1) → L2µ(v). Then
the assertion for p = 2 follows by (3.10). Suppose that f ∈ L2µ(v−1) and g ∈ L2µ(v) are
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non-negative functions. The role of β now plays no role and so we drop its dependence. Then∫
D
PΨ,µ(v
−1f)(z)g(z)v(z) dµ(z)
=
∑
I∈D
〈
v−1f, 1S(I)
〉
L2µ
〈
vg, 1S(I)
〉
L2µ
Ψ(|I|)
|I|
=
∑
I∈D
Ψ(|I|)µ(S(I))2
|I|
(∫
S(I) fv
−1 dµ∫
S(I) v
−1 dµ
)(∫
S(I) gv dµ∫
S(I) v dµ
) ∫
S(I) v
−1 dµ
µ(S(I))
∫
S(I) v dµ
µ(S(I))
. B2,µ(v)
∑
I∈D
µ(T (I))
(∫
S(I) fv
−1 dµ∫
S(I) v
−1 dµ
)(∫
S(I) gv dµ∫
S(I) v dµ
)
= B2,µ(v)
∑
I∈D
∫
T (I)
(∫
S(I) fv
−1 dµ∫
S(I) v
−1 dµ
)(∫
S(I) gv dµ∫
S(I) v dµ
)
dµ(z)
≤ B2,µ(v)
∫
D
(
Mv−1µ,D(f)(z)v
− 1
2 (z)
) (
Mvµ,D(g)(z)v
1
2 (z)
)
dµ(z)
. B2,µ(v) ‖f‖L2µ(v−1) ‖g‖L2µ(v) ,
where the first inequality follows from the hypotheses on µ, Ψ and v; the second by the
domination of the averages by the maximal functions; and the last by the Cauchy-Schwarz
inequality and the boundedness of the maximal functions due to Lemma A.
It is possible to use the standard extrapolation proof to show that this estimate can be
lifted to 1 < p <∞ with an appropriate change in the characteristic for the weight v; see [15]
for these details. It is instead possible to provide a direct proof by using a verbatim repetition
of the proof above. We sketch the modifications now and leave the details to the reader.
Consider first the case 1 < p ≤ 2. Let σ = v1−p′ . The goal is to now prove that
‖PΨ,µ(σf)‖Lpµ(v) . Bp,µ(v)
1
p−1 ‖f‖Lpµ(σ) .
It is more convenient to prove the equivalent inequality∥∥PΨ,µ(σf)p−1∥∥Lp′µ (v) . Bp,µ(v) ‖f‖p−1Lpµ(σ) .
This last inequality can be studied via duality as above. Since 1 < p ≤ 2, and the function
h(x) = xr is sub-additive for 0 < r < 1 we obtain
〈
PΨ,µ(σf)
p−1, vg
〉
L2µ
≤
∑
I∈D
〈
σf, 1S(I)
〉p−1
L2µ
(
Ψ(|I|)
|I|
)p−1 〈
vg, 1S(I)
〉
L2µ
. Bp,µ(v) ‖Mσµ(f)‖p−1Lpµ(σ) ‖Mvµ(g)‖Lpµ(v) .
The inequality above is obtained exactly as above in the case p = 2 by using the definition of
Bp,µ(v), the relationship between µ and Ψ. Estimates of the maximal function then provide
the desired estimates to control the duality. The case 2 < p < ∞ can be deduced via the
self-adjointness of PΨ,µ with respect to 〈·, ·〉L2µ , the result for 1 < p < 2 and the relationship
between Bp,µ(v) and Bp′,µ(v). 
Because of the equivalence we have between the dyadic operators P βΨ,µ and and P
+
Ψ,µ given
in Lemma 6, we obtain the following result.
Corollary 8. Let 1 < p < ∞, µ a positive Borel measure on D and v ∈ Bp,µ. Let Ψ :
D(1, 1) → C be an analytic function such that its restriction to the interval (0, 2) is positive
and essentially decreasing, Ψ(t) . Ψ(2t) for all t ∈ (0, 1), and |Ψ(1 − z)| = |Ψ(1 − z)| for all
z ∈ D. Further, assume that µ(S(I)) . µ(T (I)) and Ψ(|I|)µ(S(I)) . |I| for all intervals I.
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Then ∥∥∥P+Ψ,µ∥∥∥
Lpµ(v)→Lpµ(v)
. Bp,µ(v)
max
{
1, 1
p−1
}
.
The upper bound for the operator norm given in Corollary 8 is essentially independent of Ψ,
and therefore it is not necessarily sharp for all admissible Ψ. But when we apply it in the
proof of Theorem 2 to deduce that v ∈ Bp,ω is a sufficient condition for P+ω : Lpω(v) → Lpω(v)
to be bounded, the hypotheses on Ψ and ω in question are satisfied precisely, meaning that
. are in fact ≍, and hence the resulting sufficient condition will also be necessary. This will
be discussed in more detail at the end of the section when the proof of Theorem 2 is finally
pulled together.
We next proceed with auxiliary results needed to show that v ∈ Bp,ω is a necessary condition
for Pω : L
p
ω(v)→ Lp,∞ω (v) to be bounded.
Lemma 9. Let ω be a positive Borel measure such that Bωz admits the representation
Bωz (ζ) =
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D,
for some γ ≥ 1 and a positive measure ν supported on [0, 1], and let c > 1. Then
|Bωz0(ζ)−Bωz (ζ)| ≤ C
|z − z0|
|1− ζz| |B
ω
z (ζ)|
for all z, z0, ζ ∈ D with |1− ζz| ≥ c|z − z0|, where
C = C(c, γ) =
√
2(2 + γ)
cγ+1(3c+ 1)
(c− 1)γ+2 → 3
√
2(2 + γ), c→∞.
Proof. A direct calculation shows that
|Bωz0(ζ)−Bωz (ζ)| = |Bωζ (z0)−Bωζ (z)| =
∣∣∣∣∫ z
z0
(Bωζ )
′(x) dx
∣∣∣∣ ≤ ∫ z
z0
|(Bωζ )′(x)||dx|,
where
B′ζ(x) =
γζ
(1− ζx)γ+1
∫ 1
0
dν(r)
1− rζx +
ζ
(1− ζx)γ
∫ 1
0
rdν(r)
(1− rζx)2 , ζ, x ∈ D,
and hence
|B′ζ(x)| ≤
γ|ζ|
|1− ζx|γ+1
∫ 1
0
dν(r)
|1− rζx| +
|ζ|
|1− ζx|γ
∫ 1
0
dν(r)
|1− rζx|2 , ζ, x ∈ D.
Since |1− w| ≤ 2|1− rw| for all w ∈ D and 0 ≤ r ≤ 1, we deduce
|B′ζ(x)| ≤
(2 + γ)|ζ|
|1− ζx|γ+1
∫ 1
0
dν(r)
|1− rζx| , ζ, x ∈ D.
It follows that
|Bωz0(ζ)−Bωz (ζ)| ≤ (2 + γ)|ζ||z − z0| sup
x∈[z,z0]
(
1
|1− ζx|γ+1
∫ 1
0
dν(r)
|1− rζx|
)
.
If x ∈ [z, z0], then |1− ζz| ≥ c|z − z0| ≥ c|z − x|, and hence
|1− ζx| = |1− ζz+ ζz− ζx| ≥ |1− ζz| − |ζ||z−x| ≥ |1− ζz| − c−1|1− ζz| =
(
1− 1
c
)
|1− ζz|.
Thus
|Bωz0(ζ)−Bωz (ζ)| ≤
(2 + γ)|ζ||z − z0|(
1− 1c
)γ+1 |1− ζz|γ+1 supx∈[z,z0]
(∫ 1
0
dν(r)
|1− rζx|
)
.
Let δ ∈ (0, 1). Then∫ 1
0
dν(r)
|1− rζx| ≤
1
1− δ ν([0, 1]) +
∫ 1
δ
dν(r)
|1− rζx| ≤
2
1− δ
∫ 1
0
dν(r)
|1− rζz| +
∫ 1
δ
dν(r)
|1− rζx| .
BERGMAN PROJECTION INDUCED BY KERNEL WITH INTEGRAL REPRESENTATION 11
A direct calculation or a geometric reasoning shows that |1 − w| ≤ 21+δ |1− rw| for all w ∈ D
and δ ≤ r ≤ 1. Hence
|1− rζx| ≥ |1− rζz| − c−1|1− ζz| ≥ |1− rζz| − 2
c(1 + δ)
|1− rζz|, δ ≤ r ≤ 1.
By choosing δ = 1/c, we deduce
|1− rζx| ≥ c− 1
c+ 1
|1− rζz|,
and it follows that ∫ 1
0
dν(r)
|1− rζx| ≤
3c+ 1
c− 1
∫ 1
0
dν(r)
|1− rζz| .
Since∣∣∣∣∫ 1
0
dν(r)
1− rz
∣∣∣∣ =
((∫ 1
0
(1− r|z| cos(θ))dν(r)
|1− rz|2
)2
+
(∫ 1
0
r|z| sin(θ)dν(r)
|1− rz|2
)2)1/2
≥ 1√
2
∫ 1
0
[(1− r|z| cos(θ)) + r|z|| sin(θ)|] dν(r)
|1− rz|2
≥ 1√
2
∫ 1
0
dν(r)
|1− rz| , z ∈ D,
(3.11)
we deduce
|Bωz0(ζ)−Bωz (ζ)| ≤
(2 + γ)|ζ||z − z0|(
1− 1c
)γ+1 |1− ζz|γ+1 3c+ 1c− 1
∫ 1
0
dν(r)
|1− rζz|
≤
√
2(2 + γ)|ζ||z − z0|(
1− 1c
)γ+1 |1− ζz|γ+1 3c+ 1c− 1
∣∣∣∣∫ 1
0
dν(r)
1− rζz
∣∣∣∣ ≤ C |z − z0||1− ζz| |Bωz (ζ)|,
where C = C(c, γ) =
√
2(2 + γ) c
γ+1(3c+1)
(c−1)γ+2 . 
Lemma 10. Let ω ∈ D̂ such that Bωz admits the representation
Bωz (ζ) =
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D, (3.12)
for some γ ≥ 1 and a positive measure ν supported on [0, 1]. Then∫ 1
0
dν(r)
1− rx ≍
(1− x)γ−1
ω̂(x)
, x ∈ [0, 1). (3.13)
Proof. By [14, Lemmas 3.1 and 3.2], see also [11, Lemma 6.2],
1
(1− |z|2)ω̂(|z|2) ≍ ‖B
ω
z ‖2A2ω = B
ω
z (z) =
1
(1− |z|2)γ
∫ 1
0
dν(r)
1− r|z|2 , z ∈ D,
which is equivalent to (3.13). 
For a Carleson square S = S(I), let ℓ(S) = |I| denote its side length.
Lemma 11. Let ω ∈ D̂ such that Bωz admits the representation (3.12) for some γ ≥ 1
and a positive measure ν supported on [0, 1]. Then there are constants D1 = D1(γ) > 0
and D2 = D2(γ) > 0 such that for all (sufficiently small) Carleson squares S1 and S2, with
ℓ(S1) = ℓ(S2) and D1ℓ(S1) ≤ dist(S1, S2) ≤ D2ℓ(S1), we have
|Pω(f)(z)| ≥ C
∫
S1
f(ζ)ω(ζ) dA(ζ)
ω(S1)
, z ∈ S2, (3.14)
for some constant C = C(D1,D2, ω) > 0 and for all nonnegative functions f supported on S1.
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Proof. Let S1 and S2 be (small) Carleson squares such that ℓ(S1) = ℓ(S2) and D1ℓ(S1) ≤
dist(S1, S2) ≤ D2ℓ(S1), where D1,D2 > 0 are absolute constants to be fixed later. Let ζ0 be
the center of S1. Then
|Pω(f)(z)| ≥ |Bωζ0(z)|
∫
S1
f(ζ)ω(ζ) dA(ζ)−
∫
S1
f(ζ)|Bωζ (z) −Bωζ0(z)|ω(ζ) dA(ζ) (3.15)
for all z ∈ D. If z ∈ S2 and ζ ∈ S1, then
|1− zζ0| ≥ |z − ζ0| ≥ ℓ(S1)
3
+ dist(S1, S2) ≥
(
1
3
+D1
)
ℓ(S1) ≥ c1|ζ − ζ0|, (3.16)
where c1 =
( 13+D1)√
2
. Choose D1 = D1(γ) > 1 sufficiently large such that c1 > 1 and
√
2(2 +
γ)
cγ
1
(3c1+1)
(c1−1)γ+2 ≤ 12 . Then, by using Lemma 9 and (3.16), we deduce
|Bωζ (z)−Bωζ0(z)| ≤
√
2(2 + γ)
cγ+11 (3c1 + 1)
(c1 − 1)γ+2
|ζ0 − ζ|
|1− ζ0z| |B
ω
ζ0(z)|
≤
√
2(2 + γ)
cγ1(3c1 + 1)
(c1 − 1)γ+2 |B
ω
ζ0(z)| ≤
1
2
|Bωζ0(z)|.
(3.17)
By combining (3.15) and (3.17) we get
|Pω(f)(z)| ≥ 1
2
|Bωζ0(z)|
∫
S1
f(ζ)ω(ζ) dA(ζ), z ∈ S2. (3.18)
Now, we observe that
|1− ζ0z| ≤ (1− |ζ0|2) + |ζ0 − z|) ≤ 3ℓ(S1) + dist(S1, S2) ≤ (3 +D2)ℓ(S1), z ∈ S2.
This together with (3.11), the inequality (a + xb) ≤ x(a + b) for a, b > 0 and x ≥ 1, and
Lemma 10 yield
|Bωζ0(z)| ≥
1√
2|1− ζ0z|γ
∫ 1
0
dν(r)
1− r(1− |1− ζ0z|)
≥ 1√
2(3 +D2)γℓ(S1)γ
∫ 1
0
dν(r)
1− r + r(3 +D2)ℓ(S1)
≥ 1√
2(3 +D2)γ+1ℓ(S1)γ
∫ 1
0
dν(r)
1− r + rℓ(S1) ≥
C√
2(3 +D2)γ+1ω(S1)
for some constant C = C(ω) > 0. The assertion follows by combining this with (3.18). 
Proposition 12. Let 1 < p < ∞, ω ∈ D̂ such that Bωz admits the representation (3.12) for
some γ ≥ 1 and a positive measure ν supported on [0, 1], and v ∈ L1ω,loc non-negative. If
Pω : L
p
ω(v)→ Lp,∞ω (v) is bounded, then v ∈ Bp,ω.
Proof. It suffices to show that the quantity
(vω)(S)
ω(S)

(
v−
p′
p ω
)
(S)
ω(S)

p
p′
is uniformly bounded for all small Carleson squares S. By the hypothesis, there exists C1 > 0
such that
λp(vω) ({z ∈ D : |Pω(f)(z)| ≥ λ}) ≤ C1‖f‖pLpω(v), λ > 0. (3.19)
Let S1 be a sufficiently small Carleson square, and choose
λ = C
∫
S1
(
min{n, v− p
′
p (ζ)}
)
d(ω ⊗m)(ζ)
ω(S1)
, n ∈ N,
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where C is the constant appearing in (3.14). Further, choose f = 1S1 min{n, v−
p′
p }. Then we
get (∫
S1
min{n, v− p
′
p (ζ)} d(ω ⊗m)(ζ)
)p−1
ω(S1)p
· (vω)
z ∈ D : |Pω(f)(z)| ≥ C
∫
S1
min{n, v− p
′
p (ζ)} d(ω ⊗m)(ζ)
ω(S1)

 ≤ C1
Cp
.
By Lemma 11, for all suitable S2 with ℓ(S2) = ℓ(S1) we have
S2 ⊂
z ∈ D : |Pω(f)(z)| ≥ C
∫
S1
min{n, v− p
′
p (ζ)} d(ω ⊗m)(ζ)
ω(S1)
 ,
and it follows that(∫
S1
min{n, v− p
′
p (ζ)} d(ω ⊗m)(ζ)
)p−1 ∫
S2
v(ζ) d(ω ⊗m)(ζ)
ω(S1)p
≤ C1
Cp
.
By changing the roles of S1 and S2 we deduce(∫
S2
min{n, v− p
′
p (ζ)} d(ω ⊗m)(ζ)
)p−1 ∫
S1
v(ζ) d(ω ⊗m)(ζ)
ω(S2)p
≤ C1
Cp
,
and it follows that v ∈ L1ω. By letting n→∞ and using Fatou’s lemma we deduce(∫
S1
v
− p′
p d(ω ⊗m)
)p−1 ∫
S2
v d(ω ⊗m)
ω(S1)p
(∫
S2
v
− p′
p d(ω ⊗m)
)p−1 ∫
S1
v d(ω ⊗m)
ω(S2)p
≤ C
2
1
C2p
.
Since
(vω)(S)
ω(S)p
((
v
− p′
p ω
)
(S)
) p
p′
=
(vω)(S)
ω(S)

(
v−
p′
p ω
)
(S)
ω(S)

p
p′
≥ 1
for any Carleson square S by Ho¨lder’s inequality, it follows that v ∈ Bp,ω. 
With these preparations we are ready to prove the first of our main results.
Proof of Theorem 2. Clearly, (i)⇒(ii)⇒(iii), and (iii)⇒(iv) follows by Proposition 12. To see
the remaining implication, note that
Bωz (ζ) =
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ =
Ψ(1− zζ)
1− zζ
for the analytic function
Ψ(z) = z1−γ
∫ 1
0
dν(r)
1− r(1− z) , z ∈ D(1, 1).
The restriction of Ψ to (0, 2) is decreasing because γ ≥ 1, and obviously |Ψ(1−z)| = |Ψ(1−z)|
for all z ∈ D. Moreover, µ = ω⊗m satisfies µ(S(I)) . µ(T (I)) because ω ∈ R, and Lemma 10
yields
Ψ(|I|) = 1|I|γ−1
∫ 1
0
dν(r)
1− r(1− |I|) ≍
1
ω̂(1− |I|) ,
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so Ψ(|I|)µ(S(I)) ≍ |I| for all intervals I. Now that Ψ(t) . Ψ(2t) for all t ∈ (0, 1), the
hypothesis of Corollary 8 are satisfied, and hence (iv)⇒(i) as well as the estimate for the
operator norm of P+ω follow. ✷
4. Weak type (1, 1) inequality
Lemma 13. Let ν be a positive Borel measure supported on [0, 1]. Then∣∣∣∣∫ 1
0
dν(r)
1− rz
∣∣∣∣ ≍ ∫ 1
0
dν(r)
|1− rz| ≍
∫ 1
0
dν(r)
1− r(1− |1− z|) , z ∈ D.
Proof. We first show that
1− r(1− |1− z|) ≍ |1− rz|, z ∈ D. (4.1)
On one hand, |1− rz| = |1− r + r(1− z)| ≤ (1− r) + r|1− z| for all 0 < r < 1. On the other
hand, if z = |z|eiθ and r ≥ 1/2, then
|1− rz|2 = ((1− r) + r(1− |z|))2 + 4r|z| sin2
(
θ
2
)
≥ 1
4
(
(1− r)2 + (1− |z|)2)+ 4r|z| sin2(θ
2
)
≥ 1
4
(
(1− r)2 + (1− |z|)2 + 4|z| sin2
(
θ
2
))
=
1
4
(
(1− r)2 + |1− z|2) ,
and hence
|1− rz| ≥ 1
2
√
2
((1− r) + |1− z|) .
Moreover, for 0 ≤ r ≤ 1/2 we have
|1− rz| ≥ 1
2
≥ ((1− r) + |1− z|)
6
,
and hence (4.1) follows. Therefore∣∣∣∣∫ 1
0
dν(r)
1− rz
∣∣∣∣ ≤ ∫ 1
0
dν(r)
|1− rz| ≍
∫ 1
0
dν(r)
1− r(1− |1− z|) , z ∈ D.
By combining this with (3.11) we deduce the assertion. 
Lemma 14. Let ω ∈ D̂ such that Bωz admits the representation
Bωz (ζ) =
1
(1− zζ)γ
∫ 1
0
dν(r)
1− rzζ , z, ζ ∈ D,
for some γ ≥ 1 and a positive measure ν supported on [0, 1]. Then for v ∈ L1ω non-negative,
z0 ∈ D \D(0, 1/2) and z ∈ D satisfying |z− z0| ≤ c(1− |z0|) for a constant c > 0, there exists
C = C(c, γ, ω) > 0 such that∫
D\D(z0,2|z−z0|)
|Bωz0(ζ)−Bωz (ζ)|v(ζ) d(ω ⊗m)(ζ) ≤ C inf
a∈D(z0,
√
2(1−|z0|))∩D
Mω(v)(a).
Proof. If ζ ∈ D \D(z0, 2|z − z0|), then 2|z − z0| ≤ |z0 − ζ| < |1− ζz0|, and hence∫
D\D(z0,2|z−z0|)
|Bωz0(ζ)−Bωz (ζ)|v(ζ) d(ω ⊗m)(ζ) . |z − z0|
∫
D
|Bωz0(ζ)|
|1− ζz0|
v(ζ) d(ω ⊗m)(ζ)
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by Lemma 9. Let k0 ∈ N such that 2k0
√
2(1 − |z0|) ≤ 1 < 2k0+1
√
2(1 − |z0|). Let E−1 = ∅,
Ek = {z ∈ D : |1 − z0z| ≤ 2k
√
2(1 − |z0|)} for k = 0, . . . , k0, and Ek0+1 = D \ Ek0 . Then, by
Lemma 13,
(1− |z0|)
∫
D
|Bωz0(ζ)|
|1− ζz0|
v(ζ) d(ω ⊗m)(ζ)
. (1− |z0|)
k0+1∑
k=0
∫
Ek\Ek−1
1
|1− ζz0|γ+1
(∫ 1
0
dν(r)
1− r(1− |1− ζz0|)
)
v(ζ) d(ω ⊗m)(ζ).
Further, Lemma 10 and the hypothesis ω ∈ D̂ give
(1− |z0|)
k0∑
k=0
∫
Ek\Ek−1
1
|1− ζz0|γ+1
(∫ 1
0
dν(r)
1− r(1− |1− ζz0|)
)
v(ζ) d(ω ⊗m)(ζ)
≍ (1− |z0|)
k0∑
k=0
∫
Ek\Ek−1
1
|1− ζz0|2ω̂(1− |1− ζz0|)
v(ζ) d(ω ⊗m)(ζ)
.
k0∑
k=0
1
22k(1− |z0|)ω̂(1− 2k−1
√
2(1− |z0|))
(ωv)(Ek \ Ek−1)
≤
k0∑
k=0
1
22k(1− |z0|)ω̂(1− 2k−1
√
2(1− |z0|))
(ωv)
(
D(z0, 2
k
√
2(1− |z0|)) ∩ D
)
.
k0∑
k=0
1
2kω
(
D(z0, 2k
√
2(1− |z0|)) ∩ D
)(ωv)(D(z0, 2k√2(1− |z0|)) ∩ D)
≤ inf
a∈D(z0,
√
2(1−|z0|))∩D
Mω(v)(a)
∞∑
k=0
1
2k
≍ inf
a∈D(z0,
√
2(1−|z0|))∩D
Mω(v)(a).
Furthermore, clearly
(1− |z0|)
∫
Ek0+1
1
|1− ζz0|γ+1
(∫ 1
0
dν(r)
1− r(1− |1− ζz0|)
)
v(ζ) d(ω ⊗m)(ζ)
. inf
a∈D(z0,
√
2(1−|z0|))∩D
Mω(v)(a),
which together with the previous estimate finishes the proof. 
Write D = D(0, 12) ∪R1 ∪R2, where R1 and R2 are dyadic Carleson squares.
Lemma 15. Let ω ∈ R such that ω([a, b]) ≍ ω ([a, a+b2 ]) ≍ ω ([a+b2 , b]) for all 0 ≤ a, b ≤ 1,
f ∈ L1ω and λ > ‖f‖L1ω . Let R ∈ {R1, R2}. Then there exist F and Ω such that R = F ∪ Ω,
F ∩ Ω = ∅ and
(i) |f(z)| ≤ λ almost everywhere on F ;
(ii) Ω = ∪kQk, where Qk ⊂ R are dyadic polar rectangles;
(iii) ω(Ω) ≤ ‖f1R‖L1ω
λ
;
(iv) There is a constant C = C(ω) > 0 such that λ ≤ 1
ω(Qk)
∫
Qk
|f(z)| d(ω ⊗m)(z) ≤ Cλ.
The Caldero´n-Zygmund decomposition of f1R : R→ C is f1R = g + b, where
g(z) =
{
f(z), z ∈ F
1
ω(Qk)
∫
Qk
f(ζ) d(ω ⊗m)(ζ), z ∈ Qk .
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Proof. Write R = Q1,0 and pick Q1,0 if
1
ω(Q1,0)
∫
Q1,0
|f(ζ)| d(ω ⊗m)(ζ) ≥ λ.
If not, divide Q1,0 into Qk,0, j = 1, . . . , 4, and pick those for which
1
ω(Qk,1)
∫
Qk,1
|f(ζ)| d(ω ⊗m)(ζ) ≥ λ.
Divide the non-selected ones and proceed. By re-naming the selected sets as Qk and defining
Ω = ∪kQk we have (ii).
(i) Let F = R \ Ω. For almost every z ∈ F and each k ∈ N ∪ {0} there exists a unique
dyadic polar rectangle Qj of generation j such that z ∈ Qj and
1
ω(Qj)
∫
Qj
|f(ζ)| d(ω ⊗m)(ζ) ≤ λ.
Then ∩jQj = {z}, and hence
|f(z)| = lim
j→∞
1
ω(Qj)
∫
Qj
|f(ζ)| d(ω ⊗m)(ζ)
for almost every z ∈ F by Lebesgue’s differentiation theorem. It follows that |f | ≤ λ almost
everywhere on F .
(iii) Since ω(Qk) ≤ 1λ
∫
Qk
|f(ζ)| d(ω ⊗m)(ζ) for each k, we have
ω(Ω) ≤
∑
k
ω(Qk) ≤ 1
λ
∑
k
∫
Qk
|f(ζ)| d(ω ⊗m)(ζ) = 1
λ
∫
Ω
|f(ζ)| d(ω ⊗m)(ζ) ≤ ‖f‖L1ω
λ
.
(iv) Since ω(R) = cω(D) for some constant c > 0, we have
1
ω(R)
∫
R
|f(ζ)| d(ω ⊗m)(ζ) = ‖f1R‖
cω(D)
<
λ
cω(D)
.
For each Qk 6= R, there exists a non-selected dyadic polar rectangle Q′ from the preceding
generation such that Qk ⊂ Q′. Since ω ∈ R such that ω([a, b]) ≍ ω
([
a, a+b2
]) ≍ ω ([a+b2 , b])
for all 0 ≤ a, b ≤ 1 by the hypothesis, we deduce
λ >
1
ω(Q′)
∫
Q′
|f(ζ)| d(ω ⊗m)(ζ) ≥ 1
Cω(Qk)
∫
Qk
|f(ζ)| d(ω ⊗m)(ζ)
for some constant C = C(ω) > 0, and thus (iv) holds. 
Proof of Theorem 3. Assume first that v satisfies the B1,ω-condition. Write D = D(0,
1
2)∪R1∪
R2 as before. Then f = f1D(0, 1
2
)
+ f1R1 + f1R2 . Since B
ω
z is uniformly bounded on D(0,
1
2 )
and
ess infz∈D(0, 1
2
)v(z) ≥
1
B1,ω(v)
∫
D(0, 1
2
) v(ζ) d(ω ⊗m)(ζ)
ω(D(0, 12))
,
we have
(vω)({z : |P+ω (f1D(0, 1
2
)
)(z)| > λ}) ≤
∫
D
|P+ω (f1D(0, 1
2
)
)(z)|
λ
v(z) d(ω ⊗m)(z)
≤ 1
λ
∫
D
(∫
D(0, 1
2
)
|f(ζ)||Bωz (ζ)| d(ω ⊗m)(ζ)
)
v(z) d(ω ⊗m)(z)
.
1
λ
∫
D(0, 1
2
)
|f(ζ)| d(ω ⊗m)(ζ) . B1,ω(v)‖f‖L1ω(v)
λ
.
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Moreover,
(vω)({z : |P+ω (f)(z)| > λ}) ≤ (vω)({z : |P+ω (f1D(0, 1
2
)
)(z)| + |P+ω (f1R1)(z)| + |P+ω (f1R2)(z)| > λ})
≤ (vω)
({
z : |P+ω (f1D(0, 1
2
)
)(z)| > λ
3
}
∪
{
z : |P+ω (f1R1)(z)| >
λ
3
}
∪
{
z : |P+ω (f1R1)(z)| >
λ
3
})
≤ (vω)
({
z : |P+ω (f1D(0, 1
2
)
)(z)| > λ
3
})
+ (vω)
({
z : |P+ω (f1R1)(z)| >
λ
3
})
+ (vω)
({
z : |P+ω (f1R2)(z)| >
λ
3
})
,
so it suffices to show that
(vω)
({
z : |P+ω (f1R)(z)| > λ
})
.
‖f1R‖L1ω(v)
λ
, R ∈ {R1, R2},
for large values of λ. To see this, fix R ∈ {R1, R2}, and decompose |f1R| = g+ b according to
Lemma 15 and the weight ω ∈ R. Then the definition of g and Lemma 15(iv) give
|g(z)| ≤
∑
k
(
1Qk(z)
ω(Qk)
∫
Qk
|f(ζ)| d(ω ⊗m)(ζ)
)
. λ, z ∈ Ω = ∪kQk, (4.2)
which together with Lemma 15(i) and the definition of g yields
‖g‖2L2vω =
∫
F
|g(ζ)|2v(ζ) d(ω ⊗m)(ζ) +
∫
Ω
|g(ζ)|2v(ζ) d(ω ⊗m)(ζ)
. λ
∫
F
|f(ζ)|v(ζ) d(ω ⊗m)(ζ) + λ
∫
Ω
|g(ζ)|v(ζ) d(ω ⊗m)(ζ).
Now, since v ∈ B1,ω and ω ∈ R such that ω([a, b]) ≍ ω
([
a, a+b2
]) ≍ ω ([a+b2 , b]) for all
0 ≤ a, b ≤ 1 by the hypotheses,∫
Ω
|g(ζ)|v(ζ) d(ω ⊗m)(ζ) =
∑
k
∫
Qk
|f(ζ)|(vω)(Qk)
ω(Qk)
d(ω ⊗m)(ζ)
.
∑
k
∫
Qk
|f(ζ)|Mω(v)(ζ) d(ω ⊗m)(ζ)
≤ B1,ω(v)
∑
k
∫
Qk
|f(ζ)|v(ζ) d(ω ⊗m)(ζ)
= B1,ω(v)
∫
Ω
|f(ζ)|v(ζ) d(ω ⊗m)(ζ).
(4.3)
Therefore ‖g‖2L2ω(v) . λB1,ω(v)‖f1R‖L1ω(v), and thus g ∈ L
2
ω(v). Since B1,ω ⊂ B2,ω with
B2,ω(v) . B1,ω(v), P
+
ω : L
2
ω(v)→ L2ω(v) is bounded by Theorem 2. Consequently,
(vω)
({
z : |P+ω (g)(z)| > λ
})
= (vω)
({
z : |P+ω (g)(z)|2 > λ2
})
≤ 1
λ2
∫
D
|P+ω (g)(ζ)|2v(ζ) d(ω ⊗m)(ζ) . B2,ω(v)
‖g‖2L2ω(v)
λ2
. B21,ω(v)
‖f1R‖L1ω(v)
λ
.
To deal with b, write b =
∑
k bk, where bk = b1Qk . Then |P+ω (b)| ≤
∑
k |P+ω (bk)|. For
each k, let Dk be the circumscribed disc of Qk with center zk and let D
′
k be the concentric
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disc of double radius. Further, let Ω′ = ∪kD′k ∩ D. Now that b has mean value zero on Qk,∫
Qk
b(ζ) d(ω ⊗m)(ζ) =
∫
Qk
(f(ζ)− g(ζ)) d(ω ⊗m)(ζ) =
∫
Qk
f(ζ) d(ω ⊗m)(ζ)
−
∫
Qk
(
1
ω(Qk)
∫
Qk
f(z) d(ω ⊗m)(z)
)
d(ω ⊗m)(ζ) = 0,
(4.4)
we deduce
|P+ω (bk)(z)| =
∣∣∣∣∫
Qk
b(ζ)|Bωz (ζ)| d(ω ⊗m)(ζ)−
∫
Qk
b(ζ)|Bωz (zk)| d(ω ⊗m)(ζ)
∣∣∣∣
≤
∫
Qk
|b(ζ)||Bωz (ζ)−Bωz (zk)| d(ω ⊗m)(ζ).
Consequently,∫
D\Ω′
|P+ω (b)(z)|v(z) d(ω ⊗m)(z)
≤
∑
k
∫
D\Ω′
|P+ω (bk)(z)|v(z) d(ω ⊗m)(z)
≤
∑
k
∫
D\Ω′
(∫
Qk
|b(ζ)||Bωz (ζ)−Bωz (zk)| d(ω ⊗m)(ζ)
)
v(z) d(ω ⊗m)(z)
=
∑
k
∫
Qk
|b(ζ)|
(∫
D\Ω′
|Bωz (ζ)−Bωz (zk)|v(z) d(ω ⊗m)(z)
)
d(ω ⊗m)(ζ)
≤
∑
k
∫
Qk
|b(ζ)|
(∫
D\D(zk,2|ζ−zk|)
|Bωz (ζ)−Bωz (zk)|v(z) d(ω ⊗m)(z)
)
d(ω ⊗m)(ζ).
There is an absolute constant C > 0 such that |ζ − zk| ≤ C(1 − |zk|) for any k and
any ζ ∈ Qk. Hence the inner integral in each summand is bounded by a constant times
infa∈D(zk ,
√
2(1−|zk|)Mω(v)(a) by Lemma 14. Therefore (4.3) yields∫
D\Ω′
|P+ω (b)(z)|v(z) d(ω ⊗m)(z) .
∑
k
inf
a∈D(zk ,
√
2(1−|zk|)
Mω(v)(a)
∫
Qk
|b(ζ)| d(ω ⊗m)(ζ)
≤
∑
k
∫
Qk
|b(ζ)|Mω(v)(ζ) d(ω ⊗m)(ζ)
≤ B1,ω(v)
∑
k
∫
Qk
|b(ζ)|v(ζ) d(ω ⊗m)(ζ)
≤ B1,ω(v)
∫
Ω
|b(ζ)|v(ζ) d(ω ⊗m)(ζ)
≤ B1,ω(v)
∫
Ω
|f(ζ)|v(ζ) d(ω ⊗m)(ζ)
+B1,ω(v)
∫
Ω
|g(ζ)|v(ζ) d(ω ⊗m)(ζ)
. B21,ω(v)
∫
Ω
|f(ζ)|v(ζ) d(ω ⊗m)(ζ)
. B21,ω(v)‖f1R‖L1ω(v).
(4.5)
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Further,
(vω)({z : |P+ω (b)(z)| > λ}) ≤ (vω)({z : |P+ω (b)(z)| > λ} ∩ (D \Ω′))
+ (vω)({z : |P+ω (b)(z)| > λ} ∩Ω′),
(4.6)
where
(vω)({z : |P+ω (b)(z)| > λ} ∩ (D \ Ω′)) ≤
1
λ
∫
D\Ω′
|P+ω (b)(z)|v(z) d(ω ⊗m)(z) .
‖f1R‖L1ω(v)
λ
by (4.5). Since ω ∈ R such that ω([a, b]) ≍ ω ([a, a+b2 ]) ≍ ω ([a+b2 , b]) for all 0 ≤ a, b ≤ 1 by
the hypothesis, we have ω(Qk) ≍ ω(D′k ∩ D), and hence (iv) gives
(vω)({z : |P+ω (b)(z)| > λ} ∩ Ω′) ≤ (vω)(Ω′) ≤
∑
k
(vω)(D′k ∩ D)
≤ 1
λ
∑
k
(vω)(D′k ∩ D))
ω(Qk)
∫
Qk
|f(z)| d(ω ⊗m)(z)
.
1
λ
∑
k
(vω)(D′k ∩ D))
ω(D′k ∩ D)
∫
Qk
|f(z)| d(ω ⊗m)(z)
≤ 1
λ
∑
k
∫
Qk
|f(z)|Mω(v)(z) d(ω ⊗m)(z)
≤ B1,ω(v) 1
λ
∑
k
∫
Qk
|f(z)|v(z) d(ω ⊗m)(z) ≤ B1,ω(v)
‖f1R‖L1ω(v)
λ
.
Hence
(vω)({z : |P+ω (f1R)(z)| > λ}) ≤ (vω)({z : |P+ω (g)(z)| > λ/2})
+ (vω)({z : |P+ω (b)(z)| > λ/2})
.
‖f1R‖L1ω(v)
λ
, R ∈ {R1, R2},
(4.7)
and thus we get (i). To be precise, this proof works only for f ∈ L1ω because Lemma 15
is applied, but the general case follows by applying (4.7) to the function min{f, n} with f
non-negative and then letting n→∞.
Since (i) trivially implies (ii), it remains to show that (ii) implies (iii). Let S1 and S2 be
Carleson squares satisfying the hypothesis in Lemma 11, and let f a non-negative function
supported on S1. Further, choose
λ = C
∫
S1
f(ζ) d(ω ⊗m)(ζ)
ω(S1)
,
where C is the constant appearing in (3.14). Since λ(vω)({z : |Pω(f)(z)| > λ}) . ‖f‖L1ω(v) by
the hypothesis, it follows by Lemma 11 that there exists C1 > 0 such that
(fω)(S1)
ω(S1)
(vω)(S2) ≤ C1(fvω)(S1).
By choosing f = 1Eω
−1 for E ⊂ S1 and applying Lebesgue differentiation theorem, we get
(vω)(S2)
ω(S1)
≤ C1v(z)
for almost every z ∈ S1. Since the same is true when the roles of S1 and S2 are interchanged,
we deduce
C1v(z) ≥ (vω)(S2)
ω(S1)
≥ ω(S2)(vω)(S1)
C1ω(S2)ω(S1)
=
1
C1
(vω)(S1)
ω(S1)
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for almost every z ∈ S1. It follows that
sup
S:z∈S
(vω)(S)
ω(S)
. v(z)
for almost every z ∈ D. This implies
sup
z∈D(a,r)
(vω)(D(a, r) ∩ D)
ω(D(a, r) ∩ D) . v(z) (4.8)
for almost every z ∈ D, where the supremum runs over the discs touching the boundary.
Moreover, the squares S1 and S2 in the statement of Lemma 11 can be replaced by Euclidean
discs D(a1, R(1 − |a1|) and D(a2, R(1 − |a1|), where R is fixed and small enough. By using
this fact with the above reasoning in hand and (4.8), we deduce v ∈ B1,ω. ✷
5. Two-weight inequality for the positive operator P+Ψ,µ
The purpose of this section is to prove Theorem 16. A reasoning similar to that in the proof
of Theorem 2 then shows that Theorem 4 is an immediate consequence of this result.
Theorem 16. Let 1 < p < ∞ and µ be a positive Borel measure on D, and let v, u ∈ L1µ
non-negative. Let Ψ : D(1, 1) → C be an analytic function such that its restriction to the
interval (0, 2) is positive and the following conditions hold:
(i) |Ψ(1− z)| ≍ Ψ(|1− z|) for all z ∈ D;
(ii) Ψ is essentially decreasing on (0, 2);
(iii) There exists a constant C > 0 such that Ψ(t) ≤ CΨ(2t) for all t ∈ (0, 1);
(iv) |Ψ(1− z)| = |Ψ(1− z)| for all z ∈ D.
Then P+Ψ,µ : L
p
µ(v)→ Lpµ(u) is bounded if and only if there exist constants C0 = C0(p, µ, v, u) >
0 and C⋆0 = C
⋆
0 (p, µ, v, u) > 0 such that∥∥∥Mu1/pP+Ψ,µMσ1/p′ (1Sσ1/p)∥∥∥Lpµ ≤ C0
∥∥∥1Sσ1/p∥∥∥
Lpµ
(5.1)
and ∥∥∥Mσ1/p′P+Ψ,µMu1/p(1Su1/p′)∥∥∥Lp′µ ≤ C⋆0
∥∥∥1Su1/p′∥∥∥
Lp
′
µ
(5.2)
for all Carleson squares S ⊂ D, where σ = v1−p′ . Moreover, there exists a constant C1 =
C1(p, µ) > 0 such that ∥∥∥P+Ψ,µ∥∥∥
Lpµ(v)→Lpµ(u)
≤ C1(C0 + C⋆0 ).
As in the one-weight case P+Ψ,µ : L
p
µ(v) → Lpµ(v) given in Corollary 8 it is more convenient
to consider first a dyadic model. To do this, let EµSf and E
σµ
S f denote the expectations of
a function f over a square S with respect to the measures µ and σ dµ, respectively. Given
a dyadic grid D on T and a sequence τ = {τS(I)}I∈D of nonnegative numbers, consider the
dyadic positive operator defined by
T (f) = Tµ,τ,D(f) =
∑
I∈D
τS(I)(E
µ
S(I)f)1S(I). (5.3)
Given I ⊂ D we can identify it with its associated Carleson square S(I). So, via this identifi-
cation, for a dyadic grid D on T we shall simply write
T (f) = Tµ,τ,D(f) =
∑
I∈D
τS(E
µ
Sf)1S (5.4)
for the corresponding dyadic positive operator.
The following theorem characterizes the boundedness of the operator T in the two-weight
setting. See [15, 17, 21].
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Theorem 17. Let 1 < p <∞, µ be a positive Borel measure on D, σ, u ∈ L1µ non-negative and
let T = Tµ,τ,D be the dyadic positive operator defined in (5.4). Then T (σ·) : Lpµ(σ)→ Lpµ(u) is
bounded if and only if there exist constants C0 = C0(p, µ, σ, u) > 0 and C
⋆
0 = C
⋆
0 (p, µ, σ, u) > 0
such that
‖T (σ1S)‖pLpµ(u) ≤ C0(σµ)(S) (5.5)
and
‖T ⋆(u1S)‖p
′
Lp
′
µ (σ)
≤ C⋆0(uµ)(S) (5.6)
for all S ∈ D. Moreover, there exists a constant C1 = C1(p, µ) > 0 such that
‖T (σ·)‖Lpµ(σ)→Lpµ(u) ≤ C1(C0 + C⋆0 ).
Let now σ be a weight and f a locally integrable function in D. Let S0 ∈ D and denote
D0 = {S ∈ D : S ⊂ S0}. Further, let
L(S0) = {S ∈ D0 : S is a maximal Carleson square in D0 such that EσµS |f | > 4EσµS0 |f |}.
Define L0 = {S0} and Li = ∪L∈Li−1L(L) for all i ∈ N, and denote the union of all the stopping
squares by L = ∪i≥0Li. For S ∈ D0, let λ(S) be the minimal square L ∈ L such that S ⊂ L
and let D(L) = {S ∈ D0 : λ(S) = L}.
The stopping squares L can be used to linearise the maximal function Mν . More precisely,
we have the pointwise estimate∑
L∈L
(EσµL |f |)1L(z) .Mσµf(z), z ∈ D. (5.7)
To see this, assume z ∈ S0 for some S0 ∈ L0, for otherwise the inequality is trivial because the
left hand side is zero. Then there exists a stopping square L′ ∈ L with minimal side length
containing z. The expectations increase geometrically, that is,
E
σµ
L |f | > 4EσµL˜ |f |, L, L˜ ∈ L, L ( L˜,
therefore ∑
L∈L
z∈L
E
σµ
L |f | ≤ EσµL′ |f |
∞∑
j=0
4−j .Mσµf(z),
concluding the proof of (5.7).
An application of (5.7) and (3.9) provides the useful inequality∑
L∈L
(EσµL |f |)pσµ(L) . ‖f‖Lpµ(σ). (5.8)
Proof of Theorem 17. We will assume there is a finite collection of dyadic squares S in the
definition of the operator T , and we will prove the operator norm is independent of the chosen
collection. So from now on
Tf =
∑
S∈S
τS(E
µ
Sf)1S .
It is enough to prove boundedness of the bilinear form 〈T (σf), gu〉L2µ , where f ∈ L
p
µ(σ) and
g ∈ Lp′µ (u) are positive. Following the argument in [21], we seek an estimate of the form
〈T (σf), gu〉L2µ ≤ A‖f‖Lpµ(σ)‖g‖Lp′µ (u) +B‖f‖
p
Lpµ(σ)
. (5.9)
We first divide the squares in S into two collections S1 and S2 according to the following
criterion. A square S will belong to S1, if(
E
µσ
S f
)p
µσ(S) ≥ (EµuS g)p′ µu(S), (5.10)
and it will belong to S2 otherwise. This reorganization of the Carleson squares allows us to
write T = T1 + T2, where
Tif =
∑
S∈Si
τS(E
µ
Sf)1S , i = 1, 2.
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The idea of writing T as the sum of T1 and T2 was already present in the work of Treil [21]
and previously in the work of Nazarov, Treil and Volberg [10]. We will prove boundedness of
T1 using the testing condition (5.5). The boundedness of T2 can be proven analogously to T1,
only using (5.6) this time. First note that
〈T1(σf), gu〉L2µ =
∑
S∈S1
τSE
µ
S(fσ)〈gu, 1S〉L2µ =
∑
L∈L
∑
S∈D(L)
τSE
µ
S(fσ)〈gu, 1S〉L2µ
=
∑
L∈L
〈TL(σf), gu〉L2µ ,
where L is a collection of stopping Carleson squares in the family S1, to be specified below, and
TLf =
∑
S∈D(L) τSE
µ
S(f)1S . To find the collection of stopping Carleson squares L, we define
L0 as the collection of maximal Carleson squares in the family S1, and follow the definition
after Theorem 17 for given f and σ to define L, with S1 as our family of dyadic Carleson
squares. Clearly,∑
L∈L
〈TL(σf), gu〉L2µ =
∑
L∈L
∫
TL(σf)(z)g(z)u(z) dµ(z) = I + II, (5.11)
where
I =
∑
i
∑
L∈Li
∫
L \ ∪L′∈Li+1
L′⊂L
L′
TL(σf)(z)g(z)u(z) dµ(z),
and
II =
∑
i
∑
L∈Li
∫
∪L′∈Li+1
L′⊂L
L′
TL(σf)(z)g(z)u(z) dµ(z).
To deal with I, we estimate the norm of TL. By using the testing condition (5.5) and the fact
that S ∈ D(L) are not stopping Carleson squares, we deduce
‖TL(σf)‖pLpµ(u) =
∥∥∥∥∥∥
∑
S∈D(L)
τSE
µ
S(fσ)1S
∥∥∥∥∥∥
p
Lpµ(u)
=
∥∥∥∥∥∥
∑
S∈D(L)
µσ(S)
µ(S)
τSE
σµ
S (f)1S
∥∥∥∥∥∥
p
Lpµ(u)
≤ 4p (EσµL (f))p
∥∥∥∥∥∥
∑
S∈D(L)
µσ(S)
µ(S)
τS1S
∥∥∥∥∥∥
p
Lpµ(u)
≤ 4p (EσµL (f))p ‖T (σ1L)‖pLpµ(u) ≤ 4pC0 (EσµL (f))p σµ(L).
(5.12)
Since ∪i ∪L∈Li L \ ∪L′∈Li+1
L′⊂L
L′ forms a collection of disjoint sets in L0, Ho¨lder’s inequality,
(5.12) and (5.8) yield
I ≤
∑
i
∑
L∈Li
‖TL(fσ)‖Lpµ(u)‖g1L\∪L′∈Li+1
L′⊂L
L′‖Lp′µ (u)
≤
∑
i
∑
L∈Li
‖TL(fσ)‖pLpµ(u)
1/p∑
i
∑
L∈Li
‖g1L\∪L′∈Li+1
L′⊂L
L′‖p
′
Lp
′
µ (u)
1/p′
≤ 4C1/p0
(∑
L∈L
(
E
µσ
L f
)p
σµ(L)
)1/p
‖g‖
Lp
′
µ (u)
. C0‖f‖Lpµ(σ)‖g‖Lp′µ (u).
(5.13)
We now turn to II. If L ∈ L be fixed, then the operator TL(fσ) is constant on L′, where
L′ ∈ L, L′ ( L. That is, L′ is contained in some Carleson square S of the family D(L). We
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will denote this constant by TL(fσ)(L
′). For a fixed L ∈ Li, this, Ho¨lder’s inequality, (5.12)
and the hypothesis (5.10) yield∫
∪L′∈Li+1
L′⊂L
L′
TL(σf)(z)g(z)u(z) dµ(z) =
∑
L′∈Li+1
L′⊂L
TL(fσ)(L
′)
∫
L′
g(z)u(z) dµ(z)
=
∑
L′∈Li+1
L′⊂L
TL(fσ)(L
′)
∫
L′ g(z)u(z) dµ(z)
µu(L′)
µu(L′)
=
∑
L′∈Li+1
L′⊂L
∫
L′
TL(fσ)(z)
(
E
µu
L′ g
)
u(z) dµ(z)
=
∫
L
TL(fσ)(z)
 ∑
L′∈Li+1
L′⊂L
E
µu
L′ g1L′(z)
u(z) dµ(z)
≤ ‖TL(fσ)‖Lpµ(u)
∥∥∥∥∥∥∥∥
∑
L′∈Li+1
L′⊂L
E
µu
L′ g1L′
∥∥∥∥∥∥∥∥
Lp
′
µ (u)
= ‖TL(fσ)‖Lpµ(u)
 ∑
L′∈Li+1
L′⊂L
(EµuL′ g)
p′µu(L′)

1/p′
≤ 4C0(EµσL f)µσ(L)1/p
 ∑
L′∈Li+1
L′⊂L
(EµσL′ f)
pµσ(L′)

1/p′
.
By summing this estimate in L and using (5.8), we obtain
II .
∑
i
∑
L∈Li
(EµσL f)µσ(L)
1/p
 ∑
L′∈Li+1
L′⊂L
(EµσL′ f)
pµσ(L′)

1/p′
.
(∑
L∈L
(EµσL f)
pµσ(L)
)1/p∑
i
∑
L∈Li
∑
L′∈Li+1
L′⊂L
(EµσL′ f)
pµσ(L′)

1/p′
. ‖f‖Lpµ(σ)‖f‖
p/p′
Lpµ(σ)
. ‖f‖p
Lpµ(σ)
.
(5.14)
By combining (5.13) and (5.14), we get (5.9). ✷
We now turn to the two-weight inequality for the case of the operator P+Ψ,µ and its associated
dyadic model P βΨ,µ.
Taking Dβ, β ∈ {0, 1/2}, one of the dyadic grids on T defined in (3.2) and choosing τS(I) =
Ψ(|I|)µ(SI)
|I| , we obtain the following result as a byproduct of Theorem 17.
Corollary 18. Let β ∈ {0, 1/2}, Ψ be a positive function on (0, 2), µ be a positive Borel
measure on D and σ, u ∈ L1µ non-negative. Then P βΨ,µ(σ·) : Lpµ(σ) → Lpµ(u) is bounded if and
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only if there exist constants C0 = C0(p, µ, σ, u) > 0 and C
⋆
0 = C
⋆
0 (p, µ, σ, u) > 0 such that∥∥∥∥∥∥∥∥
∑
I∈Dβ
I⊂I0
〈
σ1S(I0),
Ψ(|I|)1S(I)
|I|
〉
L2µ
1S(I)
∥∥∥∥∥∥∥∥
p
Lpµ(u)
≤ C0µσ(S(I0)), (5.15)
and ∥∥∥∥∥∥∥∥
∑
I∈Dβ
I⊂I0
〈
u1S(I0),
Ψ(|I|)1S(I)
|I|
〉
L2µ
1S(I)
∥∥∥∥∥∥∥∥
p′
Lp
′
µ (σ)
≤ C⋆0µu(S(I0)), (5.16)
for all I0 ∈ Dβ. Moreover, there exists a constant C1 > 0 independent of the weights, such
that ∥∥∥P βΨ,µ(σ·)∥∥∥
Lpµ(σ)→Lpµ(u)
≤ C1(C0 + C⋆0 ).
Proof of Theorem 16. By the equivalence of (A) and (C), P+Ψ,µ : L
p
µ(v) → Lpµ(u) is bounded
if and only if Mu1/pP+Ψ,µMσ1/p′ : Lpµ → Lpµ is bounded. By the hypothesis (iv), the adjoint
of Mu1/pP+Ψ,µMσ1/p′ with respect to the L2µ-pairing is Mσ1/p′P+Ψ,µMu1/p . Consequently, the
necessity of the conditions (5.1) and (5.2) is obvious. Conversely, by the first inequality in
(3.6), the testing conditions (5.1) and (5.2) imply the corresponding testing conditions for
each P βΨ,µ, β ∈ {0, 1/2}, that is, conditions (5.15) and (5.16), and therefore the boundedness
of each operator P βΨ,µ(σ·) : Lpµ(σ) → Lpµ(u), β ∈ {0, 1/2}, by Corollary 18. The second
inequality in (3.6) now implies the boundedness of P+Ψ,µ : L
p
µ(σ) → Lpµ(u) with the required
norm bounds. Finally, by using the equivalence of (A) and (B) and (3.10), we deduce that
P+Ψ,µ : L
p
µ(v)→ Lpµ(u) is bounded with the claimed norm bound. ✷
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