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Software systems need to continuously change to remain useful. Change appears in
several forms and needs to be accommodated at different levels. We propose Change-
boxes as a mechanism to encapsulate, manage, analyze and exploit changes to software
systems. Our thesis is that only by making change explicit and manipulable can we en-
able the software developer to manage software change more effectively than is currently
possible. Furthermore we argue that we need new insights into assessing the impact of
changes and we need to provide new tools and techniques to manage them. We report on
the results of some initial prototyping efforts, and we outline a series of research activities
that we have started to explore the potential of Changeboxes.
1 Introduction
Complex software systems must change in order to keep pace with changing needs and
requirements[20]. If we carry this observation to its logical conclusion, the ability to plan
needs to be augmented by the ability to change [4]. Curiously, however, modern program-
ming languages and environments provide little support for the fact that the systems being
built will inevitably change [26]. In fact, more emphasis is placed on mechanisms to enforce
consistency and to limit the effects of change than on enabling change.
This position paper targets the following questions:
– How can we encapsulate change in order to better specify, manipulate and control it?
– How can we manage the scope of change, especially in a running system?
– How can we assess the impact of change in a complex system?
– How can we exploit change to reveal implicit trends and emergent software artifacts?
To answer these questions, we propose to (i) introduce Changeboxes, a programming
language construct to package incremental modifications to complex software systems, and
use these constructs to express both low-level (syntactic) and high-level (semantic) changes,
(ii) develop a scoped approach to behavioural and structural reflection in which the visibility
of reflective features, and thus of changes, can be controlled at a fine level of granularity, (iii)
explore techniques for tracing the impact of changes back to their source by monitoring the
flow of object references in a running system, and (iv) analyze the evolution of the software
and related artifacts to identify higher-level semantic entities.
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2 Changeboxes: How to encapsulate change?
Present-day development tools and environments do not deal with change in an explicit way.
Although integrated development environments such as Eclipse help in integrating different
aspects of the development process (i.e., revision control, code refactoring) the current solu-
tions are far from ideal because they are not based on a common infrastructure. They do not
support well:
• Capturing information about changes. Most revision control systems are only snapshot-
based and changes can only be identified post facto as differences between versions
[23]. Furthermore, they do not provide any semantical information about the changes
performed.
• Concurrent development in a team. Short synchronization cycles and switching between
different versions of a software are hampered by a tedious file- and snapshot-based,
update-merge-commit procedure [27].
• Incremental adaption of a system to cope with a specific change. Large refactorings can
affect many parts of a system and therefore may need a considerable amount of work
to be pushed through [8, 17]. While unfinished, the system is not in a consistent shape
and cannot be integrated with other work, hindering the evolution or even preventing
developers from applying the refactoring.
We propose to investigate means to better support evolution of software systems by ex-
plicitly modeling changes at the level of the development environment and programming
language. The specific question we want to answer is: What are the appropriate abstractions
to explicitly model the evolution of a software system?
Classboxes are a scoping mechanism to support unanticipated changes [5, 6]. Classboxes
are coarse-grained components that enable developers to locally extend software in a uniform
way without impacting other users of that software. As Classboxes have been designed to
enable scoping of class extensions, we propose to apply the same principle not only to scope
structural changes but also to scope changes over time in an uniform way. From another
perspective, as a result of our research in understanding software evolution we concluded that
evolution should be modeled as a first class entity [13].
We propose to explore a model for fine-grained changes as first-class entities, and we pro-
pose to use this mechanism, called Changeboxes, to express both time-based and structural
scoping mechanisms. Changeboxes will allow several versions of the same software artifact
to coexist and to be runnable at the same time.
We plan to model changes as ubiquitous events in the evolution of a system, that is, each
change brought by a developer will be immediately accessible by any other team member.
The difference to changes having global effect is that each change is performed within a
specific scope, and the environment allows the developer to switch between these scopes
as appropriate. We believe this will achieve a more transparent development process, and
will provide a rich model for integrating tools and performing analysis for reverse and re-
engineering.
We will start by implementing a Smalltalk prototype of Changeboxes which will express
the possibility of add or remove methods. The first prototype will be based on the Classbox
implementation. The next step will be to enable the addition or removal of classes, instance
variables and changes in inheritance relationships.
2
Changebox Prototype
We have started our prototype from the approach implemented in Classboxes. In short, this
consists of changing the method lookup of Squeak to take into account different versions of
methods depending on the execution context. This allows additions and changes of methods
to be expressed. We have further extended this approach to deal with removing methods.
The sequence of method changes is reified by modeling method versions as first-class
entities. The prototype allows one to select any version of the system and execute or browse
the source code of the program in this context. This approach is based on the dynamic lookup
in object-oriented systems and on the fact that in Squeak we can reify method execution. In
Squeak, however, the lookup of classes is not dynamic (i.e., it is performed at compile time),
hence we cannot apply the same approach for expressing several versions of a class definition,
for example to take into account instance variable or inheritance modifications.
We are currently investigating ways of modifying the class lookup of the system to be
dynamic and to introduce namespaces for managing different versions of the same class.
Combined, these techniques would allow for looking up the appropriate class based on the
active version of the execution context.
A key validation of Changeboxes will be to express not only low-level modifications to
specific versions, but to also express higher-level refactorings which can eventually be applied
to different versions of different artifacts. A more important long-term goal is to be able to
use Changeboxes as a mechanism to push changes through a system in a controlled way,
using scoped reflection.
3 Scoped Reflection: How to manage the scope of change?
Not only source-code, but running systems need to evolve as well. Software systems are
typically changed by modifying the source code and recompiling the whole system. This
rather old-fashioned model of software development suffers from two outmoded assumptions
that are increasingly in conflict with the reality of modern software applications. First is
the assumption that the system must be stopped, recompiled and restarted. Many of today’s
software systems must be up virtually all the time. Second is the assumption that the universe
is consistent. Software systems today must cope with the fact that libraries, components and
peer systems may be based on incompatible versions of interfaces, protocols and standards.
We therefore need mechanisms to enable (i) runtime changes, and (ii) scoped visibility of
changes.
Reflection is the ability of a system to change itself at runtime [29, 24, 10]. Smalltalk is
a reflective system in which the structure of the system is described by classes and can be
changed anytime. Aside from these structural reflective capabilities, however, there is no meta
object protocol to support fine-grained control of behavior. We have recently implemented
Geppetto [28], a dynamic runtime meta object protocol for behavioral reflection based on the
design of Reflex [31].
We plan to extend the behavioral reflection framework of Geppetto with the notion of
scoped behavioral reflection. This means we want not only to control what (spatial) and
when (temporal) to reflect, but in addition to control the reifications based on the control
flow. For example, we want to specify that reifications are active only if the control flow
originates in a specified sub-system.
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We plan to explore a reflective system that not only scopes behavioral reflection, but
in addition provides scoping capabilities for structural reflection. In this track we plan to
leverage the work on Changeboxes. We plan to use the behavioural reflection framework
as a mechanism to selectively scope the application of Changeboxes dependent on a given
context. Conversely, we also plan to use Changeboxes as a mechanism for controlling the
availability of the reflective mechanisms themselves. Depending on the current context, then,
reflective capabilities may be available, or safely locked away.
In the long term, we plan to explore how the combination of scoped reflection and
Changeboxes can enable a more general model of context-oriented programming [7], in
which the structure and behaviour of software artifacts may change dynamically but in a
controlled way depending on the dynamic context.
4 Object Flow Analysis: How to assess the impact of change?
Even small changes can break a system in unexpected ways. To fix a problem the developer
has to understand the connection between the location where the problem manifests itself
and its cause, the change that introduced the problem.
Dynamic analysis covers a number of techniques for analyzing information gathered while
running the program [2, 30]. As object-oriented technology became more wide-spread, it was
only natural that procedural analysis techniques were adapted to object-oriented languages.
In this context many dynamic analysis techniques focus on only the execution trace as a
sequence of message sends [18, 22, 9, 35, 1].
In object-oriented programming the understanding of problems is often complicated due
to the temporal and spatial gap between the root cause and the effect of errors.
Figure 1 illustrates an example of an execution trace of a program. The order of method
activations (squares) is from bottom to top and left to right. While the cause of the bug is
introduced at the beginning of the execution, the effect occurs much later on (temporal gap).
Moreover, the locations of the cause and the effect are distant in the object space because









Figure 1: Execution trace emphasizing the cause effect gap of a bug.
Figure 1 also illustrates the execution stack at the point when the error occurred. This is
the typical view of a debugger showing the method activation in which the bug is manifested.
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The location of the cause of the bug, however, is hidden.
The reason for this gap is static object aliasing – an inherent property of object-orientation.
By means of instance variables the flow of an object can bridge the linear sequence of method
executions.
Figure 2 illustrates the flow of an object relative to the same program execution. While
the object is first passed along with the execution trace, its path later diverges and jumps to









Figure 2: Object flow observed from the execution perspective.
This example illustrates how changes to the software system which modify the behavior
of objects may have unexpected effect at distant locations of program execution. Therefore,
to connect the cause and the effect of errors we need to trace the flow of objects. This will
support the developer in finding errors by allowing him to follow incorrectly behaving objects
back along their path.
We plan to investigate a run-time model that complements execution traces with object
flow information. We are currently working on a prototype for run-time analysis which
introduces the concept of object alias to represent explicitly the references to an object.
In comparison to the concept of omniscient debugging [21] which traces the whole execu-
tion of the program at a low level, our prototype will additionally provide information about
the flow of objects.
Based on this model we plan to build a high-level object-centric debugger. By tracing
the flow of objects the debugger can provide shortcuts between the chronological sequence of
method executions.
Changeboxes will allow for several versions to coexist in the same system. To identify
the impact of changes from one version to another, we will implement analyses to compare
the dynamic information of the execution of the two versions. In this way we can get closer
to identifying the cause of a bug.
5 Evolution Analysis: How to exploit change?
The evolution of software systems is driven by changes at the level of the domain (e.g.,
features), as change requests are specified in terms of domain concepts. That is why it is
important to map domain concepts to code [11, 12, 32].
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We propose to pursue several techniques to locate domain concepts from the code and
then to analyze how the domain concepts have evolved in the code as opposed to how they
are linked conceptually. Different works analyze how the changes in the code relate to the
features implemented, by using dynamic analysis [1, 15, 35]. We argue that we need to further
investigate this path to recover domain interpretations for the changes in the code, that is,
to identify the reasons why the code was changed [16].
Other sources of domain information are the comments and the names of the identifiers
[19]. The analyses proposed so far typically focus on one version only. We argue that we need
to use information retrieval techniques over several versions of a system to detect when the
concepts appear in the system, how they spread and perhaps how they die.
Our main goal is to identify the kind of semantics of changes that would be useful to be
encapsulated in Changeboxes. Current versioning systems allow for a textual description to
be attached to every new version, but this free-form is difficult to analyze automatically. We
plan to allow the developer to relate his changes with the domain concepts using Change-
boxes. On the one hand, we want to identify what mechanisms we need for modeling the
domain knowledge and relate them to the code changes. On the other hand, we plan to use
our automatic analyses to provide hints for the relevant concepts for a change.
From another perspective, software evolution is driven by developers. That is why we
need to get more insights into how developers work together to better understand how to
support their activities. Several techniques have been proposed to detect patterns of how
developers change the system, by analyzing versioning repositories [3, 14, 25, 33, 34]. A
particular focus is to combine the developer analysis with the concept location analysis to
assign domain concepts to developers. In this way, we link the reasons for change with the
different behaviors. By analyzing the developers patterns, we expect to gather requirements
for building tools on top of the Changeboxes to facilitate the distributed team development.
6 Concluding remarks
Current programming languages and development environments are focused on limiting the
effects of change rather than on enabling change. We have argued here that we need a fresh
perspective on how to approach changes, and we have identified several paths to be followed.
On the one hand, we have proposed to tackle changes from a forward engineering point
of view. We have proposed Changeboxes, a mechanism that treats changes as first class
entities in the environment. Scoped Reflection extends the idea of Changeboxes to cover
reflective change. We have proposed to broaden the notion of scope for behavioral reflection
and explore the idea of scoping structural reflective change. On the other hand, we have
argued that we need to advance our understanding of changes. In this direction, we have
proposed a novel approach to assess the impact of change by analyzing how objects flow
through a running system. We have also argued for the need to understand how developers
drive software evolution and how the evolution of the system relates to the evolution of the
domain concepts.
We hope that these efforts will constitute a small step in the direction of freeing program-
ming languages from the stranglehold of static thinking that has historically dominated and
(in our opinion) stifled programming language development. Sooner, rather than later, we
expect to see a new class of dynamic languages emerge that consider change to be a normal
and essential component of the programming language itself.
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