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Abstract
Some Schwarz waveform relaxation algorithms based on frequency domain analysis for parabolic equations are proposed and
analyzed. In this paper we mainly study an overlapping process with Dirichlet transmission conditions and a non-overlapping
process with Robin transmission conditions. The convergence conditions for these algorithms are also obtained by our frequency
domain analysis. Numerical experiments are given to illustrate effectiveness of the algorithms.
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1. Introduction
In the field of computational science and engineering, domain decomposition methods, also called as Schwarz
methods, are popular in parallel computing, component-wise design and simulation (e.g. for aircraft), and non-
matching meshing [1]. To apply Schwarz methods with implicit time integration to evolutionary equations, two
approaches have been developed. The earlier approach is to discretize the time variable and then to apply Schwarz
methods to the discretized problems on a single time level [2]. The other approach, namely Schwarz waveform
relaxation (SWR), is to directly apply Schwarz methods in spatial dimension to the continuous problems. The main
advantage of the second approach lies in its local space-time adaptive discretization ability, its less communication
overheads in parallel computing and its good convergence behavior (sometimes even superlinear within appropriate
time windows).
The idea of keeping subproblems time-dependent is generally called as waveform relaxation or dynamic iteration. It
has been successfully used in circuit simulation to solve large systems of ordinary differential equations [3] and time-
periodic differential-algebraic equations [4]. Bjorhus combined waveform relaxation and Schwarz methods to solve
a linear first-order system of hyperbolic equations [5]. Subsequently, Gander extensively developed the approach
to solve initial boundary value problems of time-dependent equations. For a review, one can refer to [6,7] on the
overlapping Dirichlet process, and [8] on the overlapping and non-overlapping optimized processes.
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To the authors’ knowledge, the SWR for time-periodic parabolic problems has not been studied yet, however. Such
problems fall in the class of steady state determination, and arise in many applications such as periodic heating [9,10],
chemical reactors [11], and the potential field with AC voltage source [12] etc. Since the unknown function values at
all time points are coupling through the periodic condition, one may use the shooting technique to solve an iterative
sequence of initial value problems. But the computational complexity of the shooting process increases significantly
with the number of spatial nodes. By contrast, the SWR divides the original large system into some smaller subsystems
(which is still time-periodic), and as a result it helps for shooting and parallel computing.
In this paper, two SWR algorithms are applied to general parabolic problems with space-dependent coefficients in
n-dimensional space, and our main work is to analyze their convergence behavior. Noting that there are no maximum
principles available in time domain for analyzing the overlapping Dirichlet process, and the direct time-domain
analysis seems also intractable for the non-overlapping Robin processes with general frequency-dependent parameters
(pseudo-differential operators in time domain), therefore for each process the convergence analysis is done in space-
frequency domain first, and the further theoretic analysis then leads to the convergence of the corresponding SWR in
space-time domain.
The sense of the paper is not limited to time-periodic problems, because it is also devoted to solutions of frequency
domain responses for parabolic equations which are useful not only for time-periodic problems but also for initial value
problems. We note that the Laplace transform method for initial value problems have been developed in last decade
as a parallel time-integration method [13,14]. The present paper can be regarded as an investigation on parallelism
in spatial dimension. Actually, in the numerical experiment section we have chosen frequency domain problems as
examples.
In Section 2 we list the formulation of the time-periodic parabolic problem, and give a brief time-domain analysis
of SWR for the self-adjoint positive system. Then we transform the problem into frequency models. In Section 3
we analyze the convergence of the overlapping Schwarz method for non-divergence form equations. We also prove
the convergence of the non-overlapping Schwarz method with Robin transmission conditions for divergence form
equations in Section 4. In Section 5 we present numerical experiments. Conclusions are drawn in Section 6.
2. Time-harmonic parabolic formulation
Suppose that Ω ⊂ Rn is a bounded domain. A time-periodic parabolic problem is to find u : Ω × [0, T ] → R,
such that u is T -periodic about time variable t , and satisfies
ut − Lu = f (x, t) in Ω × [0, T ], (1)
u = g(x, t) on ∂Ω × [0, T ],
where f (x, t) and g(x, t) are T -periodic functions about t .
The spatially differential operator L satisfying some elliptic condition is either in the non-divergence form given
by
Lu ≡
n∑
i, j=1
ai j (x)DiD ju(x, t)+
n∑
i=1
bi (x)Diu + c(x)u (2)
or in the divergence form given by
Lu ≡
n∑
i, j=1
Di (a
i j (x)D ju(x, t)+ biu(x, t))+
n∑
i=1
ci (x)Diu + d(x)u, (3)
where Di for any fixed i represents partial differential with xi , and the coefficients ai j , bi , c are time-invariant. The
problem (1) is well-posed under suitable conditions, see [15] and references therein.
When L given by (3) is strictly elliptic and ai j = a j i , bi = ci = 0, the overlapping SWR methods with Dirichlet
transmission conditions can be interpreted as an alternating projection process. Let us give a brief analysis here.
We decompose Ω into two overlapping subdomains Ω1 and Ω2. In the classical Schwarz process, an initial guess
function u0 is given on the whole domain Ω satisfying the boundary condition, and the (m + 1)th iterative solution
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um+1 defined on Ω has updated values in only one subdomain and in the other subdomain it is kept equal to the
previous iterative solution um . The iteration process is defined as follows,
u2m+1t − Lu2m+1 = f in Ω1 × [0, T ],
u2m+1 = u2m on ∂Ω1 × [0, T ]
and
u2m+2t − Lu2m+2 = f in Ω2 × [0, T ],
u2m+2 = u2m+1 on ∂Ω2 × [0, T ],
which can be reformulated as
(u2m+1 − u2m)t − L(u2m+1 − u2m) = (u − u2m)t − L(u − u2m) in Ω1 × [0, T ],
u2m+1 − u2m = 0 on ∂Ω1 × [0, T ]
and
(u2m+2 − u2m+1)t − L(u2m+2 − u2m+1) = (u − u2m+1)t − L(u − u2m+1) in Ω2 × [0, T ],
u2m+2 − u2m+1 = 0 on ∂Ω2 × [0, T ].
Taking benefit of the time-periodicity, one can easily find∫ T
0
L(u2m+1 − u2m, v) dt =
∫ T
0
L(u − u2m, v)dt, ∀v ∈ H10 (Ω1)
and ∫ T
0
L(u2m+2 − u2m+1, v) dt =
∫ T
0
L(u − u2m+1, v)dt, ∀v ∈ H10 (Ω2),
where L(·, ·) is the bilinear form associated with L . Since ∫ T0 L(·, ·)dt can be regarded as a new inner product on
L2(0, T ; H10 (Ω)), the above iterative relationship in fact forms an alternating projection process.
For a time-invariant system like (1), to seek its time-periodic solution in time domain sometimes is more expensive
than that in frequency domain, especially when f (x, t) and g(x, t) have compact frequency components. To see this
one can analyze the computational work for fully discrete equations. In time domain one solves a coupled system with
N ×M unknowns, where N and M are numbers of time and space grid points, respectively. In frequency domain one
then solves F decoupled subsystems, each with M complex-valued unknowns, where F is the number of non-negative
frequency points.
Let us give a comparison between SWR in space-time domain and Schwarz methods in space-frequency domain.
The main considerations are computational work (as discussed in the above paragraph) of subdomain problems and
number of iterations needed to reach a prescribed precision. Since the convergence rate is dependent on the frequency,
the Schwarz iterations in space-frequency domain would be performed different times for the problems at different
frequencies, while the SWR process iterates all frequency components simultaneously and so includes more iterations
on almost all components. More importantly, in space-frequency domain, transmission conditions can be designed
and optimized frequency-dependently. For example, the overlapping Dirichlet process may be preferable at very high
frequencies while the optimized process can exceed at low and moderate frequencies, and the optimized transmission
conditions at different frequencies can be of different order and with different parameters.
In Sections 3 and 4, we will first consider the convergence of the Schwarz processes for the following space-
frequency domain problem obtained from (1) by Fourier series expansion,
ikθ uˆk(x)− Luˆk = fˆk(x) in Ω , (4)
uˆk = gˆk(x) on ∂Ω ,
where we denote by
∑∞
k=−∞ uˆk(x)eikθ t the Fourier series of u(x, t) with the base frequency θ = 2pi/T , and the
convergence results are stated in Theorems 1 and 4. After each of them, a remark is given, which explains how the
corresponding convergence results in space-time domain can be derived.
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We also note that (1) can be transformed to the form of (4) only when the coefficients of L are time-invariant as we
have assumed in (2) and (3). If the coefficients are time-dependent, we can also prove the convergence of the SWR
processes when the bilinear form associated with divergence-form L is symmetric positive. However, the unsymmetric
and indefinite cases are still open to study.
3. The overlapping Schwarz process
We consider a general time-harmonic parabolic problem as follows
Lu = ikθu + f in Ω , (5)
u = g on ∂Ω ,
where L is defined by (2), Ω is a bounded domain in Rn , u, f , and g are complex-valued functions defined on Ω ,
Ω and ∂Ω , respectively, the coefficients ai j , bi , and c are real functions in Ω , i is the unit imaginary number, k is an
integer, θ = 2pi/T (T is the least time-period) is the base frequency, Di and Di j represent the first- and second-order
partial derivatives, respectively. In the following, the summation convention is used about i and j over {1, 2, 3, . . . , n}.
To determine a unique classical solution u ∈ C2,α(Ω), the following assumptions are sufficient:
(i) the operator L is strictly elliptic, i.e.,
ai jξiξ j ≥ C0|ξ |2 for some constant C0 > 0 (6)
and for all x ∈ Ω and ξ ∈ Rn .
(ii) the coefficients ai j , bi , c, and the forcing term f , all belong to Cα(Ω), ai j = a j i , c ≤ 0, and g ∈ C2,α(∂Ω).
(iii) Ω is a C2,α domain.
For convenience, these assumptions are always made default in this section except the Section 3.3.
Remarks. The conditions for well-posedness here are somewhat strong but they can simplify our statements. In fact, a
weak solution is also feasible for us to do the convergence analysis, see the Section 3.3.
First, we recall the classical strong maximum principle (see also [16]).
Lemma 1. Under the same assumptions on L and its coefficients as above, if a real function u ∈ C2(Ω) satisfies
Lu ≥ 0 in a domain Ω , then u cannot achieve its non-negative maximum in the interior of Ω unless it is constant.
To consider the modulus of u, we have
Corollary 1. If Lu = 0 in Lemma 1, then |u| cannot achieve its maximum in the interior of Ω unless it is constant.
To consider the problem (5) with f = 0, we have
Lemma 2. If a complex-valued function u ∈ C2(Ω) satisfies Lu − ikθu = 0 in a domain Ω , then L|u|2 ≥ 0.
Proof. Let v and w be the real and imaginary parts of u, respectively. Noting that Di (v2) = 2vDiv, Di j (v2) =
Di (2vD jv) = 2(DivD jv + vDi jv) we have
1
2
L(v2) = ai jDivD jv + ai jvDi jv + bivDiv + 12cv
2
= ai jDivD jv + vLv − 12cv
2.
Since Lu − ikθu = 0 is equivalent to the system of Lv + kθw = 0 and Lw − kθv = 0, it follows
1
2
L(v2 + w2) = ai jDivD jv + ai jDiwD jw + v(kθw)+ w(−kθv)− 12c(v
2 + w2)
= ai jDivD jv + ai jDiwD jw − 12c(v
2 + w2)
≥ 0.
The last inequality is deduced from the strict ellipticity of L and c ≤ 0. 
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Remarks. For a coupled system like Lu = kv and Lv = −lu with k, l > 0, one can find L(lu2 + kv2) ≥ 0. So the
following deduction of Section 3 can be extended to this kind of systems.
Combining Lemmas 1 and 2, we have a result like Corollary 1, which will be useful in our coming analysis.
Corollary 2. Under the hypothesis of Lemma 2, the modulus of u cannot achieve maximum in the interior of Ω unless
it is constant.
3.1. Multiplicative Schwarz on two subdomains
For simplicity, let us consider the classical Schwarz procedure on two overlapping subdomains at first. We
decompose Ω into two subdomains Ω1 and Ω2 such that Ω = Ω1 ∪ Ω2, and suppose Ω1 and Ω2 are also C2,α
domains. We denote γ1 = ∂Ω1 ∩ Ω2 and γ2 = ∂Ω2 ∩ Ω1.
To start the Schwarz alternating procedure we choose an initial guess function u0 ∈ C2,α(Ω) such that u0 = g on
∂Ω . Then we solve u2m−1 and u2m (m ≥ 1) from
Lu2m−1 − ikθu2m−1 = f in Ω1, u2m−1|Ω−Ω1 = u2m−2|Ω−Ω1 (7)
and
Lu2m − ikθu2m = f in Ω2, u2m |Ω−Ω2 = u2m−1|Ω−Ω2 , (8)
respectively. It is clear that the resulted um ∈ C2,α(Ω) with um = g on ∂Ω .
Let u be the exact solution of (5). We define the error functions em = u − um for m = 0, 1, 2, . . . , then from (7)
and (8) we know
Le2m−1 − ikθe2m−1 = 0 in Ω1, e2m−1|Ω−Ω1 = e2m−2|Ω−Ω1 (9)
and
Le2m − ikθe2m = 0 in Ω2, e2m |Ω−Ω2 = e2m−1|Ω−Ω2 . (10)
Our aim is to prove the above error functions on Ω converge to zero as m tends to infinity. It is equivalent to show
that these functions on γ1 and γ2 go to zero as the iterative process continues. We will see that the modulus of em on γ1
and γ2 are actually linearly decreasing. To get a constant bound on the convergence rate, we introduce the following
canonical problem
Lw = 0 in Ω1, w = 0 on ∂Ω ∩ ∂Ω1, w = 1 on γ1. (11)
With κ1 ≡ sup{|w(x)| : x ∈ γ2}, Lions gave the following lemma in [17].
Lemma 3. Suppose γ 1 ∩ γ 2 = ∅ and ∂Ω1 ∩ ∂Ω 6= ∅, then κ1 ∈ (0, 1).
Proof. By the fact that u is continuous on Ω1 − (γ1 ∩ ∂Ω) and Corollary 1. 
Remarks.We also know w > 0 on Ω1− ∂Ω . Similar conclusion holds for κ2 ≡ sup{|v(x)| : x ∈ γ1} with v satisfying
Lv = 0 in Ω2, v = 0 on ∂Ω ∩ ∂Ω2, and v = 1 on γ2.
Theorem 1. Suppose γ 1∩γ 2 = ∅, ∂Ω1∩∂Ω 6= ∅ and ∂Ω2∩∂Ω 6= ∅, there exist constants κ1, κ2 ∈ (0, 1) depending
on (Ω1, γ2, L) and (Ω2, γ1, L) respectively, such that for all m ≥ 1
sup
Ω1
|e2m−1| ≤ √κ1m√κ2m−1 sup
γ1
|e0|, (12)
sup
Ω2
|e2m | ≤ √κ1m√κ2m sup
γ2
|e0|.
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Proof. From Lemma 2 and (11) we know
L(|e2m−1|2 − w sup
γ1
|e2m−2|2) ≥ 0 in Ω .
Combining this with
|e2m−1|2 ≤ w sup
γ1
|e2m−2|2 on ∂Ω1
and using the continuity of e2m−1 and w, we obtain from Lemma 1,
|e2m−1|2 ≤ w sup
γ1
|e2m−2|2 on Ω1.
Then we have
sup
γ2
|e2m−1|2 ≤ sup
γ2
|w| sup
γ1
(|e2m−2|2) = κ1 sup
γ1
(|e2m−2|2).
Similarly, we have
sup
γ1
|e2m |2 ≤ κ2 sup
γ2
(|e2m−1|2).
By (7) and (8), and Corollary 2, the following equalities hold for all m ≥ 1
sup
Ω1
|e2m−1| = sup
γ1
|e2m−1| = sup
γ1
|e2m−2|
and
sup
Ω2
|e2m | = sup
γ2
|e2m | = sup
γ2
|e2m−1|.
Combining these equalities and the above inequalities, we finally finish the proof. 
Remarks. Assume that in time domain the errors {e˜m(x, t)} between the exact solution and the iterative solutions
are C1+α (0 < α ≤ 1) in t , which is reasonable for the equations satisfied by the errors, are homogeneous and the
coefficients of the equations are independent of t (see [15]). We have e˜m(x, t) =∑∞k=−∞ em(x, k) exp(ikθ t) with
|em(x, k)| ≤ (√κ1κ2)[m/2]−1 sup
γ1,γ2
|e0(x, k)| ≤ (√κ1κ2)[m/2]−1 c0
k1+α
,
where c0 is a constant independent of x . The last inequality comes from a classical result in the Fourier analysis,
see [18, p. 45]. Then we obtain
|e˜m(x, t)| ≤
∞∑
k=−∞
|em(x, k)| ≤ (√κ1κ2)[m/2]−1C0
(C0 is a constant independent of x). That is, e˜m converges geometrically to zero inC(Ω×[0, T ]). The above arguments
apply equally to the Sections 3.2 and 3.3. We also note that if ∂Ω1 ∩ ∂Ω = ∅ then ∂Ω2 ∩ ∂Ω 6= ∅ must hold owing to
Ω = Ω1 ∪ Ω2. Therefore, in this case the algorithm still converges.
Next, we shall present how the convergence rate depends on overlap size defined by δ ≡ dist(γ1, γ2). This kind of
analysis for elliptic problems was initially given in [17]. Here we use the same comparison function as that of [17],
and consider the canonical problem
Lw − ikθw = 0 in Ω1, sup
γ1
|w| ≤ 1, w = 0 on ∂Ω1 ∩ ∂Ω . (13)
Based on Lemmas 1 and 2, and Corollary 2, the proof of the following theorem is similar to that of Theorem 1, and it
is omitted.
Theorem 2. Suppose c ≤ c0 in Ω for some negative constant c0. If we replace κ1 and κ2 with κ1 = κ2 =
exp(−µδ2/2) < 1, then (12) still holds. Here, µ is a constant depending only on c0, diam(Ω1), diam(Ω2), and
the bounds of a and b.
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3.2. Additive Schwarz on N subdomains
In the following we decompose Ω into N subdomains. A usual way to obtain such an overlapping partition is to
divide Ω into N non-overlapping subdomains Ωi (i = 1, 2, 3, . . . N ) and then to enlarge them to Ω˜i so that {Ω˜i } form
an open covering of Ω satisfying
min
i
dist(∂Ωi ∩ Ω , ∂Ω˜i ∩ Ω) > δ > 0. (14)
Similar methods are used to partition finite element meshes on Ω , which give the so-called conforming domain
decomposition. We assume that {Ω˜i } are all C2,α domains for well-posedness. We further decompose ∂Ω˜i ∩ Ω into
N − 1 disjoint segments γi j ( j = 1, 2, . . . , N , j 6= i) such that
dist(γi j , ∂Ω˜ j ∩ Ω) > δ > 0. (15)
For example, we may simply define γi j = ∂Ω˜i ∩ Ω j such that (15) holds according to (14).
Suppose an initial guess function u0 ∈ C2,α(Ω) with u0 = g on ∂Ω is given, and define u0i := u0 in Ω i , then at
each iteration the Schwarz algorithm solves the following problems for i = 1, 2, . . . , N in parallel (m ≥ 0)
Lu˜m+1i − ikθ u˜m+1i = f in Ω˜i ∩ Ω , (16)
u˜m+1i = umj on γi j ( j = 1, . . . , N , i 6= j),
u˜m+1i = g on Ω˜i ∩ ∂Ω .
Then, we define
u˜m+1 := Σiφi u˜m+1i , um+1i := u˜m+1 in Ωi , (17)
where {φi } is a partition of unity associated with {Ω˜i } such that φi ∈ C2,α0 (Ω˜i ) and Σiφi = 1 in Ω . For weak solutions
discussed in the coming Section 3.3, therein, φi is only needed to be in W
1,∞
0 (Ω˜i ). It is an easy task to construct such
functions on finite element meshes.
To analyze the convergence, let ui := u on Ωi (i = 1, . . . , N ) be the restriction of the exact solution of (5). Define
the error functions emi := ui − umi and e˜mi := ui − u˜mi . They satisfy
L e˜m+1i − ikθ e˜m+1i = 0 in Ω˜i ∩ Ω , (18)
e˜m+1i = emj on γi j ( j = 1, . . . , N , i 6= j),
e˜m+1i = 0 on Ω˜i ∩ ∂Ω
and
e˜m+1 = Σiφi e˜m+1i , em+1i := e˜m+1 in Ωi (19)
according to (16) and (17).
Then, we consider a canonical problem in accordance with our algorithmic setting as follows,
Lw = 0 in Q, w = α on Γ1, w = 1 on Γ2, (20)
where Q is a bounded domain in Rn , ∂Q = Γ1 ∪ Γ2, and 0 ≤ α < 1 is a constant. We have the following estimation.
Lemma 4. Suppose there is a smaller domain Q˜ ⊂ Q, and dist(∂ Q˜, ∂Q) ≥ δ > 0, then sup{|w(x)| : x ∈ Q˜} ∈
(0, 1).
Proof. Since w ∈ C(Q˜) and Q˜ is compact, |w| can achieve its maximum on Q˜. Due to Corollary 1, |w| at the
maximum point is still strictly less than 1. To seew is positive, we write L(−w) ≥ 0 in Q,−w ≤ max{−α,−1, 0} = 0
on ∂Q and apply Lemma 1. 
Using this lemma, we obtain
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Theorem 3. For any m ≥ 0, the error functions defined by (19) satisfy
max
i
sup
Ωi
|em+d+1i | ≤ γ maxi supΩi
|emi |, (21)
where d is some integer, and γ (∈ (0, 1)) is a constant depending only on L, Ωi and Ω .
Proof. It is known that the boundary values are important to determine a unique solution. To describe how the exact
information on ∂Ω propagates among subdomains, the following notations are useful,
I0 ≡ {i ∈ {1, 2, . . . , N } : Ω˜i ∩ ∂Ω 6= ∅},
I1 ≡ {i ∈ {1, 2, . . . , N } − I0 : ∃ j ∈ I0, ∂Ω˜i ∩ Ω˜ j 6= ∅},
. . .
Il+1 ≡ {i ∈ {1, 2, . . . , N } −
l⋃
k=0
Ik : ∃ j ∈ Il , ∂Ω˜i ∩ Ω˜ j 6= ∅},
. . .
until some integer d such that Id+1 = ∅ and {1, . . . , N } = ∪dj=1 I j .
Now for i ∈ I0 we take α = 0 and set the pair Ωi ⊂ (Ω˜i ∩ Ω) in Lemma 4 to find
γ0 := max
i∈I0
sup
Ωi
|w0i | ∈ (0, 1).
(Here, we denote the solution of (20) for i ∈ I0 by w0i .) Then we can define
w˜0i := w0i maxj supΩ j
|emj |2,
where
Lw˜0i = 0 in Ω˜i ,
w˜0i = 0 on Ω˜i ∩ ∂Ω ,
w˜0i = maxj supΩ j
|emj |2 on γil (l 6= i).
By Lemma 2, we also know
L(|e˜m+1i |2) ≥ 0 in Ω˜i ,
|e˜m+1i |2 = 0 on ∂Ω˜i ∩ ∂Ω ,
|e˜m+1i |2 = |eml |2 ≤ maxj supΩ j
|emj |2 on γil (l 6= i).
Hence, by Lemma 1, we have
|e˜m+1i |2 ≤ w˜0i in Ω˜i ∩ Ω (i ∈ I0).
Consequently,
sup
Ωi
|em+1i |2 ≤ (sup
Ωi
w0i )maxj
sup
Ω j
|emj |2.
Therefore, for i ∈ I0, we have
max
i∈I0
sup
Ωi
|em+1i | ≤
√
γ0max
j
sup
Ω j
|emj |. (22)
It means that the errors on subdomains of the I0 type are contractive.
Next, let us analyze for i ∈ I1. We take α = γ0, the pair Ωi ⊂ (Ω˜i ∩ Ω) and apply Lemma 4 to obtain
γ1 := max
i∈I1
sup
Ωi
|w1i | ∈ (0, 1).
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Also, we define
w˜1i := w1i maxj supΩ j
|emj |2
such that
Lw˜1i = 0 in Ω˜i ,
w˜1i = γ0maxj supΩ j
|emj |2 on
⋃
l∈I0
γil ,
w˜1i = maxj supΩ j
|emj |2 on γil (l 6= i, l 6∈ I0).
Note that for any m ≥ 0 we have
max
j
sup
Ω j
|em+1j | ≤ maxj supΩ j
|emj |. (23)
In fact, by the algorithm definition we have e˜m+1i = emj on γi j ⊂ Ω j . It means sup∂(Ω˜i∩Ω) |e˜m+1i | ≤
max j supΩ j |emj |. On the other hand, we have supΩi |em+1i | ≤ sup∂(Ω˜i∩Ω) |e˜m+1i | by the continuity and Corollary 2.
Based on (22) and (23), it follows that
L(|e˜m+2i |2) ≥ 0 in Ω˜i ∩ Ω ,
|e˜m+2i |2 = |em+1l |2 ≤ γ0maxj supΩ j
|emj |2 on
⋃
l∈I0
γil ,
|e˜m+2i |2 = |em+1l |2 ≤ maxj supΩ j
|emj |2 on γil (l 6= i).
By Lemma 1 again, we deduce
|e˜m+2i |2 ≤ w˜1i in Ω˜i ∩ Ω (i ∈ I1).
Consequently,
sup
Ωi
|em+2i |2 ≤ (sup
Ωi
w1i )maxj
sup
Ω j
|emj |2.
Therefore for i ∈ I1, we know that
max
i∈I1
sup
Ωi
|em+2i | ≤
√
γ1max
j
sup
Ω j
|emj |. (24)
Repeating the above procedure as the contractive characteristics propagates among subdomains until we find for
each i ∈ Id
max
i∈Id
sup
Ωi
|em+d+1i | ≤
√
γd max
j
sup
Ω j
|emj |. (25)
As all the above inequalities hold, where they are independent of m, and by (23), we have
max
i∈I0
sup
Ωi
|em+d+1i | ≤
√
γ0max
j
sup
Ω j
|em+dj | ≤
√
γ0max
j
sup
Ω j
|emj |.
These inequalities also hold for other i ∈ {1, 2, . . . , N }. With γ := max{√γi : i = 1, . . . , d} the conclusion of this
theorem is obvious. 
Remarks. The above proof tells us that the integer d should be as small as possible, because in the averaging sense
each iteration step contributes a contraction rate γ 1/(d+1).
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3.3. A brief analysis for weak solution
Let us consider (4) with L defined by (3) and assume that
(i) there exists a positive number λ such that ai j (x)ξiξ j ≥ λ|ξ |2,∀x ∈ Ω , ξ ∈ Rn ;
(ii) ai j , bi , ci , d ∈ L∞(Ω);
(iii)
∫
Ω (dv − biDiv)dx ≤ 0,∀v ≥ 0, v ∈ C10(Ω).
We say Lu ≥ 0 for u ∈ H1(Ω) if
L(u, v) ≡
∫
Ω
(ai jD ju + biu)Div − (ciDiu + du)vdx ≤ 0
for all v ≥ 0 where v ∈ C10(Ω). We now show a lemma on the weak and strong maximum principles (see also [16]).
Lemma 5. Let u ∈ H1(Ω) satisfy Lu ≥ 0 in Ω . Then
sup
B
u ≤ sup
∂Ω
u+(u+ ≡ max(u, 0)).
Furthermore, for some ball B ⊂ Ω if we have
sup
B
u = sup
∂Ω
u ≥ 0,
then the function u must be constant in Ω and the equality holds in (iii) when u 6≡ 0.
At the first step, we shall prove the well-posedness of (4) through the Fredholm alternative procedure. The case
of k = 0 in (4) is well-posed with fˆk ∈ H−1(Ω) and gˆk ∈ H1(Ω). And from this we can rewrite (4)
into −ikθL−1 I uˆk + uˆk = −L−1 fˆk (assuming gˆk = 0 without lost of generality) with the compact imbedding
I : H10 (Ω) → H−1(Ω). By the Fredholm alternative theorem, uniqueness of the solution for (4) implies existence,
while the uniqueness can be proven by the following maximum modulus principle.
Lemma 6. Let u ∈ H10 (Ω) be a solution of (4) with fˆk = gˆk = 0. Then L(|u|2) ≥ 0 in Ω , so Lemma 5 can be applied
to |u|2.
Proof. We denote v = Re u and w = Im u. For any φ ≥ 0, φ ∈ C10(Ω), we have
L(v2, φ) =
∫
Ω
(ai jD j (v
2)+ biv2)Diφ − ciDi (v2)φ − dv2φdx
=
∫
Ω
(2vai jD jv + biv2)Diφ − 2ciDiv(vφ)− dv(vφ)dx
= 2
∫
Ω
(ai jD jv + biv)Di (vφ)− ciDiv(vφ)− dv(vφ)dx
+
∫
Ω
−2(ai jD jvDiv)φ − biDi (v2φ)+ d(v2φ)dx
≤ 2L(v, vφ)
since the last integral is negative according to (i) and (iii).
From (4) with fˆk = gˆk = 0, we have also
L(v, vφ) = −kθ
∫
Ω
w(vφ)dx,
L(w,wφ) = kθ
∫
Ω
v(wφ)dx .
Hence, it is ready to show that L(v2 + w2, φ) ≤ 0, i.e. L(|u|2) ≥ 0. 
Remarks. Let u be the solution of (4), {um} the iterative solutions. Assume u, u0 ∈ H10 (Ω), and u0 = u on the
boundary. By the continuity of weak solution, we have u − um ∈ C(Ω) after some iterations (see [16], [17, p. 52]).
From this and based on Lemmas 5 and 6, the convergence of the overlapping Dirichlet process can be proved.
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4. Non-overlapping domain decomposition
In this section we consider the time-harmonic parabolic problem in the divergence form (without lost of generality,
the Dirichlet boundary condition is assumed homogeneous)
Lu ≡ Di (ai jD ju)+ du = ikθu + f in Ω , (26)
u = 0 on ∂Ω .
The weak form of (26) is given by
L(u, v) ≡
∫
Ω
(ai jD ju)Div − duv dx, (27)
L(u, v) = −
∫
Ω
ikθ · uvdx − 〈 f, v〉, (28)
where 〈· , ·〉 represents duality pair between the complex-valued functional space H−1(Ω) and the function space
H10 (Ω). For the well-posedness we assume that
(i) L is strictly elliptic, i.e., it satisfies (6) and is symmetric, i.e., ai j = a j i ;
(ii) the coefficients of L are real functions in L∞(Ω);
(iii) the complex-valued functional f ∈ H−1(Ω);
(iv) for all v ≥ 0, v ∈ C10(Ω)∫
Ω
dvdx ≤ 0. (29)
Then, it is easy to verify that the Lax–Milgram lemma given below (see also [16]) is applicable to our problem.
Lemma 7. Let B be a bounded, sesqui-linear form on a complex Hilbert space H. If B is coercive, i.e., for some
constant C, Re B(x, x) ≥ C‖x‖2,∀x ∈ H, then for every bounded linear functional F in dual of H, there exists a
unique element y ∈ H such that
B(x, y) = F(x) forall x ∈ H.
When we chooseH = H10 (Ω) and B = L, for the coercivity we have
ReL(u, u) =
∫
Ω
(ai jDiuD ju − d|u|2)dx
≥
∫
Ω
(C0|∇u|2)dx
≥ C‖u‖2H1 . (30)
So there exists a unique solution u ∈ H10 (Ω) of (26). For simplicity we assume here that u ∈ H10 (Ω) ∩ H3/2(Ω).
Usually, in non-overlapping case, Ω is decomposed into N ≥ 2 disjoint subdomains such that Ω = Ω1∪Ω2∪· · ·∪
Ω N = Ω1 ∪Ω2 ∪ · · · ∪ΩN ∪Γ ∪ ∂Ω where Γ = ∪1≤i 6= j≤N γi j , γi j = ∂Ωi ∩ ∂Ω j . Robin transmission conditions are
enforced on their interfaces to connect subdomain problems. This kind of methods for real elliptic problems is first
proposed by Lions in [19]. Here we use a variant version suggested by Deng in [20].
Given complex-valued functions {g0i j ∈ L2(γi j ), 1 ≤ i 6= j ≤ N } arbitrarily, at each iteration we first solve the
following problems for i = 1, . . . , N in parallel (m ≥ 0)
Lumi = ikθumi + f in Ωi , (31)
∂umi
∂li
+ λi jumi = gmi j on γi j (∀1 ≤ j ≤ N , j 6= i),
umi = 0 on ∂Ωi ∩ ∂Ω ,
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where the complex-valued functions λi j = λ j i ∈ L∞(γi j ) satisfying infγi j (Re λi j ) > 0, and ∂/∂li is the conormal
derivative defined by ∂u/∂li = (as jD ju)νis with νi = (νi1, νi2, . . . , νin) being the unit outer normal vector of ∂Ωi . We
then update the Robin boundary data into
gm+1i j = 2λi jumj − gmji on γi j (∀1 ≤ j ≤ N , j 6= i). (32)
In the weak form of (31), we need to find umi ∈ H1∂Ωi∩∂Ω (Ωi ) such that
Li (umi , v)+
∑
j 6=i
∫
γi j
λi ju
m
i v ds + 〈 f, v〉i =
∑
j 6=i
∫
γi j
gmi jv ds − ikθ
∫
Ω
umi vdx (33)
for all v ∈ H1
∂Ωi∩∂Ω (Ωi ), where Li is defined by replacing Ω with Ωi in (27) and 〈·, ·〉 is the duality pair. Lemma 7
also works for well-posedness of (33).
Obviously, the error function emi ≡ umi − u in Ωi satisfies (31)–(33) with f = 0 and the modified gi j in L2(γi j ).
We will check the sequence {emi } converges to zero in H1 norm as m tends to infinity. First, we define
|||gm |||2 :=
∑
1≤i≤N
∑
1≤ j≤N , j 6=i
∫
γi j
|gmi j |2/Re(λi j )ds, (34)
L(w, v) :=
∑
1≤i≤N
Li (wi , vi ), w = (wi )v = (vi ), wi , vi ∈ H1∂Ωi∩∂Ω ,
‖v‖21 :=
∑
1≤i≤N
‖vi‖2H1(Ωi ), ‖v‖
2
0 :=
∑
1≤i≤N
‖vi‖2L2(Ωi )
(w, v) =
∑
1≤i≤N
∫
Ωi
wividx .
About the iteration of the Robin data we have the following lemma.
Lemma 8. If λi j = λ j i , infγi j (Re λi j ) > 0, Im λi jRe λi j is independent of i, j, x, and
Im λi j
Re λi j
kθ = C(k, θ) ≥ 0, then
|||gm+1|||2 = −4L(em, em)− 4C(k, θ)‖em‖20 + |||gm |||2. (35)
Proof. We write emi in its real and imaginary parts i.e. e
m
i = vmi + iwmi . Similarly, we write λi j = ξi j + iηi j . By taking
special test functions, for all 1 ≤ i ≤ N we can easily find that
Li (vmi , vmi )− kθ
∫
Ωi
wmi v
m
i =
∑
1≤ j≤N , j 6=i
∫
γi j
{Re(gmi j )− ξi jvmi + ηi jwmi }vmi , (36)
Li (wmi , wmi )+ kθ
∫
Ωi
wmi v
m
i =
∑
1≤ j≤N , j 6=i
∫
γi j
{Im(gmi j )− ξi jwmi − ηi jvmi }wmi , (37)
Li (vmi , wmi )− kθ
∫
Ωi
wmi w
m
i =
∑
1≤ j≤N , j 6=i
∫
γi j
{Re(gmi j )− ξi jvmi + ηi jwmi }wmi , (38)
Li (wmi , vmi )+ kθ
∫
Ωi
vmi v
m
i =
∑
1≤ j≤N , j 6=i
∫
γi j
{Im(gmi j )− ξi jwmi − ηi jvmi }vmi . (39)
From the rule of updating the Robin data
Re(gm+1i j ) = 2(ξi jvmj − ηi jwmj )− Re(gmji ),
Im(gm+1i j ) = 2(ξi jwmj + ηi jvmj )− Im(gmji ),
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we have
Re2(gm+1i j )
ξi j
= Re
2(gmji )
ξi j
+ 4{ξi j (vmj )2 − ηi jvmj wmj − vmj Re(gmji )}
+ 4ηi j
ξi j
{ηi j (wmj )2 − ξi jvmj wmj + wmj Re(gmji )}.
Based on (36) and (38), and the hypothesis on λi j , we sum the above equalities over i and j , then we obtain∑
1≤i≤N
∑
1≤ j≤N , j 6=i
∫
γi j
Re2(gm+1i j )
ξi j
ds = −4L(vm, vm)+
∑
1≤i≤N
∑
1≤ j≤N , j 6=i
∫
γi j
Re2(gmji )
ξ j i
ds
+ 4ηi j
ξi j
{L(vm, wm)− kθ‖wm‖20} + 4kθ(wm, vm). (40)
In a similar way, we have∑
1≤i≤N
∑
1≤ j≤N , j 6=i
∫
γi j
Im2(gm+1i j )
ξi j
ds = −4L(wm, wm)+
∑
1≤i≤N
∑
1≤ j≤N , j 6=i
∫
γi j
Im2(gmi j )
ξi j
ds
− 4ηi j
ξi j
{L(wm, vm)+ kθ‖vm‖20} − 4kθ(wm, vm). (41)
Then, adding (40) to (41), noting that L(wm, vm) = L(vm, wm), we arrive at
|||gm+1|||2 = −4L(vm, vm)− 4L(wm, wm)− 4C(k, θ)‖em‖20 + |||gm |||2
= −4L(em, em)− 4C(k, θ)‖em‖20 + |||gm |||2. 
Using this lemma we can establish the following convergence result.
Theorem 4. Under the hypothesis of Lemma 8, for arbitrary g0i j ∈ L2(γi j ) the error functions satisfy
‖em‖21 =
(
N∑
i=1
‖emi ‖2H1(Ωi )
)1/2
→ 0 as m →∞.
Proof. Similar to that in [20]. When C(k, θ) > 0, the proof is trivial. 
Remarks. Sometimes a preferred choice of λi j may not satisfy the above constraints. So, a deep study on more general
and wild convergence conditions is still necessary. We leave this as our future work. When Re λi j = 0 or Im λi j = 0
we can also prove the convergence for the general coercive bilinear form L(·, ·), even if it is non-symmetric. The
algorithm is also convergent for the complex Helmholtz equation. This situation was discussed in [21,22] where
λi j = λ j i ≡ λ is independent of i , j and x .
We can take λi j = p+ikθq (p, q are independent of kθ ) to realize it in time domain as p+q∂t . The convergence in
L2(0, T ;∏i H1(Ωi )) can be obtained by summing up (35) with all k and integration on 0 ≤ t ≤ T . Similar arguments
can be used to derive the convergence for initial value problems, which have not occurred in the former literature in
the general setting.
5. Numerical experiments
First, let us consider a time-harmonic convection-reaction-diffusion problem with constant coefficients in 1D space
as follows
−au′′ + bu′ + (c + ikθ)u = f, x ∈ [0, L], (42)
u(0) = g1, u(L) = g2,
where a > 0, c ≥ 0. When k = 0 it is reduced to a usual elliptic equation.
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Table 1
Overlapping Schwarz
Subdomains 2 4 8
Iterations 28 (3) 55 (3) 84 (3)
Max errors 2.5605e−4 (8.8681e−5) 2.8860e−4 (5.3133e−5) 2.7316e−4 (1.5505e−5)
Table 2
Non-overlapping Schwarz
Subdomains 2 4 8
Iterations 7 (8) 20 (5) 44 (4)
Max errors 3.3709e−5 (3.4091e−5) 8.2671e−5 (8.9208e−6) 5.6975e−5 (1.3069e−6)
In (42), taking a = b = c = L = 1, kθ = 1 (or 104), f = cos x + sin x + i(− cos x + sin x),
g1 = − 12 i, g2 = 12 (sin 1− i cos 1) and N = 2, 4, 8 respectively, we do overlapping Schwarz iterations until only the
discretization error is left. The overlap size is set to be 0.1. The numerical results are illustrated in Table 1, where the
computed errors to the exact continuous solution are measured in max norm, and the numbers in the parentheses are
for kθ = 104.
For the non-overlapping case, we take b = 0 in (42). To derive quasi-optimal transmission coefficients λi j , we
follow the method used in [8] to consider [0, L] replacing (−∞,∞) and f = g1 = g2 = 0 in (42). Then, the interval
(−∞,∞) is decomposed into (−∞, H ] ∪ [H,∞). The algorithm solves
−aum+1xx + (c + ikθ)um+1 = 0, x ∈ (−∞, H), (43)
u(−∞) = 0, um+1x (H)+ γ1um+1(H) = vmx (H)+ γ1vm(H)
and
−avm+1xx + (c + ikθ)vm+1 = 0, x ∈ (H,∞), (44)
v(∞) = 0, vm+1x (H)+ γ2vm+1(H) = umx (H)+ γ2um(H).
We let λ1 and λ2 be the roots of the characteristic equation
−aλ2 + c + ikθ = 0.
Suppose Re λ1 > 0, we can solve out
um+1 = γ1 − λ1
γ1 + λ1 e
λ1x−2λ1Hvm,
vm+1 = γ2 + λ1
γ2 − λ1 e
−λ1x+2λ1Hum
if um(−∞) = vm(∞) = 0. Thus, one can immediately choose γ1 = λ1 = −γ2 for um+1 = vm+1 = 0. So, we
may let λi, j ≡ λ1. For example, taking f = sin x + 1/2 cos x + i/2 sin x − i cos x , a = c = L = 1, b = 0,
kθ = 1(or 104), g1 = −i/2, g2 = 1/2(sin 1− i cos 1), and N = 2, 4, 8, respectively, we show the iterative results in
Table 2, where λi, j ≡ λ1 = 21/4eipi/8, and the numbers in the parentheses are for kθ = 104.
Next, we solve another problem on the unit square,
−O · (a(x)Ou(x, y))+ (c + ikθ)u(x, y) = f (x, y), (45)
u = g, on ∂Ω ,
where a(x) = 1 + sinpix , c = 1, kθ = 1 (or 104), and f, g are determined from the exact solution u =
0.5(sin(x + y) − i cos(x + y)). In the overlapping algorithm, we set Ω1 = (0, 0.5 + h) and Ω2 = (0.5 − h, 1)
where h is the mesh size. We set Ω1 = (0, 0.5),Ω2 = (0.5, 1), and optimize the algorithmic parameter λi j ≡ λ
numerically in the non-overlapping case.
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Table 3
The problem on the unit square with h = 1/16
Algorithms \ Results Iterations ‖u − u(k)h ‖∞ ‖u(k)h − u(k−1)h ‖∞ ‖uh − u(k)h ‖∞
Direct – 1.24127e−4 – –
(7.6514e−4)
Overlapping 26 1.24127e−4 5.52751e−10 4.56235e−10
(2) (7.6514e−4) (4.1834e−2) (2.1969e−4)
Non-overlapping 11 1.23994e−4 2.34449e−5 7.29732e−5
(6) (7.6514e−4) (4.1497e−4) (1.9107e−4)
Table 4
The problem on the T-shaped domain with h = 0.05
Algorithms \ Results Iterations ‖u − u(k)h ‖∞ ‖u(k)h − u(k−1)h ‖∞ ‖uh − u(k)h ‖∞
Direct – 2.27379e−4 – –
(4.4057e−4)
Overlapping 7 4.92347e−4 1.94844e−8 4.82063e−4
(2) (4.0038e−4) (1.0265e−2) (3.9162e−4)
Non-overlapping 8 5.47254e−3 3.73451e−4 5.46837e−3
(8) (3.7899e−3) (9.6839e−6) (3.8372e−3)
As a comparison, we also solve the discrete problem on Ω directly and denote the solution by uh . The experiment
is carried out by the public software FreeFem++. The results are illustrated in Table 3, where the numbers in the
parentheses are for kθ = 104.
Finally, we consider (45) on a T-shaped domain Ω = ((0, 1) × (0, 0.2)) ∪ ((0.4, 0.6) × (0, 1)) except that the
diffusion coefficient is a = 1. In the overlapping algorithm, we set Ω1 = (0, 1)×(0, 0.2) and Ω2 = (0.4, 0.6)×(0, 1).
In the non-overlapping case, we setΩ1 = (0, 1)×(0, 0.2) andΩ2 = (0.4, 0.6)×(0.2, 1). The experiment is also carried
out by FreeFem++. The results are illustrated in Table 4, where the numbers in the parentheses are for kθ = 104.
We see both the algorithms fail to converge to the direct discrete solution (except the overlapping process for
kθ = 104). This phenomenon may be due to the corner singularities. But it is also related to the discretization method.
Actually, we also realized the overlapping algorithm by the finite difference method, and found that for kθ = 1 the
maximum error in comparison with the exact continuous solution is 2.32286e−9 after 14 iterations.
6. Conclusions
In the paper we have presented new theoretical work on Schwarz waveform relaxation methods for parabolic
problems in space-frequency domain. The convergence conditions are provided for overlapping and non-overlapping
cases. The corresponding results in space-time domain are directly deduced by their frequency domain forms. The
analysis of algorithms reported here enriches the meaning and context of domain decomposition and waveform
relaxation.
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