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Résumé
Cet article propose une méthode simple et efficace pour la
reconstruction et l’extraction de paramètres géométriques
d’objets tubulaires 3D. Notre méthode reconstruit d’abord
une image qui accumule les informations des normales de
la surface puis définit des sommets par un processus de
suivi. Les positions des sommets sont enfin optimisées pour
suivre précisément la ligne centrale de l’objet tubulaire.
Cette méthode s’adapte très bien à différents types de don-
nées tels que des maillages (partiels ou non) issus de scan-
ners 3D, des cartes de hauteurs 2,5D ou encore des vo-
lumes discrets. L’algorithme proposé est simple à implé-
menter, contient peu de paramètres et peut être calculé
en temps linéaire par rapport au nombre de faces de la
surface. La précision de la ligne centrale obtenue permet
de décomposer le tube en parties rectilignes et toriques.
Nous proposons d’utiliser une extension en trois dimen-
sions d’une précédente méthode de reconnaissance d’arcs
de cercles de complexité linéaire. Les expérimentations dé-
taillées montrent la souplesse, la précision et la robustesse
de cette nouvelle méthode.
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Abstract
This paper proposes a simple and efficient method for
the reconstruction and extraction of geometric parameters
from 3D tubular objects. Our method constructs an image
that accumulates surface normal information, then peaks
within this image are located by tracking. Finally, the po-
sitions of these are optimized to lie precisely on the tubu-
lar shape centerline. This method is very versatile, and is
able to process various input data types like full or partial
mesh acquired from 3D laser scans, 3D height map or dis-
crete volumetric images. The proposed algorithm is simple
to implement, contains few parameters and can be com-
puted in linear time with respect to the number of surface
faces. Since the extracted tube centerline is accurate, we
are able to decompose the tube into rectilinear parts and
torus-like parts. This is done with a new linear time 3D to-
rus detection algorithm, which follows the same principle
of a previous work on 2D arc circle recognition. Detailed
experiments show the versatility, accuracy and robustness
of our new method.
Keywords
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1 Introduction
Les objets tubulaires apparaissent dans divers domaines
d’application d’imagerie. Ils sont naturellement présents
dans le domaine médical avec par exemple l’identification
et la mesure des vaisseaux sanguins [12, 17, 23]. L’épais-
seur de la paroi bronchique joue aussi un rôle important
dans de nombreuses maladies [19]. Les objets tubulaires
apparaissent également dans des images tomographiques
de troncs d’arbres [13] où la segmentation des nœuds in-
téresse les chercheurs en agronomie mais aussi les scieries
pour la découpe automatique de planches. En dehors des
images volumiques, les objets tubulaires apparaissent dans
le contexte industriel avec par exemple la production de
pièces métalliques tubulaires à partir de machines outils.
Le contrôle qualité de telles pièces est généralement effec-
tué après acquisition 3D par un scanner laser avec pour ob-
jectif le calibrage pour des tâches de rétro-ingénierie.
Les propriétés géométriques de structures tubulaires sont
extraites de différemment selon le type de données et le
contexte du domaine d’application. Partant d’un nuage de
points non organisé, Lee [15] propose une reconstruction
de courbe exploitant un algorithme d’amincissement avec
un arbre couvrant minimum Euclidien et l’applique pour
la reconstruction de surfaces tubulaires. Plus tard, Kim et
Lee [16] ont proposé une autre méthode basée sur la com-
binaison d’un amincissement et d’une minimisation aux
moindres carrés pour améliorer la reconstruction d’objets
tubulaires présentant un diamètre non constant. Cepen-
dant, Bauer et Polthier [6] ont pu montrer que de telles
reconstructions produisent des courbes bruitées, en parti-
culier pour des données extraites de scans partiels (voir
(a) (b)
(c) (d)
FIGURE 1 – Différents types de données tubulaires 3D : (a)
scans laser complets, (b) scans partiels d’une seule direc-
tion, (c) ensemble de voxels et (d) carte de hauteur.
Fig. 1 (b)). Dans une autre approche, Goulette propose
d’estimer la courbure principale du nuage de points afin
de détecter les parties cylindriques et toriques [10]. Bien
que prometteuse, cette approche souffre de la qualité de
l’estimation locale de la courbure. Pour surmonter cette li-
mitation, Bauer et Polthier [6] proposent de retrouver un
modèle paramétrique basé sur une ligne centrale tubulaire.
Leur méthode est capable de traiter des scans lasers partiels
limités à une direction particulière. Leur méthode consiste
à projeter les points du maillage sur sa région centrale avant
de reconstruire la courbe centrale et de l’analyser. La mé-
thode nécessite le réglage d’un paramètre associé au rayon
du tube et ne peut pas traiter des données volumiques telles
que des ensembles de voxels ou des cartes de hauteurs.
De façon générale, l’extraction classique de l’axe mé-
dian parait être une solution raisonnable pour l’analyse
de formes tubulaires [8]. Cependant, de telles extractions
peuvent être sensibles au bruit et à la présence de petits dé-
fauts sur l’objet volumique discret (comme la présence de
trous). La figure Fig. 2 montre quelques résultats obtenus
avec différentes méthodes accessibles depuis l’implémen-
tation donnée par les auteurs de l’article. On peut claire-
ment voir que la présence de quelques trous dans l’objet
discret dégrade significativement la qualité du résultat. Plus
récemment, différentes avancées ont été proposées dans le
domaine du mesh processing avec des méthodes basées sur
la contraction de maillages [3, 21]. Cependant, ces mé-
thodes ne sont généralement pas adaptées aux surfaces avec
des frontières semblables à celles des données de scans par-
tiels de la figure Fig. 1. De la même façon, elles ne sont pas
simples à adapter pour traiter des données volumiques pro-
venant d’objets discrets composés de voxels ou de cartes
de hauteur. Pour traiter ces objets, Hassouna et Farag [11]
ont exploité la méthode de Gradient Vector Flow [24] pour
obtenir une extraction robuste du squelette. Cette méthode
a aussi été adaptée pour traiter des images volumiques en
niveau de gris utilisées en endoscopie virtuelle [5]. Dans le
domaine de la géométrie discrète, on peut mentionner une
méthode qui propose spécifiquement d’exploiter des outils
discrets pour extraire des axes médians 2D [4]. Pour résu-
mer, on peut dire que les méthodes basées sur l’axe mé-
dian sont conçues pour traiter des formes volumiques mais
elles échouent sur les surfaces ouvertes ou des échantillons
partiels de la frontière d’une forme. Pour traiter de telles
données, on peut citer le travail de Tagliasacchi et al. [22]
qui propose un algorithme basé sur les normales de la sur-
face. La qualité des résultats dépends du réglage manuel
des paramètres.
Dans ce travail, nous proposons une méthode unifiée pour
la reconstruction et l’analyse géométrique d’objets tubu-
laires issus de différents types de données : un scan la-
ser échantillonnant la frontière d’une forme avec des don-
nées partielles ou complètes (Fig. 1 (a,b)), un ensemble de
voxels échantillonnant une forme (Fig. 1 (c)) ou plus spé-
cifiquement une carte de hauteur (Fig. 1 (c,d)). Les appli-
cations potentielles sur ces types de données sont nom-
breuses, en particulier avec le développement croissant
des systèmes d’acquisition de type Kinect R©. Notre contri-
bution consiste d’abord à proposer un algorithme auto-
matique d’extraction de la ligne centrale qui repose sur
l’image d’accumulation des normales. Comme d’autres
méthodes basées sur la transformée de Hough [7, 20],
cet algorithme peut traiter différents types de données.
Nous proposons également d’extraire l’information géo-
métriques le long de l’objet tubulaire en le segmentant en
parties rectilignes et toriques. Cela est réalisé en étendant
en trois dimensions une méthode de détection d’arcs de
cercles sur une courbe 2D [18]. La prochaine section in-
troduit la nouvelle méthode d’extraction de la ligne cen-
trale avant de montrer comment reconstruire la forme tu-
bulaire et la décomposer en parties significatives. Nous
concluons avec des expérimentations représentatives mon-
trant les qualités de notre méthode.
2 Extraction efficace de la ligne cen-
trale d’objets tubulaires 3D
Dans cette section, nous présentons l’algorithme d’extrac-
tion de la ligne centrale basé sur sur l’accumulation des
normales de la surface. Il est constitué de trois étapes prin-
cipales. Dans un premier temps nous calculons l’image
d’accumulation 3D qui compte pour chaque voxel combien
de faces des données en entrée ont leur normale passant
par ce voxel (i). Les vecteurs normaux dépendent du type
de données et peuvent être soit définis directement à par-
tir des faces du maillage, soit estimés par un estimateur
plus robuste et précis (en particulier si on traite des objets
discrets). Ensuite un algorithme de tracking (ii) extrait une
ligne centrale approximée en suivant des maximas locaux
de l’image d’accumulation. Enfin, pour supprimer les effets
de la discrétisation de l’image d’accumulation, nous propo-
sons le rajout d’une méthode d’optimisation de la position
des points central (iii) en utilisant une méthode de descente
de gradient.
(a) amincissement, 1 min 4s (b) géometrique, 0,5 s (c) champs potentiels, 3min (d) proposée, 6s+3s
FIGURE 2 – Extraction de squelettes à partir de trois méthodes différentes présentées dans [8] avec l’implémentation donnée
par les auteurs. Notre méthode est présentée à droite.
2.1 Image d’accumulation de vecteurs nor-
maux
Le premier algorithme requiert en entrée un ensemble de
faces (un maillage ou une surface discrète), leurs vecteurs
normaux associés et un espace 3D discret (la grille qui sto-
ckera les valeurs d’accumulation). Si l’objet en entrée est
un maillage, le pas de discrétisation doit être spécifié par
l’utilisateur. Dépendant de la précision attendue, un pas
peut être choisi par défaut comme la taille médiane d’une
face du maillage (avec la taille de la face définie comme
la plus longue arrête). Si l’objet en entrée est un objet
discret ou une carte de hauteurs, le pas de discrétisation
correspond directement à leur résolution. L’algorithme de-
mande aussi un paramètre R correspondant au rayon du
tube considéré.
L’intégralité de l’algorithme est détaillé dans Algorithme 1
avec un exemple de résultat visible sur la figure Fig. 4 (c).
Plus précisement, cet algorithme calcule pour chaque voxel
le nombre de vecteurs normaux qui l’intersectent ainsi que
le vecteur estimant la direction principale du tube (i.e la
tangente de la ligne centrale du tube correspondant à la
direction de courbure minimale du tube). La figure Fig. 3
illustre les étapes principales de l’algorithme avec le scan
directionnel 3D, partant de la face d’origine fk dans la di-
rection de son vecteur normal−→nk le long d’une distance no-
tée accRadius, réglée àR+ où  est utilisé pour prendre
en compte de légères variations de rayon le long du tube
(voir Fig. 3(a)). Durant l’accumulation, les scores sont en-
registrés pour chaque voxel visité (Fig. 3(b)). La direction
principale −→p d’un voxel est aussi mise à jour (Fig. 3(c)).
Plus précisément si l’on note par −→nj et −→nk les deux der-
nières directions des vecteurs normaux intersectant le voxel
V , la direction principale
−→
dk courante pour le voxel V est
donnée par
−→
dk =
−→
dj + (
−→nk ∧−→nj). Le paramètre minNorm
(par défaut à 0.1) permet de ne pas prendre en compte des
vecteurs colinéaires. On peut aussi noter que ce calcul de−→
dk peut être otenu en utilisant les valeurs propres de la ma-
trice de co variance de tous les vecteurs passant par V .
La figure Fig. 4 illustre le calcul de l’algorithme Algo-
rithme 1 pour un maillage en entrée et montre l’image d’ac-
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(a) scan directionel (b) accImage (c) dirImage (d) lastVectors
FIGURE 3 – Illustration de Algorithme 1 qui construit une
image d’accumulation dont les maximas locaux corres-
pondent à la ligne centrale de l’objet tubulaire.
cumulation résultante (Fig. 4(c)) et les vecteurs orthogo-
naux −→n à la direction principale du tube −→d (Fig. 4(d)).
Comme l’extraction de la ligne centrale repose sur cette
accumulation, nous évaluons la robustesse de l’accumula-
tion avec différents types de surfaces. La première ligne
de la figure Fig. 5 présente les résultats de l’accumulation
3D obtenue sur des maillages partiels, bruités, discrets ou
à faible résolution. Dans toutes ces configurations, les va-
leurs maximales apparaissent bien localisées près du centre
de la forme tubulaire. Un seuil fixe a été appliqué de fa-
çon à favoriser les voxels avec une accumulation proche
des valeurs maximales (voxels noirs). Pour certains voxels,
nous avons mis en évidence leur face d’origine (ligne bleue
reliant le voxel à sa face d’origine). Tous ces résultats
confirment la robustesse de la méthode proposée.
2.2 Extraction de la ligne centrale à partir de
l’image d’accumulation
Même si les valeurs maximales obtenues dans la partie pré-
cédente sont bien centrées sur l’objet tubulaire, un simple
seuil n’est pas assez robuste pour extraire directement la
ligne centrale. De plus cela implique l’ajustement manuel
d’un paramètre de seuil. La figure Fig. 6 illustre le pro-
blème du choix du seuil σ : une valeur trop forte produit
des points déconnectés tandis qu’une valeur moins impor-
tante produit une ligne épaisse avec des voxels parasites.
Pour approcher au mieux la ligne centrale du tube, nous
proposons un algorithme de suivi basé sur la sortie de Al-
gorithme 1, i.e l’image d’accumulation et les vecteurs des
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
FIGURE 5 – Expérimentation de la robustesse de l’accumulation des vecteurs normaux de la surface appliquée sur différents
types de surface : des maillages partiels (a,b,f,g), des maillages bruités (c,h), des surfaces discrètes (d,i) et des maillages à
faible résolution (e,j).
(a) (b)
(c) (d)
FIGURE 4 – Illustration des images d’accumulation gé-
nérées par les vecteurs normaux de la surface. L’image
(a) (resp. (b)) illustre quelques (resp. toutes les) directions
de scans définies par des faces du maillage. L’image (c)
illustre les valeurs obtenues dans l’image d’accumulation
et l’image (d) montre quelques voxels ayant un score d’ac-
cumulation supérieur à une valeur seuil avec l’affichage de
l’ensemble des faces qui contribuent au score d’accumula-
tion.
FIGURE 6 – Illustration de la sensibilité d’un seuil dans
l’image d’accumulation.
Algorithm 1: accumulationFromNormalVectors :
À partir des sommets et des normales d’un maillage en
entrée, calcule une image d’accumulation (accImage)
par un scan directionnel partant du centre d’une face dans
la direction définie par la normale orientée vers l’intérieur.
Donne aussi en sortie l’image des vecteurs de la direction
de l’axe principal de l’objet tubulaire (dirImage).
Input : mesh // Maillage triangulaire d’un objet tubulaire.
accRadius // Longueur d’accumulation à partir des centres des faces.
minNorm = 0,1 // Constante de la norme minimale.
Ouput : accImage // Image d’accumulation des vecteurs normaux.
dirImage // Image des vecteurs de la direction principale du tube.
maxAcc // Valeur maximale d’accumulation.
maxPt // Voxel associé à la valeur maximale d’accumulation.
associatedPt // Image permettant de retrouver les points ayant
// participé à l’accumulation.
Variable: lastVectors // Les derniers vecteurs normaux considérés
// en chaque voxel.
mainAxis // Vecteur de la direction principale à chaque itération.
lastVectors = Image3D(mesh.dimensions())
initialisation à 0 de accImage, lastVectors et dirImage.
maxAcc = 0
foreach face in mesh do
currentPt = face.center
normalVector = face.normalVector().normalized()
while distance(currentPt, face.center) < accRadius do
if accImage[currentPt]!= 0 then
mainAxis = lastVectors[currentPt] ×
normalVector
if norm(mainAxis) > minNorm then
dirImage[currentPt] +=
mainAxis*sign(mainAxis •
dirImage[currentPt])
lastVectors[currentPt] = normalVector
accImage[currentPt]++
associatedPt[currentPt] = face.center
if accImage[currentPt] > maxAcc then
maxAcc = accImage[currentPt]
maxPt = currentPt
currentPt += normalVector
}FIGURE 7 – Phase de suivi de l’algorithme. Le patch Ii+1patch
est généré à partir du maximum Ci de Iipatch dans la direc-
tion
−→
dk à une distance trackStep avant d’identifier le
maximum local Ci+1 de ce nouveau patch.
directions principales. Comme décrit dans Algorithme 2
l’idée principale est de commencer à partir du point C0
de valeur maximale d’accumulation. Ensuite pour un point
courant Ci de la ligne centrale, l’algorithme détermine le
point suivant Ci+1 comme étant le point de valeur maxi-
male (calculé par getMaxCoords()) dans l’image 2D
du patch Iipatch (calculé par extractPatch()) défini
dans le plan normal à la direction dirImage(Ci) à une
distance trackStep du patch courant (voir Fig. 7). La
fonction isInsideTube() teste si le point est à l’inté-
rieur du tube à partir de sa valeur d’accumulation.
2.3 Optimisation de la position de la ligne
centrale
Comme le résultat du suivi de la ligne centrale est dé-
fini dans un espace discret, des artefacts de discrétisation
peuvent apparaître et la ligne centrale peut ne pas être par-
faitement centrée à l’intérieur du tube. De plus, selon la
qualité des vecteurs normaux, l’algorithme de suivi peut
être influencé par des directions de normales dégradées,
faisant ainsi dévier la courbe résultante de la ligne centrale
attendue. De telles perturbations peuvent dramatiquement
dégrader la qualité de l’analyse géométrique et imposer
des post-traitements complexes. Pour éviter ces difficultés,
nous proposons un algorithme d’optimisation simple per-
mettant d’obtenir une ligne centrale parfaitement centrée.
L’idée consiste à modéliser la qualité de l’ajustement de la
ligne centrale par une erreur Es(C) définie par la somme
des différences au carré entre le rayon R du tube et la dis-
tance entre le centre du tube C et ses points du maillage
associé Mi (définis et enregistrés dans l’Algorithme 1). Il
s’agit de trouver la meilleure position du centreC qui mini-
mise cette erreur. Autrement dit, nous recherchons le cercle
de rayonR qui correspond au mieux aux pointsMi au sens
des moindres carrés. L’erreur est donc définie par :
Es(C) =
N−1∑
i=0
(‖−−→CMi‖ −R)2. (1)
Algorithm 2: trackPatchCenter : Algorithme de suivi des
maximums d’accumulation à partir d’un point d’origine et
dans une direction donnée.
Input : accImage // Image d’accumulation des vecteurs normaux.
dirImage // Image des vecteurs de la direction principale du tube.
accRadius // Longueur d’accumulation à partir des centres des faces.
startPt // Point de départ du suivi (doit appartenir à la ligne centrale).
trackInFront // Pour un suivi bi-directionnel.
trackStep // Distance entre deux points consécutifs de la ligne
centrale
Output : centerline // Ensemble des points constituant la ligne centrale.
Variable: continueTracking // Vrai si le suivi peut continuer.
patchSize // Dimension du patch.
currentPt, previousPt // Points considérés pendant une itération
du suivi.
lastVect // Direction associée au point précédant.
centerPatch // Centre du patch.
centerline = emptySet()
continueTracking = true
patchSize = 2 * accRadius
currentPt = startPt
lastVect = trackInFront? dirImage( startPt ):
-dirImage( startPt )
previousPt = startPt - lastVect * trackStep
while continueTracking do
centerline.append( currentPt )
dirVect = dirImage[currentPt].normalized()
if lastVect.dot(dirVect) < 0 then
dirVect = -dirVect
continueTracking = isInsideTube( accImage,
currentPt, previousPt, trackStep, pi/3 )
previousPt = currentPt
// Défini le centre du prochain patch.
centerPatch = currentPt + ( dirVect * trackStep )
if not accImage.domain().contains( centerPatch ) then
break
// Extrait une image 2D de taille 2*accRadius à partir d’une image 3D
// accImage, centrée sur centerPatch et dirigée dans la direction
// de dirVect.
patchImage = extractPatch( accImage, centerPatch,
dirVect, 2 * accRadius )
maxCoords = getMaxCoords( patchImage )
lastVect = dirVect
previousPt = currentPt
currentPt = patchSpaceToAccImageSpace( maxCoords)
return centerline
Ce problème de minimisation est facilement résolu par un
algorithme de descente de gradient qui suit la direction de
la plus grande pente de l’erreur. Par une simple dérivation
le gradient vaut :
∇Es(C) = 2
N−1∑
i=0
−−→
CMi
‖−−→CMi‖
(R− ‖−−→CMi‖). (2)
La descente de gradient peut être interprétée comme une
force élastique agissant sur le centre C et le tirant ou le
poussant dans la direction des données en fonction de la
distance courante au tube. Le processus de minimisation
devient alors l’application sur C de la somme
−→
f de ces
forces qui peut s’écrire (en utilisant les notations de la fi-
gure Fig. 8) :
−→
f =
∑N
i=0
−−−→
PiMi.
Ainsi, à chaque étape, l’erreur total ES décroît et le pro-
cessus peut être itéré jusqu’à convergence (i.e la différence
d’erreur entre deux itérations est inférieur à un seuil donné
o).
Contrairement à une simple moyenne sur le voisinage des
points, l’optimisation s’applique aussi sur des maillages
partiels avec parties manquantes ou à trous. De plus il est
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FIGURE 8 – À gauche : Illustration du processus d’opti-
misation de la position de la ligne centrale (point C) avec
des forces élastiques (flèches bleues). Chaque force élas-
tique est rattachée à un point du maillage source (point Mi
représenté en noir) et orienté dans la direction du centre
du cercle virtuel S. À droite : Évolution de la vitesse de
convergence du processus d’optimisation.
possible de pondérer chaque force avec l’aire de la face as-
sociée pour équilibrer les forces lors d’un échantillonnage
irrégulier avec différentes densités de points.
3 Résultats de reconstructions et
analyse géométrique
Résultats de reconstructions. Plusieurs extractions de
lignes centrales et reconstructions sont présentés sur la fi-
gure Fig. 9. Nos jeux de données contiennent différents
types de tubes numérisés avec divers outils d’acquisition.
Dans chaque cas, la ligne centrale est bien positionnée sans
réglage spécifique d’un paramètre. Quand les données en
entrée sont des maillages complets ou partiels, les normales
sont simplement estimées à partir d’un produit vectoriel
des arrêtes des faces. Pour des objets discrets ou des cartes
de hauteurs, les normales sont calculées avec l’estimateur
Voronoi Covariance Measure (VCM) [9]. Les paramètres
de cet estimateur sont facilement réglables car nous pou-
vons directement utiliser le rayon du tube. Le paramètre n’a
qu’une faible influence car l’image d’accumulation rend le
processus très robuste. Le temps d’exécution est de moins
de 30s pour chaque expérimentation. Comme le montrent
les images (j) et (f), quelques erreurs peuvent être présentes
près des zones courbes du tube. Ces erreurs ne sont pas
dues à la méthode de reconstruction mais aux défauts phy-
siques produits par les machines tordant la pièce métallique
sur ces zones.
Analyse géométrique avec détection d’arcs 3D.
Nous souhaitons segmenter les formes tubulaires en par-
ties rectilignes et toriques. Ce problème est équivalent à
segmenter la ligne centrale en segments et arcs circulaires
3D. Pour cela nous proposons d’étendre à la 3D une mé-
thode proposée par Nguyen et al.[18] qui était définie ini-
tialement pour décomposer une courbe discrète en arcs de
cercles et segments de droites. Cette méthode repose sur les
propriétés des arcs de cercles dans l’espace des tangentes
qui s’inspire des travaux de Arkin [2] et Latecki [14]. La
représentation dans l’espace des tangentes d’une séquence
(a) courbe polygonale en entrée
(b) représentation dans l’espace des tangentes
FIGURE 10 – Illustation de l’espace des tangentes.
de points C = {Ci}ni=0 est définie comme suit :
Soit li la longueur d’un segment CiCi+1 et αi =
∠(−−−−→Ci−1Ci,−−−−→CiCi+1). On considère la transformation qui
associe C à un polygone de R2 constitué des segments
Ti2T(i+1)1, T(i+1)1T(i+1)2, 0 ≤ i < n (voir figure Fig. 10)
avec : T02 = (0, 0), Ti1 = (T(i−1)2.x + li−1, T(i−1)2.y)
pour i de 1 à n, et Ti2 = (Ti1.x, Ti1.y + αi) pour i de
1 à n − 1. De plus, soit M = (Mi)n−1i=0 la séquence des
points medians des segments Ti2T(i+1)1 pour i de 0 à n−1.
L’idée principale de la méthode de détection d’arcs est que
si C est un polygone qui approxime un cercle ou un arc de
cercle, alors (Mi)n−1i=0 est approximativement une séquence
de points co-linaires [18].
Dans notre travail, nous considérons la séquence des points
(Ci) de la ligne centrale obtenue dans la section 2.3 et nous
calculons sa représentation dans l’espace des tangentes. Si
les angles αk, pour k allant de p à q, des points consécutifs
de (Ck)
q
k=p sont proches de 0, ces points appartiennent à
une ligne droite. Sinon, la co-linéarité des points médians
correspondant (Mk)
q
k=p est testé dans l’espace des tan-
gentes en utilisant l’algorithme présenté dans [18]. La fi-
gure Fig. 9 (q) montre un exemple de décomposition d’une
forme tubulaire avec la variante 3D de la détection d’arcs
de cercles. Les parties toriques et rectilignes sont correcte-
ment identifiées.
4 Conclusion et discussions
Une nouvelle méthode simple et efficace a été présentée
pour résoudre le problème de l’extraction de la ligne cen-
trale d’un objet tubulaire pour différents types de don-
nées approximant sa frontière : maillages, ensembles de
voxels ou cartes de hauteurs. La méthode est robuste aux
maillages partiels ainsi qu’aux perturbations : dans toutes
ces situations, la méthode renvoie la position précise de la
ligne centrale. Pour y arriver, nous avons décomposé le pro-
cessus en trois étapes : 1) le calcul de la carte d’accumula-
tion définie à partir des faces et des vecteurs normaux, 2) le
suivi de la ligne centrale à travers les maximas locaux des
sections transverses de la carte d’accumulation et 3) l’op-
timisation de la position de la ligne centrale pour avoir un
Maillage complet Maillage partiel
R = 6, t=6,23s, 151 444 faces R = 6, t=2,45s, 37 527 faces
Zone de scan réduite Objet discret
R = 6, t=4,36s, 52 914 faces R = 4, 9, t=6,91s, 60 768 faces
Carte de hauteurs (q) segments droits (en cyan) et toriques
R = 8,t=22,33s, 645 450 faces (en bleu foncé).
R = 6, t=12,17s, 187 638 faces
FIGURE 9 – Résultats de la reconstruction de divers types de données. Les images (a,g,l,p) montrent la ligne centrale en
transparence à travers les surfaces sources, (k) et (o) sont des surfaces sources discrètes. Les images (b,e,i,m) sont les re-
constructions de tubes obtenues à partir des lignes centrales. Les images (j) et (f) montrent les erreurs locales de distance
entre la reconstruction du tube et la surface source. L’image (n) montre la superposition de l’objet discret source et de sa
reconstruction (rouge). L’image (q) illustre la décomposition du tube en parties rectilignes et parties toriques. Pour toutes les
expérimentations, le paramètre de suivi et epsilon ont été réglé à R et 0, 001. Les temps correspondent à des exécutions sur
un MacBook pro équipé d’un processeur à 2, 5 GHz Intel Core i7.
meilleur positionnement le plus proche possible des faces
du modèle le long de la ligne centrale. La précision est
suffisante pour permettre des analyses géométriques. Nous
avons montré comment décomposer la forme tubulaire en
parties rectilignes et toriques en adaptant un algorithme
2D de détection d’arcs de cercles. Actuellement seule la
phase d’optimisation pourrait être sensible à une hypothèse
d’un rayon de tube non constant. Cette limitation pourrait
être résolue par une estimation directe du rayon à partir de
l’image d’accumulation ou par une estimation du rayon du-
rant la phase d’optimisation. Cette amélioration est laissée
en perspective tout comme la potentielle gestion des em-
branchements. Toute la méthode a été implémentée grâce à
la bibliothèque DGtal [1] et sera bientôt disponible dans le
projet DGtalTools.
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