We consider multiple orthogonal polynomials corresponding to two Macdonald functions (modified Bessel functions of the second kind), with emphasis on the polynomials on the diagonal of the Hermite-Padé table. We give some properties of these polynomials: differential properties, a Rodrigues type formula and explicit formulas for the third order linear recurrence relation.
Macdonald functions
In this paper we will investigate certain polynomials satisfying orthogonality properties with respect to weight functions related to Macdonald functions K ν (z). These Macdonald functions are modified Bessel functions of the second kind and satisfy the differential equation z 2 u ′′ + zu ′ − (z 2 + ν 2 )u = 0, for which they are the solution that remains bounded as z tends to infinity on the real line. They can be given by the following integral representations The moments of these functions are given explictly by
We will use as weight functions the scaled Macdonald functions in particular we see that the nth moment of ρ 0 is given by (n!) 2 . In [8] A. P. Prudnikov formulated as an open problem the construction of the orthogonal polynomials associated with the weight function ρ ν (and for more general weights, known as ultra-exponential weight functions). In the present paper we will show that it is more natural to investigate multiple orthogonal polynomials for two Macdonald weights ρ ν and ρ ν+1 since for these multiple orthogonal polynomials one has nice differential properties, a Rodrigues formula, and an explicit recurrence relation.
Multiple orthogonal polynomials
We will investigate two types of multiple orthogonal polynomials for the system of weights (ρ ν , ρ ν+1 ) (ν ≥ 0) on [0, ∞) with an additional factor x α . Let n, m ∈ N and α > −1, then the type 1 polynomials (A α n,m , B α n,m ) are such that A α n,m is of degree n and B α n,m is of degree m, and they satisfy the orthogonality conditions
This gives n + m + 1 linear homogeneous equations for the n + m + 2 unknown coefficients of the polynomials A α n,m and B α n,m , so that we can find the type 1 polynomials up to a multiplicative factor, which we will fix later. It will be convenient to use the notation
Type 2 polynomials p α n,m are such that p α n,m is of degree n + m and satisfies the multiple orthogonality conditions
This means that we distribute the n + m orthogonality conditions over the two weights x α ρ ν and x α ρ ν+1 . This gives n+m linear homogeneous equations for the n+m+1 unknown coefficients of p α n,m . For type 2 polynomials we will consider monic polynomials, thereby fixing the leading coefficient to be 1 and leaving n + m coefficients to be determined from (2.2)-(2.3).
Multiple orthogonal polynomials are related to Hermite-Padé simultaneous rational approximation of a system of Markov functions near infinity, (see, e.g., Nikishin and Sorokin [6] and Aptekarev [1] ). In the present situation the functions to be approximated are
Type 1 Hermite-Padé approximation (Latin type) consists of finding polynomials A n,m , B n,m , and C n,m such that
and type 2 Hermite-Padé approximation (German type) is simultaneous rational approximation of (f 1 , f 2 ) with a common denominator p n,m , i.e., one wants polynomials p n,m , R n,m and S n,m such that
The polynomials A n,m , B n,m then are precisely the type 1 polynomials A α n,m and B α n,m and the polynomial p n,m is the type 2 polynomial p α n,m . The numerator C n,m is then given by
and for type 2 approximation the numerators are
Observe that we can write the system (f 1 , f 2 ) as
where f is itself a Markov function
which follows from a result by Ismail [3] . Note however that f is a Markov function of a positive measure for which not all the moments exist. Nevertheless we can still say that (f 1 , f 2 ) is a Nikishin system, which guarantees that the polynomials A 
Differential properties
In this section we will give some differential properties for the type 1 and type 2 multiple orthogonal polynomials. We will only consider the multiple orthogonal polynomials on the diagonal or close to the diagonal, i.e., when n = m or n = m + 1. These are the most natural and they satisfy interesting relations.
Theorem 1 For the type 2 multiple orthogonal polynomials we have for every
This means that the differential operator acting on type 2 multiple orthogonal polynomials lowers the degree by one and raises the α by one. This should be compared with the corresponding differential property
for Laguerre polynomials (see, e.g., Szegő [7, Eq. (5.1.14) on p. 102]). The normalizing constant is different here since Laguerre polynomials are not monic polynomials. Proof: We begin by using (2.2)
and then use (1.10) to find
Integration by parts then gives
The integrated terms vanish for k ≥ 1 and α > −1 because of the behavior of ρ ν+1 near 0 and ∞, given in (1.5) and (1.6). Now work out the differentiation of the product, then we have
The second integral is zero for k = 1, 2, . . . , n because of the orthogonality condition (2.3), hence we conclude that
Next we do a similar analysis with (2.3), in which we use (1.9) to find
Integration by parts gives
The integrated terms vanish for k ≥ 0 and α > −1. Working out the derivative of the product then gives
The second integral is zero for k = 0, 1, . . . , n−1 because of the orthogonality (2.2), hence we have
′ is a polynomial of degree 2n − 1 with leading coefficient 2n (since we normalized the type 2 multiple orthogonal polynomials by taking monic polynomials), and by (3.2) and (3.3) it satisfies the orthogonality conditions (2.2)-(2.3) for the type 2 multiple orthogonal polynomial p There is a similar differential property for type 1 multiple orthogonal polynomials which complements the differential property of the type 2 multiple orthogonal polynomials given in the previous theorem.
Theorem 2 For the type 1 multiple orthogonal polynomials we have for every
This means that the differential operator acting on x α times the type 1 polynomials raises the degree by one and lowers the α by one. This should be compared with the corresponding differential property
for Laguerre polynomials. What we will really prove is that the derivative of x α q α n,n (x) is proportional to x α−1 q α−1 n+1,n (x) (and similarly for the derivative of x α q α n,n−1 (x) which is proportional to x α−1 q α−1 n,n (x)). The choice of the proportionality factor one in (3.4) will fix the normalization which was left unspecified by the homogeneous system of equations (2.1).
Proof: We begin by using (2.1), which we can write as
The integrated terms will vanish for every α > −1 and k ≥ 0. For the integrand of the integral we have
Now use (1.9)-(1.10) to find
Observe that (α + ν)A α n,n (x) + x(A α n,n (x)) ′ − xB α n,n (x) is a polynomial of degree at most n + 1 and αB
′ is a polynomial of degree at most n, so that we can write
with polynomials P n+1 and Q n of degree at most n + 1 and n respectively. We therefore have
In addition to this, we also have
In view of (2.1) and (3.5) this means that
Since q α n,n and q α−1 n+1,n are only determined up to a normalizing factor, we can choose the constant equal to one, thereby fixing the normalization.
We can repeat the analysis for q α n,n−1 with minor changes. In this case we have
is a polynomial of degree at most n and αB
′ a polynomial of degree at most n also, the orthogonality
gives the required result.
Observe that the reasoning does not work for [
The proof also shows that
and similarly
′ .
Rodrigues formula
As a consequence of Theorem 2 we have the following Rodrigues formula for the type 1 multiple orthogonal polynomials.
Theorem 3 The type 1 multiple orthogonal polynomials can be obtained from
Proof: By combining the two formulas in (3.4) we get
Iterate this k times to get
n+k,n+k−1 .
Choose n = 0 and α = 2k + β to find
, where A α 0,−1 is a constant, which we will take equal to one to fix normalization. Thus, if we replace β by α and k by n, then we find the first formula in (4.1).
Similarly, we can use
and differentiate it 2k times, to find
Choose n = 0 and α = 2k + 1 + β to find
Replacing β by α and k by n then gives the required formula.
The Rodrigues formula allows us to compute the type 1 multiple orthogonal polynomials explicitly. There is a relationship between type 1 and type 2 polynomials (which is not typical for the Macdonald weights but holds in general) and this allows us to compute the type 2 multiple polynomials as well. Indeed, we can write
so that we have
Writing the inverse of a matrix as the adjoint matrix divided by the determinant gives
n,n is of degree at most 2n and satisfies
where we have used (4.2) and (2.1). Furthermore we also have
Hence we can conclude that
where the constant is the leading coefficient of the polynomial. A similar reasoning using
Recurrence relation
To simplify the notation we put
It is known that the sequence P n (x), n = 0, 1, 2, . . . satisfies a third order recurrence relation of the form
(see, e.g., [4] or [6] ). Explicit formulas for the recurrence coefficients are given in the following theorem.
Theorem 4
The recurrence coefficients in (5.1) are given by
Proof: We begin with the recurrence coefficients of even index, which are used in the recurrence relation
We will write the polynomials p Comparing the coefficient of x 2n in (5.2) gives
hence we need to know the coefficients a (1).
In order to obtain an explicit formula, we compute p α 1,1 explicitly by solving the system of equations
Using the moments (1.11) this gives 
.
In order to find a Using this gives a α n+1,n (3) = − (2n + 1)(2n)(2n − 1) 6 (α + 2n + ν + 1)(α + 2n + ν)(α + 2n + ν − 1)(α + 2n + 1)(α + 2n)(α + 2n − 1), (5.13) and since (2n − 3)a α n,n (3) = 2na α+1 n,n−1 (3) we also have a α n,n (3) = − 2n(2n − 1)(2n − 2) 6 (α + 2n + ν)(α + 2n + ν − 1)(α + 2n + ν − 2)(α + 2n)(α + 2n − 1)(α + 2n − 2). (5.14)
Using (5.14), (5.13), (5.9), (5.7) and the formulas for b 2n and c 2n in (5.11) then gives the requested expression for d 2n .
In a similar way we proceed with the odd indices which appear in the recurrence relation By comparing the coefficients of x 2n+1 , x 2n and x 2n−1 we get expressions for b 2n+1 , c 2n+1 and d 2n+1 respectively in terms of the coefficients a α n,m and after working out these expressions we get the required formulas.
Observe that the recurrence coefficients have the asymptotic behavior b n ∼ 3n 2 , c n ∼ 3n 4 , c n ∼ n 6 . (5.16)
