The main goal of this paper is to give a completely elementary proof for the decomposition theorem of Wright convex functions which was discovered by C. T. Ng in 1987. In the proof, we do not use transfinite tools, i.e., variants of Rodé's theorem, or de Bruijn's theorem related to functions with continuous differences.
INTRODUCTION
In 1954, E. M. Wright [35] (see also [33] ) introduced a new convexity property for real functions: A real valued function f defined on an interval I is called Wright convex if, for all x, y ∈ I and t ∈ [0, 1], Theorem. (Ng's Decomposition Theorem [18, Corollary 5] ) A function f : I → R is Wright- convex if and only if there exist a convex function g : I → R and an additive function A : R → R such that (2) f (x) = g(x) + A(x) (x ∈ I).
Furthermore, the additive summand A in the above decomposition can be chosen so that it vanishes on Q and, together with this condition, the decomposition (2) is unique.
The known proofs of this important theorem are usually based on results that depend on the axiom of choice, i.e., they use transfinite induction. The original proof by Ng [18] used de Bruijn's theorem [1] which is related to functions which have continuous differences. Another approach, which was based on Rode's theorem [34] , was found by Nikodem [19] and also by Kominek [6] .
For an overview about the generalizations, stability and regularity properties of Wright convex functions, we refer to the list of references, which is possibly far from being complete but may give the impression that this field of functional equations and inequalities is still actively dealt with by many researchers.
AUXILIARY RESULTS
For the new proof of Ng's decomposition theorem, we will need some auxiliary results that are contained in the following three lemmas. Lemma 1. Let D be a dense subset of I and assume that f : D → R is a locally Lipschitz function on D, i.e., for every compact subinterval [a, b] ⊆ I, there exists L ≥ 0 such that
Then f admits a unique locally Lipschitz extension g : I → R.
Proof. For a fixed element x ∈ I, let x n ∈ D be an arbitrary sequence converging to x. Then there exists a compact subinterval [a, b] ⊆ I which contains each member of this sequence. Using inequality (3), it follows that
The sequence (x n ) being a Cauchy sequence, the above inequality implies that (f (x n )) is also a Cauchy sequence, whence we get that (f (x n )) is convergent. Define g(x) to be the limit of this sequence. It is easy to see that this limit does not depend on the choice of the sequence (x n ), furthermore, it is also clear that f (x) = g(x) if x belongs to D (because, then the sequence x n := x could be taken). To see that g is locally Lipschitz on I, let a, b ∈ I with a < b. Then there exists L ≥ 0 such that (3) holds. Let x, y ∈ [a, b] be arbitrary and choose x n , y n ∈ [a, b] ∩ D such that (x n ) and (y n ) converge to x and y, respectively. Then, (3) implies that
Now, upon taking the limit as n → ∞, we get
This proves that g is locally Lipschitz on I, indeed. The uniqueness of the function g follows from the well-known fact that if two continuous real valued functions defined on I coincide on a dense subset of I, then they coincide everywhere in I.
Lemma 2. Let f : I ∩ Q → R be a Jensen convex function, i.e., assume that f satisfies the Jensen inequality on I ∩ Q:
Then there exists a convex function g :
Proof. Via a standard argument (see, for instance, the proofs of Lemma 5.3.1 and Theorem 5.3.5 in [8] ), the Jensen convexity of f on I ∩ Q implies that
With the notation u := tx + (1 − t)y, this yields that
Let [a, b] ⊆ I be an arbitrary compact subinterval and fix a ′ ,
Then, by the repeated application of inequality (6), for any x, y ∈ [a, b] ∩ Q with x < y, we obtain
Hence,
which shows that f is Lipschitz with modulus L := max(|α|, |β|) on the set [a, b] ∩ Q. Therefore f is locally Lipschitz on the dense set D := I ∩ Q. By applying Lemma 1, we can now conclude that f admits a unique continuous extension g : I → R. Using the density of I ∩ Q in I, the density of [0, 1] ∩ Q in [0, 1] and the continuity of g, the inequality (5) easily implies that the function g is also convex. Proof. Let x ∈ J be fixed. First choose a sequence (x n ) in D such that (x n ) converges to x and x ≤ x n holds for all n ∈ N. Then, by the nondecreasingness of ϕ and the continuity of ψ, we obtain
By taking another sequence x n ∈ D such that (x n ) converges to x and x ≥ x n holds for all n ∈ N, we similarly get that
The above two inequalities finally yield that ϕ(x) = ψ(x), which was to be proved.
THE PROOF OF NG'S DECOMPOSITION THEOREM
Let f : I → R be Wright convex. Then, with t = 1 2 , the Wright convexity of f implies that it is Jensen convex, i.e., (7) f
Therefore, the restriction f | I∩Q is Jensen convex on I ∩ Q. Thus, by Lemma 2, there exists a convex function g : I → R such that g| I∩Q = f | I∩Q . The convexity of g implies that it is also continuous on I.
In the rest of the proof, we show that Φ := f − g is a restriction of an additive function to I which vanishes on Q. First, for all u, v > 0, we prove that
Here, for w ∈ R, the difference operator ∆ w acts on functions f :
Observe that, with the notations u := t(y − x), v := (1 − t)(y − x), the Wright convexity property can be reformulated as the inequality
This implies that, for each fixed v > 0, the function ∆ v f : 
holds for all v ∈ Q + . Consequently, for all v ∈ Q + and u > 0,
Let u, v ∈ R + be arbitrarily fixed. Then, for v ′ ∈ Q + with v ′ < v and for all x ∈ I ∩ (I − v − u), the above equality and the inequality (9) imply
Taking the limit v ′ → v, it follows that
Similarly, by an analogous argument, we can also obtain
Therefore, for all u, v > 0, the equality (8) holds, in other words, we have that (∆ v ∆ u (f − g))(x) = 0 (x ∈ I ∩ (I − v − u)).
Thus, for x, y ∈ I with x < y, the above equality with u := v := y−x 2 implies that Φ := f − g satisfies the Jensen equation, i.e.,
Φ
x + y 2 = Φ(x) + Φ(y) 2 .
By classical results on this equation (cf. [8] ), Φ is of the form Φ(x) = A(x) + c (x ∈ I), where A : R → R is an additive function and c ∈ R is a constant. Since Φ| I∩Q = (f − g)| I∩Q = 0, we get that A(1)x + c = A(x) + c = Φ(x) = 0 for all x ∈ I ∩ Q. This implies that A(1) = c = 0 and hence Φ equals to the restriction of an additive function which vanishes on Q. Thus the proof is completed.
