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Introducción
Una situación de negociación puede describirse como un proceso de toma de decisiones
conjunta, asociada a la comunicación directa o tácita entre individuos, quienes tratan
de llegar a un acuerdo para su mutuo beneficio. Uno de los enfoques a situaciones de
negociación tiene como sistema de referencia la teoría de juegos, al describir cómo cualquier
acción (o decisión) de uno de los negociadores, depende de las acciones (o decisiones) de los
otros negociadores, y, fundamentalmente, de la forma en que se llega a un acuerdo o de las
condiciones bajo las cuales la negociación se rompe. Es en este sentido que se afirma que
toda negociación es un juego. Escenarios como estos son reconocidos en situaciones típicas
de Estado, ambientes diplomáticos, sistemas de control de armas, condiciones laborales
entre empresarios y sindicatos de trabajadores, etc.
Desafortunadamente, el esquema teórico convencional de negociación asume la pre-
sencia de un sólo conjunto de pagos (objeto de negociación constante) y predice un sólo
acuerdo, aunque, en la vida real, las situaciones de negociación a menudo impliquen un
proceso gradual en el que los acuerdos se desarrollan progresivamente y están sujetos a la
expansión del objeto de negociación. Ante estas falencias y bajo esta perspectiva, surge
lo que se ha dado en llamar negociación gradual (Wiener y Winter (1998), O'Neill et al.
(2004)), cuya solución origina una trayectoria de acuerdos parciales a lo largo de la nego-
ciación. En este trabajo se estudiará, precisamente, un proceso específico de negociación
gradual basado en ciertos criterios normativos que son aceptados por los actores en cada
una de las etapas de negociación.
El plan del artículo es el siguiente: en el capítulo 2 se presentan los antecedentes al
problema de negociación, como una vertiente de la teoría de juegos; en el capítulo 3 se
expone la teoría clásica de negociación estática; en el capítulo 4 se presenta una solución
al modelo de negociación gradual; en el capítulo 5 se propone una metodología para hacer
endógena la agenda de negociación, y se analizan los resultados de ésta a la luz de un proceso
dinámico y, finalmente, en el capítulo 6 se señala una posible aplicación del modelo y las
conclusiones.
III
CAPÍTULO 1
Antecedentes
Fue el economista Frederik Zeuthen, quien en Problems of Monopoly and Economic
Warfare (1930), entendió la necesidad de una teoría fuerte de negociación. Su contribución
es única, ya que fue el primero en demostrar, al menos teóricamente, que era posible for-
mular con precisión el problema de negociación cuando se reconoce que los negociadores
operan, típicamente, en un ambiente dominado por la incertidumbre. Sin embargo, no fue
hasta la aparición del clásico Theory of Games and Economic Behavior (1944) de John von
Neumann y Oskar Morgenstern, cuando se advirtió la importancia de desarrollar una teoría
de la negociación para estudiar estas relaciones económicas, pero ahora con claras herra-
mientas conceptuales: jugadas, estrategias, funciones de pago, juegos extensivos, medidas
del riesgo, etc., todas útiles para dar este primer paso.
A mediados de los 1950's se conocían dos soluciones de negociación (ambas definidas
de manera axiomática) que producían soluciones únicas: la solución de Shapley (1953) y la
solución Nash (1950, 1953). La solución de Shapley produjo un valor único para cualquier
número de negociadores, pero fue definida solamente para juegos donde la utilidad de los
pagos era transferible (es decir, los pagos de los negociadores estaban en términos de una
unidad de cuenta aceptada por todos); y la solución de negociación de Nash, aunque no
requería pagos transferibles, inicialmente fue definida sólo para dos negociadores.
Sin embargo, y de manera importante, aquí Nash planteaba dos posibles programas de
investigación en la naciente teoría de la negociación. Uno, era desarrollar axiomatizaciones
de las soluciones estáticas construidas (como las tuvieron las soluciones de Shapley y la
de Nash), y el otro era construir juegos nocooperativos explícitos que condujeran precisa-
mente a la solución de negociación preestablecida. Se ahondó en el primer programa, pero
sobre el segundo nada significativo se dijo hasta treinta años después (Rubinstein (1982)).
Poco después de la aparición de las soluciones de Shapley y Nash, vendrían los aportes
de los premios Nobel, Thomas Schelling (2005) y John Harsanyi (1994). Schelling (1957,
1960) desarrolló la noción de efecto punto focal1 en juegos con múltiples equilibrios (que él
creía que era una mejor manera de entender las negociaciones en el mundo real), y Harsanyi
(1963) mostraba que la solución Nash de negociación (Nash (1950)) y el valor de Shapley
1Asociado a ciertos equilibrios que son escogidos más frecuentemente porque tienen algo que los hace
atractivos u obvios de escoger y facilitan la cooperación.
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(Shapley (1953)) podrían ser unificadas en un concepto de solución general, hoy conocido
como el valor de Harsanyi.
Sin embargo, a partir de la axiomática de negociación expuesta por Nash en sus trabajos
seminales de 1950 y 1953, surgieron otras soluciones que se apoyaron en ella, pero que
ahora trataban de responder al problema normativo de justicia en las negociaciones.
Una línea de caracterizaciones alternativa a la solución planteada por Nash buscó entonces
no recurrir al polémico axioma de independencia de alternativas irrelevantes (IAI )2 Raiffa
(1953), (KalaiSmorodinsky (1975), Perles y Mashler (1981), Chun y Thomson (1990),
Peters y van Damme (1991), Mariotti (1999, 2000) y Muthoo (2000)). En particular, la
solución KalaiSmorodinsky de negociación, propone que las utilidades obtenidas sean
proporcionales a las utilidades máximas (posibles) de los agentes; la solución igualitaria
(Kalai (1977)) sugiere que los agentes maximicen sus utilidades, atendiendo a la restricción
todos ganan por igual; y la solución discreta de Raiffa (1953), sugiere un proceso de
concesiones de negociación balanceadas.
Otra línea de caracterización alternativa al programa de investigación planteado por
Nash para el estudio de las negociaciones (basado en el artículo seminal de Stahl (1972)),
fue la de Ariel Rubinstein, quien en Perfect Equilibrium in a Bargaining Model de 1982, fue
el primero en considerar una aproximación general enmarcada en la teoría de juegos no
cooperativos. Para esto supuso un juego de ofertas alternas (ofertas y contraofertas) que se
hacen secuencialmente, hasta que una es aceptada. No hay ningún límite en el número de
ofertas que puede hacerse, pero hay un costo por demora en alcanzar el acuerdo. Rubinstein
muestra que una solución focal a este problema de negociación es el único equilibrio
perfecto en subjuegos3, y con esto, no solo comienza a entenderse la estructura de las
dinámicas de negociación, sino bajo qué circunstancias se podría esperar que un proceso
gradual mejore (para ambas partes) los resultados de la negociación. Desde Rubinstein
(1982), la literatura sobre procesos graduales de negociación se expandió buscando los
efectos de, por ejemplo, información asimétrica (Abreu y Gul (2000)), y de outside options
bajo información asimétrica (Compte y Jehiel (2002)).
En 2004, O'Neill, Samet, Wiener y Winter recogieron en Bargaining with an agenda,
los resultados de un programa de investigación que aglutina algunos de los estudios previos
sobre negociación gradual, y los de ellos mismos sobre agendas exógenas y endógenas (Bac
y Raff (1996), Wiener y Winter (1998), O'Neill et al. (2004)). Allí, asumen una negociación
que se extiende en el tiempo, donde en cada etapa existe un conjunto de acuerdos posibles.
Es a esta familia de conjuntos (parametrizada por el tiempo), a la que se suele llamar
agenda. Así, un problema de negociación gradual consiste una agenda y en un punto de
acuerdo inicial. Y una solución a este problema consiste en una trayectoria de acuerdos
(acuerdo gradual) que especifica, en cada etapa, un punto de acuerdo dentro de cada
conjunto de acuerdos posibles.
2Mientras tres de los axiomas de Nash son realmente incontrovertibles (eficiencia fuerte de Pareto,
simetría e invarianza escalar), IAI ha levantado algunas críticas que han llevado a nuevas líneas de inves-
tigación. Este axioma afirma que, el resultado de una negociación no puede depender de alternativas de
negociación que los negociadores no escogen aunque pudieran hacerlo. Sobre esto profundizaremos en el
próximo capítulo.
3Definido por Selten (1965) como un equilibrio de Nash en todos los subjuegos en los que se puede
dividir el juego. Obviamente, este es un refinamiento del equilibrio de Nash.
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Uno de los artículos que inspiran esta pequeña pieza de investigación, fue el menciona-
do trabajo de Wiener y Winter (1998), en donde se estudia un problema de negociación
gradual cuya solución, en cada etapa, es la solución Nash. Sin embargo, allí los autores
no estudian ningún comportamiento dinámico aleatorio en la agenda. Y otro artículo im-
portante en la motivación del propósito de este trabajo fue el de Young (2003) en donde
la selección de equilibrios de negociación para dinámicas de mejorrespuesta markoviana,
lleva, precisamente, a una solución KalaiSmorodinsky. Revisemos esto último brevemente.
Un propósito de los modelos evolutivos es identificar factores que hacen algunos equili-
brios más interesantes que otros (es la misma noción de punto focal de Schelling (1957)).
Por ejemplo, la selección de equilibrios puede depender de mutaciones4 o variaciones
aleatorias en la proporción en que las personas aprenden; y son la fuente más probable de
perturbaciones en el proceso de ajuste de estrategia que potencialmente cambia entre los
equilibrios del juego. El caso en el que las variaciones de aprendizaje son relativamente im-
portantes (presumiblemente porque las poblaciones relevantes son relativamente pequeñas)
es capturado por la dinámica de mejorrespuesta aleatoria. En el modelo resultante, con
tasa de mutación tendiendo a cero para poblaciones de tamaño grande (pero fijo), cualquier
combinación asimétrica de estrategias, no importa qué tan improbables sea, llega a ser más
probable que las mutaciones (y el resultado corresponde a asignaciones extremadamente
asimétricas), lo que conduce a la selección de una solución KalaiSmorodinsky.
Así, continuando con esta agenda de investigación, el modelo presentado en este trabajo
se enmarca, inicialmente, dentro de la teoría de la negociación gradual con agenda exógena,
en donde, en cada etapa, especificaremos la solución KalaiSmorodinsky (en adelante,
solución KS ) disponible, bajo la hipótesis de que el punto de acuerdo previo es la solución
KS del anterior conjunto de acuerdos. Luego aplicaremos una dinámica aleatoria, de tal
manera que la sucesión de expansiones del conjunto de negociación (la agenda) se modele
como un proceso trayectoriadependiente (pathdependence) (Arthur (1994), David (2000))
que posibilita estudiar procesos endógenos de formación de la agenda, es decir, de los
acuerdos previamente alcanzados y de factores aleatorios; esto es, las condiciones iniciales
de la negociación, la historia del proceso, así como factores impredecibles durante ésta, que
pueden incidir sustancialmente en la determinación de la agenda de negociación.
4Error (o equivocación) en el proceso de selección de la estrategia de mejorrespuesta.
CAPÍTULO 2
Teoría clásica de negociación bilateral estática
Según la teoría económica ortodoxa1, el problema de negociación es indeterminado, y
la división de un bien dependerá de la habilidad para negociar de las partes. Más espe-
cíficamente, se creía que la solución al problema de negociación solo debía satisfacer las
propiedades de racionalidad individual (ninguna parte debe acabar peor que lo que tenía
en el status quo2) y racionalidad conjunta (eficiencia Pareto (1906)).
Nash (1950) rompe radicalmente con esta tradición, y supone que la negociación entre
jugadores racionales lleva a un único resultado y busca determinarlo. Explicitamente, él
resuelve el problema para el caso de dos jugadores, y deriva su solución por medio de la
aproximación axiomática y como resultado de un modelo nocooperativo. Esta aproxima-
ción describe el problema de negociación usando solamente la información contenida en un
par de funciones de utilidad3 (las cuales representan las preferencias de los jugadores), y
un par de niveles de utilidad (denominado el status quo) presente al principio del proceso
de negociación, que se interpreta como el resultado de éste en caso de que el proceso falle.
Una situación de negociación puede describirse inicialmente como un conjunto de po-
sibles acuerdos (resultados), establecidos por dos o más partes (jugadores), y un status
quo. Luego, a través de una función de pagos (o utilidad), cada jugador asigna un valor
a cada acuerdo posible, siendo el conjunto de todas las combinaciones de posibles acuer-
dos, conocido como conjunto de negociación. El problema de los jugadores es, entonces,
alcanzar el mejor acuerdo posible. Es allí donde entran los diversos criterios normativos
para la toma de la decisión de negociación; entre ellas se encuentran las soluciones Nash y
KalaiSmorodinsky, ya mencionadas.
1Esta teoría no predice los términos bajo los cuales se alcanza un acuerdo en casos como oligopolio,
monopolio bilateral, y en general, en situaciones donde los pagos están determinados a través de una
negociación. En estos casos, la teoría económica ortodoxa dice que cualquier acuerdo tiende a caer dentro
de un cierto rango, llamado por Pigou (1905) rango de acuerdos practicables.
2Valor asociado al estado inicial de la negociación, también llamado punto de pago mínimo o punto
de desacuerdo.
3De tipo von NeumannMorgenstern (von Neumann and Morgenstern (1944), Savage (1951)).
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2.1. Juegos de negociación
En lo que sigue, se formaliza la noción de un problema de negociación bilateral, es
decir, con dos agentes.
Definición 2.1.1 (Juego de negociación). Un juego de negociación de dos agentes es
un par (F, d) donde F ⊂ R2+4 es el conjunto de posibles acuerdos, y d ∈ F es el punto de
desacuerdo. Se asume aquí que F es no vacío, convexo, compacto y comprehensivo5.
Definición 2.1.2 (Solución de negociación). Si Λ denota al conjunto de todos los pro-
blemas de negociación posibles en R2+, una solución de negociación es una correspondencia
φ : Λ → R2+ que asigna, a cada problema de negociación (F, d), un conjunto φ(F, d) de
vectores de la forma
(φ1(F, d), φ2(F, d)) ∈ F
Es decir, una asignación para cada agente.
El tratamiento dado a posibles soluciones de negociación, se basa en la declaración de
principios o axiomas, como veremos a continuación.
2.2. Axiomas sobre los juegos de negociación
En la literatura clásica de negociación, encontramos soluciones normativas a los pro-
blemas allí planteados que satisfacen principios de eficiencia, simetría, invarianza, entre
otros, y que adicionalmente se conjugan para presentar el escenario más justo posible a
los agentes que intervienen en la negociación. Es así que el conjunto de principios que de-
terminan la negociación, subyace a la fortaleza de las soluciones de la negociación. Veremos
algunos de estos principios (axiomas), para lo cual supondremos, en todos los casos, que
(F, d) es un problema de negociación.
Axioma 2.2.1 (Axioma de eficiencia fuerte de Pareto). La solución de negociación
φ(F, d) es eficiente si pertenece al conjunto
{(x, y) ∈ F ∣∣no existe (xˆ, yˆ) ∈ F tales que xˆ ≥ x, yˆ > y, ó yˆ ≥ y, xˆ > x}
Así, toda solución de negociación debe ser eficiente en el sentido de que no es posible que
un agente mejore sin que el otro empeore; de esta manera, se agotan todas las ventajas
extraíbles de la negociación. A esta condición también se le conoce como eficiencia fuerte
de Pareto.
Una condición menos restrictiva que la anterior se conoce como eficiencia débil de
Pareto:
4R2+ = {(x, y) ∈ R2
∣∣x ≥ 0, y ≥ 0}.
5F es comprehensivo si x ∈ F, x > y > d entonces y ∈ F . Aquí, x > y con x = (xi)2i=1, y = (yi)2i=1,
significa que, para todo i = 1, 2, xi > yi.
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Axioma 2.2.2 (Axioma de eficiencia débil de Pareto). La solución de negociación
φ(F, d) es débilmente Paretoeficiente si
φ(F, d) ∈ {(x, y) ∈ F ∣∣no existe (xˆ, yˆ) ∈ F, con xˆ > x, yˆ > y}
Por lo tanto, para tener eficiencia débil de Pareto, sólo se requiere que no exista un resul-
tado factible en el que ambos agentes estén estrictamente mejor, agotándose las ventajas
mutuas de la negociación. Desde luego, si una solución es fuertemente eficiente también es
débilmente eficiente.
Axioma 2.2.3 (Axioma de simetría). La solución de negociación φ(F, d) es simétrica,
si
{(x, y) ∈ R2+ | (y, x) ∈ F} = F
entonces
φ1(F, d) = φ2(F, d)
Así, nos referimos a un problema de negociación simétrico como aquel en el cual el punto
de desacuerdo d se ubica sobre la recta donde y = x y el conjunto de acuerdos factibles F
es simétrico con respecto a tal recta. De esta forma, es natural exigir que la solución a un
problema de negociación simétrico trate por igual a ambas partes, es decir, el poder de
negociación (aunque no la solución) sea el mismo para cada jugador.
Axioma 2.2.4 (Axioma de invarianza). Sea (H, v) el problema de negociación definido
a través de (F, d), por H = βF + α, y w = βd+ α, donde β > 0, α ∈ R2+. Si φ(H, v) una
solución de negociación de (H, v) entonces φ(H, v) = βφ(F, d) + α.
Este axioma establece que si el conjunto de negociación se desplaza, la solución al nuevo
problema de negociación también se desplaza en igual dirección y magnitud que el despla-
zamiento del conjunto. Esto implica, en particular, que la escala utilizada en la medida de
las utilidades no debe afectar los resultados.
Axioma 2.2.5 (Axioma de independencia de alternativas irrelevantes (IAI )). Si
φ(F, d) ∈ H y H ⊂ F entonces φ(F, d) = φ(H, d).
Este discutible axioma nos dice que la solución a un problema de negociación, cuando se
reduce el conjunto de resultados factibles, no se debe ver afectada por resultados que, al
ser elegibles, no lo fueron.
Axioma 2.2.6 (Axioma de monotonicidad individual). Sea ai(F, d) la utilidad máxi-
ma posible del jugador i en el problema de negociación (F, d). Si F ⊆ F ′ y ai(F ) = ai(F ′)
entonces φi(F, d) ≤ φi(F ′, d).
Vemos que para el caso de dos jugadores, cuando se expande el conjunto de resultados
factibles, si el máximo nivel de utilidad deseado por uno de ellos no varía, la utilidad
obtenida por ese jugador (independiente de la utilidad obtenida por el otro) debe ser, al
menos tan grande como la alcanzada antes de la expansión del conjunto.
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2.3. Soluciones a los juegos de negociación
Ahora consideraremos dos soluciones centrales a problemas de negociación basadas en
formulación axiómatica: la solución Nash y la solución KalaiSmorodinsky :
a. La solución Nash de negociación φN (F, d) consiste en los pares (x, y) ∈ F que resuelven
el problema
ma´x
(x,y)∈F
x≥d1,y≥d2
(x− d1)(y − d2)
donde d = (d1, d2) es el punto de desacuerdo.
De allí se desprende que si la frontera de Pareto de F es suave, y está determinada
por una ecuación de la forma H(x, y) = 0, esta frontera y la curva de producto Nash
(x−d1)(y−d2) = t, para algún t, tienen una tangente en común (ver figura 2.1). Esto es,
en la solución Nash de negociación, el gradiente de la función que determina la frontera
de Pareto, (Hx(x, y), Hy(x, y)), y el gradiente del producto de Nash (y − d2, x − d1)
están relacionados así:
Hx(x, y)
Hy(x, y)
=
y − d2
x− d1 (2.1)
Figura 2.1: Solución de Negociación Nash
Fue precisamente el mismo Nash quien caracterizaría axiomáticamente, con criterios
normativos, esta importante solución.
Teorema 2.3.1 (Nash (1950)). La solución Nash de negociación es la única que
satisface los axiomas de eficiencia fuerte de Pareto, simetría, invarianza escalar e in-
dependencia de alternativas irrelevantes.
b. Por su parte, y como afirmábamos antes, la solución de negociación KalaiSmorodinsky
tuvo su origen en la controversia generada alrededor de qué tan justa es la solución
de negociación que satisface el axioma de independencia de alternativas irrelevantes en
la solución Nash. Y para entender esto, consideremos dos juegos de negociación6, con
regiones de pago S y T como se ilustran en la figura 2.2. En ambos juegos, la solución
6En ambos juegos suponemos que los pagos son monetarios, la utilidad es lineal, en dinero, para ambos
jugadores y ninguno de ellos recibirá pago alguno en caso de no llegar a un acuerdo, es decir, d = (0, 0).
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Nash de negociación es
(
1
2 ,
1
2
)
, es decir, pagos iguales en los dos juegos para cada jugador.
Sin embargo, se esperaría que el segundo jugador, dada la ventaja con que cuenta en
el juego (S, d), obtuviera mayor pago que el primer jugador.
(a) (b)
Figura 2.2: (a) Conjunto de negociación S y (b) Conjunto de negociación T .
Vemos cómo, del supuesto IAI, se sigue que una solución es razonable para el segundo
juego, si lo es para el primero. Según esto, sería natural considerar que cualquier
solución justa del juego (S, d) puede ser una solución justa del juego (T, d), siendo
este último menos provechoso (en términos de utilidad) al jugador 2. Claramente, las
potencialidades del segundo jugador son mucho mayores en el primer juego. Así, un
resultado como este, se considera contraintuitivo o, en algún sentido, injusto (Luce y
Raiffa (1957)). De otra manera, es razonable para el jugador 2 exigir más en el primer
juego, dada la ventaja que supone la expansión a su favor del conjunto de negociación.
Pero lo anterior, evidentemente viola el supuesto IAI.
Argumentos como este, motivaron entonces la búsqueda de nuevos axiomas para reem-
plazar el axioma IAI. Tal fue el caso de Ehud Kalai y Meir Smorodinsky (1975), quienes
lo sustituyen por el axioma de monotonicidad individual, visto antes, y que sugiere que
ante una expansión del conjunto de acuerdos, la solución de negociación debería benefi-
ciar a las partes en la misma medida de dicha expansión, o al menos, no desmejorar sus
pagos, dadas las nuevas opciones, lo que podría considerarse un principio de justicia.
En general, la solución KalaiSmorodinsky es resultado de las aspiraciones ideales que
tiene cada jugador realizadas en asignaciones extremas.
Formalmente, la solución Kalai-Smorodinsky de negociación φKS(F, d) = (x, y) es el
único punto en la frontera Paretoeficiente en el cual
y − d2
x− d1 =
I2(F, d)− d2
I1(F, d)− d1 (2.2)
donde
I1(F, d) = ma´x{x | (x, y) ∈ F}, I2(F, d) = ma´x{y | (x, y) ∈ F}
Así, φKS(F, d) es el punto frontera del conjunto factible, que conecta el punto de
desacuerdo con el punto ideal, como se ilustra en la figura 2.3.
En el mismo artículo de 1975, Kalai y Smorodinsky establecen esta solución desde la
visión normativa, mediante el siguiente resultado:
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Figura 2.3: Solución de Negociación KalaiSmorodinsky
Teorema 2.3.2 (KalaiSmorodinsky (1975)). La solución KalaiSmorodinsky es
la única que satisface los axiomas de eficiencia débil de Pareto, simetría, invarianza
escalar y monotonicidad individual.
Evidentemente, la solución KalaiSmorodinsky está basada en principios menos controver-
tidos que la solución Nash de negociación.
2.4. La noción de aversión al riesgo
La actitud ante el riesgo, el gusto o la aversión por él, es una forma conveniente y
atractiva de explicar la toma de decisiones. Este concepto relaciona los objetivos estraté-
gicos y las concepciones psicológicas de la elección, y permite que los negociadores tengan
diferentes estilos personales al momento de tomar decisiones; en ningún caso busca evitar
el riesgo ó implicar que un agente sea más racional que el otro7.
Una forma de calificar a un agente como averso al riesgo, se logra estableciendo una
comparación con respecto a un estándar de neutralidad ante el riesgo, es decir, a partir
de un punto de referencia. El concepto de actitud al riesgo se presentará en adelante en el
contexto de la utilidad y será esta la versión que se analice. La idea, sugerida por De Finetti
(1952) y desarrollada por Arrow (1964) y Pratt (1964), es que un agente neutral al riesgo
(risk neutral) se caracteriza por ser indiferente entre jugar un juego de azar (asociado a
una distribución de probabilidad) o recibir su valor nominal con certeza. Por ejemplo, este
tipo de jugador es indiferente entre jugar un juego de azar 50/50 por $0 o $20,000 versus
recibir $10,000 con certeza8.
Existen dos tipos de actitudes no neutrales ante el riesgo: la de quien prefiere un juego
de azar más que su valor nominal con certeza (llamado amante al riesgo (risk loving))
y la de aquel que opta por lo contrario, es decir, quien evita el riesgo (este jugador se
conoce como averso al riesgo (risk averse)). Los conceptos anteriores pueden identificarse
con la curvatura de la función de utilidad, de tal manera que, para un agente amante al
7La actitud ante el riesgo también es importante en sí misma, porque una acción demasiado atrevida
puede iniciar una guerra, al igual que una excesivamente prudente (ver O'Neill, B. (2001)).
8Ya que suponemos que obtener más dinero es preferible, un agente neutral al riesgo escogería el juego
de azar si el pago seguro estuviera por debajo de $10,000 y elegiría el pago seguro de si éste fuera más alto.
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riesgo esta curva debe ser convexa9 y para uno averso al riesgo, cóncava10.
En la figura 2.4 se representa una función de utilidad cóncava, y con ella se ilustra una
situación en la que un agente, al ser averso al riesgo, escoge $10,000 con certeza en lugar
del juego de azar (o apuesta). De acuerdo con esto, u($10,000) se mantiene por encima de
la utilidad esperada del juego, es decir, del promedio ponderado entre u(0) y u($20,000).
Si la situación anterior es contraria, es decir, si función de utilidad es convexa, el agente
escogerá el juego de azar y es llamado entonces amante al riesgo.
Figura 2.4: Aversión al riesgo
Puede afirmarse entonces que la actitud ante el riesgo se refiere a un patrón de compor-
tamiento de un agente, cuando las acciones están relacionadas con un objetivo determinado
mediante modelos probabilísticos. Este comportamiento innato varía en función de la de-
cisión que se enfrente.
Ejemplo. Estudiemos una situación en la que dos jugadores con distinta actitud al
riesgo se enfrentan en un proceso de negociación de una cantidad D. En particular, el
jugador 1 es neutral al riesgo, y el jugador 2 es averso al riesgo11 con u1 = x, u2 = yb donde
0 < b < 1. Es así que
u1 + (u2)
1
b = D (2.3)
Este juego puede ser interpretado como un problema de negociación en el cual dos
agentes deben repartirse la cantidad monetariaD. Si logran llegar a un acuerdo, cada uno se
llevará una parte de tal cantidad; mientras llegan al acuerdo, ambos tienen cero. Esperamos
que cuanto más averso al riesgo sea un jugador, más le deberá temer al desacuerdo y,
por lo tanto, más dispuesto estará en aceptar un reparto menos equitativo del objeto de
negociación. Este mismo aspecto nos lleva a afirmar que, con un jugador extremadamente
averso al riesgo puede negociarse casi hasta cero.
9Una función f : D → R es convexa si y sólo si, f(tx + (1 − t)y) ≤ tf(x) + (1 − t)f(y), para todo
x, y ∈ D, para todo t ∈ [0, 1].
10Una función f es cóncava si y sólo si −f es una función convexa.
11Una estrategia de cada jugador es pedir la suma de dinero (x ó y), que suponemos se encuentra entre
0 y D (objeto de negociación).
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La curva de la ecuación 2.3, así como las soluciones de negociación Nash y Kalai
Smorodinsky, se muestran en la figura 2.5, para b = 0.5 y D = 144. Efectuando algu-
nos cálculos, obtenemos las soluciones Nash y KalaiSmorodinsky de negociación: φN =
(96, 6.93) y φKS = (89, 7.42).
Figura 2.5: Juego de negociación. Soluciones Nash y KalaiSmorodinsky
Notamos cómo la solución Nash de negociación penaliza al agente más averso al riesgo,
en cuanto a su participación en la cantidad monetaria y, por consiguiente, en cuanto a
su utilidad. Similar a lo ocurrido con la asignación de la solución Nash, la solución de
negociación de KalaiSmorodinsky paga menos a los jugadores aversos al riesgo que a
los neutrales. Pese a esta semejanza en los resultados, podemos afirmar que esta última
solución no solo enriquecerá a un jugador, sino que enriquecerá a los dos.
CAPÍTULO 3
Teoría de negociación gradual bilateral
3.1. Agenda de negociación
Para nuestro objetivo, asumiremos dos jugadores A y B que, en cada etapa (tiempo)
t, negocian sobre un conjunto de utilidades en R2+ que corresponde a los posibles acuerdos
de lo negociado hasta el tiempo t. Específicamente, el conjunto de acuerdos en el tiempo
t será de la forma Ft = {x ∈ R2+ | H(x) ≤ t}. Y esto nos lleva, más concretamente, a la
siguiente definición:
Definición 3.1.1 (Agenda de negociación). Una agenda de negociación entre los ju-
gadores A y B es una función H : R2+ → R+ que permite determinar, para cada tiempo t,
su conjunto de acuerdos Ft = {x ∈ R2+ | H(x) ≤ t}. Asumiremos que la función H es dife-
renciable con continuidad (∇H > 0) y localmente Lischitz, es decir, para cada subconjunto
acotado de R2+ existe una constante K tal que para cada x e y en ese subconjunto,
‖∇H(x)−∇H(y)‖ ≤ K‖x− y‖
En adelante, denotamos por H al conjunto de todas las agendas.
Definición 3.1.2 (Problema de negociación gradual). Un problema de negociación
gradual es un par (H, d) en H×R2+, donde H es una agenda. Aquí, al punto d lo llamaremos
el punto inicial (o status quo).
3.2. Soluciones al problema de negociación gradual
En un problema de negociación gradual una solución será una sucesión de acuerdos
parciales, uno para cada conjunto de acuerdos Ft, por tanto,
Definición 3.2.1 (Acuerdo gradual). Un acuerdo gradual φ es una función diferenciable
con continuidad φ : R+ → R2+, de tal manera que para cada t, φ(t) es el acuerdo alcanzado
en el tiempo t.
12
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Definición 3.2.2 (Solución). Sea P el conjunto de todos los acuerdos graduales. Una
solución para problemas de negociación gradual es una función
Φ : H× R2+ → P
Así, para cada H ∈ H se tiene que H(Φ(H, d)(t)) ≤ t para todo t. Asumiremos, con esta
notación, que se alcanza el acuerdo d en el tiempo H(d).
Teorema 3.2.1. La solución KalaiSmorodinsky para problemas de negociación gradual
asocia a cada problema (H, d) el único acuerdo gradual φ = (φ1, φ2) que es solución del
sistema de ecuaciones diferenciales
2
dφ1
dt
∂H
∂x
(φ(t)) = 1
2
dφ2
dt
∂H
∂y
(φ(t)) = 1
(3.1)
con la condición inicial φ(H(d)) = d.
Demostración. Sea H una agenda de negociación y (x, y) un acuerdo eficiente tal que
H(x, y) = t, para algún t 1. Consideremos el problema de negociación gradual (H, (x, y))
entre dos agentes, siendo (x, y) el status quo, y apliquemos a éste la solución Kalai
Smorodinsky de negociación. A partir de lo anterior, se obtienen las siguientes ecuaciones:
H(x+ ∆∗x, y) = t+ ∆t
H(x, y + ∆∗y) = t+ ∆t
(3.2)
donde ∆∗x y ∆∗y son los niveles ideales para los jugadores 1 y 2, respectivamente. Dado
que a nivel local las curvas son prácticamente lineales, el nuevo acuerdo corresponde a
(x+ ∆x, y + ∆y) donde (∆x,∆y) =
(
∆∗x
2
,
∆∗y
2
)
.
Ahora, usando la expansión de Taylor, las ecuaciones (3.2) se pueden escribir como
H(x, y) +
∂H
∂x
∆∗x = H(x, y) + ∆t
H(x, y) +
∂H
∂y
∆∗y = H(x, y) + ∆t
Lo anterior equivale a
2
∆x
∆t
∂H
∂x
= 1, 2
∆y
∆t
∂H
∂y
= 1,
con lo que haciendo ∆x, ∆y → 0 (y, por tanto, ∆t → 0) obtendremos que la solución
gradual φ(t) = (φ1(t), φ2(t)) al problema de negociación (H, d), satisface el sistema de
ecuaciones diferenciales
2
dx
dt
∂H
∂x
= 1, 2
dy
dt
∂H
∂y
= 1
como se quería demostrar.
1El acuerdo (x, y) es la solución KalaiSmorodinsky para un problema de negociación estándar (H, d).
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Resulta importante destacar que la solución KalaiSmorodinsky Gradual coincide con
la solución Nash Gradual (Wiener y Winter (1998)). En ambos casos, dichas soluciones
son las únicas que satisfacen la ecuación diferencial
Hx(x, y)
Hy(x, y)
=
dy(x)
dx
(3.3)
La ecuación anterior genera un campo vectorial que determina la dirección de la tra-
yectoria de negociación de cada punto (x, y) en Ft. Cabe resaltar que el término del lado
derecho de la ecuación (3.3) es la tasa marginal de sustitución entre la utilidad de los dos
jugadores; esto es, el número de utiles a los cuales debe renunciar el jugador 2, para que
el jugador 1 incremente su utilidad en un útil, manteniéndose en el mismo conjunto de
acuerdos. Así, en cada instante de tiempo, los jugadores se mueven de un acuerdo a otro
permitiendo al agente más necesitado obtener más. En contraste, las soluciones estáticas
a problemas de negociación Nash y KalaiSmorodinsky favorecen al agente más dispuesto
a asumir riesgos, siendo esta última menos castigadora que la primera.
Ejemplo. Sea (H, d) un problema de negociación gradual entre dos agentes dado por
Ft =
{
(x, y) ∈ R2+
∣∣H(x, y) ≤ t} , H(x, y) = 3x2 + 2y, d = (0, 0)
Este problema se puede asociar con una situación en la que, durante las primeras etapas,
el máximo pago posible del jugador 1 es mayor que el del jugador 2, es decir, el jugador
1 es el más necesitado antes de t = 23 y lo será menos a partir de este momento. En la
figura 3.1 se observa la gráfica de y = 3x2/2, que corresponde a la solución de la ecuación
diferencial asociada a este problema, según el resultado obtenido en (3.1).
Figura 3.1: EjemploNegociación gradual KS
En este caso, la tasa marginal de sustitución entre el bienestar de los dos jugadores
es 3x. Por tanto, la expansión del conjunto favorece al jugador 1 antes de que x = 13 , y
a partir de ese punto, favorece al jugador 2. Confirmamos, en este caso, que la solución
KalaiSmorodinsky gradual favorece al jugador más necesitado.
CAPÍTULO 4
Un modelo básico de negociación gradual bilateral
Consideremos un problema básico de negociación entre dos agentes A y B, uno de ellos
neutral al riesgo (el agente B), en donde el conjunto de posibles acuerdos se expande
gradualmente y la solución en cada etapa responde al modelo KalaiSmorodinsky1. Asu-
miremos que la actitud al riesgo del agente A es α (siendo amante al riesgo si 0 < α < 1 y
averso al riesgo si α > 1)2, y que la expansión del conjunto de posibles acuerdos, favorece,
en cada etapa, a uno sólo de los agentes. La primera etapa de la negociación, en cualquier
caso, la describiremos a partir del conjunto
F1 =
{
(x, y) ∈ R2+
∣∣∣axα + by ≤ η} (4.1)
en donde x representa la asignación del agente A, y y la del agente B; los parámetros
positivos a y b representan la importancia dada al objeto de negociación por cada agente;
y el valor η > 0, describe el tamaño (en niveles de utilidad) del objeto a negociar. Con
esto se señala que en el primer acuerdo no existe ventaja alguna por parte de los agentes3.
Antes de presentar cómo se desarrolla la negociación en este modelo básico cuando
el conjunto de acuerdos se expande gradualmente, describiremos el comportamiento del
correspondiente modelo estático, en el que, como veremos, la actitud al riesgo (α), es el
parámetro que caracteriza el proceso de la negociación, es decir, el pago de los agentes y
la trayectoria de negociación.
1El caso en el que ambos negociadores son neutrales al riesgo fue estudiado en Arévalo (2004). Allí, el
proceso de negociación gradual obedeció a la solución Nash de negociación, cuyos resultados coinciden con
la solución KalaiSmorodinsky en todas las etapas.
2Se ha tomado la actitud al riesgo como hilo conductor en este trabajo, dado el poder de negociación
que a través de este indicador pueden alcanzar los agentes en una negociación. De otro lado, es claro que
las soluciones a problemas de negociación premian o castigan dicha actitud.
3Más adelante se presentarán algunas situaciones de negociación, en donde se describe dicha ventaja
por medio de un factor de descuento.
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4.1. Versión estática
Al suponer que no hay expansión que favorezca a uno u otro de los jugadores, el conjunto
de posibles acuerdos, en cualquier etapa t, se puede describir mediante
Ft =
{
(x, y) ∈ R2+
∣∣∣axα + by ≤ η} (4.2)
Recurriendo a la solución del modelo de negociación KalaiSmorodinsky en cada etapa,
las series de pagos correspondientes a las posibles trayectorias de negociación, para cada
agente, el averso (o amante al riesgo) y el neutral, respectivamente, toman la forma
xt = cα
(η
a
) 1
α
, yt = cα
(η
b
)
, (4.3)
siendo cα ∈ (0, 1)4 la única solución, para cada α, de la ecuación rα + r = 1.
Observamos que la actitud al riesgo afecta, en particular, el poder de negociación del
jugador A, a tal punto que, a mayor grado de aversión su ganancia será constante, es decir,
su participación en la torta de negociación estará limitada. Más aun, qué tanto este
agente valore el objeto de negociación, o qué tan grande éste sea, pierden importancia
si él es muy averso. Y aunque el agente neutral no se ve afectado directamente por esta
condición, si puede, demorará la negociación a fin de obtener mayor ganancia.
En este caso, la estructura de pagos responde a la trayectoria
yt =
η
b
(η
a
) 1
α
xt (4.4)
como se ilustra en la siguiente figura. Y como se esperaba, con el paso del tiempo no
hay modificaciones esenciales en la asignación que recibe cada agente.
Figura 4.1: Trayectoria de Negociación - Caso Estático
Ejemplo. (Nash vs. KalaiSmorodinsky)
4Si cα =
1
2
los dos agentes son neutrales al riesgo; y como ya se mencionó, este caso fue estudiado en
Arévalo (2004).
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A la luz de las soluciones Nash y KalaiSmorodinsky de negociación y sin que el con-
junto de acuerdos se expanda favoreciendo a alguno de los agentes, indicaremos qué ocurre
con los pagos de la negociación frente a beneficios o penalizaciones, dada la actitud al
riesgo de los agentes.
• Solución Nash
Los pares (x, y) ∈ Ft que resuelven el problema simple
ma´x x y
s.a: axα + by = η
son
x?t =
(
η
a(α+ 1)
) 1
α
, y?t =
ηα
b(α+ 1)
• Solución KalaiSmorodinsky
Ésta corresponde a la solución (4.3) anterior:
xt = cα
(η
a
) 1
α
, yt = cα
(η
b
)
Al comparar los resultados anteriores, se observa que la solución Nash castiga la
aversión más que la solución KalaiSmorodinsky, pues para todo α > 1 se tiene x?t < xt; y
la relación es contraria, es decir, x?t > xt si el agente A es amante al riesgo. No obstante,
entre más averso sea el agente, menor será la diferencia entre los pagos que arroja cada
solución de negociación: si α→∞ entonces x?t , xt → 1.
Ahora bien, la solución Kalai-Smorodinsky castiga la indiferencia ante el riesgo del
agente neutral, más que la solución Nash: es fácil probar que, para todo α > 0 (6= 1),
se tiene y?t > yt, y que si α → ∞ entonces y?t , yt →
η
b
. En otras palabras, la solución
Kalai-Smorodinsky, aunque no premia al agente neutral, tampoco castiga sustancialmente
al averso.
Lo anterior se resume en el cuadro 4.1.
Actitud al riesgo
Relación de pagos
(Nash vs. KS)
α > 1 x?t < xt
0 < α < 1 x?t > xt
α > 0 ( 6= 1) y?t > yt
α = 1 x?t = xt, y
?
t = yt
α→∞ x?t , xt → 1
α→∞ y?t , yt → ηb
Tabla 4.1: Caso estático. Solución Nash vs. solución KS
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4.1.1. Versión gradual
Estudiemos ahora las posibles formas de expansión del conjunto de negociación. Para
esto, se define un factor de descuento 0 < δ < 1, el cual indica que, una vez alcanzado un
acuerdo, el conjunto de negociación se expande en la dirección que sólo favorece a uno de
los agentes, es decir, se refiere a la magnitud de la expansión del conjunto en cada etapa;
esto es, la agenda de negociación.
Caso I: La agenda siempre favorece al agente neutral al riesgo
En este caso, el conjunto asociado a la segunda etapa5 será
F2 =
{
(x, y) ∈ R2+
∣∣∣axα + by ≤ η + δy} ,
en la tercera etapa tendremos
F3 =
{
(x, y) ∈ R2+
∣∣∣axα + by ≤ η + δy + δ2y}
Generalizando estos resultados encontramos que, el conjunto de negociación para la tésima
etapa, está dado por
Ft =
{
(x, y) ∈ R2+
∣∣∣axα + by ≤ η + y(δ − δt
1− δ
)}
Vale aclarar que la magnitud de la expansión del conjunto de negociación será δz donde
z es el número de veces que el conjunto de negociación se ha expandido favoreciendo a uno
u otro de los agentes. Dado el carácter de δ, este también describe, como típicamente
ocurre, la paciencia de los jugadores con respecto al paso del tiempo, en donde δ cercano
a 1 representa a un jugador paciente, mientras que δ cercano a 0 a uno impaciente. Se
observa entonces que cada jugador da una mayor valoración a las primeras expansiones
que lo favorecen, que a expansiones en etapas posteriores.
Retomando los resultados de este modelo, y al igual que en el caso estático, los pagos
del agente A toman la forma
xt = cα
(η
a
) 1
α
(4.5)
En cuanto al pago recibido por el agente neutral en la etapa t, encontramos que
yt = ηcα
(
1
b− δ−δt1−δ
)
(4.6)
En este esquema de negociación se reconocen entonces ciertas condiciones que permiten
garantizar la existencia del proceso, y que resumimos en el siguiente resultado:
5La primera etapa de la negociación fue descrita en (4.1).
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Si la negociación gradual favorece al agente neutral al riesgo en todas sus etapas,
entonces el número de etapas t de la negociación satisface
t < t∗ =
ln (δ(1 + b)− b)
ln(δ)
Es decir, el proceso de negociación no durará indefinidamente, siempre y cuando el
coeficiente de paciencia esté condicionado por
b
b+ 1
< δ < 1
Y mostrarlo es simple: a partir del pago recibido por el agente neutral en la etapa t, se
establece la condición de nonegatividad
b− δ − δ
t
1− δ > 0,
la cual determina
δt > δ(1 + b)− b
Dado que 0 < δ < 1 entonces t <
ln(δ(1 + b)− b)
ln(δ)
= t∗, lo que indica que el número de
etapas t, en la negociación, tiene como cota superior t∗.
Se puede señalar entonces que la urgencia (asociada al grado de paciencia) con que se
lleve a cabo el proceso de negociación, depende únicamente de qué tanto el agente neutral
valore el objeto a negociar. Es fácil ver que si este objeto es valorado suficientemente por el
agente, estará entonces muy interesado en alcanzar el acuerdo y, por tanto, tendrá suficiente
paciencia para ello, es decir, δ → 1. De otra forma, la condición de nonegatividad de yt
implica que t será suficientemente grande. En resumen: Si la negociación gradual favorece
al agente neutral al riesgo en todas sus etapas y los parámetros a, b, η y δ son constantes,
entonces
i) Si α = 1 entonces xt =
η
2a
y yt =
η
2(b− δ−δt1−δ )
ii) Si α→∞ entonces xt → 1 y yt → η
b
iii) La agenda de negociación tiene punto final.
Del resultado anterior se puede afirmar que si los dos agentes son neutrales al riesgo
(α = 1), la ganancia efectiva de cada jugador, así como sus ganancias máximas posibles,
están determinadas por los valores de los parámetros a, η, b y δ. En otro caso, si el agente
A es extremadamente averso, su pago, ahora constante, solo depende de este grado de
aversión, lo que podría estar a favor del agente neutral al riesgo, ya que éste recibiría el
máximo permitido. En cualquier caso, y como ya se había indicado, el nivel de paciencia
está condicionando el número de etapas en la negociación.
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Caso II: La agenda siempre favorece al agente amante al riesgo.
Bajo este esquema de expansión, el conjunto de negociación asociado a la segunda etapa
está dado por
F2 = {(x, y) ∈ R2+ | axα + by ≤ η + δx}
Así, la descripción generalizada del conjunto de negociación en la tésima etapa, co-
rresponde a
Ft =
{
(x, y) ∈ R2+ | axα + by ≤ η + x
(
δ − δt
1− δ
)}
Lo anterior nos lleva a formular una pregunta natural: ¾bajo qué condiciones se lleva a
cabo la negociación? Comentemos la respuesta. Si la negociación gradual favorece al agente
amante al riesgo en todas sus etapas, entonces el número de etapas t de la negociación
satisface
t ≤ t˜ =
ln
(
δ − α(1−α)
1
α−1a
1
α
η
1
α−1
(1− δ)
)
ln(δ)
Es decir, el proceso de negociación no durará indefinidamente, siempre y cuando el
coeficiente de paciencia esté condicionado por
1− η
1
α
−1
η
1
α
−1 + α(1− α) 1α−1a 1α
< δ < 1
De tal forma, los agentes tienen que ser "suficientemente pacientes", para que la negociación
se lleve a cabo en el máximo tiempo finito t˜. En efecto, el pago recibido por los agentes en
la etapa t, está sujeto a la condición de nonegatividad de la expresión
α(1− α) 1α−1a 1α − η 1α−1
(
δ − δt
1− δ
)
**
Puesto que 0 < δ < 1 y t > 0 tenemos
0 < δ − α(1− α)
1
α
−1a
1
α
η
1
α
−1 (1− δ) < 1
luego δα 23 < δ < 1, siendo
δα = 1− η
1
α
−1
η
1
α
−1 + α(1− α) 1α−1a 1α
Lo anterior muestra, no sólo que el proceso de negociación se lleva a cabo en tiempo
finito, sino que dicho horizonte de tiempo se ve afectado de manera importante por las
**Generalización obtenida al realizar el proceso de negociación gradual.
23Aunque δα depende también de a y η, como se mencionó anteriormente, parte del objetivo en este
trabajo es identificar relaciones entre la actitud al riesgo de los agentes y el factor de descuento.
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variaciones en el factor de descuento δα, es decir, por la paciencia de los agentes. En
particular, la actitud ante el riesgo del agente A, permitirá reconocer qué tanto interés
existe por llegar a un acuerdo lo más pronto posible. No obstante, cambios en los parámetros
a y η serán importantes, veamos:
• Niveles de paciencia en condiciones extremas. Siendo
δα = 1− η
1
α
−1
η
1
α
−1 + α(1− α) 1α−1a 1α
, con δα < δ < 1 ,
se tiene que
i) Si α→ 0 entonces δα → 0, siempre que η ≥ a
ii) Si α→ 0 entonces δα → 1, siempre que η < a
iii) Si a→ 0 entonces δα → 0
iv) Si a→∞ entonces δα → 1
v) Si α→ 1 entonces δα → a
1 + a
De i) y ii) se observa que, siendo A extremadamente amante al riesgo, el nivel de
paciencia está condicionado por la relación entre el tamaño del objeto a negociar y
la importancia dada por el agente a dicho objeto; más específicamente, un objeto
grande sugiere impaciencia y uno pequeño, paciencia. De otro lado, y de la
mano con la intuición, el nivel de paciencia corresponde directamente a la impor-
tancia dada por el agente A al objeto de negociación; esto se puede verificar con los
resultados iii) y iv) anteriores. Finalmente, se observa que si A es poco amante al
riesgo (casi neutral), su paciencia estará determinada por la importancia dada al
objeto de negociación.
• Comportamiento de δα con respecto a α, caso η < a. Si α > 1 − η
a
entonces δα es
creciente en α. En efecto, dado que
δα = 1− η
1
α
−1
η
1
α
−1 + α(1− α) 1α−1a 1α
,
siendo a y η constantes positivas, entonces
δ′α =
(ln(η)− ln(1− α)− ln(a))a 1α (1− α) 1α−1η 1α−1
α
(
η
1
α
−1 + α(1− α) 1α−1a 1α
)2
Y con unos cuantos cálculos se muestra que δα tiene un mínimo local cuando α∗ =
1− η
a
.
Asumir que el agente amante al riesgo valora positivamente el objeto de negociación,
es decir, η < a, determina la existencia de un cierto nivel de riesgo α∗ que le garantiza
a este jugador alcanzar el acuerdo lo más pronto posible, o, lo que es lo mismo, la
negociación se puede llevar a cabo con un mínimo nivel de paciencia (ver figura 4.2).
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Figura 4.2: Mínimo nivel de paciencia. δα∗ =
a−η
a−η+1
Figura 4.3: Nivel de paciencia si el agente A sobreestima el objeto de negociación
Si el agente A sobreestima el objeto a negociar (η  a), su nivel de paciencia será
suficientemente alto para alcanzar la negociación, y esto ocurrirá sin importar qué
tan amante al riesgo sea (figura 4.3).
Ahora, si la valoración dada por el agente A al objeto de negociación es inferior al
tamaño de éste (η > a), el nivel de paciencia (δα) aumenta en la medida en que el
agente sea menos amante al riesgo; o, de otra forma, la paciencia en función de α es
creciente. Notemos también que si el agente A subvalora el objeto de negociación, es
decir, si η  a, estará impaciente por llevar a cabo la negociación (ver figura 4.4).
• Nivel de riesgo óptimo, siempre que η < a. Si α∗ = 1− η
a
entonces tα es mínimo. En
efecto, dado que
tα =
ln
(
δ − α(1−α)
1
α−1a
1
α
η
1
α−1
(1− δ)
)
ln(δ)
entonces
t′α =
ηa
1
α (1− δ)(1− α) 1α−1(ln(a) + ln(1− α)− ln(η))
α(αηa
1
α (1− α) 1α (δ − 1) + δη 1α (1− α))ln(δ)
Luego de algunos cálculos vemos que tα toma su valor mínimo en α∗. Con este
resultado se garantiza la existencia de un nivel de riesgo (α∗), para el cual es posible
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Figura 4.4: Nivel de paciencia si el agente A subestima el objeto de negociación
alcanzar la negociación en un mínimo número de etapas
t∗ =
ln((a− η)(δ − 1) + δ)
ln(δ)
siempre que η < a
En el caso η > a, el número de etapas en la negociación es creciente con respecto al
grado de aversión α. Así, entre más amante al riesgo sea el agente A, mayor número
de etapas se llevará la negociación. En caso contrario, la negociación no llega más
allá del acuerdo inicial, es decir, la negociación como tal, no inicia.
Nota. Los resultados anteriores sugieren que la negociación responde de manera dis-
tinta alrededor del valor denominado t˜, es decir, la negociación será una antes de este
valor y, otra, después; con esto se muestra la necesidad de estudiar el comportamiento de
la negociación, en particular, el tiempo (etapas) en que ésta se lleva a cabo, a través de
técnicas distintas a las empleadas en este trabajo, tales como modelos de cambio de fase.
Caso III: La agenda siempre favorece al agente averso al riesgo.
Bajo este esquema de expansión, el conjunto de negociación asociado a la segunda etapa
está dado por
F2 =
{
(x, y) ∈ R2+
∣∣∣axα + by ≤ η + δx}
Así, la descripción generalizada del conjunto de negociación en la tésima etapa corres-
ponde a
Ft =
{
(x, y) ∈ R2+
∣∣∣∣axα + by ≤ η + x(δ − δt1− δ
)}
Dada la naturaleza del modelo, recurrimos a la ayuda deMaple para evaluar los posibles
pagos de los agentes negociadores en diferentes valores, tanto de α (grado de aversión de
uno de los agentes) como de δ (magnitud de la expansión del conjunto). A continuación
resumimos:
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Si la negociación gradual favorece al agente averso al riesgo en todas sus etapas y los
parámetros a, b, η y δ son constantes, entonces
i) Si α = 1 entonces xt =
η
2(a− δ−δt1−δ )
y yt =
η
2b
ii) Si α→∞ entonces xt → 1 y yt → η
b
iii) La agenda de negociación no tiene punto final.
Este resultado toma la misma forma que el caso en el que la agenda de negociación
favorece al agente neutral en todas sus etapas, excepto por el horizonte de tiempo. No
existe un nivel de paciencia o un grado de aversión al riesgo que condicione el número de
etapas en la negociación, con lo cual el proceso continúa de forma indefinida. Pese a esto,
un agente averso al riesgo y poco interesado en que culmine la negociación, hará, de su
grado de aversión, la estrategia que impida finalizar con el proceso, restringiendo el rol del
agente neutral (el agente B).
CAPÍTULO 5
Agenda endógena bajo una dinámica
trayectoriadependiente
El concepto trayectoriadependiente se refiere a la propiedad de contingencia noreversible
de un proceso dinámico, incluyendo una amplia gama de procesos biológicos y sociales que
bien pueden ser descritos como evolutivos. Es así que, un proceso dinámico cuya evolu-
ción está gobernada por su propia historia es del tipo trayectoriadependiente. En tales
sistemas se distinguen formalizaciones determinísticas y estocásticas, y un ejemplo de es-
to, en el primer caso, se presenta cuando un equilibrio particular es alcanzado, estando
disponibles una serie de estados potencialmente factibles; y en el segundo caso, cuando
se considera la distribución de probabilidad que eventualmente regirá los movimientos del
sistema en estudio, y no se hace referencia a un un resultado específico.
Estudiaremos ahora la respuesta de nuestro modelo de negociación gradual atendiendo
a un análisis dinámico, con el espíritu de un proceso trayectoriadependiente a través de
dinámicas de funciones urna de Polya nolineales1. Sobre estos procesos resulta pertinen-
te presentar algunas nociones, de tal manera que se justifique el porqué de su utilización
en modelos de negociación. Antes de ello, cabe resaltar que la solución a nuestro modelo
dependerá de los resultados alcanzados en cada etapa2, es decir, de las condiciones inicia-
les de la negociación y de la historia del proceso, así como de otros factores que incidan en
la determinación de la agenda de negociación. La dinámica de la negociación responderá
al siguiente esquema a priori:
i. En una primera etapa, los agentes deben decidir acerca de la repartición de una de las
partes del objeto, exógenamente determinada.
ii. Una vez alcanzado el acuerdo, los agentes evalúan su ganancia en la negociación frente
a lo que habrían obtenido en el estado ideal, desde su punto de vista individual.
1La incorporación de nolinealidades es importante para reafirmar una tendencia en economía del paso
de modelos puramente fenomenológicos (en los que se incorporan únicamente las variables observadas) a
modelos representacionales (donde se utilizan supuestos acerca de variables no observables).
2Esto, a diferencia del modelo presentado por Wiener y Winter (1998), en donde la solución al modelo
de negociación gradual obedece a una agenda previamente establecida.
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iii. La evaluación anterior indica la posición dominante o desfavorable de cada jugador
para la siguiente etapa, lo que a su vez condicionaría el conjunto de posibles resultados
siguientes. En nuestro caso, el conjunto siempre se expanderá favoreciendo a uno solo
de los agentes, a lo largo de toda la negociación.
iv. Determinado el nuevo conjunto de posibles acuerdos, el proceso se repite desde ii,
hasta que el objeto de la negociación haya sido negociado en su totalidad.
La parte del objeto a negociar en cada etapa, así como el número de etapas de la ne-
gociación, responderán a una combinación entre la solución de negociación gradual Kalai
Smorodinsky y un proceso trayectoriadependiente.
5.1. Procesos de urna de Polya
George Polya, en 1954, afirmaba que cualquier problema en probabilidad se puede hacer
comparable a un problema acerca de bolsas que contengan bolas, y cualquier fenómeno
aleatorio puede hacerse similar, en sus aspectos esenciales, a extracciones sucesivas de
bolas de un sistema combinado de bolsas. De hecho, numerosos resultados de la teoría de
probabilidad para variables aleatorias discretas, pueden reducirse a un modelo de bolsas
(o urnas).
Un proceso urna de Polya se construye a partir de un conjunto de urnas que contienen
bolas de diferentes colores, y un conjunto de reglas que determinan el procedimiento a
seguir según el color de la bola extraída en cada urna, dando origen a una gran variedad
de modelos, entre ellos, el que considera una urna de capacidad infinita que contiene dos
bolas de colores distintos, en donde, sucesivamente, se extrae de la urna una bola de forma
aleatoria y ésta se regresa nuevamente a la urna junto con c bolas adicionales del mismo
color y d bolas del otro color.
Una variante al proceso anterior fue considerada por Polya en 1931, de tal manera
que al extraer aleatoriamente una bola de la urna, ésta era introducida nuevamente junto
con una nueva bola del mismo color. Así, en cada etapa del proceso, la probabilidad de
tomar una bola de un color determinado se veía afectada por el resultado inmediatamente
anterior, y coincidía con la proporción de bolas del mismo color al interior de la urna en
tal etapa3.
Hill, Lane y Sudderth (1980), y Arthur, Ermoliev y Kaniovski (1983, 1984, 1987) intro-
dujeron modelos urna de Polya nolineales para estudiar procesos trayectoriadependiente
y consideraron la probabilidad de extraer una bola de un color dado como una función
nolineal de la proporción de bolas (que varía con el tiempo) en una urna, mostrando que
un proceso estocástico de este tipo convergía, con probabilidad uno, a alguno de los puntos
fijos estables de la función. Y en caso de existir dos o más puntos fijos estables, no era po-
sible predecir de antemano cuál de estos sería elegido por el proceso, es decir, aunque de
forma espontánea surge un patrón definido, ex-ante es difícil predecir qué patrón emerge.
Es claro, además, que el resultado del proceso depende, en gran medida, de lo ocurrido
3Al considerar que el proceso se repite un alto número de veces, el resultado anterior es consecuencia
de la Ley de los grandes números.
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en los primeros eventos, dado que tal elección está determinada por la trayectoria del
proceso, dependiente, a su vez, de la historia del mismo y del azar.
Para formalizar la variante presentada por Polya, denotemos con bn =
(
bin
)N
i=1
al vector
que describe la cantidad de bolas de los colores i = 1, . . . , N , una vez se han introducido n
bolas en la urna; y con w, la cantidad de bolas en la etapa inicial, es decir, w =
∑N
i=1 b
i
0,
donde b0 =
(
b10, . . . , b
N
0
)
es la distribución inicial de bolas. Consideramos el caso en el que,
junto con cada bola que sale de la urna, se inserta una bola adicional del mismo color,
luego en la etapa n, el total de bolas en la urna es w + n− 1.
Ahora, dividiendo cada componente de bn entre w − n+ 1, obtenemos el vector Xn =(
Xin
)N
i=1
que describe la proporción de bolas de cada color, una vez se han introducido
n bolas en la urna. Definimos también una variable aleatoria βi(Xn) para i = 1, . . . , N
que toma valor de 1 si la bola escogida en la etapa n es de color i y 0 en caso contrario.
Tomando la variante expuesta por Polya, en donde la probabilidad de que sea seleccionada
una bola de cierto color coincida con la proporción de bolas del mismo color en la urna,
tenemos
βi(Xn) =
{
1 con probabilidad Xin,
0 con probabilidad 1−Xin
De esta forma, la dinámica de adición de bolas de color i en la urna está dada por la
expresión
bin+1 = b
i
n + (1 ·Xin) + (0 · (1−Xin)), es decir,
bin+1 = b
i
n + β
i(Xn)
De forma análoga, al dividir esta última expresión entre el total de bolas en la etapa
n+ 1, esto es, entre w+ n, obtenemos una expresión para la dinámica de la proporción de
bolas de cada color:
bin+1
w + n
=
bin
w + n
+
βi(Xn)
w + n
que puede escribirse como
Xin+1 =
Xin · (w + n− 1)
w + n
+
βi(Xn)
w + n
o equivalentemente
Xin+1 = X
i
n +
βi(Xn)−Xin
w + n
(5.1)
n = 1, 2, . . . , N con Xi1 =
bi1
w
Notemos que si la probabilidad de que en la etapa n, una bola de color i sea seleccionada
de la urna, no coincide con la proporción de bolas del mismo color en la urna Xin, sino que
es alguna función qi(Xn), los valores de la variable aleatoria βi serían:
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βi(Xn) =
{
1 con probabilidad qi(Xn),
0 con probabilidad 1− qi(Xn)
Así, la ecuación (5.1) puede expresarse de la siguiente forma:
Xin+1 = X
i
n︸︷︷︸
pasado
+
1
w + n
(
qi(Xn)−Xin
)
︸ ︷︷ ︸
parte determinística
+
1
w + n
(
βi(Xn)− qi(Xn)
)
︸ ︷︷ ︸
parte estocástica
(5.2)
Del resultado anterior se puede observar que la evolución de la proporción de bolas de color
i depende del pasado de la variable, de una parte determinística y de una estocástica.
Ahora, si hacemos µin =
1
w + n
(βi(Xn)− qi(Xn)) entonces E[µin
∣∣Xn] = 0, luego
E[Xin+1
∣∣Xn] = Xin + 1w + n [qi(Xn)−Xin] i = 1, 2, . . . , N (5.3)
Así, la versión determinística de este sistema es
Xin+1 = X
i
n +
1
w + n
[qi(Xn)−Xin] (5.4)
Los dos teoremas fundamentales conocidos que siguen este tipo de dinámicas de fun-
ciones urna de Polya son los siguientes:
Teorema 5.1.1 (Arthur, Ermoliev y Kaniovski (1983, 1987)). Suponga funciones
de urna continuas {qn} que convergen suficientemente rápido4 a una función q, y suponga
que el sistema determinístico (5.4) es un sistema gradiente5. Suponga, además, que el
conjunto de puntos fijos de q, B = {x∣∣q(x) = x}, contiene un número finito de componentes
conexas6. Entonces el vector de proporciones {Xn} converge, con probabilidad uno, a un
punto fijo en (5.4).
Teorema 5.1.2 (Arthur, Ermoliev y Kaniovski (1983, 1987)). Suponga funciones
de urna {qn} que convergen suficientemente rápido a una función q. Y sea z un punto fijo
estable de q. Entonces el proceso converge a z con probabilidad nonula.
Es así que, en las dinámicas tipo funciones urna de Polya, se puede garantizar (con pro-
babilidad nonula) que la proporción de bolas en la urna tendrá comportamientos estables
de largo plazo.
4Se dice que {qn}, el conjunto de funciones de urna, converge suficientemente rápido si converge a una
función q más rápido que { 1
n
} a 0.
5Es decir, existe V : [0, 1]→ R tal que 1
w + n
[qi(Xn)−Xin] = −[V (Xi+1)− V (Xi))].
6Esto es, B = ∪ni=1Ci es un conjunto conexo, es decir, si sus únicos conjuntos simultáneamente abiertos
y cerrados son B y ∅.
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5.2. Negociación gradual KalaiSmorodinsky como proceso trayectoria
dependiente
Al estar interesados en un problema de negociación en donde el conjunto de posibles
acuerdos se expande gradualmente y cuya expansión está condicionada a la historia del
proceso, una primera aproximación a la sucesión de tales expansiones (la agenda de nego-
ciación), como un proceso trayectoriadependiente que se expande a través de soluciones
KalaiSmorodinsky de negociación, en cada etapa, fue considerada en la sección 4.1.1.
Los resultados allí obtenidos dependen, esencialmente, de la actitud ante el riesgo de los
agentes. No obstante, las ganancias máxima y efectiva de cada jugador hasta cierta etapa
t, están determinadas por los valores de los parámetros a, η, b > 0 (definidos de antemano),
α > 0 (variable) y por la magnitud de la expansión del conjunto en cada etapa (la agenda
de negociación), es decir, por 0 < δ < 1.
Cabe advertir que el principal interés está centrado en saber si el proceso trayectoria
dependiente, descrito al inicio del capítulo, se estabiliza en una trayectoria fija de ventajas
en la negociación. Esto es, nos interesa saber si emerge alguna estructura en tal proceso
y en caso de que esto sea cierto, cómo será tal estructura y la trayectoria a través de la
cual emerge. Modelar la agenda de negociación como un proceso trayectoriadependiente,
intenta capturar la idea de que la probabilidad de que, en un periodo dado, el conjunto
de negociación se expanda en la dirección que favorece a un jugador, es cierta función
del cociente entre ganancias efectivas y ganancias potenciales, de este mismo jugador en
periodos anteriores. Para esto incluimos la siguiente definición:
Definición 5.2.1 (Ventaja en la negociación). En un problema de negociación gradual
(H, d), llamamos ui
∗
t , i = 1, 2, la ganancia máxima posible en el periodo t (en utilidad) de
dos jugadores con distinta actitud ante el riesgo, el primero de ellos, averso (o amante)
al riesgo y el otro, neutral al riesgo, respectivamente, en el periodo t (exante); y uit, la
ganancia verdadera de cada jugador en el período t (expost). La ventaja (absoluta) en la
negociación de cada jugador en el periodo t, γit para i = 1, 2, se define como:
γit =
t−1∑
k=1
uik
t−1∑
k=1
ui
∗
k
si t > 1, i = 1, 2 (5.5)
donde u1t = xt y u
2
t = yt. Si t = 1, γ
1
1 = γ
2
1 = cα, siendo α (> 0) el parámetro que define la
actitud ante el riesgo del agente 1 (o agente A) y cα ∈ (0, 1) la única solución, para cada
α, de la ecuación rα + r = 1. Es claro que, 0 ≤ γit ≤ 1 para todo t ≥ 1, i = 1, 2.
Se observa entonces que cada jugador evalúa sus ganancias con respecto al caso ideal
hasta el acuerdo inmediatamente anterior, como se indicó en el numeral ii. de la descripción
del proceso dinámico. Así, al expandirse el conjunto de negociación en una sola dirección,
es decir, favoreciendo a uno solo de los agentes en todas las etapas, intuitivamente se
anunciaría que el jugador a favor del cual se da dicha expansión, tendrá ventaja sobre su
oponente7.
7Como veremos más adelante, la actitud ante el riesgo de los jugadores hace contrapeso a esta afirmación.
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Con el propósito de simplificar la notación para el análisis que se presenta a continuación
y teniendo en cuenta que
ωit =
t∑
k=1
uik , i = 1, 2 (5.6)
y
ωi
∗
t =
t∑
k=1
ui
∗
k , i = 1, 2 (5.7)
entonces
γit =
ωit−1
ωi
∗
t−1
, i = 1, 2 (5.8)
donde ωit−1 representa las ganancias efectivas por un jugador i, hasta el periodo t y
ωi
∗
t−1 las ganancias máximas posibles, hasta el periodo t.
A partir de ahora se suprime el superíndice que identifica al jugador, dado que el análisis
es válido para cualquiera de los dos. Notemos de (5.6) que la evolución de las ganancias
acumuladas por un jugador durante la negociación hasta el periodo t viene dada por la
expresión
ωt = ωt−1 + ut (5.9)
Similarmente, la evolución de la ventaja absoluta en la negociación puede obtenerse
dividiendo la expresión anterior entre ω∗t
ωt
ω∗t
=
ωt−1
ω∗t
+
ut
ω∗t
(5.10)
Reemplazando en (5.10) los valores de γt+1 y ω∗t se obtiene
γt+1 =
ωt−1 + ut
ω∗t−1 + u∗t
(5.11)
Sumando y restando γt al lado derecho de (5.11) tenemos
γt+1 = γt +
ωt−1 + ut
ω∗t
− (ω
∗
t−1 + u∗t )γt
ω∗t
(5.12)
Por tanto,
γt+1 = γt +
1
ωt∗
(ut − γtu∗t ) (5.13)
Esta ecuación describe la dinámica del sistema. Para estudiar su evolución, se calcula
el valor esperado de γt+1, condicional en γt.
E[γt+1
∣∣γt] = γt + 1
ωt∗
(
E[ut
∣∣γt]− γtu∗t ) (5.14)
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Notamos que los dos términos extremos del lado derecho permanecen inalterados, mien-
tras que el numerador del segundo, corresponde a la ganancia efectiva del jugador en la
etapa t. De esta forma, la ganancia efectiva en t depende del número de veces que el conjun-
to de negociación se ha expandido, hasta la etapa t en la dirección que favorece al jugador
en cuestión. Como buscamos el valor esperado de tal ganancia, esta vendrá dada, con un
poco de cálculo por la expresión
E[ut
∣∣γt] = t−1∑
h=0
ut
(
t− 1
h
)
pht (1− pt)t−1−h
donde pt es la probabilidad de que, en la etapa t, el conjunto de negociación se expanda
en la dirección que favorece al jugador escogido.
Para determinar pt es usual recurrir a una distribución representativa de problemas con
elecciones binarias como la función de distribución logística
pt = p(γt) =
1
1 + e−βγt
donde β > 0 es un factor exógeno que denominaremos factor de influencia externo
en la negociación. Debido a la definición inicial del modelo, asumiremos valores grandes
de β, de tal manera que sea más probable que la expansión favorezca a uno solo de los
agentes.
Bajo esta hipótesis, la evolución de la ventaja en la negociación viene dada entonces
por el sistema dinámico discreto
γt+1 = γt +
1
ωt∗
[
t−1∑
h=0
ut
(
t− 1
h
)
pht (1− pt)t−1−h − γtu∗t
]
(5.15)
Estudiar el resultado anterior, conlleva a analizar el comportamiento de la ventaja
en la negociación a lo largo del tiempo: en el corto, mediano y largo plazo, para valores
específicos de los parámetros, es decir, nuestro interés se concentra en identificar si emerge
una estructura de largo plazo en la negociación y en caso de que esto ocurra, conocer la
trayectoria a través de la cual ésta se alcanza. El siguiente teorema revela cómo se da la
evolución de γt cuando se trata de un problema de negociación entre dos agentes neutrales
al riesgo:
Teorema 5.2.1. Sea (H, d) un problema de negociación gradual entre dos agentes neutra-
les al riesgo cuyas relaciones [ganancias efectivas/ganancias potenciales] están dadas por
el sistema dinámico discreto (5.15), entonces su comportamiento de largo plazo es el trata-
miento igualitario, que en este caso es la solución Nash, y también la KalaiSmorodinsky;
esto es, l´ımt→∞ γit = 0, 5; i = 1, 2. Más aun, el comportamiento de largo plazo no depende
ni de la probabilidad pt de que el conjunto se expanda en beneficio de uno u otro de los
negociadores, ni de los demás parámetros del modelo. Sin embargo, en el corto y mediano
plazo, estos parámetros sí determinan el comportamiento de la negociación.
Demostración. Ver Arévalo (2004).
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Corolario 5.2.1. Sea (H, d) un problema de negociación gradual entre dos agentes con
distinta actitud ante el riesgo (uno de ellos, averso (o amante) al riesgo y el otro, neutral)
y cuyas relaciones [ganancias efectivas/ganancias potenciales] están dadas por el sistema
dinámico discreto (5.15). Suponga, además, que el conjunto de negociación se expande
favoreciendo siempre al agente neutral al riesgo y la solución en cada etapa responde al
modelo de negociación KalaiSmorodinsky. Entonces, su comportamiento de largo plazo
depende de la actitud ante el riesgo (α), esto es, l´ımt→∞ γit = cα, i = 1, 2; siendo cα ∈ (0, 1)
la única solución, para cada α, de la ecuación rα+r = 1. No obstante, en el corto y mediano
plazo, los parámetros a, b, η, β y δ sí determinan el comportamiento de la negociación.
Demostración. Reemplazando los valores de γ por γlím = l´ımt→∞ γt en la ecuación (5.13),
se tiene
γlím = l´ım
t→∞
ut
u∗t
y, dado el interés en estudiar la evolución del sistema, se calcula el valor esperado condi-
cional en γt, es decir,
γlím = l´ım
t→∞
E[ut
∣∣γt]
u∗t
Reemplazando en esta expresión el valor de E[ut
∣∣γt] tenemos
γlím = l´ım
t→∞
t−1∑
h=0
ut
(
t− 1
h
)
pht (1− pt)t−1−h
u∗t
(5.16)
Para el caso del agente neutral al riesgo, la ecuación (5.16) corresponde a
γ2lím = l´ım
t→∞
t−1∑
h=0
ηcα
b+ 1−∑hj=0 δt
(
t− 1
h
)
pht (1− pt)t−1−h
η
b+ 1−∑tk=1 δk−1
o equivalentemente
γ2lím = cα l´ım
t→∞
t−1∑
h=0
b− δ(b+ 1) + δt
b− δ(b+ 1) + δh+1
(
t− 1
h
)
pht (1− pt)t−1−h (5.17)
Ahora, si definimos zh =
[
b− δ(b+ 1) + δt
b− δ(b+ 1) + δh+1
] 1
h
entonces (5.17) puede expresarse como
γ2lím = cα l´ım
t→∞
t−1∑
h=0
(
t− 1
h
)
(ptzh)
h(1− pt)t−1−h
Observemos que para t ≥ h se tiene
1 ≥ zh ≥ zt
donde zt =
[
b− δ(b+ 1)
b− δ(b+ 1) + δt+1
] 1
t
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Y por el teorema binomial
1 ≥
t−1∑
h=0
(
t− 1
h
)
(zhpt)
h(1 − pt)t−1−h ≥
t−1∑
h=0
(
t− 1
h
)
(ztpt)
h(1 − pt)t−1−h = (ptzt + 1 −
pt)
t−1
Así, mostrando que l´ım
t→∞ zt = 1 se puede concluir que l´ımt→∞ γ
2
t = cα. Luego,
ln(zt) =
1
t ln(b− δ(b+ 1))− 1t ln(b− δ(b+ 1) + δt+1)→ 0 cuando t→∞.
De otro lado, al retomar el resultado obtenido en (5.16), para el caso del agente con
grado de aversión α, tenemos
γ1lím = l´ım
t→∞
t−1∑
h=0
cα
(η
a
) 1
α
(
t− 1
h
)
pht (1− pt)t−1−h(η
a
) 1
α
= cα
Por lo tanto, l´ım
t→∞ γ
i
t = cα para i = 1, 2.
Del corolario anterior notamos que, cuando la agenda siempre favorece al agente neutral
al riesgo, sabemos que en el largo plazo la negociación conduce a una relación [ganancias
efectivas/ganancias potenciales] igual a cα para cada jugador. Nos interesa entonces conocer
la trayectoria de corto y mediano plazo de tales ventajas, dependiendo de los parámetros
del modelo. Para evaluar las posibles trayectorias de ventajas absolutas en la negociación,
se consideraron diferentes valores de δ (magnitud de la expansión del conjunto) y se fijaron
ciertos valores de los parámetros a, b, η y β (factor de influencia en la negociación), con
el fin de identificar la trayectoria de γ, dependiendo de los valores de δ y naturalmente,
del tiempo. Con la ayuda del software Mathematica se evaluaron estas trayectorias. En las
figuras (5.1) y (5.2) se encuentran algunos de los resultados encontrados.
Figura 5.1: Ventaja γ. Agenda favoreciendo al agente neutral al riesgo
De la figura (5.1), nótese que, para el jugador favorecido, el valor de γ es prácticamente
constante durante la negociación y presenta solo una muy leve reducción en las primeras
etapas de la negociación, en aquellos casos en los que la expansión del conjunto es suficien-
temente alta (δ cercano a 0,79, en este caso), pero estabilizándose rápidamente en cα. En
la figura (5.2) se muestra la evolución de γ para valores extremos de δ.
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(a) (b)
Figura 5.2: Evolución de γ (a) δ = 0,01 y (b) δ = 0,79
En cuanto al agente no neutral al riesgo (agente A), la ventaja en la negociación es
independiente de los valores que tomen los parámetros, es decir, γ se mantiene constante
en cα.
Ahora, cuando el conjunto de negociación se expande favoreciendo al agente no neutral
al riesgo, la naturaleza del modelo restringe la obtención de expresiones algebraicas que
especifiquen el pago de los jugadores. No obstante, para estimar el comportamiento de largo
plazo en la negociación, recurrimos entonces a Mathematica, software en el que también
modelamos las posibles trayectorias de ventajas absolutas en la negociación. Para esto, se
fijaron valores a los parámetros a, b, η y β, de tal forma que las trayectorias de γ dependieran
tanto del factor de descuento (δ) como del tiempo.
En las figuras (5.3) y (5.4), en donde 0 < α < 1, es decir, cuando la expansión favorece al
agente amante al riesgo, se observa que para valores pequeños de δ, el valor de γ permanece
prácticamente inalterado y esta tendencia es menos marcada para expansiones grandes del
conjunto de negociación.
Figura 5.3: Ventaja γ. Agenda favoreciendo al agente amante al riesgo
(a) (b)
Figura 5.4: Evolución de γ. (a) δ = 0,01 y (b) δ = 0,79
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Específicamente, a medida que δ aumenta el valor de γ cae un poco, estabilizándose
hacia el final del tiempo modelado (t = 50) en su valor de largo plazo (cα), indepen-
dientemente de la magnitud de la expansión del conjunto. Vale notar que, en este caso,
la respuesta de los dos agentes, es decir, la ganancia en la negociación, adopta el mismo
comportamiento.
Por último, observemos que, si el conjunto de negociación se expande en favor del agente
averso al riesgo (figuras (5.5) y (5.6)), a diferencia de los casos anteriores, el valor de γ
registra un aumento para todos los valores de δ, lo cual se hace más evidente a medida que
δ aumenta, ya que para valores pequeños de δ esta variación es muy leve.
Figura 5.5: Ventaja γ. Agenda favoreciendo al agente averso al riesgo
(a) (b)
Figura 5.6: Evolución de γ (a) δ = 0,01 y (b) δ = 0,79
Nótese también que hacia el final del periodo modelado (t = 50) el valor de γ se
encuentra suficientemente cerca de su valor de largo plazo (cα), sin importar la magnitud
de la expansión del conjunto.
En general, con el paso del tiempo, incluso para valores altos de δ, γ alcanza su valor
de largo plazo. Para ver esto se tomó un periodo de 1000 etapas, manteniendo un valor de
δ igual a 0.79, y aunque se presenta el caso asociado en el que la agenda favorece al agente
averso (figura (5.7)) al riesgo, favorecer a cualquiera de los dos agentes, independientemente
de su grado de aversión, nos lleva a la misma conclusión.
A partir de los resultados mostrados podemos extractar un par de conclusiones. La
primera, que la ventaja absoluta en la negociación, en el corto y mediano plazo, tiene
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Figura 5.7: Evolución de largo plazo
mayor fluctuación a mayores expansiones del conjunto de negociación, es decir, en cuanto
el valor del parámetro de expansión del conjunto de negociación (δ) se hace más grande, más
tiempo toma alcanzar la relación de ganancias de largo plazo. Luego, un comportamiento
estable de la ventaja en la negociación sólo se alcanza para valores pequeños de δ. En
segundo lugar, que el tratamiento de largo plazo sólo se alcanza si la negociación continúa
indefinidamente, no obstante, si un jugador se enfrenta a valores bajos de γ, durante varias
etapas, puede comprometer el proceso de negociación y es probable que este finalice en el
corto o mediano plazo.
Conclusiones
1. El análisis formal de un problema de negociación gradual, requiere, para su represen-
tación, de un sistema dinámico que incorpore componentes estocásticas e históricas,
así como parámetros que indiquen cambios esenciales en la negociación. En particu-
lar, a través del proceso trayectoriadependiente se presentó la complicada evolución
de nuestro modelo, caracterizando el avance en la negociación mediante la relación
entre los agentes, ligado a su grado de aversión al riesgo, al nivel de paciencia y a la
evaluación de la ventaja en cada etapa. Y todo ello como resultado de condiciones
vinculadas con todo el pasado del proceso.
2. Aunque la aparición en escena de economistas teóricos que incorporan elementos no
lineales en el análisis de modelos económicos, y que parte fundamentalmente de los
trabajos seminales de B. Arthur, y del grupo que posteriormente se formaría en el
Santa Fe Institute (New Mexico), proveen de herramientas adecuadas para la formali-
zación de los conceptos de evolución y desarrollo8, la teoría a la solución de conflictos
vía teoría de negociación (desde el punto de vista matemático) es incipiente. El avan-
ce formal es, de lejos, mucho menor que las necesidades que enfrenta el mundo actual.
3. De acuerdo con la forma como se construyó el modelo, es claro que los jugadores
valoran más las primeras etapas que las futuras, y esto, aunque no responde al mo-
delo trayectoriadependiente (con rendimientos crecientes a escala), se sustenta en el
hecho de haber escogido una solución de negociación con importantes criterios nor-
mativos como la KalaiSmorodinsky, caracterizada por concesiones proporcionales
de las partes negociadoras. Es así que la trayectoria de largo plazo responde a la
compensación de la solución misma en cada etapa.
4. Estudiar nuestro modelo a la luz de un proceso dinámico, declara la presencia de
equilibrios (puntos fijos) que emergen de la estructura en el largo plazo, es decir,
hay largos periodos de estabilidad como se observó en el análisis final de casos.
Cabe destacar que el grado de aversión (α) del agente A, condicionó la ventaja en
la negociación para los dos agentes, es decir, a ninguno le confirió privilegios ni
desventajas asociadas a valores grandes o pequeños de dicho factor.
8Excluyendo a la teoría del caos.
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5. Al reconocer el tratamiento que da el modelo a los negociadores en el largo plazo, era
indispensable identificar las trayectorias que emergían del proceso a diferentes valo-
res de los parámetros. Bajo esta perspectiva se encontró que expansiones pequeñas
del conjunto de negociación conducen más rápidamente a la relación de largo plazo
para ambos negociadores. Aunque después de un número de etapas suficientemente
grande, en todos los casos se alcanzó la estabilidad del largo plazo cuando el factor
de descuento era relativamente grande.
6. También se mostró que expansiones grandes en el conjunto de negociación (agen-
tes muy pacientes), así como actitudes al riesgo pequeñas (agentes muy amantes
al riesgo), pueden conducir a un cese en el proceso de negociación, debido, prin-
cipalmente, a la reducida relación [ganancias efectivas/ganancias potenciales] que
experimentaría una de las partes en las primeras etapas del proceso.
Trabajo futuro
Vale la pena ahondar en el modelo, considerando jugadores con distintas actitudes
ante el riesgo y flexibilizando la forma en que se expande el conjunto de negociación para
alcanzar conclusiones más generales. De otro lado, estudiar la evolución del sistema bajo
la perspectiva de otras dinámicas como la dinámica evolutiva del replicador o procesos
markovianos, encamina el modelo hacia esquemas de racionalidad acotada como un modelo
más cercano de la racionalidad humana.
La representación de modelos de negociación mediante esquemas evolutivos parece mar-
car la agenda para un programa de investigaciones futuras. Y pese a que en todo el mundo
se negocia, es muy escasa la teoría, así como los resultados y las técnicas matemáticas para
estudiar problemas de negociación gradual. En este sentido, este trabajo arroja una luz
hacia la modelación de estos problemas.
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