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then there exists K. E N such that if K~K. then at the end of the T-th epoch, the probability that the best estimate is no further than r from the global minimiser satisfies pr{lli!,~+l -U*II < r}
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Theorem 7 does not provide a practical method for choosing the quantities a, p, and K required for application of the algorithm. However, it does prove that suitable quantities exist.
In the limit as y~O, the lower bound in Theorem 7 is equal (1-q)a S p(K, T,r)
If a~,~c B(a*, r) then~r,T and kr,T can be found such that a~,T G B(a*, r-) + a~,T G B(a*, r-). Lemma 9 ConsiderAlgorithm 6 with Assumptions CI to C6, For any E >0 and T G R!, with probability 1, there exists a.
such that lY a 5 a. there exists k~,m such that lY K z ke,o then 2. Lemma 8 is used to bound the probability that, at the end of an epoch, the difference between the average cost at a good estimate (an estimate in the ball 13(a*, r)) and the average cost at a not good estimate (an estimate that is not in the ball B(a*, r)) is more than D :=~(J(a*) -JZOc). This probability is not equal to I because the behaviour of estimates which start on (or arbitrarily close to) the boundaries of the basins of attraction of the various minima is not known. In particular, the estimate may be very close to, but not in, the ball B(a', r).
3. The bound derived in step 2 is combined with the result of Lemma 9 to bound the probability of keeping a good estimate at the end of the epoch, given that one exists.
4.
A lower bound on the probability that the algorithm has converged at the end of the 1st epoch is calculated, using the bound found in 3 and the fact that all members are randomly initialised at the beginning of the first epoch. In section 4 a lower bound on the probability of convergence after T epochs was presented. Under the assumptions of this paper, it is not possible to know exactly the probability of convergence after T epochs unless further assumptions are made. This is because whenever the algorithm is implemented, p is non-zero and K is finite, so there is always some non-zero probability that estimates do not converge to a local minimum of J by the end of each epoch. That is, the quantity q used in Lemma 8 must be non-zero. However this probability of non-convergence decreases as p decreases and K 27 increases. That is, p a o and g~1 -a. Moreover, as o~O the online gradient estimate @~~approaches the true cost J(a~,~). Therefore if the algorithm has converged, the best estimate will never be restarted.
Choose some fixed r such that B (a*, r) c AO (a*). Let TN be the first epoch for which a~,i-+l q B(a*, r), i.e. TN is the number of epochs until the algorithm first converges. The size of the congregation is used as a superscript because, as the next lemma shows, the expected time until convergence varies with N. Using the above limiting argument, the following expression for the expected time to convergence arises:
Lemma 10 Consider Algorithm 6 with Assumptions Cl to
for some fixed nonzero L.
As CY~O the expected number of epochs until comergence 
CMA Simulation Results
In this section one application of the congregational gradient descent algorithm is discussed, and results of simulation studies are presented. In particular, the expected time relationships derived in Lemmas 10 and 11 are illustrated.
In and -a* is in A. For any a c lRn, q$(ca, x) + cm as c -+ cc for almost all x, so there is no attractor at infinity. 
Conclusions
We have proposed and analysed a version of stepwise gradient descent which is based upon the idea of evolving a population of solutions. It is suitable for a wide range of learning and optimization problems.
We have determined the expected computation required for the algorithm to locate the global minimum of the expected cost function and have applied the algorithm to some examples and shown that our pre2Although we are assuming here that the channel is in fact exactl y invertable by an MA(n) equalizer, such an assumption is not necessary for our algorithm. Nor is the assumption necessarily valid in practice.
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