Abstract. Breit-Pauli results for energy levels, lifetimes, and Landé gJ factors have been determined for all levels up to 2p 2 3d of the nitrogen-like sequence (Z = 7-17) and 2p 3 3d of the oxygen-like sequence (Z = 8-20). Exceptions are some lower members of the sequence where the spectrum included only those levels below the second 2p 2 4s term in the case of N-like or 2p 3 4s in the case of O-like. The computed energy and E1, E2, M1, M2 transition data between all levels, including convergence of the LS line strength for both length and velocity forms, may be viewed at a website. In this paper, critically evaluated transition data is presented for N I, O II, Mg VI, and Si VIII (N-like sequence) and O I, Ne III, Mg V, and Si VII (O-like) for E1 transitions including uncertainty estimates. The accuracy of energy levels is determined by comparison with experiment. Transition rates with uncertainties are compared with experiment and other theory.
Introduction
Transition data is important in many astrophysical applications. With the formation of the Opacity Project, under the leadership of Seaton (1987) , large amounts of E1 transition data have been generated through an international collaboration, mostly for light atoms. Some of this data has been checked by Bell & Hibbert (1990) , Hibbert et al. (1991a Hibbert et al. ( , 1991b , and Bell et al. (1994) with the CIV3 code by including some of the Breit-Pauli operators. The critical data compilation for carbon, nitrogen, and oxygen, prepared at NIST by Wiese et al. (1996) , includes many of these values with accuracy ratings obtained through comparison with experiment and other theory, when available. Transitions deemed to be accurate to 10% were given an uncertainty rating of "B". Many did not reach this accuracy level.
Using the power of today's computers, including parallel computers, we have started to systematically compute all the energy levels of the lower portion of a spectrum, defined as being all levels below 2s 2 2p m 4s, m = 0, 1, . . . , 5 for a range of nuclear charges. From the wave functions of these levels, all possible transitions (E1, E2, M1, M2) were computed and from these, in turn, the lifetimes of the levels which, for excited states, relate more directly with experiment.
Our goal also was to perform calculations in such a way that accuracy could be monitored. Energies can be compared with observation (except for highly ionized systems where data often is missing) but energy alone is not sufficient. We also monitored the length and velocity forms of the LS line strength. Attempts were made to reach convergence with respect to the wave function expansion model: if convergence had been reached but length and velocity are not in agreement, this indicated an inaccuracy in our computational model. From the final results we developed formulas for an uncertainty. Critically evaluated results have been reported by the present authors (Tachiev & Fischer 1999 (Be-like), 2000 , and 2001 (C-like)). In this paper we report our analysis of both N-like (Z = 7-17) and O-like (Z = 8-20) , restricting the transition rates to E1 transitions only. The complete set of results, including the Landé g J factors, are available at the website http:// www .vuse.vanderbilt.edu/~cff/ mchf collection
Theory
The underlying procedures are the same as those described in detail in our Be-like paper (Tachiev & Froese Fischer 1999) and will not be repeated here.
Systematic, large-scale methods were applied in which the wave function expansions were obtained from orbital G. I. sets of increasing size characterized by their maximum quantum number, thereby allowing for the monitoring of convergence. For orbital sets with n = 4 or n = 5, these were obtained, by single (S) and double (D) excitations from a multi-reference set. In all cases, 1s
2 was treated as a common closed core. The multi-reference set contained all configurations {2s 2 2p m or 2p m+2 }{2p,3s,3p,3d,4s,4p,4d} and 2s2p m+1 {2p,3s,3p,3d} with the designated term and parity where m = 2 for N-like and m = 3 for Olike. Only those configuration states from SD excitations which interacted with at least one member of the multi-reference set were retained. To these expansions were added all configuration states of the form 1s
2 .{2} m+1 {2s,2p,. . .,6s,6p,6d,6f,6g} 2 at the n = 6 stage and then 1s
2 .{2} m+1 {2s,2p,. . .,7s,7p,7d,7f,7g} 2 at the n = 7 stage. In this notation {2} m+1 implies any combination of 2s,2p orbitals which, when coupled to two of the orbitals in the last orbital set, yields the required term and parity.
Once a set of radial orbitals has been obtained, the relativistic corrections can be taken into account within the Breit-Pauli approximation by diagonalizing the BreitPauli Hamiltonian (Froese Fischer 1997) to get the intermediate coupling wave functions
Thus the expansion is now the sum of expansions over a set of terms. The wave functions were obtained from a Breit-Pauli interaction matrix that omitted only the J-independent, orbit-orbit interaction which then behaves much like neglected LS correlation. The oscillator strengths f are calculated using the standard, non-relativistic operators for length and velocity forms (see Tachiev & Froese Fischer 1999, for details) . The non-relativistic line strengths allow us to monitor the convergence between the two forms with the improvement of the wave functions. In the Breit-Pauli approximation, the same length form is correct to O(α 2 ) while the velocity form requires a relativistic correction to the gradient operator (Drake 1972) . For this reason, it is customary to report both length and velocity results for an LS calculation, but only the length form in the Breit-Pauli calculation. No orthonormality constraints are imposed between the two sets of radial functions spanning the total wave functions of the initial and final state, allowing separate MCHF optimizations for the two states involved.
Optimization
The different states of the ions were grouped together and a radial basis determined for a set of terms and/or eigenvalues that were deemed to be important for the relativistic effects. In Table 1 , for each system are the group of terms for which accurate Breit-Pauli results are required. But because these may mix with additional terms, the latter are listed in the second group. Sometimes these are different eigenfunctions of the same term and this is indicated by the configuration. Mixing with some of the terms 
may not be particularly strong. In such cases these LS eigenstates had a smaller weight as indicated in Table 1 . The neutral atom and singly ionized ion have a somewhat different spectrum. States with 4s lie much lower in the spectrum and 2p m+3 much higher. Since the lowest 2p m 4s may interact strongly with the corresponding 2p m 3d, this term has also been considered in such cases. Here, as in the rest of the paper, the 2s 2 group of electrons will be omitted in the designation of the configuration.
Computed energies
One check on the accuracy of the calculations are the computed energies. Tables 2 and 3 display the ab initio excitation energies (in cm −1 ) along with the difference from experiment (theory-observed) of some of the levels. Only selected spectra are included namely, N I, O II, and Mg VI for N-like and O I, Ne III, and Mg V for O-like. When blanks occur in the computed spectra, the levels were not in the spectral region included in this work, but when a difference is not tabulated, this implies that observed energies were not available. Particularly in Mg V and VI, many observed lines have not been tabulated. In order to limit the combined size of these tables to one page, not all the spectrum is shown. The tables show that many levels differ from observed by only 300-400 cm −1 , but exceptions occur. In 2s2p 4 the higher terms are always less accurate. To some extent, this may be due to our computational model which was tailored more towards the levels with one outer 3l electron. The relative error in the excitation energies is not a particularly useful measure since, by definition, highly excited states can then have large differences from observed leading to possible larger errors in transition energies.
In Fig. 1 we have plotted the errors (in percent) for some transitions where energy levels have been included in the NIST database for transitions in the O-like sequence. Clearly evident is the large error for neutral and singly ionized transition energies. For 3s-3p and 3p-3d transitions, available data is limited. The errors for 2p-3s and 2p-3d transition energies are small because the transition energies are large, particularly at higher Z. The error in the 2s−2p transition, indicated by the "star", increases almost linearly with Z. This is an "inner" transition (an inner electron is excited to an outer one), a transition more sensitive to core-polarization at low Z, and more likely to be affected by higher-order relativistic effects at high Z. But on the whole, the accuracy of the transition energies for all but the neutral atom is well below 1% in this range for these LS allowed transitions. When transition energies are small, the errors can be expected to be larger as, for example, 2s2p
3 P 2 where the transition energy is only 1363 cm −1 and the error is −86.55% in F II but has already decreased to 0.35% in Ne III. Generally, the errors decrease with the degree of ionization, although at some point, the Breit-Pauli approximation must break down. Some evidence of this is seen in Fig. 1 .
LS accuracies
Unlike the C-like sequence, the present sequences are ones where, for a given term and outer electron, there may be more than one parent as in 2p 2 3p 2 D o which may have a 2p
2 ( 3 P), or 2p 2 ( 1 D) parent. When the mixing of parents is strong, the separation of the two should be close to observed. In O II, for example, the error in the separation of 2p 2 ( 3 P)3p 2 P o and 2p 2 ( 1 D)3p 2 P o is about 1.8% implying that the mixing of the parents has similar accuracy. This may then affect the accuracy of parent changing transitions. For this reason, in critical cases, it is the separation of levels that is important rather than excitation energies as such.
Computed transitions and uncertainties
In each of our papers (Tachiev & Froese Fischer 1999 , 2001 we have devised schemes for estimating accuracy of transition rates, based on the discrepancy in length and velocity of the LS allowed transition, the accuracy of the transition energy, and the change in transition rate when term energies were adjusted to observed energies. For complex systems with many transitions, some being intercombination lines, two formulas were used for the uncertainty in line strength (see Tachiev & Froese Fischer 2001 , for details). Let A be the ab initio value of a transition rate, A the rate using the same line strength, but observed transition energy, and A the rate obtained when the Breit-Pauli diagonalization contains shifts for the different terms related to the difference between observed and ab initio for a J-value least affected by term mixing. From Tables 2 and 3, often the shifts were small and of the same size. The latter would not significantly affect term mixing. Then the uncertainty in A was defined as
where δe is the relative error in the transition energy, and δS a relative error in the line strength. For LS allowed transitions, this is the relative discrepancy in the length and velocity form, but for an intercombination line a more complex definition was needed. One could argue that the quantity |A − A | should not be included since A is an improved estimate, that the above is an estimate of the uncertainty in A . In fact, it is not clear how well this uncertainty correlates with the actual error, but appears reasonable in many cases.
Computed transition rates
In Table 4 we present adjusted transition rates (in s −1 ) and uncertainties (in parentheses) for N I, O II, Mg VI, and Si IX. Not all transitions are included: for example transitions from 2p 5 have been omitted. Often, for the more highly ionized species, the observed transition energy was not available and we were not able to use our formula for assessing uncertainty. The uncertainties are given in parentheses with respect to the last digit quoted. Thus 2.53(135) implies 2.53 ± 1.35 or an uncertainty of more than 50% as in the O II intercombination transition, 2p 3 4 S o 3/2 -2s2p 4 2 S 1/2 . Uncertainties larger than 70% are expressed in %. Uncertainties reported as zero imply a value less than one half in the last decimal place reported.
Similarly, in Table 6 (see footnote to abstract) we present adjusted transition rates (in s −1 ) and uncertainties (in parentheses) for O I, Ne III, Mg V, and Si VII. Again, only some transitions are included in the tables. Missing are the transitions from 2p 6 1 S 0 , for example.
Comparison with other theory and experiment
In Table 6 , some of the lines in N I are compared with CIV3, OP, and experiment. The latter measured relative transition probabilities and direct comparison may not be suitable. For 3s-3p transitions, there is excellent agreement with CIV3 (Hibbert et al. 1991a) . It seems that when two experimental values are available for the multiplet, (Musielok et al. 1995 (Musielok et al. , 2000 , the present results are in slightly better agreement with the first, even though this is the earlier experiment. For allowed 3p-3d transitions, we compare only 4 P o -4 P where the g J factor indicated some J-dependence for the 2p 2 ( 3 P)3d 4 P term. Our present work, unlike the CIV3 calculation (Hibbert et al. 1991a ) has correctly identified the very weak line whose transition rate could not be measured. Ignoring this line, the ratio of our present rates and those of experiment vary only between 1.6 to 1.7 whereas the CIV3 rates vary from 1.0-2.8, a much wider range. In the case of the intercombination multiplet, the CIV3 values all have similar magnitude, whereas the present ones are about half the experimental ones, in a range of 0.47-0.60. Thus the present results are in better relative agreement with experiment. In Table 7 several multiplets in O II are compared with experiment (Veres et al. 1996) and other theory, namely Veres & Wiese (1996) . b Bell et al. (1994) . c Opacity Project Team (unpublished).
CIV3 (Bell 1994) and OP (Opacity Project 1995). For the 3s−3p transitions there generally is good agreement amongst the theories, with the present results slightly closer to experiment than the others. For 3p−3d transitions, some of our results (like 2 S o -2 P) are in close agreement with the OP values, differing from both CIV3 and experiment, whereas for 4 P o -4 P CIV3 and OP occasionally differ by a factor of almost two, whereas some of the present lines are in good agreement with experiment. Similar remarks apply to the 4 P o -4 D multiplet. O II, as a spectrum is not highly relativistic, the largest difference between LS and LSJ g J factors occurring for the 2p 2 ( 3 P)3d 4 P and 4 D. Except for the mixing of these two terms, it is then largely a matter of how well the theories have captured the effect of correlation. No parentchanging transitions were considered.
In Table 8 we compare oscillator strengths (f -values) for three transitions. The calculations reported by Jönsson & Godefroid (2000) are the most accurate non-relativistic calculations published todate, an approximation valid for the transitions considered. There is excellent agreement with our present results. The experimental values are not satisfactory, though the most recent time-resolved laser spectroscopy experiment has a large error bar, bringing its upper limit close to our theoretical value.
Conclusions
Breit-Pauli energy levels and E1 transition rates have been critically evaluated. Energy levels frequently differ from the observed by only 300-400 cm −1 , a considerable improvement over other calculations that include relativistic 
