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Abstract
We study random partitions ¸ = (¸1; ¸2; :::; ¸d) of n whose length is not bigger than a
¯xed number d. Suppose a random partition ¸ is distributed according to the Jack measure,
which is a deformation of the Plancherel measure with a positive parameter ® > 0. We prove
that for all ® > 0, in the limit as n ! 1, the joint distribution of scaled ¸1; :::; ¸d converges
to the joint distribution of some random variables from a traceless Gaussian ¯-ensemble with
¯ = 2=®. As a corollary, we obtain a limit theorem for the length of the longest increasing
(decreasing) subsequence of a random involution.
x 1. 序章
nを正の整数とし，Pn を nの分割全体の集合とする．分割 ¸ = (¸1; ¸2; : : : )がラン
ダムに選ばれるという状況を考える．言い換えれば，集合 Pnに適当な（確率）測度が与
えられているとする．このとき Pn上の実数値関数 f が与えられれば，f は確率変数と見
なせる．その f の性質，特に分布や平均などを考えていくことがランダム分割の問題で
ある．本稿では f として，写像 ¸ 7! ¸iを扱う．すなわち，¸がランダムに選ばれたとき，





(1.1) PPlann (¸) =
(f¸)2
n!
; ¸ 2 Pn:
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たすものとして，Jack測度が考えられている．Jack測度は，パラメータ ® > 0を持ち，
® = 1で Plancherel測度に一致する．本稿の主結果は，Jack測度におけるランダム分割









`(¸)で表す．分割は自然に Young図形と同一視するものとし，(i; j) 2 ¸と書けば (i; j)
が Young図形の箱（の座標）であることを示す．¸0 = (¸01; ¸02; : : : )で ¸の共役な分割と





x 2.1. 対称群の Plancherel測度





(¸i ¡ j + ¸0j ¡ i+ 1)







j=1 のことである．よって (1.1) で定義された





; ¸ 2 Pn:
Plancherel測度における ¸1; ¸2; : : : ; ¸k の同時分布関数を









dを正の整数とし，GUE(d)を d £ d 複素 Hermite行列 X = (xij)1·i;j·d 全体のな
す集合とする．行列X の対角成分 xiiが平均 0，分散 1p2 で正規分布しているとし，上三
角成分 xij(= xji), i < j, の実部と虚部が独立に平均 0，分散 12 で正規分布しているとす
る．このとき，GUE(d)をGauss型ユニタリアンサンブル（Gaussian unitary ensemble,
GUE）と呼び，X を GUEランダム行列，または単に GUE行列と呼ぶ．
GUEは，ユニタリ変換の下で不変である．すなわち，任意の d£ dユニタリ行列 U
に対し，X 7! UXU¤ という変換でX の分布は変わらない．
我々は GUE 行列の固有値の分布に興味がある．GUE 行列の固有値を大きい順に
x1 ¸ x2 ¸ ¢ ¢ ¢ ¸ xd とおく．行列がランダムなので，その固有値も勿論ランダムである．
その密度関数は，


















2d1=6 · ai; 1 · i · k
´
= FGUE;k(a1; : : : ; ak):
ここで，FGUE;k は Airy関数により定まる関数であり，詳しい定義は x2.5で述べる
ことにしよう．
これと対応する形の Plancherel 測度における主張が，¸1 については Baik-Deift-
Johansson [1]により，一般の ¸iについてはBorodin-Okounkov-Olshanski [3], Johansson
















n)n¡1=6 · ai; 1 · i · k
´
= FGUE;k(a1; : : : ; ak):




Plancherel測度の研究は，ランダム置換の問題と密接に関連している．¾ = (¾(1); : : : ; ¾(n)) 2
Sn に対し，
¾(i1) < ¢ ¢ ¢ < ¾(ik); 1 · i1 < ¢ ¢ ¢ < ik · n;





1 2 3 4 5 6 7 8 9
8 2 7 1 4 3 5 6 9
!
2 S9
に対し，13569や 24569が最長増加部分列であり，Lin(¾) = 5である．
RSK (Robinson-Schensted-Knuth)対応を思い出そう．単にRobinson対応，Robinson-
Schensted対応，RS対応などとも呼ばれる．それによると対称群Snの各元 ¾は，同じ型
¸ 2 Pn をもつ標準 Young盤の順序付きペアと 1対 1に対応する（[22]）．例えば，(2.3)
で与えられる ¾に対しては，ペア








が対応する．一般に，Lin(¾) = ¸1となることが知られている ([22, Theorem 3.3.2])．よっ
て，任意の kに対し，等式
PPlann (¸1 = k) =
#f¾ 2 Sn j Lin(¾) = kg
n!
が成り立つ．このように，Plancherel測度における ¸1の分布は，一様に分布している置
換 ¾ （確率 1n!）における L
in(¾)の分布と一致する．定理 2.2の系として次が分かる．
系 2.4 ([1]). 任意の a 2 Rに対し，
lim
n!1
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このように，一様ランダム置換の最長増加部分列の長さの極限分布として，GUE行
列の最大固有値の極限分布が現れる．
x 2.4. シフト Plancherel測度
定理 2.2の類似の結果は幾つか得られている．その中の一つである，筆者の以前の結
果をここで簡単に紹介しよう．過去の講究録 [16]も参考にしていただきたい．
分割 ¸ 2 Pn がストリクトであるとは，0でない ¸i が全て異なるときをいう．SPn
でそのような nの分割全体とする．¸ 2 SPnはシフトYoung図形と同一視される．g¸を














; ¸ 2 SPn;
で定義することができる．これをシフト Plancherel測度と呼ぶ．
このシフト Plancherel測度に対しても，定理 2.2と同様の主張が成り立っている．








2n)(2n)¡1=6 · ai; 1 · i · k
´
= FGUE;k(a1; : : : ; ak):
このように，二つの測度 PPlann と PSPln は有限の nでは違う形であるにも関わらず，
n!1とすると差異がほとんど無くなる．定理 2.5では，定理 2.2での nを 2nに置き換
えた形になっている．また，x2.3のような解釈は PSPln にもあって，それは置換の増加部
分列の代わりに ascent pairというものを考えることになる．詳しくは [14, x4.2]を参照．





x 2.5. Tracy-Widom GUE分布



















dx2 ¡ xy = 0の解として知られている．Airy核
KAiry(x; y)は次で定まる:
KAiry(x; y) = Ai(x)Ai
0(y)¡Ai0(x)Ai(y)
x¡ y ; x; y 2 R:









det(KAiry(ti; tj))1·i;j·ldt1 ¢ ¢ ¢ dtl
で定義される．
一般の FGUE;k(a1; : : : ; ak)は複雑な形になる．a1 ¸ a2 ¸ ¢ ¢ ¢ ¸ akと仮定する．まず，












(1 + zj1(aj ;aj¡1](ti))
1A det(KAiry(ti; tj))1·i;j·ldt1 ¢ ¢ ¢ dtl
とおく．ただし，(a1; a0] = (a1;1)と見なしており，1I は区間 I の特性関数である．こ
のとき，FGUE;k(a1; : : : ; ak)は以下で定まる．





n1! ¢ ¢ ¢nk!
·
@n1+¢¢¢+nk
@zn11 ¢ ¢ ¢ @znkk




ただし，Lk = f(n1; : : : ; nk) 2 (Z¸0)k j 0 · n1 + ¢ ¢ ¢+ nr · r ¡ 1 (1 · r · k)g. 例えば，
FGUE;1(a) = F(¡1; a) = FGUE(a);
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x 3.1. Gauss型 ¯ アンサンブル



































jxi ¡ xj j¯dx1 ¢ ¢ ¢ dxd
で定義され，その値は Selberg積分を通じて具体的に与えられる（[17, Theorem 4.1.1]）:



















関数 (3.1)は，¯ = 2でGUE行列の固有値の密度 (2.2)に一致している．一般に，確率密








斜交行列による変換で不変になる．そして固有値分布は，(3.1)の ¯ = 1; 4でそれぞれ与
えられる．
x 3.2. Jack測度の定義
















n (¸) = 1となることが
知られている（[13, VI (10.32)]を参照）．したがって，PJack;®n は Pn 上の確率測度を定
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めている．これを Jack測度と呼ぶ．この Jack測度は [4, 7, 8, 11, 20]などで研究されて
いる．
Jack 測度は Plancherel 測度の拡張である．実際，c¸(1) = c0¸(1) = H¸ だから，
PJack;1n = PPlann である．また，関係式 c0¸(®) = ®j¸jc¸0(®¡1)から，双対性





例 3.1. ¸ = (4; 2; 2) 2 P8 に対し，c¸(®)と c0¸(®)はそれぞれ次の Young図形内
の数の積となる．
3®+ 32®+ 3 ®+ 1 1
®+ 2 2
®+ 1 1
4®+ 23®+ 2 2® ®
2®+ 1 ®+ 1
2® ®
:
















































; ® = 2のとき:
分割 ¸ 2 Pnを一つ固定して ®! 0とすると，PJack;®n (¸)は ¸ = (n)を除いて 0にな
る．同様に ® ! 1では，PJack;®n (¸)は ¸ = (1n)を除いて 0になる．このように，®に
依ってどのような分割が選ばれやすいかが異なってくる．
x 3.3. Jack測度と G¯Eについての考察
Jack測度は Plancherel測度のパラメータ ®付きの拡張であり，G¯Eは GUEのパ
ラメータ ¯ 付きの拡張である．® = 1と ¯ = 2の間には，定理 2.1＆定理 2.2のような
関係があった．すなわち，PPlann で n!1とするとき，また GUE(d)で d !1とする
ときに，それぞれにおける ¸iや xiの（あるスケーリングでの）極限分布は一致した．ま
た，® = 12 と ¯ = 4（すなわち GSE行列）の間の，定理 2.1＆定理 2.2に対応した主張
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は，[2, 6]で得られている．同様のことは，一般の Jack測度とG¯Eにも拡張されると期
待されている．そのときの ®と ¯ の対応は，
® = 2=¯
である．
我々は，定理 2.1＆定理 2.2を Jack測度へ拡張したい．しかし，既に得られている
® = 1; 2の場合の手法を，他の ®に対して適用することは難しい．




パフィアンといった枠組みで捉えられない．したがって，そのような特別な ®や ¯ 以外
では，Jack測度および G¯Eの扱いは難しい，というのが現状である．
しかしながら，我々は次の章で，全ての ¯ = 2=®に対してJack測度と G¯Eとの間
の関係を一つ与える．それは，定理 2.1＆定理 2.2と似ているが，異なるものである．





Pn(d) = f¸ 2 Pn j `(¸) · dg:














と定めている．d ¸ nのときは，Pn(d) = Pnであるから，(3.4)より Cn;d(®) = (®nn!)¡1
である．d < nのときは Cn;d(®)を具体的に表すことはできないが，n!1のときの漸
近挙動を後で与える（補題 6.3）．
x 4.2. トレースレス Gauss型 ¯ アンサンブル
¯ を正の実数とする．集合 Hd を
Hd = f(x1; : : : ; xd) 2 Rd j x1 ¸ ¢ ¢ ¢ ¸ xd; x1 + ¢ ¢ ¢+ xd = 0g
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と定める．この集合上に，確率密度関数


























(xj ¡ xk)¯dx1 ¢ ¢ ¢ dxd¡1:
と置いている．これは xd := ¡(x1 + ¢ ¢ ¢+ xd¡1)として (x1; : : : ; xd) 2 Hd となるような，










確率密度関数 (4.1)を備えた確率空間 Hd のことを，トレースレス Gauss型 ¯ アン
サンブル (traceless Gaussian ¯-ensemble)と呼び，G¯E0(d)と表すことにする．
¯ = 1; 2, または 4とする．このとき，G¯E0(d) はそれぞれトレースが 0であるよう
な d£ dの GOE, GUE, GSE ランダム行列の固有値の分布を与えている．
x 4.3. 主結果
確率測度PJack;®n;d における確率変数Pn(d) 3 ¸ 7! ¸iに関する，n!1での極限定理を
与える．分割の長さが d以下と制限されているので，¸ 2 Pnは定義から¸1+¸2+¢ ¢ ¢+¸d =





定理 4.1 (主定理 ). ®を任意の正の実数とし，¯ = 2=®とおく．¸ = (¸1; : : : ; ¸d) 2
Pn(d)を確率 PJack;®n;d (¸)で選ばれるランダム分割とする．また，(x1; : : : ; xd) 2 Hdは，確








は (xi)1·i·d に同時分布収束する．すなわち，次が成り立つ: 任意の 1 · k · dと実数











PG¯E0d (x1; : : : ; xd)dx1 ¢ ¢ ¢ dxd¡1:
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この定理の ® = 1の場合（すなわち，Plancherel測度の場合）は，¶Sniady [23]によ
り与えられている．我々の結果は¶Sniadyの結果を全ての ®に対する Jack測度へ拡張し
ており，対応する極限分布が G¯E0 (¯ = 2=®)となっていることを主張している．
我々の主結果は，定理 2.2の類似（拡張ではない）として位置づけられよう．定理 2.1
＆定理 2.2との違いを明記しておこう．
² 定理 2.1＆定理 2.2では Plancherel測度（® = 1）とGUE行列の固有値分布（¯ = 2）
の間の関係を与えているが，定理 4.1 は全ての正の実数 ® = 2=¯ での Jack測度と
（トレースレス）G¯Eとの関係を与えている．
² 定理 2.1＆定理 2.2と異なり，定理 4.1では，長さの制限されたランダム分割と，ト
レースが 0のランダム行列（の ¯-拡張）を扱っていることになる．
² ¸i についてのスケーリングが異なっている．これは，集合 Pn(d)上では ¸の長さが
制限されているために起こっている．
² 定理 2.1＆定理 2.2ではランダム行列のサイズ dを無限大に飛ばして初めて ¸i の分
布と一致しているのに対し，定理 4.1では dが有限で一致している．




ここでは，Jack測度の ® = 1; 12 ; 2の場合を RSK対応を通じて解釈することを目的
とする．
x 5.1. Plancherel測度 (® = 1)の場合
再びRSK対応を思い出そう．x2.3で置換 ¾の最長増加部分列の長さをLin(¾)と置い
たが，同様に最長減少部分列の長さを Lde(¾)と書くことにする．対称群Snの各元 ¾が，
型 ¸ 2 Pn の標準Young盤の順序付きペアと対応しているとする．このとき Lin(¾) = ¸1,
Lde(¾) = ¸01(= `(¸))となる ([22, Theorem 3.3.2])．したがって，次が成り立つ．




#f¾ 2 Sn j Lin(¾) · a; Lde(¾) · dg
#f¾ 2 Sn j Lde(¾) · dg :
この左辺は確率測度 PJack;1n;d における確率変数 ¸1 の分布関数 P
Jack;1
n;d (¸1 · a)に他な
らない．一方右辺は，Lde(¾)が高々dであるような置換 ¾ 2 Sn全体での，さらに Lin(¾)
が高々aであるものの割合である．
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x 5.2. ® = 2または 12 の場合
分割 ¸ = (¸1; ¸2; : : : )に対し，2¸ = (2¸1; 2¸2; : : : ), ¸[ ¸ = (¸1; ¸1; ¸2; ¸2; : : : )とお
く．次は定義から容易に確かめられる:




さらに鉤公式 f¹ = n!=H¹ を用いることで，
PJack;2n;d (¸) / f2¸; P
Jack; 12
n;d (¸) / f¸[¸
が分かる．
対称群SN の元 ¾が，同じ型 ¹ 2 PN の標準Young盤のペア (P;Q)に対応している
としよう．このとき，¾¡1はペア (Q;P )に対応する ([22, Theorem 3.6.6])．よって，SN
の中での対合（involution）全体は，サイズ N の標準 Young盤全体と 1対 1対応してい
る．ここで，¾が対合であるとは，¾¡1 = ¾となるときをいう．
今，対合 ¾が丁度 k個の固定点を持つとし，また ¾は型 ¹の標準Young盤 P に対応







うな ¹はいつでも ¹ = ¸[¸; ¸ 2 PN
2
の形で表すことができる．したがって，Lin(¾) · a










イクルタイプが (2n)となる置換全体であり，#S02n = (2n¡ 1)!!である．
以上より次が言える．





#f¾ 2 S02n j Lde(¾) · 2d; Lin(¾) · ag






#f¾ 2 S02n j Lin(¾) · d; Lde(¾) · 2ag
#f¾ 2 S02n j Lin(¾) · dg
が成り立つ．
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x 5.3. 最長増加（減少）部分列の長さに関する極限定理












¢ · h; Lde(¾) · dg
#f¾ 2 Sn j Lde(¾) · dg











¢ · h; Lde(¾) · 2dg
#f¾ 2 S02n j Lde(¾) · 2dg













· h; Lin(¾) · dg
#f¾ 2 S02n j Lin(¾) · dg




x 6. 定理 4.1の証明の概略
定理 4.1は，やや技術的だが初等的な計算で得ることができる．証明の中心的なアイ
ディアは，我々の結果の ® = 1の場合である [23]のそれと同じである．我々はまず，Jack
測度の密度の，ガンマ関数を用いた次の表示を使う．




¡(¸i ¡ ¸j + (j ¡ i)=®)
¡(¸i ¡ ¸j + (j ¡ i+ 1)=®) ¢
dY
i=1







¡(¸i ¡ ¸j + (j ¡ i¡ 1)=®+ 1)
¡(¸i ¡ ¸j + (j ¡ i)=®+ 1) ¢
dY
i=1
¡(¸i + (d¡ i)=®+ 1):
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補題 6.1の式の右辺たちは ¸iが整数でなくとも意味を持つ．一般に r1+ ¢ ¢ ¢+ rd = n
を満たす非負実数の列 r1 ¸ ¢ ¢ ¢ ¸ rd ¸ 0に対して，補題 6.1の右辺の各 ¸i を ri に置き
換えたものとして，c(r1;:::;rd)(®)と c0(r1;:::;rd)(®)を定めよう．次は，Stirlingの公式など
を適用することで得ることが出来る．
補題 6.2. 任意の (y1; : : : ; yd) 2 Hd に対し，ri = nd + yi
p
n





















上の補題は，(y1; : : : ; yd) 2 Hdの関数としての各点収束を表している．大雑把に言う







































































)£ ¢ ¢ ¢ £ [»(n)¸d¡1 ; »
(n)
¸d¡1+1)















(yi ¡ yj)2=®dy1 ¢ ¢ ¢ dyd¡1
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· hi (1 · i · k)となる ¸に制限し，それと補題
6.3の主張との比をとれば分布関数が得られる．それにより定理 4.1の証明が完成する．詳
しい証明は [15]を御覧いただきたい．
x 7. Jack対称関数と Jack測度
Jack測度の名は Jack対称関数に由来している．その理由を簡単に説明しよう．
P を分割全体とする：P = S1n=0 Pn．ただし P0は 0の分割 (0)のみからなる．実係
数の対称関数のなす代数を ¤と表す。Macdonaldの本 [13]に従い Jack対称関数を J (®)¸














ここで，x = (x1; x2; : : : ), y = (y1; y2; : : : )．この等式から，P 上に形式的な確率測度
(7.1) PJack;®x;y (¸) =
1Y
i;j=1






; ¸ 2 P;








»±r;1; r = 1; 2; : : : ;







; ¸ 2 P
を得る．これを Pnまたは Pn(d)上に制限し，確率測度になるように適当に定数倍するこ






この特殊化以外にも (7.1)の特殊化を考えることができる．0 < ´ < 1を実数，N を
正の整数として，¤上の代数準同型関数 Ãを，
Ã(pr) = N´r; r = 1; 2; : : :
と定めよう．これは ¤ 3 f(x) 7! f(´; : : : ; ´| {z }
N
; 0; 0; : : : )という特殊化に他ならない．この
とき，
Ã(J (®)¸ ) = ´
j¸j Y
(i;j)2¸
(N + ®(j ¡ 1)¡ (i¡ 1))
となる（[13, VI.(10.20)]）．この特殊化 Ãを通じて，Jack測度 (7.1)の特殊化である P 上
の確率測度が定まる．
PJack;®N ;´ (¸) = (1¡ ´2)N
2=® ¢ ´
2j¸jQ
(i;j)2¸(N + ®(j ¡ 1)¡ (i¡ 1))2
c¸(®)c0¸(®)
; ¸ 2 P:
特に ® = 1 ならば，Ã(J (®)¸ ) = ´j¸jH¸s¸(1N ) であり，s¸(1N ) は番号 f1; 2; : : : ; Ng を
使って表示される型 ¸の半標準 Young盤（semi-standard tableaux）の個数である．ま
た s¸(1N )はユニタリ群 U(N)の既約表現の次元でもある．測度 PJack;1N ;´ (¸)における定理
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