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Composite manufacturing processes usually proceed from preimpregnated pre-
forms that are consolidated by simultaneously applying heat and pressure, so
as to ensure a perfect contact compulsory for making molecular diffusion pos-
sible. However, in practice, the contact is rarely perfect. This results in a rough
interface where air could remain entrapped, thus affecting the effective thermal
conductivity. Moreover, the interfacial melted polymer is squeezed flowing in
the rough gap created by the fibers located on the prepreg surfaces. Because of
the typical dimensions of a composite prepreg, with thickness orders of mag-
nitude smaller than its other in-plane dimensions, and its surface roughness
having a characteristic size orders of magnitude smaller than the prepreg thick-
ness, high-fidelity numerical simulations for elucidating the impact of surface
and interface roughness remain today, despite the impressive advances in com-
putational availabilities, unattainable. This work aims at elucidating roughness
impact on heat conduction and the effective viscosity of the interfacial polymer
squeeze flow by using an advanced numerical strategy able to reach resolutions
never attained until now, a sort of numerical microscope able to attain the scale
of the smallest geometrical detail.
K E Y W O R D S
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1 INTRODUCTION
Many composite forming processes for elaborating structural parts are based on the consolidation of preimpregnated
preforms in form of sheets or tapes that are put in contact, heated, and compressed to ensure its bonding.
However, the welding of two thermoplastic layers requires specific physical conditions: an almost perfect contact, also
called intimate contact, and a temperature that has to be high enough during a time large enough to ensure the diffusion
of macromolecules across the interface enabling the bonding, while limiting as such as possible thermal-induced material
degradation.
The efficient numerical simulation of automated tape placement, including all the just referred mechanisms, was
addressed by the authors in Reference 1 (the interested reader can also refer to the references therein concerning the
process modeling), where the use of advanced numerical techniques (revisited and discussed later) was emphasized. The
same numerical techniques were then considered for describing the compression of preimpregnated laminates within a
fully resolved 3D approach.2,3
As just mentioned, consolidation implies putting plies in contact while supplying heat and pressure. The former pro-
motes molecular diffusion at the plies interface and both (heat and pressure) facilitate the intimate contact by squeezing
surface asperities. Interfacial thermal properties of two rough surfaces in contact are of major relevance for evaluating
the process performances and manufactured part properties. On the other hand, evaluating the interfacial polymer flow
in the rough interface gap allows evaluating the asperities squeeze inducing intimate contact.
Two widely considered descriptions of surfaces are based on the use of a fractal,4 whose parameters can be extracted
from the spectral power density of the surface profile,5 or by assuming that the surface is composed by a set of rectangular
(parallelepipeds in 3D) elements representing the so-called surface asperities.6 More elaborated representations consists
of approximating the real surface by using an adequate functional basis, being wavelets specially adapted because its
inherent multiresolution (multiscale) properties.7
Since the main phenomenon that drives the adhesion of surfaces in contact is molecular diffusion, intimate contact
becomes of major relevance. Many studies in the past considered the deformation of loaded surfaces, from the seminal
work of Hertz8 to more recent studies,9-13 where distribution of interstices, that is, the difference of heights between both
interfaces, the shape of the surface tips, etc were taken into consideration.
High-resolution simulation requires specific discretization techniques, as the ones described later. By using them
the analysis of thermal properties of fractal surfaces was addressed in Reference 5 and the subsequent consolidation
(squeezing flow) occurring as response to the applied pressure was considered in Reference 14. Later in Reference 7 real
surfaces were modeled and simulated, being described by using a wavelet-based multiresolution analysis. However, these
studies considered the fractal surface in contact with a planar one and consequently the conclusion were too dependent
on that modeling hypotheses as was proved in Reference 15.
On the other hand, flows in narrow gaps were successfully simulated using advanced discretization techniques based
on the use of in-plane-out-of-plane separated representations,2,3 allowing extremely fine representations in such degen-
erated domains (with the characteristic thickness dimension orders of magnitude smaller than the in-plane dimensions),
situations where mesh-based discretizations fail to obtain a valid solution of the flow problem.
In practice contact is rarely perfect, a fact that results in a roughness interface where air could remain entrapped.
Because of the typical dimensions of a composite prepreg, with its thickness orders of magnitude smaller than its other
in-plane dimensions, and its surface roughness having a characteristic size orders of magnitude smaller than the prepreg
thickness, high-fidelity numerical simulations for elucidating the impact of surface and interface roughness remain today,
despite the impressive advances in computational availabilities, unreachable. This work aims at elucidating roughness
impact on heat conduction and the effective viscosity of the interfacial polymer squeeze flow by using an advanced numer-
ical strategy able to reach resolutions never attained until now as discussed later, a sort of numerical microscope able to
attain the scale of the smallest geometrical detail.
In order to explore two kinds of configuration, the first consisting of harmonic interfaces (looking for elucidating the
role of the gap amplitude, frequency and phase) and the second with the topography described from a random motion
(fractal description), we will consider the former in the heat transfer analysis, whereas the last will be considered when
addressing the flow problem in the thin gap representing the thick interface.
After this short introduction, next section revisits the in-plane-out-of-plane representations for simulating heat trans-
fer and fluid flows in narrow gaps. Then, Section 3 will focus on the separability issues as well as on the roughness
representation. Section 4 formulates the problem in the reference and fully separable domain. Section 5 concerns the
thermal problem and its associated effective thermal conductivity, whereas Section 6 focuses on the flow problem and
the associated apparent viscosity (or effective thickness gap). Finally Section 7 addresses some major conclusions.
2 REVISITING HEAT TRANSFER AND FLUID FLOWS IN NARROW GAPS
USING PGD-BASED SEPARATED REPRESENTATIONS
The main issue of solving problems in narrow gaps is the domain degeneracy, being one dimension (here the one related to
the thickness) much smaller than the others. In this situation standard mesh-based discretization techniques fail, because
the resulting meshes involve too many degrees of freedom.
Space-separated representations within the proper generalized decomposition (PGD) framework seems a valuable
route for alleviating such difficulties as discussed below. The interested reader can refer to the abundant references on
the PGD.16
These separated representations were successfully applied for addressing the solution of problems defined
in plate17 and shell18 geometries. The same approach was extensively considered in structural plate and
shell models.19,20
2.1 Heat transfer in a multilayered plate
In what follows we are illustrating the construction of the proper generalized decomposition of a generic model defined
in a plate domain Ω = Ξ ×  with Ξ ⊂ R2 and  = [0,H] ⊂ R. For the sake of simplicity we consider the model related to
the steady state heat conduction equation
∇ ⋅ (K∇u) = 0, (1)
in a plate geometry that contains P plies along the plate thickness. Each ply is characterized by its conductivity ten-
sor Ki(x,y), which is assumed constant through the ply thickness. Moreover, without any loss of generality, we assume
the same thickness h for the different plies constituting the laminate. Thus, we can define a characteristic function
representing the position of each ply i= 1,… ,P
𝜒i(z) =
{
1 zi ≤ z ≤ zi+1
0 otherwise
, (2)
where zi = (i− 1)h defines the location of the ith ply in the laminate thickness. The laminate conductivity can be given in
the following separated form
K(x, y, z) =
P∑
i=1
Ki(x) ⋅ 𝜒i(z), (3)
where x denotes the in-plane coordinates, that is, x = (x, y) ∈ Ξ.
The weak form of Equation (1), with appropriate boundary conditions (that will be specified later) reads
∫Ω∇u
∗ ⋅ (K∇u) dΞ = 0, (4)





Xj(x) ⋅ Zj(z). (5)
In what follows we are illustrating the construction of such a decomposition. For this purpose we assume that at




Xj(x) ⋅ Zj(z), (6)
and that at the present step we look for the solution enrichment R(x)⋅S(z):
un(x, z) = un−1(x, z) + R(x) ⋅ S(z). (7)
The test function involved in the weak form is searched under the form
u∗(x, z) = R∗(x) ⋅ S(z) + R(x) ⋅ S∗(z). (8)



































⋅ Qn dΞ, (9)



















Now, as the enrichment process is nonlinear we propose to search the couple of functions R(x) and S(z) by applying
the alternating direction fixed point algorithm. Thus, assuming R(x) known, we compute S(z), and then we update R(x).
The process continues until reaching convergence. The converged solutions allow defining the next term in the finite
sum decomposition: R(x)→Xn(x) and S(z)→Zn(z). The global enrichment procedure stops when the norm of the equation
residual given by Equation (1) becomes small enough, even if more advanced stopping criteria exist.16
2.2 Squeeze flow in composite laminates
The in-plane-out-of-plane separated representation allows the solution of 3D flow models defined in plate geometries

























which leads to a separated representation of the strain rate that, when introduced into the flow problem weak form,
allows the calculation of functions Pi(x,y) by solving the corresponding 2D equations and functions Ti(z) by solving the
associated 1D equations, as described later.






































































The Stokes flow model is defined in Ω = Ξ × , Ξ ⊂ R2 and  ⊂ R, and for an incompressible fluid, in absence of inertia
and mass terms reduces to
⎧⎪⎨⎪⎩
∇ ⋅ 𝝈 = 0
𝝈 = −pI + 2𝜂D
∇ ⋅ v = 0
, (14)
where 𝝈 is the Cauchy’s stress tensor, I is the unit tensor, 𝜂 is the fluid viscosity, p is the pressure (Lagrange multiplier
associated with the incompressibility constraint) and the rate of strain tensor D, symmetric component of the veloc-
ity gradient. A penalty formulation is here considered, even if stable mixed formulations compatible with the use of
in-plane-out-of-plane separated representations were proposed by the authors.21 The penalty formulation can be written
as
∇ ⋅ v + 𝜆 p = 0, (15)
or, more explicitly





where Tr() refers the trace operator.
The weak form of the penalized Stokes problem, for a test velocity v∗ vanishing on the boundary in which the velocity





Tr(D∗)Tr(D) + 2𝜂D∗ ∶ D
}
dx dz = 0, (17)
with D∗ is the strain rate related to the test field v∗. The two terms involved in the previous integral form can be expressed
in the fully separated form3
















(F∗j (x) ∶ Gj(z) + Fj(x) ∶ G
∗
j (z)), (19)
where the different matrices appearing in the expressions (18) and (19) were detailed in a former work of the authors.3
The construction of the solution separated representation is performed incrementally, a term of the sum at each iter-










Pi(x)◦Ti(z) = vn−1(x, z) + Pn(x)◦Tn(z), (21)
with the test function v∗(x, z) expressed as
v∗ = P∗◦Tn + Pn◦T∗. (22)
The fixed-point algorithm for solving the resulting nonlinear problem proceeds by calculating functions Tn
by assuming known functions Pn, and then updating the first. The iteration continues until reaching the fixed
point.
2.2.2 Carreau fluid
The Stokes model extended to rheothining fluids, like the Carreau model, reads{
∇p = ∇ ⋅ T
∇ ⋅ v = 0
(23)
where the extra-stress tensor reads
T = 2𝜂eff(Deq)D, (24)
with the equivalent strain rate Deq given by
Deq =
√
2(D ∶ D), (25)
where “:” denotes the tensor product twice contracted, and the effective viscosity 𝜂eff given by the Carreau model
𝜂eff = 𝜂∞ + (𝜂0 − 𝜂∞)(1 + (𝜅Deq)2)
m−1
2 , (26)
with the value of the different parameters considered in our simulations: 𝜂∞ = 0, 𝜂0 = 1, 𝜅 = 100, and m= 0.5.
Again, the solution can be carried out by using a penalty formulation. Moreover, at each iteration of the nonlinear
solver we must evaluate the equivalent strain rate, then the associated local effective viscosity (from the Carreau model)





Fi(x, y) ⋅ Gi(z), (27)
consists of using a singular value decomposition (SVD).
Thus, the nonlinearity is addressed by reconstructing the nonlinear term and then performing its sep-
arated representation by applying the SVD, from the solution (velocity field) available at the previous
enrichment step.
3 SEPARABILITY ISSUES AND ROUGHNESS REPRESENTATION
In fact the previous separated representations work perfectly as soon as the domain accepts a separated
representation, that is, Ω = Ξ × (0,H); however rough surfaces, with the thickness varying with the coordi-
nate x, that is, H(x), prevent such a decomposition of the domain and consequently the use of the solu-
tion separated representation. In what follows we distinguish three situations, where without loss of gener-
ality, we consider problems defined in 2D domains involving the in-plane coordinate x ∈ Ξ = [0,L] and the
one related to the thickness y ∈  = [0,H(x)]. Note that from now on, the y-coordinate refers to the domain
thickness.
F I G U R E 1 Mapping Ω →  [Colour figure can be viewed
at wileyonlinelibrary.com]
F I G U R E 2 Rectangular domain L×H containing a
nonplanar interface defined by y= h(x) [Colour figure can be
viewed at wileyonlinelibrary.com]
3.1 Non-rectangular domains
To map any nonplanar domain Ω into a reference rectangular domain  (accepting a trivial separated description as
previously discussed), depicted in Figure 1, we define the mapping Ω → : (x,y)→(r,s):{
x = r
y = s H(r)
, (28)
with (r, s) ∈  = (0,L) × (0, 1).















3.2 Rectangular domains containing a nonplanar interface
Now, we consider the configuration depicted in Figure 2 in which the nonplanar interface Γ defined by yI = h(x) separates
the domain Ω = (0,L) × (0,H), H being constant, in general H ≪L, in two regions, the upper-domain Ωu and the one
located at the bottom (with respect to the interface) Ωb.
Both subdomains Ωu and Ωb can be mapped into the two rectangular domains u = (0,L) × (1, 2) and b = (0,L) ×
(0, 1) respectively, with Ω = Ωu ∪ Ωb,  = u ∪b and Γ = Ωu ∩ Ωb. As it can be noticed, in the reference domain the
interface is given by the horizontal line sI = 1.
Both mappings are expressed by:
1. Mapping Ωb into b. The first mapping with r = (r, s) ∈ b = (0,L) × (0, 1) reads{
x = r























2. Mapping Ωu into u. Equivalently, for Ωu we define{
x = r
y = (s − 1)(H − h(r)) + h(r)
, (33)
with (r, s) ∈ b = (0,L) × (1, 2), that defines its own Jacobian Ju
3.3 Rectangular domain containing a nonplanar thick interface
Sometimes, interfaces become thicker than a simple curve (in 2D) or surface (in 3D) separating two domains. When
considering preimpregnated composite sheets, the sheet surface consist of a thin polymer layer. When two sheets are put
in contact, a thin rough polymer layer is created at the interface.
Using the notation previously introduced the thick interface (intermediate layer) ΩΓ can be defined by its lower and
upper boundaries, h1(x) and h2(x), respectively, with h1(x)≤ h2(x), ∀x ∈ (0,L), min h1(x) > 0 and max h2(x) < H.
The mapping (sketched in Figure 3) that enables transformingΩ = Ωb ∪ ΩΓ ∪ Ωu into the reference domain composed
by layers b = (0,L) × (0, 1), Γ = (0,L) × (1, 2), and u = (0,L) × (2, 3), with Γ the reference domain related to the
thick interface ΩΓ and b and u, respectively, the ones related to the plies located at the bottom and top (Ωb and Ωu),
reads:
1. Mapping Ωb → b: (x,0 < y < h1(x))→(r,s) {
x = r
y = s h1(r)
, (34)
with (r, s) ∈ b = (0,L) × (0, 1).
2. Mapping ΩΓ → Γ: (x,h1(x)≤ y≤ h2(x))→(r,s){
x = r
y = (s − 1)(h2(r) − h1(r)) + h1(r)
, (35)
with (r, s) ∈ Γ = (0,L) × (1, 2).
3. Mapping Ωu → u: (x,h2(x) < y < H)→(r,s){
x = r
y = (s − 2)(H − h2(r)) + h2(r)
, (36)
with (r, s) ∈ u = (0,L) × (2, 3).
F I G U R E 3 Mapping associated
with the nonplanar thick interface
h1(x) < y < h2(x), where domains Ωu,ΩΓ,
and Ωb are mapped into the rectangular
domains Ru,RΓ, and Rb, respectively
4 IN-PLANE/OUT- OF-PLANE SEPARATED REPRESENTATION IN THE
REFERENCE DOMAIN 
In the previous section, domains with (a) nonplanar surfaces, (b) nonplanar interfaces, and (c) nonplanar thick interfaces,
were mapped into a reference domain , where interfaces become planar and parallel to the domain surfaces.
Thus, the domain  becomes a multilayered domain, fully separable in the in-plane-out-of-plane sense previously
discussed. Thus, it becomes natural, for a given problem (differential operator) defined inΩ, transform it into the reference
domain  and use the mapping Jacobian for transforming the differential operators.




Ri(r) ⋅ Si(s). (37)
It is important to note that this separated representation only needs solving one-dimensional problems for building-up
the fully 2D solution.16 Thus, one could consider extremely rich discretizations of both dimensions, the plane and the
thickness, without compromising the solution efficiency, as discussed in our former works previously referred.
For the sake of completeness, we develop below the procedure when addressing a scalar field, for example, the temper-
ature (the extension to a vectorial field, for example, the flow velocity, being straightforward) in the case of a rectangular
domain with a nonplanar interface. The unknown field u(x,y) verifies the balance equation
∇ ⋅ (K(x)∇u(x)) = 0, x ∈ Ω, (38)
with the following boundary conditions: u=ug on ΓD (ΓD ≡ (y = 0) ∪ (y = H)) and 𝜕u
𝜕x
= 0 in ΓN (ΓN ≡ (x = 0) ∪ (x = L)).
The thermal conductivity is assumed isotropic and constant in the upper and lower domains, expressed, respectively, by
K(x ∈ Ωu) = Ku and K(x ∈ Ωb) = Kb.
The problem weak form reads
∫ΩK(x)∇u
∗ ⋅ ∇u dx = 0, (39)
with u∗(x ∈ ΓD) = 0.
As previously discussed, we define the two mappings for transforming Ωu and Ωb into, respectively, u and b. Then,
we define the characteristic function of both subdomains, 𝜒u(r) and 𝜒b(r):
𝜒u(r) =
{
1 if s > 1





1 if s < 1
0 if s > 1
, (41)
that allow expressing the conductivity and the differential operators expressed from ∇u=B∇ru (where ∇ and ∇r are,
respectively, the gradient in the original and reference domain coordinates) as follows:
⎧⎪⎨⎪⎩
K(r) = 𝜒u(r)Ku + 𝜒b(r)Kb,
B(r) = 𝜒u(r)Bu(r) + 𝜒b(r)Bb(r),
det (J(r)) = 𝜒u(r) det (Ju(r)) + 𝜒b(r) det (Jb(r)),
(42)
such that the weak form in  = u ∪b reads
∫K(r)(∇ru
∗)TBT(r)B(r)∇ru det (J(r)) dr = 0. (43)
The most appealing property of the proposed mapping is the fact of enabling a separated representation of the Jacobian
determinant as well as the terms involved in matrix B. This fact allows the direct use of standard algorithms deeply
described in our former works.16 The fast variation of the different terms of the Jacobian when addressing fractal surfaces
or interfaces is finely described by the possibility of using extremely rich discretization in both directions as discussed
later, without a significant impact on the computational efficiency.
5 THERMAL PROBLEM AND EFFECTIVE CONDUCTIVITY
5.1 Problem statement
We consider the thermal problem stated in the previous section while enforcing a through-the-thickness thermal flux
by prescribing u(x,y=H)=U > 0 and u(x,y= 0)= 0. We assume the existence of a nonplanar thick interface ΩΓ ⊂ Ω, as
previously discussed, with the conductivities of the upper and lower regions Ku =Kb =K and the one of the thick interface
noted by KΓ ≪ K.
In order to address the issue associated with the very different characteristic dimensions (L≫H) compromising




Xi(x) ⋅ Yi(y), (44)
but such a choice faces the difficultly related to the presence of the nonplanar thick interface, that implies a hardly sepa-
rable conductivity field. The conductivity (as any function f (x), x ∈ Ω) can always be separated by invoking, for instance,




Fk(x) ⋅ Gk(y), (45)
where the number of terms in that finite sum K informs on the function separability. In our recent work,22 it was proved
that when such a decomposition involved many terms, the convergence rate of the solution procedure slows down
significantly.
Thus, in the case of a planar thick interface defined by h1(x)= h1 and h2(x)= h2, with h2 > h1, 0 < h1 and h2 < H, a
single term suffices for separating the conductivity, that is, K= 1,
Kp(x, y) = Fp(x) ⋅ Gp(y), (46)
where the superscript (•)p refers to the planar interface configuration, Fp(x)= 1 and Gp(y) is defined by
Gp(y) = K − (K − KΓ)𝜒Γ(y), (47)
with the characteristic function of the interface expressed from
𝜒(y) =
⎧⎪⎨⎪⎩
1 h1 < y < h2
0 y ≤ h1
0 y ≥ h2
. (48)
However, when interfaces deviate from the planar configuration, the number of modes K involved in the thermal con-
ductivity separated representation, Equation (45), increases prohibitively,22 and with it the number of operators involved
in the weak form (39). Thus, both the performance and the efficiency of the solver are seriously compromised. In order
to circumvent this issue, we consider the mapping Ω →  previously described.
The functions involved in the finite sum decomposition (44) are approximated by using standard one-dimensional
finite elements (piecewise linear) and computed using the standard procedures, deeply described in our former works.16
5.2 Thick interface description
We consider a thick interface ΩΓ in a thin domain Ω = (0,L) × (0,H), H ≪L, emulating a gap in between the two prepreg
layers, occupied by the air, with lower thermal conductivity, at the origin of the so-called contact thermal resistance. The









+ (2 + 𝛿2) +2 cos(n2x − 𝜙2), (50)
with 𝛿1 > 0 and 𝛿2 > 0 to avoid the layers interpenetration.
5.3 Effective thermal flux




K(y = 0+) 𝜕u
𝜕y
||||y=0+ dx, (51)
where 0+ refers to the bottom surface neighborhood, within the material domain.
5.4 Parametric analysis
We consider the case study with the domain length L = 2𝜋, H = 0.002 and the conductivities Ku =Kb = 1 and KΓ = 0.01,
respectively (metric system units). The present analysis aims at evaluating the impact of a thick interface with much
smaller thermal conductivity for different geometrical configurations. Following the PGD rationale, the conductivity con-
trast could be introduced as an extra-parameter; however, such a route is not retained in the present study. It is important
to emphasize that the parametric study that follows does not concern the composites forming practice, it only aims at
analyzing: (a) the effect of interface waviness described by the interface profile wavelength (or frequency) that motivated
the use of 2𝜋 as in-plane domain length; (b) the effect of the phase difference between both harmonic profiles (upper and
lower) comprising in-between the thick interface; (c) the effect of extremely important dimension differences—domain
length to thickness, L/H (of about four orders of magnitude) and domain to thickness interface thickness, H∕(𝛿1 + 𝛿2) (of
about two orders of magnitude); as well as (d) significant thermal contrasts—here of two orders of magnitude. Thus, in
our numerical tests it was assumed without loss of generality, 𝛿1 = 𝛿2 = 0.01 mm, 1 = 2 = 0.02 mm, n1 =n2 =n (for
F I G U R E 4 Air gap between two rough surfaces. Temperature field: (left) 𝜙2 = 0 (in phase); (right) 𝜙2 = 𝜋 (in phase opposition)
F I G U R E 5 Air gap between two rough surfaces: parametric
thermal flux with respect to the roughness frequency and phase
angle [Colour figure can be viewed at wileyonlinelibrary.com]
better evaluating—without loss of generality—the effect of having the roughness in phase or in phase opposition) and
𝜙1 = 0. The temperature on the upper boundary y=H was prescribed to a unit value, that is, u(x,y=H)=U = 1, vanishing
on the one at the bottom.
Figure 4 shows for n= 1 the temperature field for 𝜙2 = 0 and 𝜙2 = 𝜋 and Figure 5 reports the parametric net thermal
flux (n, 𝜙), with 𝜙 = 𝜙2 − 𝜙1 = 𝜙2. From this last figure it can be noticed that the solution is very affected by the phase
angle—a constant thin gap (𝜙2 = 𝜋) enhances the heat transfer—as well as by the frequency.
6 FLOW PROBLEM AND APPARENT VISCOSITY
6.1 Flow problem
This section focuses on the effects of surface roughness on the flow for both linear (Newtonian) and non-Newtonian (Car-
reau) fluids. We consider fractal rough surfaces characterized by its amplitude and fractal dimension. The gap thickness






F I G U R E 6 Roughness descriptors
[Colour figure can be viewed at
wileyonlinelibrary.com]
F I G U R E 7 Fractal surfaces with different values of D and e
and it remains unchanged. The other parameter directly related to the roughness amplitude is e, the minimum gap
thickness, that is, e = min H(x), ∀ x. All these parameters are sketched in Figure 6.
Figure 7 depicts some realizations of the fractal surfaces for different values of its fractal dimension D and e, with L= 10
and H = 1 (dimensionless values chosen to enforce nonlinear effects when considering non-Newtonian fluid flows), for
representative a thin rough flow domain, constructed by using the procedure described in Reference 23 exploiting the
resemblance between surface topography and random motion.
In the case of a gap with planar flat surfaces, e=H and D= 1. In that case, if we apply a horizontal velocity V to one
of the surfaces (eg, the lower one), while keeping the other (the upper one) at rest, the shear rate will be ?̇? = V
H
. Thus, in
the case of a linear fluid with viscosity, the shear stress 𝜏 is linearly related to the shear rate from 𝜏 = 𝜂?̇? .
The separated representation enables the use of hundreds of millions of degrees of freedom for performing the in-plane
approximation and also hundreds of millions of degrees of freedom for defining the through-of-thickness approximation,
fact that results in an equivalent 3D resolution involving more than 1016 degrees of freedom, in our knowledge never
attained, and able to represent the flow details at the level of each surface asperity.
The flow problems reported in Section 2.2, both defined in rough thin gaps Ω, some of them depicted in Figure 7, are
transformed into the reference one , of rectangular shape, by applying the mapping described in Section 3. Then, the
standard PGD solver making use of the in-plane-out-of-plane separated representation16 described in Section 4 applies in
the reference rectangular domain.
The velocity field is prescribed on the bottom surface for representing a given horizontal velocity V (V = 1 in our
simulations), whereas on the top surface, on which the rough surface was mapped, velocity vanishes.
When considering the Carreau fluid the local viscosity must be locally reconstructed and then expressed in a separated
form (affine decomposition) by using the so-called “PGD in approximation,”16 that in the considered case is equivalent
to the application of the singular value decomposition (SVD).
The solutions obtained when using the PGD solver were compared with the ones resulting from a standard FEM
discretization in the limit of D and e close to the unity (quite flat surface), the one that is attainable with a fully 2D
discretization, because when the fractal dimension increases a mesh able to resolve all the flow details at the asperities
level becomes too expensive.
After solving the flow problem, the shear rate can be computed at the level of the lower surface, and then by using the
local viscosity (𝜂 = 1 in the Newtonian case and the model given in Section 2.2.2 for the Carreau fluid), the shear stress





(2𝜂(x)D(x) ⋅ n)y=0+ dx, (53)
with nT = (0,1).
Now, if H and V are assumed unchanged (only the roughness effects are being analyzed), and we proceed to solve
different flow problems for different values of e and D, each solution allows computing the just defined force, whose
parametric dependence on e and D is indicated by  (e,D).
6.2 Effective thickness and apparent viscosity
In the linear case (Newtonian fluid) the knowledge of  (e,D) allows defining either an apparent viscosity ?̃? or an effective
gap thickness H̃, according to
1. Apparent viscosity.
In this case from
 (e,D) = ?̃?(e,D)V
H
, (54)
we obtain the parametric apparent viscosity
?̃?(e,D) =  (e,D)H
V
. (55)
If ?̃? > 𝜂, the roughness effect resists the flow, while ?̃? ≈ 𝜂 implies no net effect of the roughness on the flow.
2. Effective thickness.
In this case by assuming that the fluid viscosity is 𝜂, we consider that it is the effective gap thickness that changes,
that is,
H̃(e,D) = 𝜂 V (e,D) . (56)
One could naively expect that the effective gap thickness should always be higher than e.
F I G U R E 8 Force vs thickness: Newtonian
fluid
In the non-Newtonian setting, only the approach based on the effective gap thickness seems physically meaningful.
However, in this case Equation (56) deserves additional comments. In fact, Equation (56) becomes nonlinear because 𝜂







 (e,D) , (57)
where the viscosity, in the case of a Carreau fluid reads was given in Section 2.2.2.
Note that in the previous equation the viscosity is assumed depending on the effective shear rate that becomes constant
everywhere in the flow domain as soon as it takes place in a rectangular domain with a constant effective thickness.
6.3 Parametric analysis
In this section we summarize the results obtained when keeping H constant, H = 1, while changing 1.2≤D≤ 1.9 and
0 < e≤ 1.
6.3.1 Newtonian case
By considering a constant viscosity, the evolution of the force with respect to the effective thickness reads
 = 𝜂 V
H
, (58)
that is, represented in a log-scale in Figure 8.
Figure 9 shows the effective thickness with respect to the roughness parameters e and D. As it can be noticed when
e approaches H (e≈ 1 in the present case), the effective thickness approaches the value of H (here H = 1), independently
on the surface fractal dimension, that always has a smaller effect in this case.
For better appreciate the effects of the fractal dimension, Figure 10 depicts for e= 0.6, the evolution on the effective
thickness with respect to the fractal dimension D.
F I G U R E 9 Effective thickness: Newtonian fluid [Colour
figure can be viewed at wileyonlinelibrary.com]
F I G U R E 10 Effective thickness (e= 0.6) vs fractal
dimension D: Newtonian fluid
6.3.2 Non-Newtonian case
Similar simulations where performed by considering the Carreau fluid. In the present case the evolution of the force with
respect to the effective thickness is shown in Figure 11.
Figure 12 shows the effective thickness with respect to the roughness parameters e and D. Again it can be noticed that
when e approaches H the effective thickness approaches the value of H (here H = 1), independently on the surface fractal
dimension that again has a smaller effect.
Again, for better appreciating the effects of the fractal dimension, Figure 13 depicts for e= 0.6 the evolution on the
effective thickness with respect to the fractal dimension D.
6.3.3 Discussion
The main output of the just described results is that for a given e (minimum value of H(x), ∀x ∈ (0,L)), the effective
thickness can become smaller than e depending on the roughness fractal dimension, as Figures 10 and 13 reveal. Moreover,
F I G U R E 11 Force vs thickness: non-Newtonian fluid
F I G U R E 12 Effective thickness: non-Newtonian fluid
[Colour figure can be viewed at wileyonlinelibrary.com]
this effect is more noticeable in the case of the non-Newtonian fluid (it becomes stronger when the fluid power index
m—related to the Carreau law—decreases exacerbating the non-Newtonian behavior). In all cases, when e approaches
the value of e= 1, roughness disappears and the effective thickness approaches the gap thickness (H = 1).
7 CONCLUSIONS
This article proposes an efficient numerical procedure for evaluating the impact of rough surfaces and interfaces on the
effective thermal conductivity and the apparent fluid viscosity (or the effective gap thickness).
The proposed procedure consists of an appropriate mapping able to transform nonseparable domains into a separa-
ble one, on which a high-resolution separated representation enables its solution while circumventing issues related to
the domain degeneracy (thicknesses of usual prepregs composites remain much smaller that the in-plane characteristic
dimensions).
F I G U R E 13 Effective thickness (e= 0.6) vs fractal
dimension D: non-Newtonian fluid
The main conclusions of the study being from one side the significant impact of roughness on the thermal conductivity
as well as the relative positioning of two roughness surfaces describing a thick rough interface. On the other hand, by
increasing the roughness, the effective gap thickness can become smaller than the minimum value of the gap thickness.
These results should allow, from one side, to better defining the process conditions and the optimal material surfaces,
and from the other, to make advances toward engineered surfaces and interfaces.
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