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Re´sume´
Etant donne´e une densite´ de probabilite´ multivarie´e inconnue f a` support
compact et un n-e´chantillon i.i.d. issu de f , nous e´tudions l’estimateur
du support de f de´fini par l’union des boules de rayon rn centre´es sur
les observations. Afin de mesurer la qualite´ de l’estimation, nous util-
isons un crite`re ge´ne´ral fonde´ sur le volume de la diffe´rence syme´trique.
Sous quelques hypothe`ses peu restrictives, et en utilisant des outils de
la ge´ome´trie riemannienne, nous e´tablissons les vitesses de convergence
exactes de l’estimateur du support tout en examinant les conse´quences
statistiques de ces re´sultats.
Mots-cle´s —Estimation du support, ge´ome´trie riemannienne, statistique
non parame´trique, the´ore`me central limite, vitesses de convergence ex-
actes, voisinage tubulaire.
Abstract
Given an unknown multivariate probability density f with compact sup-
port, and an i.i.d. random n-sample drawn from f , we study the es-
timator of the support of f defined as unions of balls centered at the
observations and of common radius rn. To measure the quality of the
estimation, we use a general criterion based on the volume of the sy-
metric difference. Under some mild assumptions, and using tools from
1
Riemannian geometry, we establish the exact convergence rates of the
estimator, and we discuss consequences of our results from a statistical
perspective.
Index Terms — Central limit theorem, nonparametric statistics, exact
rates of convergence, Riemannian geometry, support estimation, tubular
neighborhood.
1 Introduction
Soit f une densite´ de probabilite´ inconnue de´finie par rapport a` la mesure de Lebesgue λ
sur Rd. Etant donne´ un e´chantillon ale´atoire X1, . . . , Xn issu de f , nous nous inte´ressons
dans ce travail a` l’estimation du support de f , c’est-a`-dire a` l’ensemble ferme´ suppose´
compact
Sf = {x ∈ Rd : f(x) > 0}
(la barre supe´rieure de´signe l’adhe´rence). Il s’agit d’un proble`me riche, qui trouve des
applications dans des domaines aussi divers que le marketing, l’e´conome´trie, le diagnos-
tic me´dical ou encore le controˆle de qualite´. Nous renvoyons par exemple le lecteur a`
Ba´ıllo, Cuevas et Justel (2000) pour une introduction au sujet et une liste des re´fe´rences
essentielles.
Parmi les nombreuses strate´gies permettant d’estimer l’ensemble Sf , la plus simple est
sans aucun doute celle choisie par Devroye et Wise (1980). L’estimateur propose´ par ces





ou` B(x, r) de´signe la boule euclidienne ferme´e centre´e en x et de rayon r, et ou` (rn) est
une suite de nombres re´els strictement positifs. Cette dernie`re suite joue le roˆle d’un
parame`tre de lissage, analogue a` celui de la feneˆtre pour les estimateurs a` noyau.
Afin d’appre´cier la proximite´ entre l’estimateur Sˆn et la cible Sf , le crite`re le plus naturel
est donne´ par la distance d1(Sˆn, Sf ), de´finie par
d1(Sˆn, Sf ) = λ(Sˆn△Sf ).
Ce crite`re peut eˆtre facilement e´tendu a` d’autres distances, de la forme
dµ(Sˆn, Sf ) = µ(Sˆn△Sf ),
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ou` µ de´signe une mesure bore´lienne quelconque sur Rd, e´ventuellement diffe´rente de la
mesure de Lebesgue. Ainsi, et en supposant par exemple que µ admet une densite´ g par
rapport a` la mesure de Lebesgue sur Rd, le crite`re dµ se re´e´crit




Cette mesure de proximite´ est tre`s ge´ne´rale et permet, via le choix de g, d’adapter le
crite`re d’erreur a` l’objectif statistique. Par exemple, le choix g ≡ f conduit a`
df (Sˆn, Sf ) = P(X /∈ Sˆn|X1, . . . , Xn),
ou` X de´signe une variable ale´atoire a` densite´ f , inde´pendante de l’e´chantillon. Plus
ge´ne´ralement, si X admet une densite´ g, nous obtenons
dg(Sˆn, Sf ) = P(X ∈ Sˆn△Sf |X1, . . . , Xn).
Cette dernie`re perte a e´te´ conside´re´e par Devroye et Wise (1980) dans un proble`me de
test visant a` de´terminer si une machine fonctionne dans des conditions normales ou pas.
Ces auteurs ont en outre montre´ la convergence de l’estimateur Sˆn a` l’aide du crite`re
ci-dessus, moyennant des conditions sur la suite (rn) analogues a` celles que l’on impose
traditionnellement en estimation de la densite´.
2 Vitesses de convergence
A notre connaissance, aucune vitesse de convergence exacte relative a` l’estimateur du
support (1) n’est disponible dans la litte´rature. Dans ce travail, nous proposons donc
d’analyser les vitesses de convergence de cet estimateur, en utilisant la distance dg de´finie
en (2) comme crite`re de qualite´. Notre principal re´sultat exprime le fait que, sous certaines
conditions analytiques peu contraignantes sur f et g, il existe une constante positive
explicite c telle que √
nrdn Edg(Sˆn, Sf )→ c lorsque n→ +∞,
a` condition que nrdn →∞ et nr
d+2
n → 0. En fait, nous montrons que bien d’autres types
de vitesses sont possibles, qui de´pendent essentiellement des positions relatives et des
caracte´ristiques ge´ome´triques des supports de f et g.
L’originalite´ de notre travail re´side en grande partie dans les outils de preuve que nous
utilisons, qui sont pour l’essentiel issus de la ge´ome´trie riemannienne et de la the´orie des
voisinages tubulaires (Bredon, 1993). Nous terminons notre analyse en montrant que,














→ N (0, σ2f ),
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pour une certaine variance explicite σ2f . Ce the´ore`me central limite, qui a e´te´ obtenu en
collaboration avec D. Mason, re´pond en particulier a` une conjecture laisse´e ouverte par
P. Hall en 1985.
Les re´sultats pre´sente´s dans cette confe´rence correspondent aux publications [2] et [3].
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