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Abstract
Teegi is an anthropomorphic and tangible avatar expos-
ing a users’ brain activity in real time. It is connected to a
device sensing the brain by means of electroencephalog-
raphy (EEG). Teegi moves its hands and feet and closes
its eyes along with the person being monitored. It also dis-
plays on its scalp the associated EEG signals, thanks to a
semi-spherical display made of LEDs. Attendees can inter-
act directly with Teegi – e.g. move its limbs – to discover by
themselves the underlying brain processes. Teegi can be
used for scientific outreach to introduce neurotechnologies
in general and brain-computer interfaces (BCI) in particular.
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Introduction
Teegi (Figure 1) is a Tangible ElectroEncephaloGraphy
(EEG) Interface that enables novice users to get to know
more about something as complex as neuronal activity, in
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Figure 1: Teegi displays brain activity in real time by means of
electroencephalography. It can be used to explain to novices or to
children how the brain works.
an easy, engaging and informative way. Indeed, EEG mea-
sures the brain activity under the form of electrical currents,
through a set of electrodes placed on the scalp and con-
nected to an amplifier (Figure 2). EEG is widely used in
medicine for diagnostic purposes and is also increasingly
explored in the field of Brain-Computer Interfaces (BCI).
BCIs enable a user to send input commands to interactive
systems without any physical motor activities or to monitor
brain states [4, 1]. For instance, a BCI can enable a user to
move a cursor to the left or right of a computer screen by
imagining left or right hand movements respectively.
BCI is an emerging research area in Human-Computer In-
teraction (HCI) that offers new opportunities. Yet, these
emerging technologies feed into fears and dreams in the
general public (“telepathy”, “telekinesis”, “mind-control”,
...). Many fantasies are linked to a misunderstanding of
the strengths and weaknesses of such new technologies.
Moreover, BCI design is highly multidisciplinary, involv-
ing computer science, signal processing, cognitive neu-
roscience and psychology, among others. As such, fully
understanding and using BCI can be difficult.
In order to mitigate the misconceptions surrounding EEG
and BCI, we introduced Teegi in [2], as a new system based
on a unique combination of spatial augmented reality, tangi-
ble interaction and real-time neurotechnologies. With Teegi,
a user can visualize and analyze his or her own brain ac-
tivity in real-time, on a tangible character that can be easily
manipulated, and with which it is possible to interact.
Figure 2: An electroencephalography (EEG) cap.
Since this first design, we switched from projection-based
and 3D tracking technologies to a LEDs-based semi-spherical
display (Figure 3). All the electronics are now embedded.
This way, Teegi became self-contained and can be easily
deployed outside the lab. We also added servomotors to
Teegi, so that he can move and be moved. This way, we
can more intuitively describe how hands and feet move-
ments are linked to specific brain areas and EEG patterns.
Figure 3: Teegi possesses a semi-spherical display composed of
402 LEDs (left) which is covered by a layer of acrylic glass (right).
Our first exploratory studies in the lab shown that interact-
ing with Teegi seemed to be easy, motivating, reliable and
informative. Since then, we confirmed that Teegi is a rele-
vant training and scientific outreach tool for the general pub-
lic. Teegi as a “puppet” – an anthropomorphic augmented
avatar – proved to be a good solution in the field to break
the ice with the public and explain complex phenomena to
people from all horizons, from children to educated adults.
We tested Teegi across continents and cultures during sci-
entific fairs before thousands of attendees, in India as well
as in France.
Description of the system
The installation is composed of three elements: the EEG
system that records brain signals from the scalp, a com-
puter that processes those signals and the puppet Teegi,
with which attendees interact.
EEG signals can be acquired from various amplifiers, from
medical grade equipment to off-the-shelf devices. The
choice of system mainly depends on the brain states that
one wants to describe through Teegi. For instance, our in-
stallation focuses on the brain areas involved in motor activ-
ity, hence we require electrodes over the parietal zone. We
use Brain Products’ LiveAmp1 and Neuroelectrics’ Enobio2
systems. The former has 32 gel-based electrodes, which
give more accurate readings but are more tedious to setup.
The Enobio has 20 “dry” electrodes, making it easier to
switch the person whose brain activity is being monitored,
but it is more prone to artifacts – e.g. if the person is not
sitting. Both those systems are mobile and wireless.
The readings are sent to a computer. Those signals are ac-
quired and processed by OpenViBE3, an open-source soft-
ware dedicated to BCIs. OpenViBE acts as an abstraction
layer between the amplifiers and Teegi, sending processed
EEG signals through wifi to Teegi – for more technical de-
tails about the signal processing, see [2].
Teegi is 3D printed, designed to be both attractive and hold
the various electronic components. It embeds a Rasp-
berry Pi 3 and NiMh batteries (autonomy of approximately
2 hours). A python script on the Raspberry Pi handles the
402 LEDs (Adafruit Neopixel) covering the “head”, which
are connected to its GPIO pins. For a smoother display, the
light of the LEDs is diffused by a 3mm thick cap made of
acrylic glass. Two 8-by-8 white LEDs matrices picture the
eyes. The script also commands the servomotors placed in
the hands and feet, 4 Dynamixel XL320.
1http://www.brainproducts.com/
2http://www.neuroelectrics.com/
3http://openvibe.inria.fr/
Scenario
Teegi possesses two operating modes: avatar and puppet.
As an avatar, it uses the EEG system and directly trans-
lates the brain states being recorded into movements and
brain activity display. As a puppet, the EEG is not used and
one could interact freely with Teegi (move its limbs, close
its eyes with a trigger), as a way to discover which brain
regions are involved in specific motor activities or in vision.
Typically, a demonstration of Teegi starts by letting the audi-
ence play with the puppet mode. When one closes Teegi’s
eyes, she would notice that the display changed in the
“back” of the head. We then explain that the occipital area
holds the primary visual cortex. When ones move the left
hand, a region situated on the right part of Teegi’s scalp
is illuminated. When the right hand is moved it is the op-
posite, LEDs situated on the left turn blue or red. We take
this opportunity to explain that the body is contralaterally
controlled; the right hemisphere controls the left part of the
body and vice versa. Depending on the nature of the at-
tendees, we can go further and explain the phenomenon of
desynchronization that takes place within the motor cortex
when there is a movement, and the synchronization that
occurs between neurons when it ends.
With few intuitive interactions, Teegi is a good mediator for
explaining basic neuroscience. When used as an avatar,
the LED display and Teegi’s servomotors are linked to the
EEG system – for practical reasons one of the demon-
strators wear the EEG cap. We demonstrate that when
the EEG user closes her eyes, Teegi closes his. Moreover,
Teegi’s hands and feet move according to the correspond-
ing motor activity (real or imaged) detected in the EEG sig-
nal. During the whole activity, Teegi’s brain areas are illumi-
nated according to the real-time EEG readings.
Audience and Relevance
The demonstration is suitable for any audience: students,
researchers, naive or expert in BCI. We would like to meet
with our HCI pairs to discuss the utility of tangible avatars
that are linked to one’s physiology. We believe that such
interfaces, promoting self-investigation and anchored in
reality, are a good example of how the field could contribute
to education (e.g. [3]) – moreover when it comes to rather
abstract information. Teegi could also foster discussions
about the pitfalls of BCI; for example it is difficult to avoid
artifacts and perform accurate brain measures.
Overall, Teegi aims at deciphering complex phenomenon as
well as raising awareness about neurotechnologies. Beside
scientific outreach, in the future we will explore how Teegi
could be used to better learn BCIs and, in medical settings,
how it could help to facilitate stroke rehabilitation.
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