The purpose of this paper is to present an effective method of deciding the semidefiniteness of multivariate polynomials with coefficients in a computable ordered field, which admits an effective method of finding an isolating set for every non-zero univariate polynomial. Based on this method, the decision of the semidefiniteness of a multivariate polynomial may be reduced to testing some resulted polynomials in fewer variables, of which the total degrees and the term numbers do not exceed those of the given polynomial. With the aid of the computer algebra system Maple, our method is used to solve several examples.
Introduction
The study of semidefinite polynomials should be traced to the well-known Hilbert's 17th problem (see Hilbert, 1901) . As his solution to Hilbert's 17th problem, Artin (1927) affirmed the representation of positive semidefinite polynomials as sums of squares of rational functions. However, Artin did not give an effective method for deciding whether or not a given polynomial is semidefinite, since his solution is only a qualitative conclusion. Theoretically, the Tarski-Seidenberg principle (see Tarski, 1951; Seidenberg, 1954) gives a decision method for semidefinite polynomials, but it would induce so many systems of equalities and inequalities as to hardly work in practice. The question of deciding the semidefiniteness of multivariate polynomials arises in many areas, e.g. automated theorem proving in ordered geometry, the study of inequalities and the computation of real radicals of polynomial ideals. The decision of semidefinite polynomials has been studied extensively by many researchers (for example, see Becker et al., 2000; Bose and Jury, 1975; Bose and Modarressi, 1976; Liang and Zhang, 1999) . However, either these algorithms are valid only for binary polynomials, or these algorithms involve complicated calculations so that some examples cannot be computed in a reasonable amount of time.
In this paper, we shall give an effective method of deciding the semidefiniteness of multivariate polynomials with coefficients in a computable ordered field, if this field admits an effective method of finding isolating points for every non-zero univariate polynomial. Based on our method, the decision of the semidefiniteness of a multivariate polynomial may be reduced to testing some resulted polynomials in fewer variables, of which the total degrees and the term numbers do not exceed those of the given polynomial.
Let (K , ≤) be a computable ordered field with real closure R, and K [X] := K [x 1 , . . . , x n ] the polynomial ring in n variables over K . For a non-zero f (X ) ∈ K [X], we say that f is positive (respectively negative) semidefinite on R if f (a 1 , . . . , a n ) ≥ 0 (respectively f (a 1 , . . . , a n ) ≤ 0) for any a 1 , . . . , a n ∈ R. f is called positive (respectively negative) definite on R if f (a 1 , . . . , a n ) > 0 (respectively f (a 1 , . . . , a n ) < 0) for any a 1 , . . . , a n ∈ R. As a main result in this paper, we establish the following theorem: Theorem 1. Let (K , ≤) be a computable ordered field with real closure R, let f (x 1 , . . . , x n ) be a polynomial in n variables over K , and n ≥ 2. Then a non-zero univariate polynomial p(x n ) over K may be effectively computed such that for any isolating set Γ for p(x n ), f (x 1 , . . . , x n ) is positive semidefinite on R if and only if f (x 1 , . . . , x n−1 , a) is positive semidefinite on R for every a ∈ Γ .
For a non-zero univariate polynomial f (x) ∈ K [x] with zeros in R, a finite subset Γ of K is called an isolating set for f (x), if the following conditions are satisfied: (1) For every a ∈ Γ , f (a) = 0; (2) For any zero α of f (x) in R, there are a, b ∈ Γ with a < b such that the open interval ]a, b[ contains only the zero α of f (x) . For the sake of convenience, we define {0} to be the only isolating set of f (x) for every non-zero f (x) ∈ K [x] without zeros in R. Hence, every isolating set is non-empty for any nonzero univariate polynomial. According to Theorem 8.115 in Becker et al. (1993) , the field Q of rational numbers admits an effective method of finding an isolating set for every nonzero univariate polynomial. Hence, our conclusion applies to testing the semidefiniteness of multivariate polynomials over Q. As applications of our decision method, we make use of the computer algebra system Maple 7 to treat several examples in the cases of ternary and quaternary polynomials. In this paper, the well-known Wu's method (see Wu, 1984) plays an important role. The efficiency of our method is mainly dependent on that of Wu's method.
Preliminaries
In this section, we will establish some results on polynomial ideals over a field of characteristic 0, which are useful for the coming discussion. Note that every field extension of K is of characteristic 0, if (K , ≤) is a computable ordered field.
Denote by F a field of characteristic 0 with algebraic closure A, and F[X] the polynomial ring over F in n variables x 1 , . . . , x n . As usual, for a polynomial f ∈ F[X ], f is called non-singular, if the system of equations f = 0, ∂ f /∂ x i = 0, i = 1, . . . , n, has no solution in A, equivalently 1 ∈ I , where I is the ideal of F[X] generated by f and ∂ f /∂ x i = 0, i = 1, . . . , n.
for the variety of f in A n . Then, we have a regular map π of V A ( f ) into the affine space A such that π(y 1 , . . . , y n ) = y n for every (y 1 , . . . , y n ) ∈ V A ( f ). Let W be the closure of π(V A ( f )) for the Zariski topology of A. By the second Bertini theorem (see Theorem 2, Section 6, Chapter II, Shafarevich, 1994) , there exists a dense open set O ⊆ W such that the fibre π −1 (y) is non-singular for every y ∈ O. Then W\O is a closed subset of A for the Zariski topology such that W\O = A. According to the structure of closed subsets of A (cf. Example 3 on page 23, Shafarevich, 1994) ,
This implies g(y n ) = 0 for all (y 1 , . . . , y n ) ∈ V A (I ). By the Hilbert Nullstellensatz, g s ∈ I for some positive integer s. Obviously, g s ∈ I ∩ F[x n ]. This completes the proof.
. Thereby, we may establish the following result as an immediate consequence of Proposition 1.
In the sequel, denote by (K , ≤) a computable ordered field with real closure R. Now let f be a polynomial of degree > 0 in K [X], and put S R ( f, x n ) := {a n ∈ R | there are a 1 , . . . , a n−1 ∈ R such that f (a 1 , a 2 , . . . , a n ) < 0}. It is easy to see that S R ( f, x n ) is an open semialgebraic subset of R. By Proposition 2.1.7 in Bochnack et al. (1998) , S R ( f, x n ) consists of finitely many disjoint open intervals in R, if the polynomial f (X) is not positive semidefinite on R. An endpoint a of an interval of S R ( f, x n ) is called finite, if a = −∞ and +∞. Obviously, S R ( f, x n ) possesses at least one finite endpoint if S R ( f, x n ) = R. The purpose of this section is to seek an effective method to find out a finite subset of R containing all finite endpoints of S R ( f, x n ) for an indefinite polynomial f ∈ K [X]. For this purpose, we shall extend the original ordered field K with real closure R to an ordered field K n with real closure R n , where K n is a computable non-Archimedean ordered field containing infinitesimal positive elements 0 , 1 , . . . , n .
For a non-negative integer m, put K m := K ( 0 , . . . , m ), where 0 , . . . , m are m + 1 indeterminates over K . Then the ordering ≤ of K may be uniquely extended to an ordering of K m , still denoted by ≤, such that 0 is positive and infinitesimal over R, and k is positive and infinitesimal over K ( 0 , . . . , k−1 ), k = 1, . . . , m. Obviously, the ordered field (K m , ≤) is also computable. Indeed, for a non-zero element f /g ∈ K m with f , g ∈ K [ 0 , 1 , . . . , m ], f/g < 0 if and only if the coefficient of the lowest term of f g is negative for the lexicographic order 0 ≺ · · · ≺ m . Denote the real closure of (K m , ≤) by R m . Of course, we may assume R ⊂ R m . Moreover, for k = 0, . . . , m − 1, write R k for the algebraic closure of K k in R m . By Lemma 3.13 in Prestel (1984) , R k is actually the real closure of K k with respect to the ordering ≤. Evidently, R ⊂ R 0 ⊂ · · · ⊂ R m .
For a fixed n ∈ N, construct the two subsets of R n as follows:
Likewise, we may construct the two subsets of R n as follows:
Obviously, M consists of all elements in R n infinitesimal over R, and M 0 consists of all elements in R n infinitesimal over R 0 . According to the structure of ≤, R ⊂ A ⊂ R n , R 0 ⊂ A 0 ⊂ R n , 0 , 1 , . . . , n ∈ M, and 1 , . . . , n ∈ M 0 . By a familiar result on real valuations (see Proposition 1.3 in Knebusch (1973) or the relevant theorems in Section 5 of Lam (1980) ), A is a valuation ring of R n with maximal ideal M, and A 0 is a valuation ring of R n with maximal ideal M 0 . Moreover, both (A, M) and (A 0 , M 0 ) are compatible with the ordering ≤, in other words, both A and M are convex in R n with respect to ≤, and both A 0 and M 0 are convex in R n with respect to ≤. Observe that the residue field A/M of A is isomorphic to R and the residue field
For every g ∈ K 0 [X ], obviously g ∈ K k [X], k = 1, . . . , n. For k = 0, 1, . . . , n, denote by V R k (g, x n ) the subset of R k as follows:
{a n ∈ R k | there are a 1 , . . . , a n−1 ∈ R k such that g(a 1 , a 2 , . . . , a n ) = 0}.
Likewise, by Proposition 2.1.7 in Bochnack et al. (1998) , V R k (g, x n ) is a semialgebraic subset consisting of finitely many disjoint (open or closed or half open-closed) intervals and points in R k , if the polynomial g has zeros in R k . For a ∈ R k , write [a, a] R k := {a}. Thereby, a singleton may be considered as a closed interval with the same endpoints. Moreover, we may assume that a closed endpoint of an interval is not the same as an open endpoint of another interval for any two intervals of V R k (g, x n ); otherwise, they can be combined into a larger interval.
For a non-zero polynomial f ∈ K [X ], we always put
. In terms of f + , we may describe the following fact:
, and assume that the leading coefficient of f with respect to some lexicographic order is positive. Then the following statements are equivalent:
(1) f is not semidefinite on R;
(2) for every integer k with 0 ≤ k ≤ n, f + has a zero in R k ;
(3) for some integer k with 0 ≤ k ≤ n, f + has a zero in R k .
Proof.
(1)
(2): Since f is not semidefinite on R, there are (a 1 , . . . , a n ),
(1): Assume that f + has a zero α in R n k , where 0 ≤ k ≤ n. Then f (α) = − 0 < 0. By the transfer principle for real closed fields (cf. Proposition 5.2.3 in Bochnack et al. (1998) ), there exist a 1 , . . . , a n ∈ R such that f (a 1 , . . . , a n ) < 0. Observe that the leading coefficient of f is positive.
This implies that f is not semidefinite on R. The proof is completed. Now, we proceed to establish the following lemmas: Lemma 1. Let the notations be as above, and let I be the ideal of K [t, X ] generated by
By the corollary of Proposition 1,
Without loss of generality, assume j = 1. By the implicit function theorem for real closed fields (see Corollary 2.9.8 in Bochnack et al. (1998) 
and for every (y 1 , . . . , y k , y n ) ∈ ∆ × T , h(y 1 , . . . , y k , y n ) = 0 if and only if y 1 = ψ(y 2 , . . . , y k , y n ). By the topological structure of R k n−k−1 , for each
Lemma 2. Let the notations be as above, and let e(x n ) ∈ K [x n ] be the leading coefficient of f as a polynomial in K (x n )[x 1 , · · · , x n−1 ] with respect to the lexicographic order
Proof. Without loss of generality, we may assume that a is a left finite endpoint of
Since every polynomial function is continuous on R, there is a positive element δ of R such that e(a n ) > 0 for all a n ∈ ]a, a + 2δ[. Since δ may be taken as a sufficiently small element, we may assume
Putting a n := π(a * n ), we have a n ∈ R. Moreover, we have a n − a * n ∈ M, as π(a n − a * n ) = 0. Thus, for an arbitrary positive element d in R, −d + a + δ < (a n − a * n ) + a * n < d + a + 2δ, i.e. −d + a + δ < a n < d + a + 2δ. By the arbitrariness of d, we get a + δ ≤ a n ≤ a + 2δ, and a n ∈ [a + δ, a + 2δ]. Then f (x 1 , . . . , x n−1 , a n ) is not positive semidefinite on R. Thereby, there is (a 1 , . . . , a n−1 ) ∈ R n−1 such that f (a 1 , . . . , a n−1 , a n ) < 0. Observe that the leading coefficient e(a n ) of f (x 1 , . . . , x n−1 , a n ) is positive. Thereby f (b 1 , . . . , b n−1 , a n ) > 0 for some (b 1 , . . . , b n−1 ) ∈ R n−1 . From the equality π( f (a 1 , . . . , a n−1 , a * n ) + 0 − f (a 1 , . . . , a n−1 , a n )) = 0, it follows that f (a 1 , . . . , a n−1 , a * n ) + 0 − f (a 1 , . . . , a n−1 , a n ) ∈ M. This shows that f (a 1 , . . . , a n−1 , a * n ) + 0 − f (a 1 , . . . , a n−1 , a n ) is infinitesimal over R. So we have f (a 1 , . . . , a n−1 , a * n ) + 0 − f (a 1 , . . . , a n−1 , a n ) < − f (a 1 , . . . , a n−1 , a n ), and f (a 1 , . . . , a n−1 , a * n ) + 0 < 0. Similarly, we have f (b 1 , . . . , b n−1 , a * n ) + 0 > 0. By the intermediate value theorem for polynomials over real closed fields, we have a * n ∈
This implies a * − a ∈ M, since δ may be taken as a sufficiently small element. Hence π(a * − a) = 0, and π(a * ) = a. The proof is completed.
Lemma 3. Let the notations be as above, and g(X)
. . , n − 1}, construct the subset of R 0 as follows:
. . , a n ∈ R 0 such that a < a n < a + δ, and g(a 1 , . . . , a i−1 , z i , a i+1 , . . . , a n ) = 0}.
For the sake of convenience, we call the variable
is a bounded subset of R 0 . In this case, we may assert that there exists a j ∈ {1, . . . , n − 1} such that x j is not bounded for g when x n a. Indeed, if not, there are some δ,
. Then, the following sentence is valid in R 0 :
Thereby, the following sentence is also valid in R 0 : ∀x n (a < x n < a + δ ∃(x 1 , . . . , x n−1 )(g(x 1 , . . . , x n−1 , x n ) = 0)).
Observe that R 0 ⊆ R 1 . By the transfer principle for real closed fields, the above sentences are valid in R 1 . Putting α = a + 1 , we have α ∈ R 1 and a < α < a + δ. According to the second sentence, α ∈ V R 1 (g, x n ), i.e. there exist α 1 , . . . , α n−1 ∈ R 1 such that g(α 1 , . . . , α n−1 , α) = 0. From the first sentence, it follows that −D < α i < D for every i = 1, . . . , n − 1. Hence α i ∈ A 0 , i = 1, . . . , n − 1. This yields g(π 0 (α 1 ), . . . , π 0 (α n−1 ), π 0 (α)) = π 0 (g(α 1 , . . . , α n−1 , α)) = 0, i.e. g(π 0 (α 1 ), . . . , π 0 (α n−1 ), a) = 0, where π 0 (α i ) ∈ R 0 , i = 1, . . . , n − 1. This implies a ∈ V R 0 (g, x n ), a contradiction.
Let j 1 be the minimal natural number such that x j 1 is not bounded for g when x n a. Then the following sentence is valid in R 0 : + δ) ). Likewise, by the transfer principle, the above sentence is valid in R 1 . Observe that 0 < 1 < c − a and 0 < −1 1 . By the above sentence, there exist b 1 , . . . , b n ∈ R 1 such that g(b 1 , . . . , b n ) = 0, −2 1 < b 2 j 1 , and a < b n < a + 1 . Since 1 is positive and infinitesimal over R 0 , 1 b −1 j 1 is also positive and infinitesimal over R 0
is the real closure of both R 0 (b j 1 ) and R 0 ( 1 ). Thereby θ can be extended to an orderpreserving automorphism of R 1 . Put a 1 := θ(b n ), and write g 1 for the polynomial over R 1 obtained by substituting x j 1 = 1 −1 1 in g. Then a 1 ∈ V R 1 (g 1 , x n ) . By the inequality 0 < b n − a < 1 , it is clear that b n − a is positive and infinitesimal over R 0 . Thereby, a 1 − a is positive and infinitesimal over R 0 .
By Proposition 2.1.7 in Bochnack et al. (1998) , there exists an interval Ω of V R 1 (g 1 , x n ) such that a 1 ∈ Ω . Write a * 1 for the left endpoint of Ω . Necessarily a * 1 ≤ a 1 . Suppose a * 1 < a. Then a ∈ V R 1 (g 1 , x n ). According to the transfer principle, we have a ∈ V R 0 (g, x n ), a contradiction. Hence a ≤ a * 1 ≤ a 1 , and a * 1 − a is non-negative and infinitesimal over R 0 . Moreover, we may prove the following claim:
Claim. For g 1 , x i is bounded when x n a * 1 , i ∈ {1, . . . , j 1 − 1}. Indeed, by the choice of j 1 , x i is bounded for g when x n a. Then, for some δ, a) . Thereby, the following sentence is valid in R 0 :
By the transfer principle, the above sentence is also valid in R 1 . Since a * 1 − a is nonnegative and infinitesimal over R 0 , we have a ≤ a * 1 < a * 1 + 1 2 δ < a + δ. By the validity of the above sentence in R 1 , it is easy to check
). Hence, the claim above is verified. If a * 1 is a closed endpoint of V R 1 (g 1 , x n ), then our proof is completed. Now assume that a * 1 is an open endpoint of V R 1 (g 1 , x n ). By repeating the preceding argument, there is the minimal number j 2 in {1, . . . , n − 1}\{ j 1 } such that x j 2 is not bounded for g 1 when x n a * 1 . By the claim above, j 1 < j 2 . Write g 2 for the polynomial over R 2 obtained by substituting x j 2 = 2 −1 2 in g 1 , where 2 = 1 or −1 as determined as above. Similarly, we can prove the facts as follows: (1) There exists a finite endpoint a * 2 of V R 2 (g 2 , x n ) such that a * 2 − a * 1 is non-negative and infinitesimal over R 1 ; hence over R 0 ;
(2) For g 2 , x i is bounded when x n a * 2 , i ∈ {1, 2, . . . , j 2 − 1}\{ j 1 }. Whenever a * 2 is an open endpoint of V R 2 (g 2 , x n ), our argument about g 2 may be similarly continued. Finally, after repeating some kth argument, we can obtain a tuple ( j 1 , . . . , j k ) of integers with 1 ≤ j 1 < · · · < j k ≤ n − 1 and a sequence a * 1 , . . . , a * k satisfying the conditions as follows: (1) a * k is a closed endpoint of V R k (g k , x n ), where g k is the polynomial over K k obtained by substituting
are non-negative and infinitesimal over R 0 . By condition (2), a * k − a is infinitesimal over R 0 , and π 0 (a * k ) = a. This completes the proof.
In order to obtain non-zero polynomials in I ∩ K [t, x k+1 , . . . , x n ] as in Lemma 1, the well-known Wu's method is an effective tool. The well-known Wu's theorem (see Wu, 1984 ) may be cited as follows:
Wu's Theorem. Let F be a field, and let P be a finite set of polynomials in F [X] . Then there is an effective algorithm to construct a set C 1 , . . . , C r of irreducible ascending chains such that
where I j is the initial set of C j , Zero(P) denotes the set of all zeros of P in an arbitrary algebraically closed extension of F, and Zero(C j /I j ) denotes the set of all zeros of C j which are not zeros of any member in I j .
It should be pointed out that Wu's method has been programmed into some computer software to create irreducible ascending chains for polynomials with rational numbers as their coefficients. . . . , x r ] = {0} for some r with 1 ≤ r ≤ n. If C 1 , . . . , C r is a set of irreducible ascending chains obtained from P with respect to the order x 1 ≺ · · · ≺ x r ≺ x r+1 ≺ · · · ≺ x n as in Wu's theorem, and φ j is the first member in C j , j = 1, . . . , r, then there is an s ∈ N such that
Lemma 4. Let F be a field, let P be a finite set of polynomials in F[X], and let I be the ideal of F[X] generated by P such that I
. . , g m } with g 1 = φ k , and denote by x j i the main variable of g i , i = 1, . . . , m. Necessarily r < j 1 < · · · < j m . Without loss of generality, we may assume x j i = x r+i , i = 1, . . . , m. By the definition of irreducible ascending chains, we have a tower of field extensions as follows:
where V = {x 1 , . . . , x r , x r+m+1 , . . . , x n }, and (g i ) is the ideal of K i−1 [x r+i ] generated by g i , i = 1, . . . , m. Denote byx i the image of x i under the canonical homomorphism of F[X] into K m , i = 1, . . . , n. Obviously, (x 1 , . . . ,x n ) ∈ Zero(C k /I k ) ⊆ Zero(P). Thereby, (x 1 , . . . ,x n ) is also a zero of I . By the hypothesis, there exists a non-zero polynomial h in I ∩ F[x 1 , . . . , x r ]. This yields h(x 1 , . . . ,x r ) = h(x 1 , . . . ,x n ) = 0.
However,x 1 , . . . ,x r are obviously algebraically independent over F, a contradiction. Hence, φ j ∈ F[x 1 , . . . , x r ], j = 1, . . . , r . By Wu's theorem, we have 1≤ j ≤r φ j (α) = 0 for every α ∈ Zero(P). According to the familiar Hilbert Nullstellensatz, the proof may be completed.
Main results
In this section, we shall prove Theorem 1 in the introduction and establish some relevant results.
By the lemmas in Section 2, we first establish the following theorem:
Theorem 2. Let f (X ) ∈ K [X] be a non-zero polynomial. Then a univariate polynomial p(x n ) may be effectively computed such that p(a) = 0 for every finite open endpoint a of S R ( f, x n ) .
Proof. According to the lemmas in Section 2, we may implement the effective computations as follows:
(1) With the aid of Wu's method, we may obtain a set C 1 , . . . , C r of irreducible ascending chains from { f + t, ∂ f ∂ x i , i = 1, 2, . . . , n − 1} with respect to the lexicographic order t ≺ x n ≺ {x 1 , . . . , x n−1 }. Denote by φ i the first member in C i , i = 1, . . . , r , and put φ = 1≤i≤r φ i . By Lemmas 1 and 4, φ s is a non-zero polynomial in I ∩ K [t, x n ] for some s ∈ N. Write e(x n ) for the trailing coefficient of φ as a polynomial over K [x n ] in one variable t. Obviously, e(x n ) ∈ K [x n ].
(2) For every tuple ( j 1 , . . . , j k ) with 1 ≤ j 1 < · · · < j k ≤ n − 1, by Lemma 1 we
With the aid of Wu's method, we may obtain a set C 1 , . . . , C r of irreducible ascending chains from
(3) For every polynomial ψ j 1 ··· j k obtained in the procedure (2), write u j 1 ··· j k (x n , t) for the leading coefficient of ψ j 1 ··· j k as a polynomial over K (x n , t) with respect to the lexicographic order x j 1 ≺ · · · ≺ x j k . Further write e j 1 ··· j k (x n ) for the trailing coefficient of u j 1 ··· j k (x n , t) as a polynomial over K [x n ] in one variable t. Obviously,
Put p(x n ) := e(x n ) λ e λ (x n ), where λ runs over all tuples ( j 1 , . . . , j k ) of integers with 1 ≤ j 1 < · · · < j k ≤ n − 1. Then we may assert that p(x n ) is as required. Indeed, e 12···(n−1) (x n ) is obviously the leading coefficient of f with respect to the lexicographic order x 1 ≺ · · · ≺ x n−1 . For every finite endpoint a of S R ( f, x n ), by Lemma 2 either e 12···(n−1) (a) = 0 or there exists a finite endpoint a * of V R 0 ( f + , x n ) such that a * − a is infinitesimal over R. Obviously p(a) = 0 if e 12···(n−1) (a) = 0. Now assume that a * − a is infinitesimal over R for some finite endpoint a * of
When a * is a closed endpoint of V R 0 ( f + , x n ), by Lemma 1 we have φ s ( 0 , a * ) = 0, and φ( 0 , a * ) = 0. Let t m (m ≥ 0) be the trailing term of φ(t, x n ) as a polynomial over
So we have m 0 φ 0 ( 0 , a * ) = 0, and φ 0 ( 0 , a * ) = 0. Hence e(a) = φ 0 (0, a) = φ 0 (π( 0 ), π(a * )) = π(φ 0 ( 0 , a * )) = 0. Now consider the case when a * is an open endpoint of V R 0 ( f + , x n ). By Lemma 3, for some tuple ( j 1 , . . . , j k ) of integers with 1 ≤ j 1 < · · · < j k ≤ n − 1 and certain 1 , . . . , k ∈ {1, −1}, there exists a closed endpoint a * n of V R k (h, x n ) such that π 0 (a * n ) = a * , where h is the polynomial over K k obtained by substituting j k (t, 1 x j 1 , . . . , k x j k , x n ) can be expressed in the following form:
where u j 1 ··· j k (t, x n )x r 1 j 1 · · · x r k j k is the leading term of ψ j 1 ··· j k as a polynomial over K (x n , t) with respect to the lexicographic order x j 1 ≺ · · · ≺ x j k , and
Then, by the equality
So we have m 0 v( 0 , a * ) = 0, and v( 0 , a * ) = 0. Hence e j 1 ··· j k (a) = v(0, a) = v(π( 0 ), π(a * )) = π(v( 0 , a * )) = 0.
So we always have p(a) = 0 in either case. This completes the proof. Now we can give without difficulty the proof of Theorem 1 in the introduction as follows:
Proof of Theorem 1. By Theorem 2, a univariate polynomial p(x n ) may be effectively computed such that p(a) = 0 for every finite open endpoint a of S R ( f, x n ). Now let Γ be an arbitrary isolating set for p(x n ).
Clearly, f (X) is not positive semidefinite if f (x 1 , . . . , x n−1 , a) is not positive semidefinite for some a ∈ Γ . Now assume that f (X ) is not positive semidefinite. Then S R ( f, x n ) = ∅. In the case when S R ( f, x n ) = R, f (x 1 , . . . , x n−1 , a) is not positive semidefinite for every a ∈ Γ . In the case when S R ( f, x n ) = R, there is at least one finite endpoint a of S R ( f, x n ). Of course, a is a zero of p(x n ). Hence there are b, c ∈ Γ with b < c such that the open interval ]b, c[ contains only the endpoint a of S R ( f, x n ).
This implies that either f (x 1 , . . . , x n−1 , b)  or f (x 1 , . . . , x n−1 , c) is not positive semidefinite. The proof is completed.
As two initial stages of deciding the semidefiniteness of polynomials, we consider the special cases of ternary polynomials and binary polynomials.
Let f (x, y, z) be a non-zero ternary polynomial over K , and denote f x = ∂ f/∂ x and f y = ∂ f /∂y. By Wu's method, we can obtain a set C 1 , . . . , C r of irreducible ascending chains from { f + t, f x , f y } with respect to the order z ≺ y ≺ x. Put φ = 1≤ j ≤r φ j , where φ j is the first member in C j , j = 1, . . . , r . By Lemmas 1 and 4, φ ∈ K [t, z]. Write u(z) for the trailing coefficient of φ as a polynomial over K [z] in one variable t.
Moreover, write Res( f + t, f x ; x) for the resultant of f + t and f x relative to x, and Res( f + t, f y ; y) for the resultant of f + t and f y relative to y. Observe that f + t is irreducible in K [t, x, y, z] . It is easy to see that Res( f + t, f x ; x) , Res( f + t, f y ; y) are non-zero polynomials in K [t, y, z], K [t, x, z] respectively. Denote by h 1 (t, z), h 2 (t, z) the leading coefficients of Res( f + t, f x ; x) , Res( f + t, f y ; y) as polynomials over K [t, z] respectively, and write v(z) for the trailing coefficient of h 1 (t, z)h 2 (t, z) as a polynomial over K [z] in one variable t. Then we have the following Theorem 3. Let the notations be as above, and e(z) the leading coefficient of f (x, y, z) as a polynomial over K [z] with respect to the lexicographic order x ≺ y. If Γ is an isolating set for e (z)u(z)v(z) in K , then f (x, y, z) is positive semidefinite if and only if f (x, y, a) is positive semidefinite for every a ∈ Γ .
Proof. Denote by J 1 and J 2 the ideals of K [x, y, z, t] generated by { f + t, f x } and { f + t, f y } respectively. By a familiar fact about resultants of polynomials (cf. Lemma 7.2.1, Mishra, 1993) , z, y] and Res( f + t, f y ; y) ∈ J 2 ∩ K [t, z, x] . According to Theorems 1 and 2 and their proofs, e(z)u(z)v(z) is just a univariate polynomial as required in Theorem 1. The proof of Theorem 3 is completed. Then we can establish the following theorem, which is an improvement of Proposition 9.1 in Liang and Zhang (1999) . Proof. Denote by I the ideal of K [t, x, y] generated by f + t and f x . By Lemma 7.2.1 in Mishra (1993) , we have Res( f + t, f x ; x) ∈ I ∩ K [t, y] . Denote by e(y) the leading coefficient of f as a polynomial over K [y] . According to Theorem 2 and its proof, e(y)v(y) is just a univariate polynomial as required in Theorem 2. Clearly, e(y) is also the leading coefficient of f + t as a polynomial over K [t, y] in one variable x. Thereby, for every root α of e(y), Res( f +t, f x ; x) ≡ 0 whenever y = α. This implies that v(α) = 0 for every root α of e(y). Hence, Γ is also an isolating set for e(y)v(y).
By Theorem 1 and its proof, f (x, y) is positive semidefinite on R if and only if f (x, a) is positive semidefinite on R for every a ∈ Γ . This completes the proof.
Algorithm and examples
In view of Theorems 1 and 2 and their proofs, we have an algorithm to reduce a given multivariate polynomial to some polynomials in fewer variables in the decision of semidefinite polynomials. For an input f ∈ K [x 1 , . . . , x n ] containing really the variable x n , our algorithm consists of the steps as follows:
(1) With the aid of Wu's method, we may obtain a set C 1 , . . . , C r of irreducible ascending chains from { f + t, ∂ f ∂ x i , i = 1, 2, . . . , n − 1} with respect to the lexicographic order t ≺ x n ≺ {x 1 , . . . , x n−1 }. Pick out the first member φ j in C j , j = 1, . . . , r , and put φ = 1≤ j ≤r φ j . By Lemmas 1 and 4, φ is a non-zero polynomial in K [t, x n ]. Write e(x n ) for the trailing coefficient of φ as a polynomial over K [x n ] in one variable t.
(2) For every tuple ( j 1 , . . . , j k ) of integers with 1 ≤ j 1 < · · · < j k ≤ n − 1, by Lemma 1 we have
x j 1 , . . . , x j k , x n ] and ψ j = 0, where ψ j is the first member in C j , j = 1, . . . , r . Put ψ j 1 ··· j k = 1≤ j ≤r ψ j .
(3) For every polynomial ψ j 1 ··· j k obtained in the procedure (2), write u j 1 ··· j k (x n , t) for the leading coefficient of ψ j 1 ··· j k as a polynomial over K (x n , t) with respect to the lexicographic order x j 1 ≺ · · · ≺ x j k . Moreover, write e j 1 ··· j k (x n ) for the trailing coefficient of u j 1 ··· j k (x n , t) as a polynomial over K [x n ] in one variable t. (4) Determine an isolating set Γ for e(x n ) λ e λ (x n ), where λ runs over all tuples ( j 1 , . . . , j k ) of integers with 1 ≤ j 1 < · · · < j k ≤ n − 1.
As the output, we obtain the set { f (x 1 , . . . , x n−1 , a) | a ∈ Γ } of polynomials in n − 1 variables such that f is positive (or negative) semidefinite if and only if so is every member
It should be pointed out that the desirable polynomials φ and ψ j 1 ··· j k may also be obtained by the computation of Gröbner bases in the steps (1) and (2).
Based on the elimination above, the decision of semidefiniteness of multivariate polynomials may be finally reduced to testing univariate polynomials. Observe that the semidefiniteness of a polynomial is invariant for the deletion of its even factors, and the deletion of even factors is an effective process with squarefree polynomial as output. Thereby, the semidefiniteness of a univariate polynomial may be easily tested according to the following proposition:
Proposition 3. Let f (x) be a non-zero polynomial over K in one variable x, and g(x) the polynomial obtained by deleting even factors in the decomposition of f (x) into irreducible factors. Then the following statements are equivalent:
(1) f (x) is not semidefinite on R;
(2) f (x) has a root of odd multiplicity in R;
(3) g(x) has a root in R.
As an application of our algorithm, we give the following example, which was studied by Becker et al. (2000) in another way. f (x, y) is semidefinite, where f (x, y) = 2x 6 − 3x 4 y 2 + y 6 + x 2 y 2 − 6y + 5.
Example 1. (1) Decide whether or not
(2) Find all real numbers z such that f z (x, y) = 2x 6 − 3x 4 y 2 + y 6 + zx 2 y 2 − 6y + 5 is positive semidefinite.
Process of computing
(1) According to Theorem 4, we proceed to perform the following computations:
( , f (x, y) is not positive semidefinite.
(2) Regarding f z as a ternary polynomial in the variables x, y and z, we proceed to catch the open endpoints of S R ( f z , z).
(2.1) Put r 1 := Res( f z + t, ∂ f z ∂ x ; x), and r 2 := Res( f z + t, ∂ f z ∂ y ; x). According to Lemma 7.2.1 in Mishra (1993) , it is easy to see Res(r 1 , r 2 ; y) ∈ I ∩ Q[t, z], where I is the ideal of Q[x, y, z, t] generated by f z + t, ∂ f z ∂ x and ∂ f z ∂ y . As a polynomial over Q[z] in one variable t, the trailing coefficient of Res(r 1 , r 2 ; y) is computed as follows: (2.2) Denote by h 1 (t, z) the leading coefficient of Res( f z + t, ∂ f z ∂ x ; x) as a polynomial over Q(t, z) in one variable y. Then, as a polynomial over Q[z] in one variable t, the trailing coefficient of h 1 (t, z) is computed as follows: v 1 (z) = 2985 984z 2 .
(2.3) Denote by h 2 (t, z) the leading coefficient of Res( f z + t, ∂ f z ∂ y ; y) as a polynomial over Q(t, z) in one variable x. Then, as a polynomial over Q[z] in one variable t, the trailing coefficient of h 2 (t, z) is computed as follows: v 2 (z) = 1492 992z 2 .
(2.4) Observe that the leading coefficient of f z is 1 with respect to the lexicographic order x ≺ y.
By Theorem 2 and its proof, z(8z − 9)u 1 u 2 u 3 is just a univariate polynomial as required in Theorem 2. By computation, the polynomial z(8z − 9)u 1 u 2 u 3 has exactly four real roots α 1 , α 2 , α 3 and α 4 such that −991 128 < α 1 < −495 64 < α 2 = 0 < α 3 = 9 8 < 77 64 < α 4 < 155 128 , and u 2 (α 4 ) = u 3 (α 1 ) = 0. According to Theorem 4, it is easy to see that f 77 With the aid of the computer algebra system Maple 7, the algorithm above has been made into a general program for multivariate polynomials with coefficients in the field of rational numbers. The following examples were done on a Pentium IV computer with 128 MB RAM:
Examples of ternary polynomials
(1) x 6 + y 6 + z 6 − 3x 2 y 2 z 2 ;
(2) x 4 + y 4 + z 4 + 1 − 4x yz;
(3) x 4 + 2x 2 z + x 2 − 2x yz + 2y 2 z 2 − 2yz 2 + 2z 2 − 2x + 2yz + 1/2;
(4) x 4 + 2x 2 z + x 2 − 2x yz + 2y 2 z 2 − 2yz 2 + 2z 2 − 2x + 2yz + 1;
(5) x 4 y 4 − 2x 5 y 3 z 2 + x 6 y 2 z 4 + 2x 2 y 3 z − 4x 3 y 2 z 3 + 2x 4 yz 5 + z 2 y 2 − 2z 4 yx + z 6 x 2 ;
(6) x 4 y 4 −2x 5 y 3 z 2 +x 6 y 2 z 4 +2x 2 y 3 z−4x 3 y 2 z 3 +2x 4 yz 5 +z 2 y 2 −2z 4 yx +99/100z 6 x 2 .
The respective answers are "true", "true", "[ 1 2 , − 7 2 , 1 16 ]", "true", "true" and "[−1, 1, −1]", where the word "true" means that the corresponding polynomial is positive semidefinite, but the tuple "[a, b, c]" of numbers means that the value of the corresponding polynomial is negative when [x, y, z] = [a, b, c] . The respective CPU times are 0.2, 0.1, 0.4, 0.2, 0.3 and 18.5 s.
Examples of quaternary polynomials
(1) x 4 + y 4 + z 4 + w 4 − 5x yzw + x 2 + y 2 + z 2 + w 2 + 1;
(2) x 4 + 4x 2 y 2 + 2x yz 2 + 2x yw 2 + y 4 + z 4 + w 4 + 2z 2 w 2 + 2x 2 w + 2y 2 w + 2x y + 3w 2 + 2z 2 + 1;
(3) x 4 + 4x 2 y 2 + 2x yz 2 + 2x yw 2 + y 4 + z 4 + w 4 + 2z 2 w 2 + 2x 2 w + 2y 2 w + 2x y + 3w 2 − 2z 2 + 1;
(4) w 6 + 2z 2 w 3 + x 4 + y 4 + z 4 + 2x 2 w + 2x 2 z + 3x 2 + w 2 + 2zw + z 2 + 2z + 2w + 1.
The respective answers are "[ 9 4 , 9 4 , 9 4 , 2]", "true", "[− 13 16 , 13 16 , 9 8 , − 21 32 ]", and "true", where the word "true" means that the corresponding polynomial is positive semidefinite, but the tuple " [a, b, c, d] " of numbers means that the value of the corresponding polynomial is negative when [x, y, z, w] = [a, b, c, d] . The respective CPU times are 2.6, 4.4, 33.4, and 30.9 s.
