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RESUMEN EJECUTIVO
Este proyecto se centra en presentar y demostrar un modelo de integracio´n de
informacio´n relativa a productos fitosanitarios y su aplicacio´n en diferentes productos
agr´ıcolas provenientes de fuentes heteroge´neas en un esquema u´nico y escalable.
Para lograr esto, se han seleccionado diferentes fuentes de datos sobre productos
fitosanitarios, presentes en distintos formatos y se han analizado varias tecnolog´ıas
de integracio´n para elegir el stack tecnolo´gico que ma´s se adecue al problema en
cuestio´n. Dada la naturaleza del mismo, se puede englobar dentro de un panorama
de programacio´n y tecnolog´ıas Big Data.
As´ı pues, en este proyecto se han usado herramientas de almacenamiento elegidas
bajo un criterio de escalabilidad futura y herramientas de procesado de datos bajo el
criterio de proporcionar soporte al mayor abanico de fuentes heteroge´neas posibles. El
proyecto emplea un sistema de ficheros portable y distribuido como sistema responsable
del almacenamiento gracias a sus caracter´ısticas de escalabilidad, en conjunto con una
herramienta capaz de acceder a los datos almacenados a trave´s de una aproximacio´n
relacional. Para el procesado de los datos se ha hecho uso de una herramienta que
ofrece soporte al procesado de ficheros provenientes de diferentes fuentes, entre las que
se encuentra la base de datos elegida, mencionada en este apartado.
Para demostrar la viabilidad del sistema, se ha desarrollado un prototipo funcional
que recoge datos sobre productos fitosanitarios a nivel de Espan˜a y Europa e integra
la informacio´n de ambas fuentes, constituyendo un primer paso hacia ese modelo
compartido donde varias fuentes heteroge´neas concuerdan en un mismo esquema
congruente. Los datos se pueden ver mediante una aplicacio´n web desarrollada con
un generador de proyectos ligero sobre Java capaz de desplegar ra´pidamente una
aplicacio´n con una cuidada UI.
Palabras clave: Integracio´n, Big Data, Productos fitosanitarios, Procesado, Base
de datos no relacional, Modelo u´nico, Escalabilidad, Fuentes heteroge´neas.
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Cap´ıtulo 1
Introduccio´n
Actualmente el proceso de consulta del uso y aplicacio´n de los productos
fitosanitarios resulta una tarea en ocasiones tediosa, sobre todo cuando se trata
de comprobar las especificaciones y regulaciones que imponen diferentes pa´ıses en
operaciones de importacio´n o exportacio´n de determinados productos agr´ıcolas. Hoy
en d´ıa, una persona que quiere comercializar estas sustancias debe tener en cuenta
varios factores: En primer lugar, existen varios extensos manuales (Manual de seguridad
y salud durante la exposicio´n a productos fitosanitarios [1], Aplicacio´n de productos
fitosanitarios nivel cualificado [2], Buenas pra´cticas agr´ıcolas en la aplicacio´n de los
fitosanitarios [3]) que recogen medidas de seguridad, buenas pra´cticas y pautas sobre
la aplicacio´n de los productos fitosanitarios. Dichos manuales se deben cumplir en todo
momento. No solo eso, las bases de datos o almacenes que recogen la informacio´n sobre
productos fitosanitarios en muchas ocasiones no esta´n bien gestionadas, son dif´ıciles
de encontrar, presentan la informacio´n en formatos heteroge´neos e, incluso, contienen
informacio´n desactualizada. Este TFG busca proporcionar herramientas que ayuden a
reducir la complejidad de esa tarea de bu´squeda de informacio´n acerca de productos
fitosanitarios, facilitando el acceso a un esquema comu´n con toda la informacio´n
centralizada y actualizada.
El objetivo principal de este TFG es proponer y validar un proceso de
recogida, transformacio´n y presentacio´n de la informacio´n sobre productos
fitosanitarios que pueda beneficiar a los agricultores y facilitar la consulta de
dicha informacio´n de manera ma´s ra´pida, simple y accesible que los me´todos
actuales.
Entre los retos planteados figuran:
− Desarrollar un sistema capaz de visualizar los datos ya integrados nutrie´ndose
u´nicamente de las fuentes originales sin intervencio´n de una persona en el proceso
− Asegurar la consistencia de los datos y su almacenamiento tanto en formato
original como en su formato procesado e integrado en la versio´n final
− Disen˜ar una solucio´n escalable y actualizada en todo momento
− Evaluar la posibilidad de an˜adir caracter´ısticas de trazabilidad y mantenimiento
a la aplicacio´n.
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Este documento se presenta dividido en varios bloques conceptuales; el primero
abarca los primeros dos apartados (Resumen ejecutivo y el cap´ıtulo de Introduccio´n)
y se corresponde a una introduccio´n al trabajo realizado. En e´l, se ofrece una visio´n
completa y resumida del problema junto con la solucio´n propuesta en este proyecto.
El bloque de ana´lisis abarca el segundo y tercer cap´ıtulo (Contexto, motivacio´n y
restricciones y Ana´lisis) y presentan el trabajo de ana´lisis que se llevo´ a cabo, desde el
estudio del entorno, hasta el ana´lisis del stack tecnolo´gico, pasando por el de riesgos y la
captura de requisitos. Aparecen conceptos como el contexto del marco conceptual en el
que se situ´a el proyecto junto con las motivaciones para desarrollarlo y las restricciones
que conlleva. El tercer bloque se corresponde a la solucio´n desarrollada en s´ı; abarca
el cuarto y quinto cap´ıtulo (Disen˜o e implementacio´n) y en e´l se plasma el trabajo
realizado desde las fases tempranas de su puesta en marcha, empezando con el disen˜o
hasta el momento de la finalizacio´n del desarrollo de la solucio´n. Los u´ltimos bloques
se corresponden a los detalles de gestio´n del proyecto, a las conclusiones tanto de
los objetivos del proyecto como del alumno a nivel personal y a los diferentes anexos
recogidos durante toda la duracio´n del TFG.
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Cap´ıtulo 2
Contexto, motivacio´n y restricciones
2.1. Contexto y necesidades reales
Los productos fitosanitarios son un elemento imprescindible en la produccio´n
agr´ıcola, tanto en los sistemas convencionales de agricultura como en los sistemas de
agricultura integrada o ecolo´gica. Sin su existencia, muchos cultivos de las zonas de
produccio´n de mayor intere´s econo´mico y social ser´ıan inviables hoy en d´ıa debido a
los estragos potenciales de las diferentes clases de plagas.
No obstante, el uso de dichos productos fitosanitarios debe estar regulado ya que
una aplicacio´n indebida de los mismos puede tener otros efectos no deseables. Dichos
efectos de ninguna manera deben suponer un peligro para la salud humana y tampoco
riesgos inaceptables para el medio ambiente.
Por ello el Estado so´lo aprueba la comercializacio´n de aquellos productos
fitosanitarios que sean u´tiles para combatir las plagas pero no impliquen otros riesgos
colaterales. Para que un producto fitosanitario pueda comercializarse debe estar inscrito
necesariamente en el Registro Oficial de Productos Fitosanitarios [4]. Es, por tanto,
necesario y casi obligatorio que la informacio´n del Registro de Productos Fitosanitarios
llegue de manera precisa a todos los implicados en el a´rea del uso de los productos
fitosanitarios.
La Directiva 2009/128/CE [5] establece el marco de la actuacio´n comunitaria
para conseguir un uso sostenible de los productos fitosanitarios en la Unio´n Europea.
Esta Directiva implica, por ejemplo, la obligacio´n del registro del uso de productos
fitosanitarios. Un ejemplo del desarrollo de esta Directiva es el Cuaderno de Explotacio´n
[6]. Este cuaderno aglutina de manera ordenada y armonizada todos los elementos que
debera´n registrar los titulares de las explotaciones agr´ıcolas, con el objetivo de facilitar
el cumplimiento de dicha Directiva.
Actualmente hay varias empresas que ofrecen aplicaciones (p. ej. aGROSLab [7],
Agricolum [8] o el Cuaderno de Campo Agronev [9]) que implementan el Cuaderno
de Explotacio´n. Un valor an˜adido que suelen incorporar estas aplicaciones es una
base de datos con informacio´n acerca de los productos fitosanitarios autorizados. El
problema al que se enfrentan estas empresas es que esta informacio´n no se publica
de forma uniforme en los paises miembros de la Unio´n Europea. Es decir, hay al
menos un publicador por pa´ıs miembro, la informacio´n publicada en cada estado
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miembro es heteroge´nea y a veces no comparable con la de otros pa´ıses miembros
y los formatos que utilizan normalmente presentan problemas de procesado. A nivel
Europeo, hay una base de datos de referencia [10] que contiene las restricciones legales
a nivel comunitario (con un grado de adopcio´n variable entre los paises miembros)
en el uso de productos fitosanitarios. Dado que no hay un esta´ndar de publicacio´n
establecido, una consecuencia adicional de esta situacio´n es que es complicado verificar
si un producto tratado con una serie de productos fitosanitarios en un pa´ıs miembro
puede ser exportado a otro, ya que la normativa fitosanitaria aplicable puede diferir.
En cuanto a la importacio´n de productos desde un pa´ıs miembro de la Unio´n
Europea, el art´ıculo 52 del Reglamento (CE) 11/07/2009 [11] se refiere a este tra´mite
como comercio paralelo y se especifica que para poder llevarlo a cabo, el Estado
Miembro donde se desee introducir debera´ determinar que el producto fitosanitario
es ide´ntico en composicio´n a otro ya autorizado en su territorio al que se denominara´
Figura 2.1: Diagrama de flujo del proceso actual de importacio´n de un producto
fitosanitario
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“producto de referencia”. Para realizar el tra´mite, actualmente el proceso consta en
rellenar la solicitud del certificado [12] (disponible en la pa´gina web del ministerio),
entregarla a la Subdireccio´n General de Higiene Vegetal y Forestal (SDGHVF en la
figura 2.1) del Ministerio de Agricultura y Pesca, Alimentacio´n y Medioambiente y
esperar a que sea aprobada (Preguntas frecuentes MAPAMA [13]).
Los principales problemas actuales de este proceso vienen por una parte en el
lado del agricultor/empresa que solicita la importacio´n puesto que no solo el tiempo
de respuesta en ocasiones no es inmediato (de hasta de 45 d´ıas) sino que adema´s,
el agricultor o bien tiene poca informacio´n acerca de los productos permitidos en
una importacio´n/exportacio´n o el acceso a dicha informacio´n es bastante tedioso y
complicado. Por otra parte en el lado de la institucio´n certificadora encargada de
comprobar la solicitud el proceso no es del todo eficiente debido al hecho de tener
que verificar manualmente si el producto cumple con los requisitos de composicio´n del
correspondiente producto en el pa´ıs de importacio´n/exportacio´n. Estos problemas se
pueden observar claramente en el diagrama de la figura 2.1, que muestra un flujo t´ıpico
en un tra´mite de comercio paralelo entre un agricultor/empresa que quiere importar
un producto a un determinado pa´ıs, en este caso, Espan˜a.
Por todo lo anterior, es razonable desarrollar un sistema que provea un esquema
u´nico donde los datos esten integrados y congruentes entre los diferentes pa´ıses de
la unio´n europea para facilitar un consumo posterior por las aplicaciones, e, incluso,
directamente por los agricultores.
2.2. Motivacio´n y objetivos
Dado el escenario descrito en el apartado anterior, es evidente que se pueden
introducir mejoras al proceso que pueden llegar a beneficiar a las partes involucradas
(tanto a agricultores y empresas como a las instituciones reguladoras). Con ese objetivo
en mente, se propone desarrollar una aplicacio´n prototipo que valide el proceso de
integracio´n de la informacio´n de diferentes pa´ıses en un esquema u´nico que recogiese
los datos que de otra manera tendr´ıan que ser recopilados manualmente, con largos
tiempos de espera y con una incertidumbre por parte de los agricultores/empresas en
lo que a datos sobre productos fitosanitarios respecta.
El diagrama de la figura 2.2 muestra el potencial proceso que tendr´ıa que seguir
una persona interesada en realizar una importacio´n y los problemas que ser´ıa capaz de
solucionar el desarrollo de la aplicacio´n planteada en este proyecto.
Se puede apreciar que con este desarrollo se conseguir´ıa no solo reducir los plazos de
respuesta al agricultor/empresa sino tambie´n una mayor transparencia en la consulta
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Figura 2.2: Diagrama de flujo del potencial proceso de importacio´n de un producto
fitosanitario
de los datos, puesto que al estar integrados en un modelo u´nico, el agricultor/empresa
o los interesados podr´ıan tener acceso a toda la informacio´n y consultar cualquier
aspecto que de otra manera habr´ıa sido pra´cticamente inaccesible. No solo eso, sino
que adema´s, al conseguir un modelo potencialmente estandarizado, no har´ıa falta del
trabajo manual y tedioso de comprobacio´n de los requisitos por parte de la SDGHFV
sino que ser´ıa el propio sistema el encargado de comprobar si la peticio´n del solicitante
cumple con la legislacio´n fitosanitaria vigente de cada pa´ıs.
Uno de los aspectos a tener en cuenta al comienzo del proyecto fue el hecho de que
para que la solucio´n se pudiera aplicar a un nivel real del problema, se necesitaba una
gran capacidad de almacenamiento. Los datos deber´ıan almacenarse perio´dicamente
y adema´s, potencialmente podr´ıan provenir de multitud de fuentes, en diferentes
formatos, con unos taman˜os variables y constantes actualizaciones. Muchas fuentes
equivalen a muchos datos, y muchos datos equivalen a la necesidad de un sistema de
almacenamiento capaz de soportar toda esa carga.
Unido a esto, la eleccio´n de dicho sistema de almacenamiento supon´ıa un punto
cr´ıtico, puesto que no bastar´ıa con cualquier base de datos sino que tendr´ıa que
cumplir ciertas caracter´ısticas como la posibilidad de guardar los datos en sus formatos
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originales, la necesidad de generar una jerarqu´ıa para su almacenamiento, o la
posibilidad de integracio´n con los trabajos de transformacio´n y procesado de los datos.
Por ello, el proyecto tuvo como objetivo principal desarrollar una solucio´n prototipo
para demostrar la validez de los procesos y herramientas involucradas en la integracio´n
de varias fuentes heteroge´neas de productos fitosanitarios en un modelo u´nico.
2.3. Restricciones
Teniendo en cuenta que el proyecto actual es un TFG y no un proyecto comercial,
se tienen que tomar en ca´lculo una serie de restricciones que vienen dadas tanto por
la naturaleza del proyecto como por los part´ıcipes del mismo. En primer lugar, siendo
un TFG, debe realizarse una cantidad de esfuerzo equivalente a 12 ECTS. Dado que
el desarrollo realizado en este proyecto esta´ enfocado a formar parte de un plan mucho
mayor, donde el trabajo realizado se retomara´ y ampliara´ en futuros TFGs, desde el
principio se delimitaron aquellas caracter´ısticas que se deseaban incluir en el proyecto
y tambie´n aquellas que no corresponden a esta iteracio´n. Siendo una fase temprana
de dicho plan maestro, a esta fase le correspond´ıa la parte de validacio´n del modelo,
de las tecnolog´ıas empleadas y de la viabilidad del producto, no siendo primordial
tener un producto final robusto sino demostrar que las tecnolog´ıas en su totalidad se
complementaban y funcionaban acorde a lo esperado.
Otro factor restrictivo dada la naturaleza del proyecto es el hecho de que existe un
director, que puede marcar las pautas de desarrollo, sugerir e imponer metodolog´ıas de
trabajo o incluso herramientas del stack tecnolo´gico que pueden suponer una ventaja
o una desventaja en el desarrollo del proyecto. El alumno debe ser capaz de discutir
estas tendencias con el director y razonar las decisiones que se tomen, en conjunto, y
exponiendo sus puntos de vista con el objetivo de llegar a un acuerdo comu´n.
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Cap´ıtulo 3
Ana´lisis
3.1. Ana´lisis del problema
Como ya se ha sen˜alado varias veces a lo largo de este documento, existe la
necesidad en el mundo agr´ıcola de disponer de la informacio´n sobre productos
fitosanitarios de una manera centralizada, actualizada y de fa´cil acceso. Hoy en d´ıa esta
necesidad se ha intentado abordar de varias maneras, y por ello hay disponibles varias
aplicaciones que intentan apoyar al consumidor en las tareas agr´ıcolas que involucran
productos fitosanitarios. Algunos ejemplos son los productos que ofrecen empresas como
aGROSLab, Cuaderno de Campo Agronev, o Agricolum. No obstante, estas aplicaciones
se enfrentan al mismo problema; la inexistencia de una base de datos estandarizada
cuya informacio´n sea congruente a trave´s de los diferentes pa´ıses de la Unio´n Europea.
Por eso mismo, estas aplicaciones tienen que implementar, desarrollar y mantener ellas
mismas las bases de datos que permitan acceder a la informacio´n deseada. Nuestra
solucio´n ofrecer´ıa un sistema dotado de una base de datos estandarizada, congruente
en su informacio´n y completa, de co´digo abierto y altamente escalable, por lo tanto
todas las aplicaciones mencionadas arriba podr´ıan convertirse en potenciales clientes
consumidores de nuestro sistema, sustituyendo sus bases de datos por nuestra solucio´n,
con costes de integracio´n mı´nimos.
3.2. Actores ba´sicos
En este apartado se van a presentar los actores que van a intermediar en el proyecto:
los proveedores de los datos y los usuarios del mismo.
Proveedores. Esto es, toda parte tercera de la que el proyecto se nutre para obtener
los datos a emplear en la aplicacio´n. Cada fuente de datos proviene de algu´n portal web
(nacional o internacional). En el proyecto se monta una infraestructura alrededor de
dichos portales y por lo tanto la desaparicio´n de alguno de estos sitios web significar´ıa
el cese de aprovisionamiento de los datos provenientes de dicha fuente. Actualmente, el
proyecto se nutre de dos fuentes distintas: los productos autorizados recogidos del portal
del Ministerio de Agricultura y Pesca, Alimentacio´n y Medioambiente (MAPAMA) [4]
y los datos provenientes de la base de datos de pesticidas a nivel Europeo [10].
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Potenciales usuarios. Los diferentes tipos de usuarios a los que esta´ dirigida la
aplicacio´n final. Por una parte ser´ıan los agricultores que comercializan sus productos,
las instituciones encargadas de validar y certificar la importacio´n / exportacio´n de
productos agr´ıcolas o las empresas importadoras / exportadoras de productos agr´ıcolas.
Este segmento se beneficiar´ıa directamente de los resultados del proyecto puesto que el
proceso de comprobacio´n de los requisitos fitosanitarios sobre los productos agr´ıcolas
/ pesqueros / alimentarios se conseguir´ıa de manera mucho ma´s sencilla. Por otro
lado tambie´n se podr´ıan beneficiar de la infraestructura conseguida en este proyecto
empresas que ya implementan sus propias aplicaciones fitosanitarias, pero carezcan de
ese esquema y datos estandarizados que este proyecto propone.
3.3. Captura y priorizacio´n de requisitos
Por recomendacio´n del director del proyecto, el ana´lisis y la captura de requisitos
han estado desde el principio regidos por el me´todo MoSCoW, una te´cnica de
priorizacio´n de requisitos usada en la gestio´n de proyectos, ana´lisis de negocio y
desarrollo de software con objetivo de llegar a un acuerdo comu´n con los stakeholders
(integrantes del proyecto) sobre la importancia que se deber´ıa dar a cada requisito.
Esta te´cnica tambie´n es conocida bajo los nombres de priorizacio´n MoSCoW o ana´lisis
MoSCoW. En la seccio´n A.1 de los anexos se puede observar una explicacio´n ma´s
detallada de esta te´cnica.
Inicialmente se propuso una visio´n de brainstorming para la captura de requisitos.
Dicha primera versio´n supuso la recogida de todos aquellos requisitos susceptibles
de ser desarrollados para este proyecto, previa a su categorizacio´n, clasificacio´n
y priorizacio´n. Se encontraron un total de 16 requisitos que gracias a la te´cnica
MoSCoW se categorizar´ıan y priorizar´ıan para determinar cua´les ser´ıan imprescindibles
y cuales menos importantes. Una distincio´n a mencionar es que hay requisitos de
implementacio´n marcados con (I ) y requisitos del TFG como conjunto marcados con
(TFG). En la seccio´n A.1 de los anexos se refleja este listado en su formato inicial,
previo a la aplicacio´n de la te´cnica MoSCoW.
Tal como indica MoSCoW, los requisitos capturados en la fase previa se han
categorizado y priorizado en las siguientes clases:
Debe tener:
− (I ) Recolectar datos oficiales tanto de productos fitosanitarios autorizados de
Espan˜a como de las sustancias activas a nivel europeo.
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− (I ) Almacenar la u´ltima versio´n de los datos en formato original y adema´s
mantener todas las versiones descargadas.
− (I ) Monitorizar y almacenar los procesos de recoleccio´n de los datos de entrada
as´ı como las rutas de su procesado.
− (I ) Ofrecer la infraestructura y las herramientas de configuracio´n necesarias para
una expansio´n futura del proyecto.
− (I ) Implementar un modelo de aplicacio´n consistente, ejemplificando el ciclo de
vida t´ıpico de los datos desde su recogida hasta su presentacio´n visual.
− (TFG) Una memoria extensa y detallada.
Deber´ıa tener:
− (TFG) Mecanismo de control de esfuerzos.
− Mecanismo de control de versiones.
− (TFG) Mo´dulo de trazabilidad de los datos desde las fuentes originales hasta su
visualizacio´n.
− (I ) Mecanismo de deteccio´n de errores e inconsistencias en los datos provenientes
de diferentes fuentes.
Podr´ıa tener:
− (I ) Genericidad en cuanto al soporte de integracio´n de los datos de diferentes
fuentes basado en un fichero de claves y valores.
− (I ) Soporte para la bu´squeda de registros (datos) desde la interfaz web.
− (I ) Desarrollo dirigido por un paradigma de inversio´n de independencias para
conseguir un control centralizado.
No tendra´:
− (I ) Desarrollo en el lado del Front-End.
− (I ) Integracio´n de ma´s de dos fuentes de datos heteroge´neas.
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3.4. Ana´lisis de riesgos
En la fase inicial del proyecto se abordo´ el proceso de gestio´n de riesgos,
para determinar los diferentes factores que podr´ıan afectar a un proyecto de esta
envergadura. Dicho proceso consta de varios pasos que en conjunto permiten tener
una visio´n clara de aquello que puede entorpecer, frenar o incluso imposibilitar la
finalizacio´n del proyecto. A continuacio´n se listan dichos pasos y se presentan las
conclusiones principales extra´ıdas de cada una de ellas, dejando para los anexos la
versio´n completa:
En primer lugar, la identificacio´n de riesgos permite determinar la lista de
riesgos capaces de romper la planificacio´n del proyecto. Durante esta fase se estudio´
que´ factores podr´ıan influenciar, en mayor o menor medida el flujo de trabajo normal
del proyecto. Se agruparon en diferentes categor´ıas para delimitar las zonas a las que
afectar´ıa cada riesgo. As´ı pues, aparecen 31 riesgos divididos en 4 clases:
− 4 riesgos globales (referentes a todo el proyecto)
− 5 riesgos tecnolo´gicos (referentes a los aspectos ma´s te´cnicos y tecnolo´gicos del
proyecto)
− 7 riesgos de alcance (referentes al taman˜o y alcance de la solucio´n)
− 14 riesgos de entorno de desarrollo (referentes tanto a la gestio´n como a las
diferentes partes del entorno del desarrollador)
El ana´lisis del riesgo ofrece una medicio´n de la probabilidad y el impacto de cada
riesgo. Maneja tres valores que determinan la gravedad de un riesgo: la probabilidad
con la que se puede dar un riesgo, el impacto que tendr´ıa en el resultado final un riesgo
y la aceptacio´n del riesgo, una medida delimitadora que define aquellos riesgos que son
considerados aceptables y aquellos ante los que se deben tomar medidas. En esta fase
se detectaron un total de 6 riesgos resen˜ables, que se presentan en el siguiente punto.
La priorizacio´n de riesgos, fase donde se puede ver la lista de todos los riesgos
anteriores ordenados por su gravedad. A continuacio´n se mencionan aquellos que han
tenido un factor de gravedad superior a 4, l´ımite del criterio de aceptacio´n. Todos los
riesgos que aparecen aqu´ı han obtenido una puntuacio´n de 6/6:
− RG 1. Riesgo global “Plazos”. Riesgo de que el proyecto no se acabe en la fecha
prevista.
− RT 2. Riesgo de tecnolog´ıas “Software no probado”. Riesgo de tener que
interactuar con software no probado.
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− RA 1. Riesgo de alcance “Taman˜o estimado”. El taman˜o estimado del proyecto
es inferior al taman˜o real resultante tras su finalizacio´n.
− RA 6. Riesgo de alcance “Nu´mero de cambios”. El nu´mero de cambios en los
requisitos es demasiado elevado y no permite un avance en el desarrollo.
− RE 9. Riesgo de entorno de desarrollo “Formacio´n”. El equipo de desarrollo no
ha recibido la formacio´n necesaria para llevar a cabo el proyecto.
Finalmente, la planificacio´n de la gestio´n de riesgos, fase relativa al plan para
tratar cada riesgo significativo. En este apartado la estrategia a seguir fue recoger los
seis riesgos anteriores y proponer para cada uno una solucio´n mitigadora. Los resultados
de esta fase se pueden observar en el apartado Ana´lisis de riesgos de los Anexos.
3.5. Ana´lisis del contexto tecnolo´gico
Dado que se trata de un escenario caracterizado por la heterogeneidad en contenidos
y formatos de los datos, la necesidad de su procesamiento y de una escalabilidad
futura, el proyecto esta´ situado en un c´ırculo de tecnolog´ıas Big Data, que presenta los
siguientes retos:
− Datos. La informacio´n sobre los productos fitosanitarios no esta´ habitualmente
disponible en un formato estructurado. Es decir, la solucio´n debe poder trabajar
con datos en formatos no estructurados y ser capaz de procesarlos, idealmente
convirtie´ndolos a un formato relacional.
− Esquema. No existe un esquema de referencia compartido para integrar la
informacio´n de productos fitosanitarios de diferentes pa´ıses, pudiendo darse el
caso de la existencia de varios esquemas distintos en funcio´n del caso de uso. Es
decir, la solucio´n debe poder reconfigurar el esquema de integracio´n con facilidad.
− Procesado. Derivado del reto anterior, los datos no se pueden procesar y
almacenar directamente en el esquema de integracio´n sino que deben guardarse
en el formato original y ser procesados bajo demanda teniendo en cuenta las
caracter´ısticas espec´ıficas de cada fuente.
− Almacenamiento. No se dispone de un presupuesto para invertir en un gran
sistema de almacenamiento que permita almacenar los datos en formato original.
Por ello, toda solucio´n debera´ ser de co´digo abierto y poder ejecutarse sobre
hardware de bajo coste.
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− Presentacio´n de los datos. Es necesario desarrollar una interfaz visual para
presentar los datos una vez integrados en un modelo u´nico.
− Agilidad. La solucio´n debe poder evolucionar con facilidad. Cualquier
desarrollador que utilice la solucio´n debe poder reconfigurar ra´pidamente el
esquema comu´n y los servicios que exponen dicho esquema para su uso.
− Plazos. Las limitaciones temporales y la priorizacio´n de tareas son influyentes
en la eleccio´n del stack tecnolo´gico, aunque en menor medida que los puntos
anteriores.
3.6. Eleccio´n del Stack Tecnolo´gico
Debido a los factores mencionados en el apartado anterior, el Stack Tecnolo´gico se
vio restringido a las herramientas mencionadas anteriormente; tal como se ha dicho,
la solucio´n necesitaba almacenar la informacio´n en crudo hasta el momento de su
procesamiento y es por ello que una aproximacio´n relacional habr´ıa sido inviable. Por
lo tanto, viendo las diferentes opciones noSQL disponibles (MongoDB, Cassandra,
DynamoDB, HBase, etc) y por recomendacio´n del director del proyecto, la eleccio´n
ma´s clara fue elegir Apache Hadoop como sistema de almacenamiento. Apache Hadoop
es una gran herramienta para el escalado de aplicaciones y lo utilizan grandes empresas
para Big Data. Se adapta perfectamente a las necesidades de este proyecto y el
software es gratuito. Adema´s, hay una gran comunidad de personas capaces de ayudar
con cualquier proyecto y la documentacio´n disponible es lo suficientemente extensa
como para salir de cualquier situacio´n problema´tica. Sin embargo, la instalacio´n y
configuracio´n del sistema supuso un reto para el alumno debido a las diferentes
fuentes de informacio´n disponibles ad hoc. Se necesitaron varios intentos hasta dejarlo
completamente funcional y dar por finalizada su instalacio´n en el equipo.
Apache Hadoop por s´ı mismo no era capaz de solucionar todos los problemas del
proyecto; este sirve para almacenar los datos y, si bien es cierto que las operaciones de
MapReduce permiten transformar dichos datos, dada la necesidad del desarrollo a´gil del
proyecto, lo mejor fue disponer de algu´n mecanismo ma´s sencillo para el procesado de
los mismos. Por ello, se decidio´ emplear Apache Hive como herramienta de traduccio´n
de los datos almacenados en Apache Hadoop, tanto en crudo como procesados, a una
estructura relacional, sobre la que se pod´ıan hacer preguntas SQL. La propia instalacio´n
de Apache Hive no supuso un gran problema, y, a pesar de que comparte nociones con
MySQL, gran parte de su sinta´xis es diferente. Por ello se tuvo que aprender a usar el
lenguaje para poder trabajar con las estructuras de Apache Hive.
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El otro reto planteado fue la presentacio´n de los datos integrados mediante una
interfaz web, lo que vendr´ıa siendo el lado del cliente de la solucio´n. Indudablemente
hay infinidad de posibilidades para el desarrollo de esta parte. No obstante, realmente
la parte de visualizacio´n no es una parte cr´ıtica del proyecto, ni el objetivo del mismo.
Es por ello que se adopto´ una postura de desarrollo ra´pido del lado del cliente. JHipster
(generador de aplicaciones sobre Spring) resulto´ la herramienta indicada, puesto que
facilmente, en unos cuantos pasos es capaz de generar una aplicacio´n sobre un esquema
de base de datos (en este caso MySQL) con una interfaz gra´fica cuidada que satisfac´ıa
las necesidades del proyecto.
Teniendo en cuenta que los anteriores puntos constituyen el core tecnolo´gico del
proyecto, conforme se avanzaba se ve´ıa que no eran suficientes para conseguir los
resultados deseados. Se hicieron mu´ltiples pruebas para intentar conectar JHipster
directamente a Apache Hive sustituyendo la base de datos de JHipster (MySQL) por
Apache Hive, aunque todas con resultados negativos que se recogen en detalle en la
seccio´n 5.3. Se llego´ a la conclusio´n de la necesidad de emplear otras herramientas
adicionales para diferentes tareas como el procesado de los datos previo a su exposicio´n
en Apache Hive, o la traduccio´n de los datos y estructuras de Apache Hive a la base
de datos que emplea JHipster. Las elegidas fueron Talend Big Data y Apache Sqoop.
Talend Big Data es una herramienta de procesado de ficheros capaz de conectarse a
Apache Hadoop, extraer la informacio´n contenida en sus nodos, procesarla y volver
a guardarla con los cambios efectuados, tal como se le indique. Apache Sqoop es
una herramienta disen˜ada para transferir bloques de datos entre Apache Hadoop o
Apache Hive y almacenes de datos estructurados como las bases de datos relacionales.
No obstante, antes de dar con la solucio´n de Talend Big Data se probo´ durante el
per´ıodo del verano el programa Kettle y se intento´ integrar de numerosas maneras con
el proyecto de JHipster, todas resultando en conclusiones negativas.
Para poder conectar la base de datos de Apache Hadoop con la base de datos MySQL
de JHipster, el paso previo necesario fue conectar Apache Hadoop con Apache Hive y
realizar la exportacio´n de los datos de Apache Hive a MySQL mediante Apache Sqoop.
La dificultad en este apartado fue no so´lo aprender la sintaxis de Apache Sqoop sino
tambie´n ser capaz de preparar los datos en el lado de Apache Hive para que encajen
perfe´ctamente todos los registros, filas y columnas con los correspondientes en la parte
de MySQL, puesto que Apache Sqoop falla a no ser que ambas partes sean ide´nticas en
cuanto a estructura.
A continuacio´n se presentan las tecnolog´ıas a las que se hace referencia en este
apartado con el objetivo de familiarizar al lector con las herramientas utilizadas y dar
una explicacio´n ma´s detallada de las mismas. Se presentan siguiendo una enumeracio´n
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en funcio´n del papel que interpreta cada una en el flujo de los datos, desde el
almacenamiento hasta su visualizacio´n:
Apache Hadoop. Apache Hadoop1 es un framework que permite el procesamiento
distribuido de mu´ltiples conjuntos de datos a trave´s de clusters de ordenadores mediante
modelos de programacio´n sencillos. Esta´ disen˜ado para escalar desde servidores u´nicos
hasta miles de ma´quinas y para detectar y gestionar fallos en la capa de aplicacio´n y
as´ı permitir una alta disponibilidad a pesar de que los equipos individuales fallen.
Apache Hive. Apache Hive2 facilita la lectura, escritura y gestio´n de grandes
conjuntos de datos residentes en almacenes distribuidos de datos mediante SQL.
La estructura de datos puede ser proyectada sobre los datos que ya existen en
almacenamiento. Apache Hive provee una herramienta de l´ınea de comandos y un
driver JDBC para que los usuarios se puedan conectar a Apache Hive.
Apache Sqoop. Apache Sqoop3 es una herramienta disen˜ada para transferir bloques
de datos entre Apache Hadoop y almacenes de datos estructurados como las bases
de datos relacionales. Se puede usar para transformar los datos de HDFS mediante
MapReduce a un formato relacional para despue´s exportarlos a un sistema gestor de
bases de datos como MySQL u Oracle.
JHipster. JHipster4 es una plataforma de desarrollo para generar, desarrollar y
lanzar aplicaciones con tecnolog´ıa Spring Boot, Angular.js y Spring microservices.
Es capaz de generar aplicaciones totalmente configuradas con un Back-End Java, un
Front-End Angular.js y un conjunto de herramientas pre-configuradas como Yeoman,
Gradle, Grunt, Gulp.js y Bower.
Spring Framework. El framework Spring5 provee un modelo de programacio´n y
configuracio´n sencillo para aplicaciones Java. Un punto clave de Spring es el soporte
infraestructural a nivel de aplicacio´n. Uno de sus mo´dulos ma´s conocido es Spring Boot,
un framework ligero que tiene la intencio´n de simplificar el proceso de configuracio´n de
una aplicacio´n hecha con Spring.
1ApacheTM Hadoop®- http://hadoop.apache.org
2ApacheTM Hive®- https://hive.apache.org
3ApacheTM Sqoop®- https://sqoop.apache.org
4JHipster - http://www.jhipster.tech
5Spring Framework - https://projects.spring.io/spring-framework/
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AngularJS. AngularJS6 es un framework de JavaScript de co´digo abierto,
mantenido por Google, que se utiliza para crear y mantener aplicaciones web de una sola
pa´gina. Su objetivo es aumentar las aplicaciones basadas en navegador con capacidad
de Modelo Vista Controlador, en un esfuerzo para hacer que el desarrollo y las pruebas
sean ma´s fa´ciles.
Talend Big Data. Talend Big Data7 es un software open-source de integracio´n,
procesado y transformacio´n de datos. Permite trabajar con paradigmas Big Data y
ofrece una interfaz gra´fica para disen˜ar y programar co´modamente procesos ETL.
3.7. Captura de requisitos final
Una vez realizado un ana´lisis detallado tanto del problema como del marco
conceptual y los riesgos en las fases previas al arranque del proyecto, lo siguiente que
se determinaron fueron los requisitos del sistema. Gracias al ana´lisis previo realizado
mediante la te´cnica MoSCoW plasmado en la seccio´n 3.3 y a las conclusiones obtenidas
de los apartados anteriores, la tarea de captura de requisitos funcionales tanto del
sistema como del proyecto resulto´ en una sencilla seleccio´n y categorizacio´n de los
mismos. Adema´s, como se puede observar, algunos de los requisitos priorizados en las
categor´ıas inferiores de MoSCoW en la seccio´n 3.3 han sido descartados. Los requisitos
no funcionales surgieron tanto de recomendaciones del director del proyecto como del
ana´lis previo. En las tablas 3.1, 3.1 y 3.2 se recogen tanto los requisitos funcionales
como los no funcionales, divididos en sistema y proyecto, siendo los de sistema los
referentes al propio producto tecnolo´gico en s´ı, y los de proyecto los referentes a la
gestio´n del mismo.
6AngularJS - http://www.angularjs.org
7Talend Big Data - http://www.TalendBigData.com
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Nombre Descripcio´n
RFS 1 El sistema debera´ recolectar los datos oficiales tanto de productos
fitosanitarios autorizados de Espan˜a como de las sustancias activas a
nivel europeo.
RFS 2 El sistema debera´ almacenar la u´ltima versio´n de los datos recolectados
en el RFS 1 en su formato original y adema´s mantener todas las versiones
descargadas de las mismas.
RFS 3 El sistema debera´ monitorizar y almacenar los procesos de recoleccio´n de
los datos de entrada, as´ı como las rutas de su procesado.
RFS 4 El sistema debera´ ofrecer la infraestructura y herramientas de
configuracio´n necesarias para que futuros desarrolladores puedan integrar
otras fuentes de datos de manera ra´pida y eficiente.
RFS 5 El sistema debera´ implementar un modelo de aplicacio´n consistente,
ejemplificando un ciclo de vida t´ıpico de los datos, desde su recogida,
su procesamiento, su posterior integracio´n en un modelo ma´s completo
y su presentacio´n en un Front-End de ejemplo.
RFS 6 El sistema debera´ implementar un mecanismo de deteccio´n de errores e
inconsistencias en los datos provenientes de fuentes heteroge´neas.
Tabla 3.1: Requisitos Funcionales del Sistema
Nombre Descripcio´n
RNFS 1 Los informacio´n de los productos fitosanitarios debera´ ser recogida de
portales como MAPAMA [4] y los datos sobre los pesticidas de la Base
de datos europea [14].
RNFS 2 Se hara´ uso de algu´n tipo de Crawler web [15] para la descarga perio´dica
de los datos sobre productos fitosanitarios y pesticidas.
RNFS 3 Como sistema de almacenamiento de los datos recogidos sobre productos
fitosanitarios autorizados y sustancias activas se usara´ Apache Hadoop.
RNFS 4 Para monitorizar, almacenar y mostrar los procesos de recoleccio´n de los
datos de entrada se usara´ Talend Big Data.
RNFS 5 Para conseguir unos desarrollos posteriores ma´s a´giles se hara´ uso de
la herramienta Apache Hive, que permite una aproximacio´n relacional
directamente sobre Apache Hadoop.
RNFS 6 La presentacio´n de los datos en su formato final se hara´ mediante una
aplicacio´n con GUI, desarrollada mediante la herramienta JHipster.
Tabla 3.2: Requisitos No Funcionales del Sistema
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Nombre Descripcio´n
RFP 1 El proyecto debera´ incluir una memoria en la que se documentan todos
los pasos y procesos involucrados en su construccio´n.
RFP 2 Se debera´ mantener constancia del esfuerzo dedicado durante el proyecto.
RFP 3 El proyecto debera´ mantener un control de versiones actualizado en todo
momento.
Tabla 3.3: Requisitos Funcionales del Proyecto
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Cap´ıtulo 4
Disen˜o
Este cap´ıtulo abarca aquellos aspectos considerados durante la fase del disen˜o de
la aplicacio´n, desde sus versiones primitivas (disen˜o conceptual) hasta el disen˜o final
de la aplicacio´n, pasa´ndo por los diferentes diagramas arquitecturales que muestran el
sistema desde diferentes puntos de vista. Adema´s, al final se hara´ una retrospectiva
sobre aquellas restricciones que han afectado el curso del desarrollo de las diferentes
soluciones desde el punto de vista del disen˜o.
4.1. Disen˜o conceptual
Con el ana´lisis finalizado y tenie´ndo en cuenta los requisitos, se llego´ a la conclusio´n
de que los desarrollos realizados a lo largo de la duracio´n de este proyecto no ser´ıan ma´s
que el comienzo para algo mucho ma´s grande; se deb´ıa ofrecer tanto la infraestructura
necesaria como el soporte para que la solucio´n pudiera escalar y ser expandida mediante
el trabajo de futuros desarrolladores.
El disen˜o conceptual del sistema se presenta a continuacio´n a una escala abstracta
y de alto nivel. Ba´sicamente, el proyecto hara´ uso de numerosas fuentes de informacio´n,
en este caso sobre productos fitosanitarios y sus derivados. Dicha informacio´n debera´
ser recogida de manera perio´dica y almacenada en algu´n sistema de persistencia tal
como proviene de sus fuentes, es decir, en una versio´n en crudo. Una vez almacenada
en su versio´n original, los datos pasara´n a una siguiente fase en la que sera´n procesados
bien para extraer la informacio´n relevante o de intere´s para el proyecto bien para an˜adir
datos u´tiles como informacio´n de trazabilidad, todo esto con el objetivo en mente de
conseguir ese esquema unificado. Una vez procesados, los datos se almacenara´n en otro
sistema de persistencia, o incluso en el mismo de antes, si es posible. En este punto
habr´ıa dos opciones; o que los datos ya estuvieran integrados en un u´nico modelo, o que
estuvieran individualmente separados en el almace´n anterior. En este segundo caso, los
datos deber´ıan ser unificados para conseguir ese esquema u´nico y posteriormente poder
ser visualizados, ya sea mediante un navegador con una aplicacio´n web, o mediante otro
me´todo de visualizacio´n. En el diagrama de la figura 4.1 se puede observar el disen˜o
conceptual descrito anteriormente de manera gra´fica.
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Figura 4.1: Disen˜o conceptual de la solucio´n
4.2. Disen˜o final
En el apartado anterior se ofrecio´ una visio´n de alto nivel del disen˜o de la solucio´n,
sin hablar de herramientas ni de tecnolog´ıas concretas. En este apartado se va a
profundizar en el disen˜o y se va a explicar en detalle la manera en que los datos pasan a
trave´s de las diferentes herramientas dentro del sistema, desde la descarga de los datos
desde sus fuentes hasta su visualizacio´n en pantalla, pasa´ndo por las diferentes etapas
de procesado y almacenamiento.
En el diagrama de la figura 4.2 se puede observar un mapeo casi directo entre los
elementos del disen˜o final y los del disen˜o conceptual de la figura 4.1. Se puede observar
que el disen˜o final incluye a Talend Big Data como responsable tanto de los procesos
que descargan y almacenan los datos en crudo como de los que posteriormente procesan
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y almacenan los datos como datos procesados. En cuanto al sistema de almacenamiento,
que guardara´ tanto los datos originales como los modificados se utilizara´ Apache
Hadoop para los datos en crudo y Apache Hive dentro de Apache Hadoop para los
datos procesados. Una vez los datos este´n transformados y almacenados corre´ctamente,
se usara´ Apache Sqoop para transferirlos a ese esquema u´nico que se persigue como
objetivo, y que estara´ almacenado dentro de una base de datos MySQL. Para que
este u´ltimo paso sea posible, debe ser el propio Talend quien prepare los datos para ser
integrados directamente en el esquema unificado. JHipster tendra´ una conexio´n directa
a la base de datos MySQL y gracias a ello sera´ capaz de leer los datos y mostrarlos en
pantalla con su propia interfaz web.
Figura 4.2: Disen˜o final de la solucio´n - De los datos a su explotacio´n
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4.3. Arquitectura del sistema
Este apartado tratara´ de dar una visio´n arquitectural del sistema, pasando por
diferentes diagramas para representar el proyecto de manera gra´fica y completa.
Esta seccio´n abarcara´ los siguientes diagramas: diagrama de despliegue, diagrama
de componente y conector, diagrama de clases y paquetes, diagrama de secuencia y
diagrama de datos.
Diagrama de despliegue.
Como se puede observar en la figura 4.3, el despliegue de la aplicacio´n consta de
un nodo principal, el Servidor. Este almacena tanto la aplicacio´n de JHipster como la
base de datos MySQL y Apache Sqoop. La aplicacio´n de JHipster, al tratarse de una
aplicacio´n Spring se representa como un artefacto dentro de un contenedor Spring, el
Spring Container. Adema´s, all´ı se define el mo´dulo de schedulling implementado por
el alumno como un artefacto separado del de la aplicacio´n, aunque a nivel pra´ctico
realmente su implementacio´n esta´ ubicada dentro del propio mo´dulo de la aplicacio´n.
Apache Hadoop aparece en el diagrama como una base de datos aparte, por varias
razones: en primer lugar, Apache Hadoop se puede desplegar en un nodo separado
del Servidor. En segundo lugar, se pueden crear varias instancias en diferentes nodos
del mismo para conseguir almacenar una cantidad mayor de datos, y proporcionar la
aplicacio´n de un componente de almacenamiento escalable.
Figura 4.3: Diagrama de despliegue de la solucio´n
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Diagrama de componente y conector.
El diagrama de la figura 4.4 muestra la visio´n arquitectural del sistema a nivel
de componentes y conectores. En e´l se representan todos los elementos del sistema
junto con las interfaces que ofrecen y utilizan cada uno de ellos. Se observan todas
las conexiones que hay entre los distintos componentes y se puede interpretar como
una expansio´n, o una visio´n de ma´s bajo nivel del diagrama de despliegue. Se entiende
el componente Talend como los distintos procesos desarrollados con esta herramienta,
ma´s que una conexio´n con el propio programa ya que en ningu´n momento se requiere
de Talend ma´s alla´ que para la construccio´n de dichos procesos.
Figura 4.4: Diagrama de componente y conector
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Diagrama de clases y paquetes.
En el diagrama de clases presente en la figura 4.5 se adjunta el modelo de clases
y paquetes correspondiente a la infraestructura que se construyo´ para soportar el
comportamiento mencionado en la seccio´n Implementacio´n del prototipo real (Seccio´n
5.2). Dicho diagrama no incluye aquellas partes del co´digo que se generan durante
la instanciacio´n de la aplicacio´n con JHipster sino u´nicamente las que el alumno ha
desarrollado.
Figura 4.5: Diagrama de clases y paquetes para soportar la automatizacio´n del workflow
Diagrama de secuencia.
Una vez vista la estructura del diagrama anterior, a continuacio´n se presenta
un diagrama de secuencia de ejemplo para ilustrar la interaccio´n de los diferentes
componentes y el rol que juegan en el workflow desde que los datos se descargan
hasta que pasan a visualizarse mediante JHipster Para ello se ha hecho uso de un
ejemplo vertical para los datos de los productos fitosanitarios autorizados de Espan˜a.
Perio´dicamente, los datos se descargan desde la web del MAPAMA [4], son procesados y
almacenados en Apache Hadoop, se exponen en Apache Hive, se transfieren con Apache
Sqoop a MySQL y JHipster es capaz de visualizarlos.
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Diagrama de datos.
A continuacio´n se muestra el diagrama de datos tal como esta´n almacenados en
Apache Hive. A pesar de que tambie´n se almacenan datos en la base de datos MySQL,
la estructura presente all´ı es relativamente sencilla en comparacio´n con la de Apache
Hive y por lo tanto se ha decidido presentar en los anexos, en la seccio´n C.2.
Como se puede observar, en la figura 4.7 aparecen, mediante una estructura de
diagrama entidad-relacio´n las entidades que han sido creadas en Apache Hive. Por una
parte tenemos las entidades fitosanitario con id y sustancia activa europa, que son las
entidades principales de la solucio´n. La primera se crea a partir de los datos obtenidos
de la primera fuente integrada en el proyecto, proveniente del listado de productos
fitosanitarios autorizados en Espan˜a disponibles en la pa´gina web del MAPAMA [4].
La segunda son los datos de las sustancias activas provenientes de la base de datos
abierta sobre pesticidas a nivel europeo. El resto de entidades presentes en el modelo
son el resultado de diferentes operaciones sobre estas dos tablas. A continuacio´n se
explica co´mo se han conseguido dichas entidades y que´ representan.
1. En primer lugar, la relacio´n marcada con un 1 en el diagrama representa una
cierta similitud en el campo formulado de la primera tabla y el campo name
de segunda: El formulado incluye el name de la segunda tabla. No obstante, los
datos no son perfectos: por una parte esta´ el problema del idioma; muchos de
los fitosanitarios aparecen en espan˜ol mientras que las sustancias activas esta´n
en ingle´s, por lo que un mapeo directo no dar´ıa el 100 % de los matches. Otro
problema es el de los campos mu´ltiples, esto es, en la primera tabla, algunos
registros del campo formulado incluyen no solo uno, sino varios nombres de
sustancias activas. Por lo tanto, har´ıa falta una bu´squeda para poder hacer el
matching con todas las sustancias activas encontradas.
2. La relacio´n marcada con un 2 representa la tabla fito active substance, que es el
resultado de hacer un mapeo casi directo de la relacio´n mencionada en el punto
anterior: Primero, del campo formulado nos quedamos u´nicamente con el nombre
de la sustancia activa. Despue´s se hace una operacio´n de JOIN para conseguir el
real id (id real de la sustancia activa) de la segunda tabla.
3. Las relaciones marcadas con un 3 y un 4 surgen de la necesidad
de registrar los errores; las tablas mismatch fitosanitario fito sustancia y
mismatch sustancia fito sustancia recogen aquellos fitosanitarios de la primera
tabla que no aparecen en la tabla integrada (fito active substance) y aquellas
sustancias activas de la segunda tabla que tampoco aparecen, respect´ıvamente.
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4.4. Estrategia de integracio´n y expansio´n
Una vez visto el disen˜o del sistema, en esta seccio´n se hablara´ de la estrategia
de integracio´n y expansio´n que gobernara´ los futuros desarrollos a partir de la
infraestructura montada en la realizacio´n de este proyecto.
Como se observara´ en el desarrollo del prototipo real de la seccio´n 5.2, realmente
gracias a la infraestructura conseguida y a la arquitectura que se ha montado, realizar
nuevas funcionalidades y expandir el proyecto no deber´ıa suponer un reto y deber´ıa ser
bastante asequible. En este apartado caben destacar varias l´ıneas posibles de expansio´n
en el proyecto:
Aumento de la capacidad de almacenamiento. Este apartado es bastante trivial,
puesto que gracias a Apache Hadoop, esto se puede conseguir fa´cilmente. Tal como
se ha comentado, Apache Hadoop tiene el potencial de crecimiento mediante nodos
adicionales, desplegados en la misma o en diferentes ma´quinas, con capacidad de
almacenamiento extra. As´ı pues, para que el sistema escalase en cuanto a capacidad de
almacenamiento, lo u´nico que se tendr´ıa que hacer es desplegar ma´s nodos de Apache
Hadoop para tener la informacio´n repartida en ma´s espacio de almacenamiento.
Integracio´n de datos nuevos. Para integrar nuevos datos en el sistema de nuevas
fuentes, la estrategia a seguir deber´ıa ser la que se observa en el diagrama de la figura
4.8.
Figura 4.8: Estrategia recomendada para la integracio´n de datos nuevos
Funcionalidades extra. Aunque realmente este proyecto se ha desarrollado
pensando en una expansio´n futura u´nicamente en cuanto a la integracio´n de nuevos
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datos y la escalabilidad de almacenamiento, gracias a la estructura de la aplicacio´n de
JHipster es posible dotar al sistema de tantas funcionalidades extra como se desee.
4.5. Restricciones al disen˜o
La gestio´n y desarrollo del proyecto, en todas sus fases se ha visto restringida por
diferentes pautas y recomendaciones provenientes de terceras partes. Este apartado
pretende aclarar algunas de estas cuestiones para reflejar aquellas decisiones que han
condicionado, para bien o para mal, el desenvolvimiento del alumno.
Desde el inicio del proyecto el director impuso algunas de las herramientas a utilizar,
as´ı como el disen˜o a priori de la solucio´n. Apache Hadoop, Apache Hive y JHipster
fueron el core tecnolo´gico que el director establecio´ para la realizacio´n del proyecto.
Como primer disen˜o, adema´s, el director expuso un modelo en el que los datos tanto
procesados como sin procesar ser´ıan almacenados en Apache Hadoop, consumidos desde
Apache Hive e importados directamente a JHipster, sustituyendo la base de datos de
JHipster por Apache Hive. Tras observar que este modelo no cumpl´ıa con los requisitos
del proyecto, se opto´ por la otra variante, mediante Apache Sqoop, tal como se ha
mencionado anteriormente.
Otra de las herramientas recomendadas por el director del proyecto fue Pentaho
Kettle y, como se puede observar en la seccio´n 5.3, fue una de las piezas que ma´s
problemas acabo´ dando. Ante esta situacio´n, el director recomendo´ Talend, que resulto´
ser un mejor componente y que satisfac´ıa con los requisitos de la fase de ana´lisis.
Otro aspecto que se debe tener en cuenta es que el proyecto se trata de un TFG
y no de una solucio´n comercial. Por ello, hay unas normas o pautas establecidas que
delimitan y gu´ıan en el desarrollo del mismo: la limitacio´n de las horas de dedicacio´n
recomendadas, que se corresponden a los 12 cre´ditos ECTS, la inclusio´n de una memoria
suficientemente extensa para recopilar todos los aspectos del desarrollo del proyecto e
incluso la limitacio´n econo´mica impl´ıcita, esto es, no existe una remuneracio´n monetaria
para el alumno tras el desarrollo del proyecto.
29
Cap´ıtulo 5
Implementacio´n
5.1. Prueba de concepto
La primera fase de desarrollo de la solucio´n fue la prueba de concepto; su objetivo
fue encontrar las herramientas adecuadas para el Stack Tecnolo´gico y demostrar
que las elegidas son viables y que funcionan en conjunto. Adema´s, se estudiaron y
valoraron los problemas que puedan presentar y los retos que podr´ıan suponer desde
una aproximacio´n tecnolo´gica. Conceptualmente, este apartado podr´ıa verse englobado
dentro de la seccio´n de Ana´lisis (Cap´ıtulo 3) ya que, como se ha mencionado, la
prueba de concepto fue la que determino´ el Stack Tecnolo´gico y, por ende, incluyo´ una
correspondiente parte de ana´lisis, esto es, bu´squeda, investigacio´n, test de viabilidad,
etc. No obstante, dado que realmente formo´ parte del desarrollo de la solucio´n se ha
decidido redactarlo como una primera parte del apartado de Implementacio´n de la
solucio´n. As´ı pues, esta seccio´n presentara´ tanto el Stack Tecnolo´gico utilizado, los
problemas encontrados en esta fase y las diferentes alternativas que se han probado
junto con los motivos por los que se han desechado de la decisio´n final. En el diagrama
de la figura 5.1 se puede observar el panorama global de los pasos que se han dado y las
herramientas que se han utilizado para montar toda la infraestructura necesaria para
una versio´n final de la prueba de concepto dentro de la primera fase del desarrollo del
proyecto.
Despue´s se hara´ un breve resu´men de las pruebas que se han realizado con las
diferentes herramientas consideradas como partes potenciales del Stack Tecnolo´gico,
que sera´ ampliado en la seccio´n B.1 de los anexos.
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Pasos reflejados en el diagrama de la figura 5.1:
Paso Descripcio´n Resultado
1º Instalacio´n y configuracio´n de Apache Hadoop E´xito
2º Instalacio´n y configuracio´n de Apache Hive E´xito
3º Configuracio´n de la conexio´n de Apache Hadoop con
Apache Hive
E´xito
4º Instalacio´n y configuracio´n de JHipster E´xito
5º Intento de conexio´n directa entre JHipster y Apache
Hive
Resultado fallido.
6º Instalacio´n y configuracio´n de Apache Sqoop E´xito
7º Exportacio´n de datos desde Apache Hive a MySQL con
Apache Sqoop
E´xito
8º Instalacio´n y configuracio´n de Kettle Pentaho E´xito
9º Desarrollo de procesos ETL para Apache Hadoop
mediante Kettle Pentaho
E´xito
10º Intento de importacio´n de procesos de Kettle Pentaho
en JHipster
Resultado fallido
11º Instalacio´n y configuracio´n de Talend Big Data Res
12º Desarrollo de procesos ETL para Apache Hadoop
mediante Talend Big Data
E´xito
13º Importacio´n de procesos de Talend Big Data en
JHipster
E´xito
Tabla 5.1: Pasos realizados durante la prueba de concepto
Desarrollo de la prueba de concepto. Tal como se observa tanto en el diagrama
como en los pasos anteriores, la prueba de concepto se llevo´ a cabo de una
manera secuencial, validando primero las tecnolog´ıas y herramientas individuales y
posteriormente intentando integrarlas. En primer lugar (pasos 1 y 2) se instalaron y
configuraron los componentes principales del proyecto: Apache Hadoop y Apache Hive
y despue´s se llevo´ a cabo su interconexio´n guiada por pruebas de traspaso de datos de
Apache Hadoop a Apache Hive (paso 3). A continuacio´n se instalo´ JHipster (paso 4)
y en una primera aproximacio´n al problema se intento´ conectar directamente JHipster
con la base de datos Apache Hive (paso 5). Tras descubrir que este me´todo no era
adecuado pues JHipster no ofrece ningu´n tipo de soporte ad hoc, se opto´ por un cambio
de estrategia; enlazar el flujo de datos entre Apache Hive y JHipster mediante Apache
Sqoop. Para ello se instalo´, configuro´ y probo´ Apache Sqoop (pasos 6 y 7) con resultados
satisfactorios. Tras observar que el uso exclusivo de estas herramientas eran incompletas
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para el desarrollo del proyecto (puesto que se determino´ necesario un programa de
procesado, transformacio´n y carga de ficheros), la opcio´n ma´s prometedora fue Kettle
Pentaho (paso 8). Si bien la construccio´n de los procesos mediante esta herramienta
resulto´ una tarea no demasiado tediosa (paso 9), su traspaso a un programa Java
integrable dentro del proyecto de JHipster resulto´ reitera´damente fallido (paso 10). Se
decidio´ recurrir a otra prometedora herramienta, Talend Big Data como sustitutiva
de Kettle Pentaho, lo que resulto´ en una gestio´n acertada (paso 11). Con Talend se
pudieron construir los procesos necesarios para transformar y transportar los datos
desde/hacia Apache Hadoop (paso 12) y se logro´ realizar el traspaso de dichos procesos
a un programa Java e integrarlo en JHipster (paso 13).
Conclusiones. Una vez conseguidos los pilares fundamentales de la integracio´n
dentro del proyecto (Apache Hadoop, Apache Hive, JHipster, Apache Sqoop, Talend)
realmente las u´nicas preocupaciones que quedaban eran la automatizacio´n ı´ntegra del
proceso y la ejecucio´n perio´dica del mismo para disponer de los datos en su versio´n
actualizada. No obstante, para estas tareas no fue necesaria una prueba de concepto
puesto que todo esto se pod´ıa conseguir desde el propio proyecto de JHipster, mediante
Spring y co´digo Java, cosas con las que el alumno ya estaba familiarizado. Da´ndo por
finalizada la prueba de concepto, se empezo´ a disen˜ar y construir el prototipo real que
quedar´ıa como solucio´n real del proyecto.
5.2. Prototipo
Primera iteracio´n para conseguir una integracio´n y automatizacio´n
completa - Productos fitosanitarios autorizados de Espan˜a
Lo primero que se hizo entrando en el desarrollo del prototipo real fue implementar
un simple proceso mediante la interfaz gra´fica de Talend. Este proceso realiza las
siguientes operaciones:
1. Descarga desde la web del MAPAMA el fichero Excel de los productos
fitosanitarios autorizados.
2. Convierte dicho Excel a un formato OpenOffice para poder ser procesado desde
Talend con los componentes excel correspondientes.
3. Sube a Apache Hadoop una versio´n sin procesar del fichero
4. Procesa el fichero an˜adiendole una columna llamada ID al principio y lo sube
como versio´n procesada a Apache Hadoop.
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A continuacio´n se exporto´ el proceso desde Talend: Archivo → Export → Java →
archivo JAR file. Esto exporta las clases y librer´ıas que Talend necesita para lanzar
el trabajo en un archivo comprimido llamado nombre trabajo.jar El siguiente paso fue
descomprimir el archivo JAR en cuestio´n, analizar su contenido y ver co´mo se podr´ıa
importar en un proyecto Java. El archivo JAR conten´ıa varias carpetas y ficheros pero
lo que interesa es lo siguiente:
Nombre del JAR
lib
librerias JAR
Nombre del proyecto
Nombre del trabajo
clase java principal del trabajo
routines
system
api
clases java
xml
sax
clases java
clases java
clases java
As´ı pues, a continuacio´n se creo´ un nuevo proyecto Java con IntelliJ y Maven
(TalendCrawler) y se copiaron todas las clases Java con su correspondiente estructura
de carpetas. Dentro del fichero pom.xml del proyecto TalendCrawler donde se
importaron todas las dependencias de Talend que figuraban como librer´ıas locales en
la carpeta lib. Para ello se tuvo que definir el repositorio de paquetes de Cloudera [16],
que es desde donde Maven buscar´ıa la mayor´ıa de librer´ıas. Tras comprobar que la
aplicacio´n arrancaba y se comportaba correctamente, el pro´ximo paso fue encapsular
y exportar la aplicacio´n como un archivo JAR, en conjunto con sus librer´ıas. Para ello
se hizo uso del plugin one-jar de Maven que recoge las dependencias del proyecto y las
empaqueta junto a las otras clases en un u´nico archivo JAR.
En el proyecto de JHipster lo que se hizo fue crear una clase llamada Talend, desde
la que perio´dicamente (mediante la anotacio´n Scheduled) se ejecutaba el archivo JAR
anterior a trave´s del comando Runnable.
Teniendo ya el proceso de Talend integrado en la aplicacio´n de JHipster, el siguiente
problema a abordar fue el de la automatizacio´n de su ejecucio´n. Se sabe que los
productos fitosanitarios autorizados son actualizados perio´dicamente en la web de
MAPAMA. Por eso mismo, nuestra aplicacio´n requer´ıa tambie´n de una descarga
perio´dica de dichos datos, para asegurarse de que en todo momento el programa tiene
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Figura 5.2: Captura de pantalla de la integracio´n de los productos fitosanitarios.
la versio´n actualizada de los fitosanitarios autorizados de Espan˜a. Esto se consiguio´
gracias al mo´dulo de scheduling[17] de Spring que permite programar la ejecucio´n de
un me´todo de manera perio´dica. Como decisio´n estrate´gica se propuso lanzar el proceso
de Talend cada media hora. Resuelto este problema tambie´n, el siguiente objetivo fue
automatizar toda la ejecucio´n del proceso, desde la descarga del fichero de los productos
autorizados hasta la visualizacio´n de los datos mediante JHipster. Aproveca´andose
del mismo mo´dulo anterior de scheduling, el desarrollo tendr´ıa que seguir el siguiente
esquema:
− Primero, los datos deber´ıan descargarse y procesarse y almacenarse en Apache
Hadoop mediante el mo´dulo de Talend.
− A continuacio´n, se deber´ıa implementar otro mo´dulo encargado de la carga de
dichos datos procesados a una tabla de Apache Hive.
− Despue´s de eso, se deber´ıan transferir los datos de Apache Hive a la base de datos
MySQL que emplea JHipster.
As´ı pues, para cada uno de los mo´dulos mencionados se creo´ un paquete con una
clase que conten´ıa los me´todos necesarios para lograr sus tareas particulares.
El resultado gra´fico de esta primera parte se puede observar en la captura presente
en la figura 5.2.
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Segunda iteracio´n para conseguir una integracio´n y automatizacio´n
completa - Sustancias activas de Europa
La primera iteracio´n supuso los mayores problemas debido no solo al
desconocimiento previo de las tecnolog´ıas sino tambie´n al hecho de no saber
exactamente si dichas tecnolog´ıas iban a funcionar en conjunto. Una vez conocidas las
tecnolog´ıas y tomado un primer contacto con ellas (el alumno no hab´ıa trabajado con
Talend previamente) la segunda parte de la integracio´n se llevo´ a cabo de una manera
mucho ma´s flu´ıda. Para esta iteracio´n se conoc´ıa previamente el modus operandi para
automatizar todo el proceso, desde la descarga de los datos hasta su visualizacio´n
con JHipster. Por lo tanto, lo u´nico diferente con respecto a la primera iteracio´n fue
desarrollar el trabajo de procesado espec´ıfico de los datos de entrada.
Para la segunda iteracio´n se eligieron los datos expuestos en la Base de datos europea
sobre pesticidas [14] para seguir expandiendo la solucio´n. Como ya se ha explicado, el
objetivo de este proyecto es conseguir validar un modelo de integracio´n para datos
sobre productos fitosanitarios. En la primera iteracio´n se obtuvieron los datos sobre
los productos fitosanitarios autorizados en Espan˜a. Estos conten´ıan un campo llamado
Formulado. Dicho campo se refiere a la sustancia activa de cada producto. Resulta que
los datos descargados de la base de datos europea contienen una amplia estructura de
datos e informacio´n relativa a los productos fitosanitarios. No obstante, dicha cantidad
de informacio´n tambie´n resulta excesiva. Por ello, se ha optado por una aproximacio´n
minuciosa, cogie´ndo y procesando un solo elemento de todos los disponibles a la vez.
En este caso dicho elemento corresponde a un fichero con la informacio´n relativa a
las sustancias activas. Esta aproximacio´n permitio´ ese objetivo de integracio´n puesto
que gracias a ello se pudo hacer un mapeo casi directo con los datos sobre productos
autorizados de Espan˜a.
De igual manera que en la primera iteracio´n, se implemento´ en Talend el workflow
necesario para procesar los datos de las sustancias activas. Esto es, por una parte,
descargarlos de la pa´gina web, an˜adir la fecha y hora del momento de la descarga y
guardarlos en Apache Hadoop como datos en crudo de Espan˜a sin alterar ni su formato
ni su contenido. Por otra parte se formateo´ el contenido, para almacenar en Apache
Hadoop un fichero .csv con so´lamente la informacio´n relevante del fichero original y con
una columna extra para el identificador de las filas. El mismo proceso de Talend tambie´n
se encarga de subir este .csv a Apache Hadoop en la carpeta de datos procesados de
Europa.
A continuacio´n se preparo´ la infraestructura necesaria para soportar la carga de
datos en Apache Hive mediante una nueva tabla que se mantendra´ actualizada con
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los datos ma´s recientes sobre sustancias activas de Europa. Esto se consiguio´ gracias
al desarrollo implementado en el proyecto de JHipster desde el que perio´dicamente se
lanza el workflow anterior de Talend, y posteriormente se realiza una importacio´n de
los datos a Apache Hive. Adema´s, en el lado del cliente, en JHipster se creo´ la tabla
correspondiente a la de Apache Hive en MySQL y, una vez ma´s, perio´dicamente, los
datos de Apache Hive son transferidos a la base de datos MySQL a trave´s de Apache
Sqoop. El resultado de esta iteracio´n es que perio´dicamente, en JHipster se pueden
visualizar los datos actualizados de las sustancias activas europeas sin necesidad de
que el usuario tenga que intervenir o interactuar con el sistema en ningu´n momento.
En la figura 5.3 se puede observar el resultado plasmado de manera gra´fica en la web.
Figura 5.3: Captura de pantalla de la integracio´n de las sustancias activas.
Tercera iteracio´n para conseguir una integracio´n y automatizacio´n
completa - unio´n de los datos anteriores en una nueva tabla -
Fitosanitario Sustancia Activa Europa
Mientras que las dos primeras iteraciones se centraron en recoger datos
perio´dicamente de fuentes independientes, subirlas a Apache Hadoop y luego
importarlas en Apache Hive y MySQL para ser consumidas por JHipster, la tercera
iteracio´n tuvo que ver con la integracio´n de dichas fuentes independientes dentro del
sistema. Como se ha mencionado anteriormente, los datos de las sustancias activas
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europeas se eligieron como fuente para este proyecto dado que encajaban en cierta
medida con los datos de los productos fitosanitarios autorizados en Espan˜a: Estos
u´ltimos contienen un campo referente a las sustancias activas involucradas en el
producto autorizado y gracias a eso se pudo hacer un mapping entre ellos. No obstante,
el mapping no fue directo, puesto que los datos no ven´ıan en el mismo formato: en el
caso de los productos autorizados, el campo en cuestio´n conten´ıa adema´s de los nombres
de las sustancias activas en mayu´scula la cantidad en la que pod´ıan estar presentes,
mientras que en el caso de las sustancias activas europeas, los nombres ven´ıan en
minu´scula y sin la cantidad correspondiente. As´ı pues, en una primera aproximacio´n lo
que se hizo fue crear una tabla que contuviera los datos de los productos autorizados
de Espan˜a ma´s una columna que fuera el identificador real de la primera sustancia
activa involucrada en el producto.
Esta aproximacio´n no es la solucio´n perfecta, no obstante, es una primera iteracio´n
que soluciona una parte del problema. Se consiguio´ gracias a una consulta en Apache
Hive que part´ıa los datos del campo formulado (referente a las sustancias activas que
forman el producto) de los productos autorizados de Espan˜a, se quedaba con la primera
cadena de so´lamente literales y hac´ıa el JOIN con el nombre de la sustancia activa
(pasado a mayu´sculas) de la tabla de las sustancias activas europeas.
Figura 5.4: Captura de pantalla de la integracio´n de los productos fitosanitarios y las
sustancias activas.
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Como primera solucio´n provisional, se consigue hacer un matching exitoso de unos
cuatrocientos registros de un total de aproximadamente mil trescientas sustancias
activas. En la figura 5.4 se puede observar el resultado de esta fase y en la seccio´n D.1
de los anexos se encuentran ma´s capturas de pantalla de la aplicacio´n. No obstante,
los problemas que presenta son los siguientes:
− Hay productos autorizados que tienen ma´s de una sustancia activa como parte
de su formulado y la consulta solo reconoce la primera de ellas.
− Hay sustancias activas que aparecen en los productos autorizados de Espan˜a
que vienen en espan˜ol y la consulta no es capaz de reconocerlos puesto que las
sustancias activas de europa tienen su nomenclatura en ingle´s.
Fichero de configuracio´n
Para simplificar el acceso a los recursos se ha hecho uso de un fichero de
configuracio´n a los que acceden varios componentes: En primer lugar, el script bash
que descarga los datos de los productos autorizados del MAPAMA [4]. Este script usa
una funcio´n bash para solicitar los valores del fichero de propiedades de la web del
MAPAMA, y saber la ruta en el sistema donde guardar dicho fichero. Si en cualquier
momento se quiere modificar dicha localizacio´n, gracias al fichero de configuracio´n, el
u´nico sitio que se deber´ıa modificar ser´ıa en el propio fichero.
En segundo lugar, la aplicacio´n Java del trabajo de Talend tambie´n accede a
dicho fichero de configuracio´n, puesto que en e´l se han establecido tanto rutas de
almacenamiento dentro del HDFS de Apache Hadoop, como el nombre del nodo o del
usuario. No obstante, tal como se ha comentado en el apartado anterior, esta aplicacio´n
Java ha tenido que ser empaquetada en un archivo JAR u´nico y conjunto con todas
sus librer´ıas. Entonces ... ¿co´mo accede a dicho fichero de configuracio´n?. La solucio´n
ha sido hacer que el archivo JAR reciba la ruta a dicho fichero mediante un argumento,
de forma robusta, tal que si no recibe argumentos, o si el fichero que se le pasa no es
un fichero de propiedades, el proceso alerta del error y se detiene.
5.3. Problemas encontrados
Tal como se ha explicado a lo largo del desarrollo de esta memoria, tanto en la fase
de la prueba de concepto como en la fase de desarrollo del prototipo se han encontrado
diversos problemas de naturaleza te´cnica o tecnolo´gica:
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Incertidumbre inicial. El primero de los problemas que se detectaron tienen que
ver con el arranque del proyecto. Debido a una incertidumbre inicial en cuanto a
la estructura de su desarrollo, en el arranque del proyecto no se pudo realizar una
planificacio´n inicial para dejar definida una visio´n global de toda su duracio´n. Por ello
surgieron problemas como que el alumno entendio´ que todo el trabajo de instalacio´n y
configuracio´n de las herramientas ser´ıa una fase previa al desarrollo del proyecto en s´ı,
lo cua´l no fue as´ı, puesto que ma´s tarde se establecer´ıa que dicho trabajo formar´ıa parte
de una primera fase del proyecto: la prueba de concepto. Adema´s, dicha incertidumbre
dificulto´ la gestio´n del proyecto: la definicio´n de las tareas, el control de los esfuerzos
y un ana´lisis adecuado desde el principio.
Sistema operativo. Si bien es cierto que el sistema operativo donde se desarrollase
el proyecto no era un requisito, aparecio´ desde el principio como un derivado de las
herramientas a utilizar. Se propuso un sistema operativo Linux [18] sobre el que llevar
a cabo la implementacio´n de la solucio´n. La propia instalacio´n del sistema resulto´
inicialmente problema´tica en el porta´til del alumno debido a la inexistencia de los
drivers de Linux necesarios para la tarjeta gra´fica Nvidia [19] presente en el equipo,
que resultaba en el no arranque del sistema. Tras unos d´ıas de consultas y bu´squedas
en pa´ginas y foros de Internet, la solucio´n al problema fue an˜adir la instruccio´n
nouveau.modeset=0, que desactiva los drivers libres de Nvidia en el menu´ GRUB1
durante el arranque del sistema permitiendo que la gra´fica que se ejecuta sea la otra
presente en el equipo, la de Intel.
Apache Hadoop. Como previamente se ha mencionado durante la prueba de
concepto, la instalacio´n de Apache Hadoop no fue la o´ptima desde el principio puesto
que el alumno instalo´ una versio´n correspondiente a Ubuntu 14.04, mientras que el
sistema operativo instalado en el equipo era Ubuntu 16.04. Debido a eso inicialmente
Apache Hadoop dio´ problemas y en una fase posterior se tuvo que eliminar esta versio´n
del equipo e instalar la correcta. Una vez solucionado ese problema, otro de los retos
a los que se tuvo que enfrentar fue el entendimiento conceptual del sistema en s´ı. Se
tuvieron que invertir horas en aprender a utilizar el sistema de ficheros HDFS, algo
necesario para el almace´n de los datos de entrada de las diferentes fuentes.
Otro problema que surgio´ con Apache Hadoop fue debido a la falta de espacio en
disco. Llego´ un punto a lo largo de la duracio´n del TFG donde el disco duro del equipo
de desarrollo se lleno´ y debido a eso las operaciones MapReduce de Apache Hadoop se
encolaban, se enmarcaban dentro de un estado de Pendiente y nunca se ejecutaban.
1GRUB - https://www.gnu.org/software/grub/
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Pasaron varios d´ıas hasta que se llego´ a la ra´ız del problema y, una vez liberada algo
de espacio del disco duro, las operaciones MapReduce de Apache Hadoop ya se pod´ıan
realizar correctamente.
Apache Hive. Como ya se comento´, la instalacio´n de Apache Hive en s´ı no presento´
problemas. No obstante, el hecho de tratarse de un lenguaje SQL nuevo, a pesar de su
similitud con la sinta´xis de MySQL junto con las peculiaridades del sistema de archivos
de Apache Hadoop, HDFS sobre el que Apache Hive trabaja dificultaron un avance
fluido del proyecto. En muchas ocasiones los datos de entrada daban problemas a la
hora de importarlos en Apache Hive, por diferentes razones: inclusio´n de una cabecera
que no deber´ıa aparecer en los datos de entrada, formateo incorrecto de los datos e
incluso, por falta de experiencia, el uso incorrecto del delimitador en el lado de Apache
Hive. Aparte de estas dificultades, Apache Hive tambie´n presento´ problemas a la hora
de intentar conectarlo directamente con JHipster, tal como se vera´ en los siguientes
apartados.
Apache Sqoop. Al igual que Apache Hive, la instalacio´n y configuracio´n de Apache
Sqoop no supuso un problema. No obstante, su manejo es lo que ma´s dificultades
presento´, puesto que al igual que los dema´s componentes, se trataba de una herramienta
nueva para el alumno. Las tablas tanto de or´ıgen (base de datos Apache Hive presente
en HDFS) como de destino (base de datos MySQL de JHipster) ten´ıan que coincidir
en estructura y tomo´ varios intentos hasta tener la configuracio´n adecuada.
JHipster. Con JHipster se tuvo varios problemas, empezando por su instalacio´n en
el equipo. JHipster utiliza Yarn, Bower, Node.js, Gulp y Yeoman y, ya que el equipo
ten´ıa preinstaladas algunas de estas herramientas en sus antiguas versiones, al principio
la instalacio´n resulto´ en fallos que tomaron tiempo para solventar. Otro problema,
una vez solucionado el anterior fue a la hora de la importacio´n de una aplicacio´n
generada con JHipster como proyecto dentro del entorno de desarrollo IntelliJ. Gradle
inicialmente no estaba corre´ctamente configurado en el equipo y por ello el proyecto
era incapaz de descargar y configurar sus dependencias. Tras haber instalado Graddle
e importado el proyecto corre´ctamente, otro de los problemas encontrados aparecio´ a
la hora de importar un esquema de datos sobre JHipster mediante JDL-Studio2, el
editor gra´fico para creacio´n de modelos de datos de JHipster. Si bien la creacio´n del
propio modelo y su descarga en un fichero .jh no presento´ dificultades, la importacio´n
del esquema dentro del proyecto mediante el comando jhipster import-jdl fichero.jh
2JDL-Studio - https://start.jhipster.tech/jdl-studio/
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provocaba errores en el proyecto en el momento de su ejecucio´n. Gracias al control de
versiones implementado mediante git3 se pudo volver a la versio´n previa y desechar los
cambios provocados por el comando anterior. Se descubrio´ que si las entidades se crean
individualmente mediante el comando jhipster entity nombreEntidad el fallo anterior
ya no ocurre y se puede continuar con una ejecucio´n correcta.
Otro problema con JHipster ocurrio´ al intentar actualizar la versio´n del mismo.
Segu´n las instrucciones de la pa´gina web, el proceso deber´ıa ser aparentemente sencillo.
Se trata de ir a la localizacio´n de la aplicacio´n creada con JHipster y ejecutar el
comando jhipster upgrade. No obstante, dicho comando en ocasiones funcionaba, y
en otras, tras esperar el tiempo de actualizacio´n, todo aparentaba normalidad hasta
que al arrancar la aplicacio´n aparec´ıan errores referentes a determinados beans de
Spring que JHipster era incapaz de encontrar. A pesar de intentar solucionar dicho
problema, en esos casos el alumno prefirio´ volver a la versio´n anterior del proyecto y
desechar los cambios realizados por el comando upgrade. Como JHipster es un sistema
en constante evolucio´n, perio´dicamente los desarrolladores lanzan parches mediante los
que solucionan problemas como el descrito anteriormente.
Integracio´n de Apache Hive y JHipster. Tal como se explica en la prueba
de concepto (seccio´n 5.1), inicialmente la arquitectura del sistema deb´ıa reflejar una
conexio´n dire´cta entre la aplicacio´n de JHipster y la base de datos Apache Hive,
mediante la sustitucio´n de la base de datos de JHipster (MySQL) por Apache Hive en
los ficheros de configuracio´n del proyecto. Teniendo en mente que JHipster directamente
no ofrece soporte ni para Apache Hive ni para Apache Hadoop, la meta era cambiar
a nivel de co´digo todos los para´metros y conexiones necesarias para engan˜ar a la
aplicacio´n y conseguir que trabaje directamente con Apache Hive. Esto consist´ıa en
importar las librer´ıas necesarias, crear las entidades de JHipster dentro de Apache
Hive, indicarle el driver JDBC para conectarse con Apache Hive y mapear cada acceso
a la base de datos previa MySQL a la de Apache Hive. El primer gran obsta´culo
que se detecto´ fue la importacio´n de las librer´ıas. Resulta que al importar las librer´ıas
necesarias para Apache Hive, estas presentaban conflictos con las librer´ıas que ya ven´ıan
importadas por JHipster. Encontrar los paquetes conflictivos llevo´ mucho tiempo,
puesto que el a´rbol de dependencias del proyecto ten´ıa un taman˜o considerable y no
se pod´ıa saber a priori cua´l de los mu´ltiples duplicados existentes fallaba. Como se
vera´ a continuacio´n, el problema de las librer´ıas externas dentro de JHipster seguira´
aparecie´ndo con otros componentes, por lo que se puede entender que JHipster no es la
mejor eleccio´n cuando se quiera expandir el proyecto con muchas librer´ıas externas o de
3git - https://git-scm.com
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terceros. Por otro lado, el problema de las entidades se abordo´ poco a poco, intentando
migrar las tablas una a una. No obstante, JHipster creaba dichas tablas con una sinta´xis
y unas propiedades y atributos acordes a MySQL, algunos de los cuales eran inviables
de construir en Apache Hive debido a la misma inexistencia de dicha funcionalidad. Las
aplicaciones que JHipster generan tienen una gran complejidad, con cientas de clases
interoperando y compartiendo informacio´n, dificultando la depuracio´n de la ejecucio´n
del programa y haciendo que una aproximacio´n como la que se intentaba realizar en
este per´ıodo fuera inviable. Tras semanas de intentos frustrados, se consiguio´ que la
aplicacio´n arrancara conecta´ndose a Apache Hive, pero era incapaz de realizar cualquier
funcio´n que se le ped´ıa, como iniciar sesio´n con un usuario o registrar uno nuevo as´ı que
la arquitectura del sistema cambio´, se desecho´ la idea de conectar directamente Apache
Hive con JHipster y se abordo´ una aproximacio´n que involucrara un intermediario
(Apache Sqoop) entre Apache Hive y JHipster y manteniendo la base de datos MySQL.
Pentaho Kettle. Aparte del problema anterior, el otro gran obsta´culo que supuso
un retraso del proyecto fue la eleccio´n de Pentaho Kettle como sistema para realizar
operaciones ETL sobre los datos previo a su importacio´n en Apache Hadoop.
Aparentemente Pentaho Kettle era la herramienta que se buscaba complementaria al
Stack Tecnolo´gico del proyecto. No obstante, con el tiempo se observo´ que ma´s que una
ayuda resulto´ un inconveniente. Desde su instalacio´n, que resulto´ conflictiva puesto que
por alguna razo´n al descargar el programa en espan˜ol, este se descargo´ con la mitad
de sus componentes en ingle´s y la otra mitad en espan˜ol hasta su editor gra´fico, que
no es exa´ctamente muy user-friendly. Se tuvo problemas para conectarse a Apache
Hadoop ya que, por culpa de una documentacio´n pobre no se da a entender que antes
de intentar acceder a Apache Hadoop mediante sus componentes se deb´ıa configurar un
Cluster de Apache Hadoop dentro del propio editor gra´fico. Adema´s se observo´ que el
lanzamiento de un mismo proceso varias veces pod´ıa resultar en una ejecucio´n exitosa
o fallar estrepito´samente por razones aparentemente arbitrarias.
Pentaho Kettle y JHipster. A la hora de integrar Pentaho Kettle y JHipster, al
igual que ocurr´ıa con Apache Hive, el problema principal fueron las librer´ıas necesarias
para poder trabajar con Pentaho Kettle dentro de la aplicacio´n de JHipster. En este
caso, adema´s, reincidie´ndo en el problema de la existencia de una documentacio´n pobre,
no se listan las librer´ıas necesarias para poder trabajar con Pentaho Kettle desde un
proyecto Java. Por esa misma razo´n, si bien es cierto que para trabajos o procesos
sencillos (de prueba) de Pentaho Kettle se consiguio´ el pack de librer´ıas necesarias a
importar, en cuanto los procesos eran un poco ma´s complejos (como los que realmente
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necesitaba el proyecto), las librer´ıas empezaban a producir conflictos en el proyecto,
resultando en la imposibilidad del arranque de la aplicacio´n. El problema fue que
conforme se solucionaban los errores, aparec´ıan otros, y cada vez en ma´s cantidad,
hacie´ndo inviable la opcio´n de Pentaho Kettle para los requisitos que ten´ıa el proyecto.
Por ello, tras reiterados intentos de solucionar dichos problemas se opto´ por buscar
otras alternativas y se encontro´ Talend como herramienta definitiva.
Talend. El u´nico problema que presento´ Talend realmente no supuso un retraso tan
considerable. Talend autogenera co´digo Java conforme el usuario disen˜a sus procesos
en el editor gra´fico. Resulta que uno de sus componentes (tHDFSInput) en una primera
instalacio´n fallaba pues al insertar el co´digo Java correspondiente, se dejaba por cerrar
una llave, hacie´ndo que el programa diese error en tiempo de compilacio´n y no se
pudiese probar el proceso. No obstante, tras reinstalar Talend, este problema ceso´ y
todos sus componentes funcionaron acordes a su especificacio´n.
Talend y JHipster. Reaparecie´ndo por tercera vez, el problema de las librer´ıas
importadas en JHipster volvio´ a surgir al intentar integrar el co´digo generado por
Talend de uno de sus procesos en el proyecto de JHipster. Habie´ndo aprendido la
leccio´n de los anteriores intentos, esta vez no se reparo´ mucho en intentar solventar este
problema sino que se adopto´ una solucio´n alternativa: crear un proyecto Java nuevo
que integrase todas las dependencias necesarias para el proceso de Talend y encapsular
todo su contenido en una librer´ıa ejecutable, fa´cilmente accesible desde JHipster. Esta
solucio´n tambie´n se probo´ con Pentaho Kettle, pero como ya se menciono´, debido a la
falta de documentacio´n acerca de las librer´ıas a importar, se desistio´ en su resolucio´n.
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Cap´ıtulo 6
Gestio´n
Este cap´ıtulo engloba aquellos aspectos que tienen que ver directamente con la
gestio´n del proyecto: la metodolog´ıa que se ha seguido a lo largo de todo su desarrollo,
la recogida de los esfuerzos y la organizacio´n del trabajo as´ı como el control de versiones
de los diferentes componentes del proyecto. Se reserva un apartado para mencionar las
diferentes pautas e imposiciones que han afectado a un desarrollo libre del proyecto y
se recoge un estudio acerca de la estimacio´n del coste del proyecto en s´ı.
6.1. Metodolog´ıa
Este apartado explica la metodolog´ıa que se ha seguido para llevar a cabo el
desarrollo del proyecto, desde su fase inicial llamada prueba de concepto (Seccio´n
5.1) hasta su finalizacio´n. Se podr´ıan distinguir dos fases conceptuales acordes a los
diferentes modus operandi del desarrollo:
Prueba de concepto. El desarrollo de la prueba de concepto ha sido guiado por el
director del proyecto. Esto es, el director del proyecto marco´ inicialmente el panorama
global y el disen˜o que se quer´ıa seguir. A partir de all´ı, el trabajo consistio´ en instalar
y configurar las herramientas propuestas por el director y validar su integracio´n
mediante un flujo de datos de prueba. Si tras un per´ıodo de pruebas exhaustivas
algu´n componente fallaba o no cumpl´ıa con los requisitos especificados en el ana´lisis del
proyecto, dicho componente era desechado y se buscaba una alternativa viable al mismo.
Lo mismo ocurr´ıa si alguna conexio´n de integracio´n concreta fallaba; por ejemplo, en
el caso de intentar conectar Apache Hive con JHipster directamente, al comprobar que
era una solucio´n inviable que no cumpl´ıa con los requisitos del proyecto se decidio´ que
la alternativa ser´ıa mantener la base de datos original de JHipster (MySQL) y agregar
un componente intermedio (Apache Sqoop) para la transferencia de los datos desde
Apache Hive a MySQL.
Prototipo. Una vez integradas las diferentes herramientas y elegido el stack
tecnolo´gico final, la implementacio´n del prototipo real se ha llevado a cabo mediante
una metodolog´ıa iterativa. Teniendo en mente que se trata de un proyecto con un
potencial de crecimiento casi ilimitado, la aproximacio´n ma´s lo´gica fue agregar valor
al proyecto mediante una aproximacio´n de iteraciones agregativas, empezando por la
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integracio´n de los productos fitosanitarios autorizados de Espan˜a y siguiendo por los
datos acerca sustancias activas de la base de datos Europea sobre pesticidas. As´ı pues,
en la primera iteracio´n se disen˜o´ e implemento´ el flujo capaz de descargar los datos
acerca de los productos fitosanitarios autorizados de Espan˜a de la fuente, almacenarlos
en Apache Hadoop, transformarlos y prepararlos para su insercio´n en Apache Hive,
su transferencia a MySQL y su posterior visualizacio´n en JHipster. En una segunda
iteracio´n se realizo´ lo mismo pero con los datos de las sustancias activas extra´ıdos de la
base de datos Europea de pesticidas. Siguiendo esta metodolog´ıa y con el objetivo fijado
en el crecimiento del proyecto se puede observar que los futuros avances del sistema se
pueden realizar de la misma manera. Otro desarrollador podr´ıa retomar el trabajo en
este punto y hacer que el programa siga creciendo mediante la expansio´n del nu´mero
de iteraciones que agreguen nuevos flujos de datos para dar sporte a nuevas fuentes.
La tercera iteracio´n supuso la agregacio´n del soporte capaz de mapear los datos de
la primera iteracio´n con los de la segunda, en una versio´n ma´s que nada ilustrativa;
a pesar de que dicha integracio´n no es capaz de mapear el 100 % de los datos, esto
no es un problema puesto que no era el objetivo perseguido. Lo que se persegu´ıa era
validar el modelo de integracio´n y dar soporte a un crecimiento sencillo de la solucio´n.
Por u´ltimo, siguiendo esta filosof´ıa de iteraciones se agrego´ en una cuarta iteracio´n
un mecanismo para la deteccio´n de errores o inconsistencias en los datos integrados
provenientes de diferentes fuentes.
6.2. Organizacio´n y control de versiones
Otro a´rea de la gestio´n del proyecto es su organizacio´n, a trave´s de sus diferentes
componentes. En este apartado se pretende dar una visio´n global de las estructuras y
tecnolog´ıas involucradas en la organizacio´n del proyecto.
En primer lugar, cabe mencionar que las diferentes herramientas que constituyen el
core tecnolo´gico del proyecto (Apache Hadoop, Apache Hive, Apache Sqoop, JHipster,
Talend, MySQL) se han instalado sobre el equipo del alumno, en una particio´n local
del disco duro. Esto proporciono´ rapidez de despliegue y desarrollo para el alumno
pero podr´ıa suponer dificultades a la hora de expandir el proyecto e incluso riesgos
adicionales debido a una inexistencia de tolerancia a fallos o copias de seguridad. No
obstante, trata´ndose de un TFG se asumieron los riesgos y se adopto´ esta postura como
la ma´s adecuada.
En segundo lugar, la propia gestio´n de las tareas a desarrollar durante el proyecto
se ha controlado mediante Trello1 a trave´s de un Kanban de cuatro columnas (To do,
1Trello - https://trello.com
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Doing, Problem y Done):
− La columna To do almacena aquellas tareas que esta´n pendientes de realizar o
figuran como features posibles a desarrollar.
− La columna Doing contiene aquellas tareas que el alumno desarrollaba en cada
momento.
− La columna Problem sirve para almacenar aquellas tareas que presentan algu´n
problema y dificultan su terminacio´n. A trave´s del mecanismo de comentarios de
Trello el alumno dejaba redactado el problema que ha tenido en dicha tarea para
tener constancia de ello en todo momento y posteriormente poder arreglarlo.
− La columna Done es donde se arrastraban todas las tareas que eran terminadas.
En la figura 6.1 se puede observar el tablero que el alumno ha usado a lo largo de casi
toda la duracio´n del proyecto.
Otro aspecto de la organizacio´n se centra en la aplicacio´n desarrollada con JHipster.
Inicialmente, esta se instalo´ al igual que las herramientas anteriores en el equipo
local del alumno. No obstante, dado que ser´ıa una pieza fundamental y sobre la que
se desarrollar´ıa el software en s´ı, se decidio´ subirla a git para mantener un control
de versiones sobre ella. Profundizando ma´s acerca de la organizacio´n del software
desarrollado, dentro de la aplicacio´n de JHipster se creo´ un paquete encargado de
mantener todo el co´digo desarrollado por el alumno. Este paquete, llamado processes,
Figura 6.1: Tablero Trello para la gestio´n de las tareas del proyecto.
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junto con sus subpaquetes y clases se puede observar en la figura 4.5. Existe una clase
principal llamada Schedule encargada de lanzar los diferentes procesos. Aparte, se han
designado distintos subpaquetes en funcio´n de las herramientas contra las que atacan:
el paquete talend es el que contiene los me´todos encargados de ejecutar los trabajos
desarrollados con Talend. El paquete sqoop contiene los me´todos necesarios para poner
en marcha una transferencia de Apache Sqoop desde Apache Hive a MySQL. El paquete
hive contiene me´todos que atacan contra la base de datos de Apache Hive mientras que
el paquete mysql contiene me´todos que atacan contra la base de datos de MySQL. El
paquete common methods es el u´nico especial y contiene me´todos pu´blicos que puedan
ser usados desde cualquiera de los dema´s paquetes.
Como esta memoria tambie´n se quer´ıa mantener bajo un control de versiones
riguroso, tambie´n se decidio´ que deber´ıa formar parte del software subido a git. As´ı pues,
en la carpeta ra´ız del proyecto de JHipster se creo´ una carpeta llamada MEMORIA
donde se almacenaba todo lo referente a esta memoria.
Por u´ltimo lugar, lo u´nico restante de los diferentes componentes del proyecto son
los diagramas desarrollados por el alumno tanto para el disen˜o de la aplicacio´n como
para los diferentes cap´ıtulos de la memoria y las hojas de gestio´n de esfuerzos. Estos
componentes se crearon en Google Drive y se han ido actualizando all´ı mismo. Dado que
el alumno usa la aplicacio´n web draw.io para realizar los diagramas, esta aproximacio´n
se considero´ como la ma´s adecuada.
6.3. Control de esfuerzos
En la primera fase del proyecto el alumno desconoc´ıa el panorama global del
desarrollo del TFG; desconoc´ıa el hecho de que habr´ıa dos fases, una en la que se
realizar´ıa una prueba de concepto y otra en la que se desarrollar´ıa un prototipo real
a partir de la validacio´n de las herramientas empleadas en esa prueba de concepto;
teniendo esto en mente, cabe destacar que el alumno considero´ que el primer contacto
con las herramientas, es decir, su instalacio´n y configuracio´n formar´ıan parte de una fase
previa, una especie de requisitos previos al arranque del proyecto, que no contabilizar´ıan
como esfuerzos en s´ı. Es por ello que al principio del proyecto el alumno no tomo´ nota
de las horas precisas invertidas en aquella primera fase que ma´s tarde se le revelar´ıa
que formar´ıa parte de la prueba de concepto. No obstante, gracias a las herramientas
como Drive o Trello, posteriormente se pudo hacer una recopilacio´n aproximada de los
esfuerzos invertidos durante esta fase. As´ı pues, una vez que se determino´ la estructura
final del proyecto se empezo´ a tener constancia de las horas a trave´s de una hoja de
ca´lculo almacenada en Drive y gracias a ello se pueden presentar los esfuerzos divididos
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en las siguientes categor´ıas:
− Ana´lisis general. La fase de ana´lisis general comprendio´ un ma´ximo de 30 horas
aproximadas, entre la determinacio´n de los requisitos, el ana´lisis de los riesgos
y la propia eleccio´n del Stack Tecnolo´gico. Aunque este u´ltimo va directamente
asociado a la prueba de concepto, cabe mencionarlo durante esta fase puesto que
es donde a priori se analizaban las diferentes herramientas posibles de todo el
elenco disponible. Adema´s, en esta fase se incluye tambie´n el esfuerzo realizado
por el alumno para comprender la problema´tica actual que se intenta resolver
en este TFG, desde lecturas de manuales fitosanitarios hasta portales web que
explican los procesos actuales de importacio´n y exportacio´n de los mismos.
− Disen˜o general. El disen˜o general del sistema tomo´ un ma´ximo de 10 horas
entre las diferentes variantes conceptuales; conforme se demostraba que un disen˜o
aparente no cumpl´ıa con los requisitos del sistema, se proced´ıa a disen˜ar otro,
mejor adaptado a las necesidades del proyecto.
− Prueba de concepto. En las etapas anteriores se hablaba de un ana´lisis y
disen˜o generales. Esto es as´ı dado que la prueba de concepto en s´ı incluye una
parte de ana´lisis y disen˜o como tal y se puede entender como separado de las
fases previas. Adema´s, al igual que las fases anteriores, gran parte de esta se ha
desarrollado cuando au´n no se ten´ıa constancia precisa de las horas invertidas.
No obstante, se pueden deducir alrededor de 90 horas totales que incluyen la
instalacio´n y configuracio´n de las diferentes herramientas probadas junto con sus
alternativas, las diferentes pruebas realizadas para conseguir un flujo de los datos
desde su descarga hasta su transformacio´n y presentacio´n y la solventacio´n de los
diferentes errores que iban aparecie´ndo por el camino.
− Implementacio´n del prototipo. La implementacio´n del prototipo reune todos
sus esfuerzos en la hoja de ca´lculo de Drive, con un total de 66 horas de dedicacio´n.
En ellas esta´n incluidos los diferentes procesos desarrollados en Talend, los
diferentes mecanismos para su integracio´n en Java, los crawlers implementados
en lenguaje bash as´ı como los componentes software desarrollados en Java.
− Reuniones con el director del proyecto. Se pueden deducir unas 18 horas
de reuniones con el director del proyecto aunque este apartado se puede entender
como algo ma´s flexible que los anteriores, ya que, si bien es cierto que no han
habido muchas reuniones planificadas con el profesor, este iba pasando por el
laboratorio en el que el alumno desarrollaba el trabajo para revisar con e´l los
avances conseguidos y apoyarle en la consecucio´n de los objetivos.
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− Redaccio´n de la memoria. Las horas invertidas en la redaccio´n de la memoria,
al igual que en el bloque anterior, se recogen en su totalidad en la hoja de ca´lculo
de Drive. Han resultado un total de 110.5 horas.
En la figura 6.2 se pueden observar las cifras anteriores en formato de diagrama de
tarta.
Análisis	:	30	h
Análisis	:	30	h
Diseño	:	20	h
Diseño	:	20	h
Prueba	concepto	:	90	h
Prueba	concepto	:	90	h
Prototipo	:	66	h
Prototipo	:	66	h
Reuniones	:	18	h
Reuniones	:	18	h
Memoria	y	documentación	:	110.5	h
Memoria	y	documentación	:	110.5	h
Análisis Diseño Prueba	concepto Prototipo Reuniones
Memoria	y	documentación
meta-chart.com
Figura 6.2: Horas de dedicacio´n al proyecto.
6.4. Estimacio´n del coste
En este apartado se van a recoger los ca´lculos que se han llevado a cabo para
calcular tanto el coste econo´mico del TFG como de la hora de trabajo de una persona
que desarrollar´ıa de manera comercial un proyecto como este. Para ello se ha hecho
uso de la pa´gina web Calculadora Freelance [20] y los resultados se pueden ver en los
pa´rrafos siguientes.
Para calcular el coste econo´mico del proyecto, se deben conocer a priori tanto las
horas totales invertidas en el proyecto como el precio de la hora de trabajo del alumno;
el resultado de la multiplicacio´n de estos factores, sumado a otros elementos (como la
gestio´n del proyecto, la gestio´n de configuraciones o el aseguramiento de la calidad),
se corresponde al coste total del proyecto. Las horas invertidas en el proyecto han sido
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recogidas en el apartado anterior, mientras que la hora de trabajo del alumno se ha
calculado a partir de los para´metros de la tabla 6.1.
Concepto Cantidad
Sueldo esperado 1500€ mensuales
Dı´as de vacaciones 21 d´ıas anuales
Dı´as de inactividad 7 d´ıas anuales
Porcentaje reuniones, presupuestos, ventas, etc. 50 %
Gastos alquiler 100€ mensuales
Gastos en servicios (luz, mo´vil, etc.) 50€ mensuales
Impuesto auto´nomos 260€ mensuales
Otros gastos 50€ mensuales
Porcentaje beneficios 20 %
TOTAL 28.70€
Tabla 6.1: Precio por hora de trabajo
Visto lo anterior, el coste mı´nimo de la hora de trabajo del alumno ser´ıa de 28.70€
y el desglose de los ca´lculos se puede observar en la seccio´n E.1 de los Anexos.
A continuacio´n, en la tabla 6.2 se recogen los diferentes componentes y tareas
realizadas por el alumno junto con las horas dedicadas y el coste calculado, para
conseguir el coste total del proyecto:
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Tarea/Componente Horas Coste (€)
Ana´lisis general 30 horas 861.00€
Disen˜o general 20 horas 574.00€
Prueba de concepto 90 horas 2,583.00€
Implementacio´n prototipo 66 horas 1,894.20€
Reuniones 18 horas 516.60€
Redaccio´n Memoria 110.5 horas 3,171.35€
TOTAL Tareas/Componentes 334.5 horas 9,600.15€
Gestio´n (G) 334.5 h x 0.15 1,440.02€
Gestio´n de configuraciones (GC) 334.5 h x 0.05 480.01€
Aseguramiento de la calidad (AC) 334.5 h x 0.07 672.01€
TOTAL GESTIO´N Y CALIDAD 90.31 horas 2,592.0405€
Transporte (T) 60 viajes x 2.70€ 162.00€
TOTAL MACROS G+GC+AC+T 2,754.04€
Amortizacio´n estaciones de trabajo (334.5h + 90.31h) x
800
334,5h
985.54€
TOTAL 13,339.73€
Tabla 6.2: Costes econo´micos del proyecto
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Cap´ıtulo 7
Conclusiones
En este cap´ıtulo se hablara´ de las conclusiones sacadas tras finalizar el proyecto. ¿Se
han conseguido los objetivos propuestos? ¿Esta´n todos los requisitos cubiertos? ¿Esta´
bien documentada la solucio´n? ¿Es escalable? Se intentara´ responder a estas preguntas
de la manera ma´s concisa y sincera posible.
7.1. Resultados y objetivos
Haciendo una retrospectiva global de los avances conseguidos en este proyecto se
puede llegar a la conclusio´n de que se han conseguido todos los objetivos propuestos
en el inicio del mismo. A continuacio´n se van a exponer los requisitos funcionales que
han sido establecidos durante la fase de ana´lisis (recogidos en la seccio´n 3.7) y se va a
razonar el porque´ de la consecucio´n y finalizacio´n de cada uno de ellos.
− RFS 1. El sistema debera´ recolectar los datos oficiales tanto de productos
fitosanitarios autorizados de Espan˜a como de las sustancias activas a nivel
europeo. - Este requisito esta´ cumplido puesto que, como se puede observar tanto
en el cap´ıtulo del Disen˜o (4) como en el de la Implementacio´n (5), tanto los datos
sobre productos fitosanitarios autorizados de Espan˜a como las sustancias activas
a nivel europeo forman parte de las fuentes que se han integrado en el sistema.
− RFS 2. El sistema debera´ almacenar la u´ltima versio´n de los datos recolectados
en el RFS 1 en su formato original y adema´s mantener todas las versiones
descargadas de las mismas. - Este requisito tambie´n se cumple puesto que los
datos originales descargados perio´dicamente se almacenan en Apache Hadoop en
una carpeta llamada Datos en crudo con la fecha y hora exacta de su descarga y
adema´s dichos datos nunca son borrados.
− RFS 3. El sistema debera´ monitorizar y almacenar los procesos de recoleccio´n
de los datos de entrada, as´ı como las rutas de su procesado. - Otro requisito
cumplido, puesto que la aplicacio´n de JHipster es la que se encarga tanto de
almacenar los procesos de Talend en su formato JAR como de programar su
ejecucio´n de manera perio´dica y asegurarse de un funcionamiento correcto del
mismo.
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− RFS 4. El sistema debera´ ofrecer la infraestructura y herramientas de
configuracio´n necesarias para que futuros desarrolladores puedan integrar otras
fuentes de datos de manera ra´pida y eficiente. - Como se puede ver en la seccio´n
4.4 del cap´ıtulo del Disen˜o, se ha creado una infraestructura capaz de ofrecer un
mecanismo sencillo para futuros desarrollos. Tanto integrar nuevos datos como
expandir el proyecto en otros a´mbitos funcionales no deber´ıa ser un problema para
los siguientes programadores que retomen este trabajo; por lo tanto se puede dar
por cumplido este requisito.
− RFS 5. El sistema debera´ implementar un modelo de aplicacio´n consistente,
ejemplificando un ciclo de vida t´ıpico de los datos, desde su recogida, su
procesamiento, su posterior integracio´n en un modelo ma´s completo y su
presentacio´n en un Front-End de ejemplo. - El requisito RFS 5 tambie´n se puede
considerar como conseguido dado que, tanto para los datos sobre productos
fitosanitarios autorizados de Espan˜a como para las sustancias activas a nivel
europeo dicho ciclo de vida t´ıpico ha sido implementado; los datos se descargan,
se procesan, se almacenan en Apache Hadoop, se transfieren de Apache Hive a
MySQL y se visualizan con JHipster.
− RFS 6. El sistema debera´ implementar un mecanismo de deteccio´n de errores
e inconsistencias en los datos provenientes de fuentes heteroge´neas. - Como se
ha observado en el cap´ıtulo de la Implementacio´n del prototipo real (5.2), se
ha implementado un mo´dulo que se encarga de mostrar los datos inconsistentes
resultantes de la integracio´n de las dos fuentes principales de este proyecto. As´ı
pues, este requisito tambie´n se da por va´lido.
En cuanto a los requisitos funcionales del proyecto como desarrollo global, aparec´ıan
los siguientes en la captura de requisitos:
− RFP 1. El proyecto debera´ incluir una memoria en la que se documentan todos
los pasos y procesos involucrados en su construccio´n. - Requisito validado puesto
que esta es dicha memoria.
− RFP 2. Se debera´ mantener constancia del esfuerzo dedicado durante el
proyecto. - Requisito cumplido puesto que los esfuerzos se han ido manteniendo
mediante la hoja de ca´lculo de Drive.
− RFP 3. El proyecto debera´ mantener un control de versiones actualizado en todo
momento. - Requisito cumplido puesto que el proyecto se ha subido a GitHub
y a trave´s de su sistema de commits se ha mantenido un riguroso control de
versiones.
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A pesar de haber comprobado que todos y cada uno de los requisitos funcionales
han sido cumplidos al 100 %, hay que mencionar y tener en cuenta las siguientes
consideraciones:
− El mo´dulo de gestio´n de errores esta´ en una versio´n primitiva, esto es, no se
ha profundizado en su desarrollo, y al momento de la finalizacio´n de este TFG
el mo´dulo de gestio´n de errores u´nicamente recoge aquellos registros que no han
podidos ser integrados, sin hacer ningu´n ana´lisis posterior. A efectos de este TFG
no es un problema puesto que no era un aspecto que se persegu´ıa.
− El mo´dulo de la integracio´n de varias fuentes en un esquema u´nico tambResumir
los conocimientos tanto a nivel personal como a nivel de tecnolog´ıas adquiridos.
ie´n aparece dentro de un desarrollo primitivo; A pesar de una transformacio´n
previa de los datos de ambas tablas con el objetivo de conseguir un match
razonable, u´nicamente se consigue un porcentaje de coincidencias del 30 % y
por tanto tan solo esa cantidad de los datos resulta integrada. A pesar de ello,
es casi trivial la manera en la que un futuro desarrollador pueda mejorar esta
funcionalidad. Adema´s, conseguir una integracio´n perfecta no formaba parte de
los objetivos del TFG y por lo tanto no supone un problema ni un inconveniente
en esta iteracio´n.
7.2. Conocimientos adquiridos
Este apartado se presenta de una manera ma´s personal, puesto que gracias a las
labores realizados durante este proyecto, he adquirido conocimientos y competencias
tanto en las diferentes herramientas con las que he trabajado y que eran nuevas para
e´l, como a un nivel personal. En cuanto a herramientas se refiere, he tenido un primer
contacto y adquirio´ competencias en Apache Hadoop, Apache Hive, Talend Big Data,
Pentaho Kettle, JHipster, Spring framework, Maven, Apache Sqoop e incluso LATEX1,
para la redaccio´n de esta memoria. A trave´s de este proyecto, tambie´n me he iniciado
al mundo de las tecnolog´ıas Big Data, te´rmino muy utilizado en el panorama reciente,
con un futuro prometedor y que ansiaba aprender de antemano.
A nivel personal, este proyecto me ha servido para darme cuenta de una serie de
aspectos que se han visto pronunciados conforme los desarrollos avanzaban: en primer
lugar, aceptar el cambio. En la etapa del desarrollo donde Pentaho Kettle fallaba,
donde su integracio´n con el proyecto de JHipster resultaba imposible, segu´ı empen˜ado
en conseguir arreglar todos los problemas que presenta. No obstante, he visto que
1LaTex - https://www.latex-project.org
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la mejor decisio´n fue aceptar el cambio y buscar una alternativa, lo que resulto´ ser
la opcio´n correcta. Aparte de esto, me he dado cuenta que sin la perseverancia y la
constancia, la finalizacio´n del proyecto se hubiera retrasado much´ısimo ma´s, incluso no
llegando a cumplir los objetivos propuestos.
Por u´ltimo, lo que ma´s he aprendido a trave´s del desarrollo de este proyecto es
que debo confiar ma´s en mi mismo y en mis decisiones, pero al mismo tiempo debo
escuchar con atencio´n y saber valorar cualquier consejo y recomendacio´n de terceros.
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Glosario sobre Fitosanitarios
Certificado fitosanitario. Documento oficial que atestigua el estatus fitosanitario de
cualquier env´ıo sujeto a reglamentaciones fitosanitarias [FAO, 1990]. Glosario de
te´rminos MAPAMA [35].
Legislacio´n fitosanitaria. Leyes ba´sicas que conceden la autoridad legal a la
organizacio´n nacional de proteccio´n fitosanitaria a partir de las cuales podra´n
elaborarse las reglamentaciones fitosanitarias [FAO, 1990; revisado FAO, 1995].
Glosario de te´rminos fitosanitarios [37].
Producto fitosanitario. De acuerdo con la Organizacio´n Mundial de la Salud
(OMS), se define al producto fitosanitario como la sustancia o mezcla de
sustancias destinadas a prevenir la accio´n de, o destruir directamente, insectos,
a´caros, moluscos, roedores, hongos, malas hierbas, bacterias y otras formas de
vida animal o vegetal perjudiciales para la salud pu´blica y tambie´n para la
agricultura. Inclu´yase en este ı´tem los plaguicidas, defoliantes, desecantes y las
sustancias reguladoras del crecimiento vegetal o fitorreguladores. CCT Mendoza
[41].
Sustancia, Sustancia activa, Fa´rmaco. Un fa´rmaco (o sustancia activa) es toda
sustancia qu´ımica purificada utilizada en la prevencio´n, diagno´stico, tratamiento,
mitigacio´n y cura de una enfermedad, para evitar la aparicio´n de un proceso
fisiolo´gico no deseado o bien para modificar condiciones fisiolo´gicas con fines
espec´ıficos. En el dominio de aplicacio´n actual, nos referiremos en concreto
a aquellos fa´rmacos utilizados en la prevencio´n, diagno´stico, tratamiento,
mitigacio´n y cura de enfermedades relacionadas con los productos agr´ıcolas,
marinos o alimenticios. Wikipedia - Fa´rmaco [24].
Tratamiento fitosanitario. Procedimiento oficial para matar, inactivar o eliminar
plagas o para esterilizarlas o desvitalizarlas [FAO 1990; revisado FAO, 1995;
NIMF 15, 2002; NIMF 18, 2003; CIMF, 2005]. Glosario de te´rminos fitosanitarios
[37].
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Glosario Te´cnico
Apache Cassandra. Sistema de gestio´n de bases de datos distribuidas NoSQL gratis
y libre disen˜ada para gestionar grandes cantidades de datos a trave´s de diferentes
servidores. Wikipedia - Apache Cassandra [26].
Big Data. Concepto que hace referencia a un conjuntos de datos tan grandes
que aplicaciones informa´ticas tradicionales de procesamiento de datos no son
suficientes para tratar con ellos y a los procedimientos usados para encontrar
patrones repetitivos dentro de esos datos. Wikipedia - Big Data [25].
H2 Database Engine. Sistema de gestio´n de bases de datos relacionales escrito
en Java. Puede ser embebido en aplicaciones Java o lanzarse en modo
cliente-servidor. Wikipedia - H2 (DBMS) [28].
Kanban. Un sistema de gestio´n de proceso visual que le indica que´ producir, cua´ndo
producirlo, y cua´nto producir.. Wikipedia - Kanban [29].
MapReduce. Modelo de programacio´n para dar soporte a la computacio´n paralela
sobre grandes colecciones de datos en grupos de computadoras. Por regla general
se utiliza en problemas con datasets de gran taman˜o, alcanzando los petabytes
de taman˜o. Wikipedia - MapReduce [21].
MariaDB. Fork del sistema de gestio´n de bases de datos relacionales MySQL con el
objetivo de mantener una versio´n libre de MySQL dada la adquisicio´n del mismo
por Oracle. Wikipedia - MariaDB [30].
Microsoft SQL Server. Sistema de gestio´n de bases de datos relacional desarrollado
por Microsoft. Wikipedia - Microsoft SQL Server [33].
MongoDB. Base de datos NoSQL gratis, libre y multiplataforma orientado a
documentos (formato JSON) con un esquema. Wikipedia - MongoDB [31].
MySQL Sistema de gestio´n de bases de datos relacional gratuito, libre y publicado
bajo una licencia GNU GPL1. Wikipedia - MySQL [22].
Me´todo MoSCoW. Te´cnica de priorizacio´n usada en la gestio´n de proyectos, ana´lisis
de negocio y desarrollo de software para llegar a un acuerdo comu´n con los
stakeholders (integrantes del proyecto) sobre la importancia que se deber´ıa dar
1GNU General Public License - https://www.gnu.org/licenses/gpl.html
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a cada requisito. El te´rmino MoSCoW en s´ı mismo es un acro´nimo derivado
de la primera letra de cada categor´ıa de priorizacio´n: Must have (debe tener),
Should have (deber´ıa tener), Could have (podr´ıa tener) y Won’t have (no tendra´).
Wikipedia - MoSCoW [32].
Oracle Database. Sistema de gestio´n de bases de datos relacional orientado a objetos
producido y desarrollado por Oracle Corporation2. Wikipedia - Oracle Database
[23].
PostgreSQL Sistema de gestio´n de bases de datos relacional orientado a objetos y
libre, publicado bajo la licencia PostgreSQL. Wikipedia - PostgreSQL [34].
2Oracle Corporation - https://www.oracle.com/index.html
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Anexos A
Ana´lisis
A.1. Ana´lisis de requisitos
Captura inicial de requisitos
El listado que se provee a continuacio´n supone el resultado de la captura inicial
de los requisitos sin filtrar ni categorizar. En la seccio´n principal de la memoria
correspondiente a este anexo (seccio´n 3.3) se puede observar este listado tras haber
sido priorizado mediante la Te´cnica MoSCoW.
− Mo´dulo de trazabilidad de los datos desde las fuentes originales hasta su
visualizacio´n.
− Integracio´n de ma´s de dos fuentes de datos heteroge´neas.
− Una memoria extensa y detallada.
− Mecanismo de control de versiones.
− Desarrollo de tests adicionales en el proyecto de JHipster
− Desarrollo dirigido por un paradigma de inversio´n de independencias para
conseguir un control centralizado.
− Mecanismo de control de esfuerzos.
− Genericidad en cuanto al soporte de integracio´n de los datos de diferentes fuentes
basado en un fichero de claves y valores.
− Ofrecer la infraestructura y las herramientas de configuracio´n necesarias para una
expansio´n futura del proyecto.
− Monitorizar y almacenar los procesos de recoleccio´n de los datos de entrada as´ı
como las rutas de su procesado.
− Recolectar datos oficiales tanto de productos fitosanitarios autorizados de Espan˜a
como de las sustancias activas a nivel europeo.
− Redisen˜o y desarrollo en el lado del Front-End.
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− Mecanismo de deteccio´n de errores e inconsistencias en los datos provenientes de
diferentes fuentes.
− Soporte para la bu´squeda de registros (datos) desde la interfaz web.
− Almacenar la u´ltima versio´n de los datos en formato original y adema´s mantener
todas las versiones descargadas.
− Implementar un modelo de aplicacio´n consistente, ejemplificando el ciclo de vida
t´ıpico de los datos desde su recogida hasta su presentacio´n visual.
La te´cnica MoSCoW
Tal como se menciona en la seccio´n 3.3, la te´cnica MoSCoW es una te´cnica de
priorizacio´n de requisitos usada en la gestio´n de proyectos, ana´lisis de negocio y
desarrollo de software con objetivo de llegar a un acuerdo comu´n con los stakeholders
(integrantes del proyecto) sobre la importancia que se deber´ıa dar a cada requisito.
MoSCoW dicta cuatro categor´ıas mediante las que se pueden priorizar los requisitos
de un sistema o proyecto:
1. Debe tener: Son aquellos requisitos cr´ıticos para que el trabajo realizado durante
un periodo de tiempo determinado (en nuestro caso desde ahora hasta junio
2017) sea considerado un e´xito (TFG aprobado). Si uno de estos requisitos no
se incluye, el proyecto debera ser considerado un fallo (no se puede presentar el
TFG). Debe tener en MoSCoW se refiere a MUST, que puede ser considerado un
acro´nimo de Minimum Usable SubseT. En ese sentido se puede entender como
la unio´n de los requisitos del producto mı´nimo viable con los requisitos legales
(p.ej. documentacio´n en forma de memoria de TFG, cumplimiento LOPD, etc.)
y de seguridad (en el sentido de robustez y calidad de la solucio´n) obligatorios o
acordados.
2. Deber´ıa tener: Son aquellos que son importantes pero no necesarios para ser
realizados durante el periodo de tiempo determinado. Pueden posponerse para
ser realizados en el siguiente periodo. Son vitales pero no obligatorios, si no se
implementan la solucio´n es viable pero es doloroso no hacerlo.
3. Podr´ıa tener: Son aquellos que comparados con los anteriores son los menos
deseados o tienen menor impacto. Hay que tenerlos controlados ya que so´lo se
podra´n entregar si se dan las mejores condiciones (por ejemplo, el proyecto va
ma´s ra´pido de los esperado). Si hay algu´n riesgo en la entrega del proyecto estos
requisitos ser´ıan los primeros en ser descartados.
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4. No tendra´: Son aquellos que no van a ser entregados durante el periodo
considerado. Se mantienen en esta lista de alcance para clarificar el alcance de la
solucio´n. Esto evita que informalmente sean introducidos ma´s tarde. El objetivo
de esta categor´ıa es ayudar a mantener el foco en una solucio´n estricta.
A.2. Ana´lisis de riesgos
A continuacio´n se exponen las diferentes fases del ana´lisis de riesgos de manera
detallada:
1. Identificacio´n de los riesgos
Se han intentado considerar el ma´ximo nu´mero de riesgos y se han clasificado en
diferentes categor´ıas:
− Riesgos globales - ver tabla A.1
− Riesgos tecnolo´gicos - ver tabla A.2
− Riesgos de alcance - ver tabla A.3
− Riesgos de entorno de desarrollo - ver tabla A.4
ID Nombre Explicacio´n
RG 1 Plazos El proyecto no se finaliza para la convocatoria de
junio, septiembre o diciembre.
RG 2 Fallo del equipo El equipo principal de desarrollo falla, se pierde o
estropea.
RG 3 Incorporacio´n mercado El alumno se incorpora al mercado laboral durante
el desarrollo del proyecto, a falta de varios meses
de su finalizacio´n.
RG 4 Experiencia del alumno El alumno no dispone de los conocimientos
y preparacio´n suficiente para el desarrollo del
proyecto.
Tabla A.1: Riesgos globales del proyecto
ID Nombre Explicacio´n
RT 1 Tecnolog´ıa nueva Se trata de una tecnolog´ıa nueva.
RT 2 Software no probado Se debe interactuar con software que no ha sido
probado.
RT 3 Interfaz especializada Es requerida una interfaz de usuario especializada.
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ID Nombre Explicacio´n
RT 4 Componentes diferentes Se necesitan componentes de programa diferentes
a los hasta ahora desarrollados.
RT 5 Rendimiento Se debe interactuar con un B.D. cuya
funcionalidad y rendimiento no ha sido probada.
Tabla A.2: Riesgos tecnolo´gicos del proyecto
ID Nombre Explicacio´n
RA 1 Taman˜o estimado Taman˜o estimado del proyecto
RA 2 Confianza en la estimacio´n Confianza en la estimacio´n
RA 3 Nu´mero de elementos Nu´mero de programas, archivos y transacciones
RA 4 Taman˜o almacenamiento Taman˜o de las bases de datos involucradas
RA 5 Nu´mero de usuarios Nu´mero de usuarios
RA 6 Nu´mero de cambios Nu´mero de cambios en los requisitos
RA 7 Software reutilizado Cantidad de software utilizado
Tabla A.3: Riesgos de alcance del proyecto
ID Nombre Explicacio´n
RE 1 Gestio´n proyectos Hay herramientas de gestor de proyectos
RE 2 Gestio´n proceso desarrollo Hay herramientas de gestio´n del proceso de
desarrollo
RE 3 Ana´lisis y disen˜o Se usan me´todos y herramientas espec´ıficas para
el ana´lisis y disen˜o
RE 4 Generadores de co´digo Hay generadores de co´digo apropiados para la
aplicacio´n
RE 5 Pruebas Hay herramientas de pruebas apropiadas
RE 6 Gestio´n de configuracio´n Hay herramientas de gestio´n de configuracio´n
apropiadas
RE 7 Base de datos Se hace uso de una base de datos o repositorio
centralizado
RE 8 Integracio´n Esta´n todas las herramientas de desarrollo
integradas
RE 9 Formacio´n Se ha proporcionado formacio´n a todos los
miembros del equipo de desarrollo
RE 10 Expertos Hay expertos a los cuales solicitar ayuda acerca de
las herramientas
RE 11 Ayuda online Hay ayuda en l´ınea y documentacio´n disponible
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ID Nombre Explicacio´n
RE 12 Disen˜o arquitecto´nico Se utiliza un me´todo espec´ıfico para el disen˜o
arquitecto´nico y de datos
RE 13 Me´tricas de calidad Se disponen me´tricas de calidad para todos los
proyectos de software
RE 14 Me´tricas de productividad Se disponen de me´tricas de productividad
Tabla A.4: Riesgos de entorno de desarrollo del proyecto
2. Ana´lisis del riesgo
Para esta fase se han empleado los tres medidores del riesgo: la probabilidad, el
impacto y la aceptacio´n:
− Tabla para estimar la probabilidad de un riesgo: - ver tabla A.5
− Tabla para estimar el impacto de un riesgo: - ver tabla A.6
− Tabla para estimar la aceptacio´n de un riesgo: - ver tabla A.7
Valor Descripcio´n
Bajo (1) La amenaza se materializa a lo sumo una vez cada an˜o.
Medio (2) La amenaza se materializa a lo sumo una vez cada mes.
Alto (3) La amenaza se materializa a lo sumo una vez cada semana.
Tabla A.5: Probabilidad de un riesgo
Valor Descripcio´n
Bajo (1) El dan˜o derivado de la materializacio´n de la amenaza no tiene
consecuencias relevantes para la consecucio´n de los objetivos.
Medio (2) El dan˜o derivado de la materializacio´n de la amenaza tiene consecuencias
resen˜ables para la consecucio´n de los objetivos.
Alto (3) El dan˜o derivado de la materializacio´n de la amenaza tiene consecuencias
graves resen˜ables para la consecucio´n de los objetivos.
Tabla A.6: Impacto de un riesgo
Valor Descripcio´n
Riesgo ≤ La organizacio´n considera el riesgo poco resen˜able.
Riesgo ≥ 4 La organizacio´n considera el riesgo resen˜able y debe proceder a su
tratamiento.
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Valor Descripcio´n
Tabla A.7: Aceptacio´n de un riesgo
La aceptacio´n es una medida delimitadora que define aquellos riesgos que son
considerados aceptables y aquellos ante los que se deben tomar medidas. Para
esta medida se ha establecido un criterio de aceptacio´n de 4. Cualquier riesgo
cuyo valor sea menor que 4 se considera aceptable y por tanto un riesgo poco
resen˜able, mientras que aquellos que se encuentran por encima de 4 se consideran
resen˜ables y se debe proceder a su tratamiento.
El ca´lculo de la gravedad del riesgo y su aceptacio´n se realiza de la siguiente
manera: se multiplica la probabilidad por el impacto, y si dicho valor excede el
l´ımite del criterio de aceptacio´n, el riesgo se considera resen˜able. A continuacio´n,
en base a las me´tricas anteriores, se especifican los riesgos de la fase 1 en las
mismas categor´ıas iniciales. Se resaltan en rojo aquellos riesgos cuya aceptacio´n
supera el 4.
− Riesgos globales - ver tabla A.8
− Riesgos tecnolo´gicos - ver tabla A.9
− Riesgos de alcance - ver tabla A.10
− Riesgos de entorno de desarrollo - ver tabla A.11
ID Nombre Probabilidad Impacto Riesgo
RG 1 Plazos 2 3 6
RG 2 Fallo del equipo 1 3 3
RG 3 Incorporacio´n mercado 1 2 2
RG 4 Experiencia del alumno 2 2 4
Tabla A.8: Valoracio´n riesgos globales del proyecto
ID Nombre Probabilidad Impacto Riesgo
RT 1 Tecnolog´ıa nueva 3 1 3
RT 2 Software no probado 2 3 6
RT 3 Interfaz especializada 1 1 1
RT 4 Componentes diferentes 3 1 3
RT 5 Rendimiento 2 2 4
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ID Nombre Probabilidad Impacto Riesgo
Tabla A.9: Valoracio´n riesgos tecnolo´gicos del proyecto
ID Nombre Probabilidad Impacto Riesgo
RA 1 Taman˜o estimado 2 3 6
RA 2 Confianza en la estimacio´n 2 2 4
RA 3 Nu´mero de elementos 2 3 6
RA 4 Taman˜o almacenamiento 1 3 3
RA 5 Nu´mero de usuarios 1 3 3
RA 6 Nu´mero de cambios 2 3 6
RA 7 Software reutilizado 1 1 1
Tabla A.10: Valoracio´n riesgos de alcance del proyecto
ID Nombre Probabilidad Impacto Riesgo
RE 1 Gestio´n proyectos 1 1 1
RE 2 Gestio´n proceso desarrollo 1 1 1
RE 3 Ana´lisis y disen˜o 1 2 2
RE 4 Generadores de co´digo 1 1 1
RE 5 Pruebas 2 2 4
RE 6 Gestio´n de configuracio´n 2 2 4
RE 7 Base de datos 1 3 3
RE 8 Integracio´n 1 1 1
RE 9 Formacio´n 2 3 6
RE 10 Expertos 2 1 2
RE 11 Ayuda online 2 2 4
RE 12 Disen˜o arquitecto´nico 2 1 2
RE 13 Me´tricas de calidad 3 1 3
RE 14 Me´tricas de productividad 3 1 3
Tabla A.11: Valoracio´n riesgos de entorno de desarrollo del proyecto
3. Priorizacio´n de riesgos
Esta fase incluye todos los riesgos, ordenados de mayor a menor severidad. Se
resaltan en rojo los riesgos que habra´ que considerar en un plan de defensa
estrate´gico posterior:
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ID Nombre Riesgo
RG 1 Plazos 6
RT 2 Software no probado 6
RA 1 Taman˜o estimado 6
RA 6 Nu´mero de cambios 6
RE 9 Formacio´n 6
RT 5 Rendimiento 4
RA 2 Confianza en la estimacio´n 4
RE 5 Pruebas 4
RE 11 Ayuda online 4
RG 2 Fallo del equipo 3
RT 1 Tecnolog´ıa nueva 3
RT 4 Componentes diferentes 3
RA 4 Taman˜o almacenamiento 3
RA 5 Nu´mero de usuarios 3
RE 7 Base de datos 3
RE 13 Me´tricas de calidad 3
RE 14 Me´tricas de productividad 3
RG 3 Incorporacio´n mercado 2
RE 3 Ana´lisis y disen˜o 2
RE 10 Expertos 2
RE 12 Disen˜o arquitecto´nico 2
RT 3 Interfaz especializada 1
RT 7 Software reutilizado 1
RE 1 Gestio´n proyectos 1
RE 2 Gestio´n proceso desarrollo 1
RE 4 Generadores de co´digo 1
RE 8 Integracio´n 1
Tabla A.12: Priorizacio´n de riesgos del proyecto
Como se puede apreciar, hay 5 riesgos cuyo factor de gravedad es preocupante y
deben ser tratados acordemente:
a) RG 1. Riesgo global “Plazos”. Tiene que ver con el hecho de no acabar el
proyecto dentro de los plazos establecidos para su defensa. Hay 2 fechas
recomendables para su defensa, la primera en Junio de 2017 y la segunda
en Septiembre de 2017. No obstante, se dispone de otra oportunidad en
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Diciembre de 2017, aunque ser´ıa la menos recomendable dado que supondr´ıa
el retraso de la defensa y con ello la dificultad del estudiante de realizar
otras actividades mientras tanto. A partir de Diciembre, la consecuencia
ser´ıa volver a matricularse en el proyecto y aportar las tasas de la matr´ıcula
por segunda vez.
b) RT 2. Riesgo de tecnolog´ıas “Software no probado”. Tiene que ver con
la probabilidad de usar en el proyecto software que previamente no ha
sido probado y pueda fallar. Obtuvo una valoracio´n de gravedad de 6/6
puesto que si bien es cierto que todas las tecnolog´ıas han sido probadas
individualmente y se sabe que funcionan bien, el proceso en su conjunto no
ha sido probado. No se sabe si es viable o no.
c) RA 1. Riesgo de alcance “Taman˜o estimado”. Tiene que ver con el hecho de
que el proyecto resulte mucho ma´s grande de lo estimado inicialmente, y por
diferentes circunstancias no se llegue a finalizar.
d) RA 6. Riesgo de alcance “Nu´mero de cambios”. Otro riesgo es el hecho de que
los requisitos cambien constantemente, bien porque los clientes lo solicitan
bien porque las propias tecnolog´ıas lo imponen.
e) RE 9. Riesgo de entorno de desarrollo “Formacio´n”. Este riesgo trata con el
hecho de que el alumno disponga de la formacio´n necesaria y suficiente para
lograr los objetivos propuestos.
4. Planificacio´n de la gestio´n de riesgos
En esta fase se recogen las conclusiones mitigadoras acerca de los riesgos
”preocupantes”del proyecto, en relacio´n a su factor de gravedad:
a) RG 1: Plazos - Como medida mitigante, el alumno debera´ dedicar un horario
de jornada completa a la realizacio´n del proyecto durante el verano del an˜o
2017.
b) RT 2: Software no probado - La contrapartida y defensa de este riesgo es
desarrollar o experimentar primero con una prueba de concepto para validar
que las tecnolog´ıas en su conjunto funcionen correctamente.
c) RA 1: Taman˜o estimado - La solucio´n desde un principio debe definir bien
el alcance y determinar aquellas cosas que formara´n parte de la solucio´n y
aquellas que no lo hara´n.
d) RA 6: Nu´mero de cambios - El alumno y el profesor deben acordar al
principio unos requisitos fijos que no podra´n ser modificables, en conjunto
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con el hecho de definir claramente el alcance de la solucio´n.
e) RE 9: Formacio´n - Para mitigar este riesgo, el alumno debe estar en
constante aprendizaje, utilizando los manuales y tutoriales de las diferentes
herramientas de las que va a hacer uso durante el proyecto. Adema´s, el
alumno tendra´ a su disposicio´n al director del proyecto para consultar dudas
y a los diferentes foros tecnolo´gicos de Internet.
A.3. Clientes potenciales
aGROSLab [7]
− Registro de Explotaciones - Las parcelas se presentan para su seleccio´n en
un innovador formato de celdas, facilitando la visualizacio´n de todas sus
caracter´ısticas (identificacio´n, cultivo, superficie, . . . ), el acceso al visor GIS, la
aplicacio´n de filtros y su seleccio´n individual o en bloque.
− Registro de Parcelas Agr´ıcolas - permite cargar las parcelas que componen su
explotacio´n a partir de la informacio´n generada por el aplicativo de gestio´n de la
Solicitud de Ayudas PAC, para la mayor´ıa de las Comunidades Auto´nomas.
− Compras de Productos Fitosanitarios - incorpora un registro de compras de
productos fitosanitarios, en el que podra´ archivar todas sus facturas de compra
en formato PDF y a partir del cual podra´ registrar los tratamientos realizados.
− Registro de Tratamientos Fitosanitarios- filtra los productos autorizados para
cada uno de sus cultivos, presenta las plagas para las que puede ser aplicado
segu´n la nomenclatura del MAPAMA y le informa del tipo y rango de dosis que
puede ser aplicada.
− Registro de Comercializacio´n de Cosecha - facilita el registro de la
comercializacio´n de su cosecha, presentado en formato de celdas el conjunto de
parcelas de su explotacio´n con un determinado cultivo e informando gra´ficamente
de aquellas en las que puede existir un problema con los plazos de seguridad de
un tratamiento fitosanitario.
− Receta Fitosanitaria
− Visor GIS con Capas - permite al agricultor visualizar gra´ficamente las parcelas
que componen su explotacio´n y la informacio´n de cultivos y los tratamientos
realizados. Una herramienta especialmente u´til a la hora de identificar sus
diferentes parcelas y tener una visio´n de conjunto de toda su explotacio´n.
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− Unidades Homoge´neas de Cultivo
− Control de Consumos de Fitosanitarios - permite llevar el control de los productos
(fitosanitarios y fertilizantes) adquiridos y los aplicados
− Importaciones y Exportaciones
− Importaciones y Exportaciones
Agricolum [8]
− Web + APP mo´vil y tableta
− Validacio´n dosis cuaderno de campo
− Gestio´n de personal y maquinaria
− Informes personalizados y oficiales
− Control por GPS
− Control stock
− Gestio´n econo´mica
− Rendimientos por campos y cultivos
− Soporte telefo´nico y por internet
− Gestio´n del cuaderno de campo
− Aplicacio´n conectada con los datos del Sigpac y fitosanitarios MAPAMA
− Sincronizacio´n de la informacio´n desde cualquier dispositivo
− Vista de tiempo actual y previsio´n semanal
− Ver histo´rico de todas las tareas realizadas
− Saber en tiempo real el precio del mercado
− Exportacio´n de la informacio´n en otros formatos
− Importacio´n de los datos de la PAC
− Generacio´n del cuaderno de explotacio´n oficial
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Cuaderno de campo Agronev [9]
− Labores - Asignacio´n de labores a parcelas, siembra, semilla tratada, aperos,
imputacio´n de costes
− Abonado - Registro de Fertilizacio´n y Abonado. Composicio´n de los Abonos,
Forma de Abonado
− Tratamientos - Tratamientos fitosanitarios en parcelas, eficacia, asesor, equipo de
aplicacio´n
− Ana´lisis de plaguicidas - Ana´lisis de productos fitosanitarios, bolet´ın de ana´lisis,
residuos detectados
− Recoleccio´n - Registro de recoleccio´n y loteado. Asignacio´n de venta directa,
imputacio´n de costes
− Otros tratamientos - Aplicacio´n de otros tratamientos fitosanitarios
(Post-cosecha, Locales, Veh´ıculos)
− Costes - Imputacio´n de gastos / costes a parcelas. Directos / Selectivos.
− Gestio´n comercial - Compras, ventas, gastos, facturacio´n, domiciliacio´n bancaria
SEPA, libro de fitos
A.4. Ana´lisis de disen˜os alternativos
Al igual que los requisitos, el disen˜o de la solucio´n tambie´n sufrio´ constantes
cambios. Inicialmente la propuesta de trazabilidad de la solucio´n fue la que se puede
observar en la figura A.1.
Figura A.1: Disen˜o primitivo del sistema.
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Como se puede observar, inicialmente el concepto giraba alrededor de las tres
tecnolog´ıas core: Apache Hadoop, Apache Hive y JHipster. No se tuvo en consideracio´n
otras herramientas puesto que se pensaba que era suficiente para resolver el problema.
Los datos en crudo, extra´ıdos de la web del MAPAMA o de otras fuentes heteroge´neas,
ser´ıan almacenados en Apache Hadoop, en un nodo local mediante el sistema de ficheros
HDFS, y posteriormente ser´ıa Apache Hive el encargado de procesarlos en su totalidad
hasta conseguir almacenarlos en un esquema comu´n. Adema´s, la misma “base de datos”
de Apache Hive funcionar´ıa como base de datos para la aplicacio´n desarrollada con
JHipster, sirviendo en todo momento ese esquema u´nico para la visualizacio´n del mismo
en un navegador web. Este segundo disen˜o, conceptualmente fue la solucio´n ideal para
el problema planteado; no obstante, debido a que JHipster no ofrece soporte para
cambiar la base de datos con la que se construye la aplicacio´n y mucho menos soporte
para Apache Hive o Apache Hadoop, tras muchos intentos frustrados de conseguir esta
conectividad directa, se opto´ por una solucio´n diferente, alejada de este disen˜o ideal.
La alternativa inmediata a este disen˜o fue la que se observa en la figura A.2.
Figura A.2: Segunda iteracio´n del disen˜o del sistema.
En esta tercera iteracio´n del disen˜o, se observa la evolucio´n de la idea, condicionada
por los problemas anteriormente mencionados. Se conservo´ la base de datos nativa de
JHipster, en este caso una base de datos MySQL relacional. En ella se almacenaria
u´nicamente la estructura final del esquema unificado, con los datos finales. Dichos
datos tendr´ıan que ser pasados desde Apache Hive mediante una herramienta de
transformacio´n y transporte de datos. En este caso se uso´ Apache Sqoop, una
herramienta gratuita que permite transportar los datos desde Apache Hive a MySQL,
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puesto que ofrece soporte tanto para Apache Hadoop, HDFS y Apache Hive como para
MySQL.
Una vez resuelto el problema de la visualizacio´n de los datos, lo pro´ximo que se
detecto´ fue esa necesidad de procesamiento de los datos en crudo antes de incluso
exponerlos como un esquema relacional en Apache Hive. Para eso, lo mejor era hacer
uso de algu´n programa de procesado de ficheros y una de las mejores opciones aparentes
fue Pentaho, un programa completo de transformacio´n de ficheros. Este ven´ıa con
soporte para Apache Hadoop y HDFS, por lo que gracias a eso se pudo trabajar con
ficheros directamente extra´ıdos de Apache Hadoop, y almacenarlos directamente en
Apache Hadoop. Los cambios se pueden observar en la figura A.3.
Figura A.3: Tercera iteracio´n del disen˜o del sistema.
El siguiente cambio importante que sufrio´ el disen˜o fue la sustitucio´n de Pentaho
por Talend. Tal como se explica a lo largo de la seccio´n 5.3, Pentaho no resulto´ ser la
herramienta adecuada. Por lo tanto en su lugar, se utilizo´ Talend. Otro cambio que se
puede observar es que existen unos scripts Bash capaces de extraer la informacio´n de
la fuente (comando wget), almacenarla en Apache Hadoop como informacio´n en crudo
y enviar dicha informacio´n a Talend para ser procesada. Talend despue´s procesar´ıa los
datos y los almacenar´ıa en Apache Hadoop como Datos procesados. Apache Hive ser´ıa
el encargado de recoger esos datos en formato relacional y Apache Sqoop el responsable
de su traslado hasta la base de datos MySQL de JHipster. Estos cambios se pueden
apreciar en la figura A.4. Esta aproximacio´n ser´ıa la u´ltima, la que mejor reflejar´ıa el
disen˜o final de la solucio´n. Ma´s detalles de su implementacio´n se pueden encontrar en
el cap´ıtulo Disen˜o de esta memoria (Cap´ıtulo 4).
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Figura A.4: Cuarta iteracio´n del disen˜o del sistema.
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Anexos B
Disen˜o
B.1. Prueba de concepto en detalle
A continuacio´n se van a presentar detalladamente las herramientas usadas y las
pruebas realizadas durante el desarrollo de la prueba de concepto. Adema´s, se van a
exponer algunos de los retos enfrentados durante la duracio´n de la misma y la manera
en la que se han ido solucionando. Una visio´n gra´fica y temporal del desarrollo de la
prueba de concepto se puede observar en la figura 5.1.
Apache Hadoop. Inicialmente la instalacio´n de Apache Hadoop supuso algunos
problemas puesto que el alumno no hab´ıa tenido contacto con la herramienta
previamente, y la informacio´n [39] que el alumno selecciono´ como base para la
instalacio´n estaba desafortunadamente incorrecta (la instalacio´n disponible en dicha
web hab´ıa sido probada con Ubuntu Linux 10.04, pero no con la versio´n del alumno,
la 16.04 ). Por lo tanto, se tuvo que empezar de cero, eliminando cualquier rastro de
la primera instalacio´n de Apache Hadoop del sistema. Despue´s de ello, en un segundo
intento, y gracias al tutorial de instalacio´n de Apache Hadoop de Digital Ocean [36] el
programa funciono´ correctamente y se procedio´ a instalar el siguiente bloque software
necesario para el funcionamiento del sistema: Apache Hive.
Apache Hive. Para la instalacio´n de Apache Hive ocurrio´ un problema similar al
de Apache Hadoop. La fuente elegida para su instalacio´n no fue la adecuada en un
principio; el alumno eligio´ el tutorial expuesto en la web Tutorial’s Point [40], que
provee informacio´n no solo excesiva sino en ocasiones confusa. Como en el caso anterior,
se tuvo que erradicar Apache Hive del sistema para proceder con una instalacio´n ma´s
limpia, esta vez desde la pa´gina web oficial de Apache Hive [38], puesto que lo u´nico
requerido para su instalacio´n fue su descarga y la declaracio´n de las variables de entorno
necesarias para su ejecucio´n. De esta manera, se consiguio´ instalar la versio´n 2.2.1 de
Apache Hive sin dificultades.
JHipster: Instalacio´n. Lo siguiente que se probo´ fue a instalar JHipster. Como
Java y Node.js1, dos de los componentes necesarios para su instalacio´n ya estaban
1Node.js ®- https://nodejs.org/en/
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configurados en el equipo, lo u´nico que se tuvo que configurar fue Yarn, que se hizo
siguiendo los pasos recomendados para Linux en la pa´gina oficial de Yarn [42] para
poder instalar JHipster con el comando yarn global add generator-jhipster, tal como
indica la pa´gina oficial de JHipster. Esto en s´ı fue facil, y no supuso mayor problema;
No obstante, el desconocimiento de Yarn junto con las actualizaciones perio´dicas que
se introduc´ıan en JHipster hicieron que ma´s de una vez se tuviese que borrar JHipster
del equipo y volver a instalarlo en su u´ltima versio´n.
JHipster: Aplicacio´n de prueba. Con JHipster instalado y configurado en el
sistema, el siguiente paso obvio fue crear una aplicacio´n y verla en funcionamiento. Para
ello se siguio´ el tutorial del que se provee en la pa´gina oficial. La creacio´n de la aplicacio´n
con JHipster resulto´ bastante sencillo puesto que se trata de pasos secuenciales. No
obstante, dado que en la web no existe mucha informacio´n acerca de la integracio´n
de un proyecto JHipster con IntelliJ 2 (entorno de desarrollo usado por el alumno), el
arranque resulto´ bastante frustrante. El poco dominio que el alumno ten´ıa tanto de
Gradle como del propio entorno supuso un reto en las fases tempranas del proyecto,
que se supero´ a base de leer documentacio´n y realizar diversos intentos hasta que por
fin se consiguio´ una versio´n de la aplicacio´n corriendo en local, en el puerto 8080.
Integracio´n Apache Hadoop - Apache Hive - JHipster. Si bien es cierto que
la integracio´n entre Apache Hive y Apache Hadoop resulta casi trivial, la integracio´n
entre Apache Hive y JHipster es todo lo contrario. En primer lugar, se quer´ıa conectar
Apache Hive con Apache Hadoop para disponer de una ayuda relacional para poder
hacer consultas sobre datos en formatos no relacionales. Su configuracio´n se realizo´
modificando los ficheros de configuracio´n dentro del directorio de instalacio´n de Apache
Hive, para permitir una conexio´n entre los servicios de Apache Hive y los nodos de
Apache Hadoop. En segundo lugar, la conexio´n entre Apache Hive y JHipster se quer´ıa
realizar para tener un flujo directo entre la informacio´n que se muestra en pantalla
desde JHipster y los datos que son importados en Apache Hadoop desde las diferentes
fuentes. Para ello hay que tener en cuenta que cuando se crea una aplicacio´n con
JHipster, este pregunta por la base de datos que se quiera usar tanto en produccio´n
como en desarrollo. Actualmente JHipster ofrece soporte para las siguientes bases
de datos: MongoDB, Apache Cassandra, o una base de datos SQL (H2 Database
Engine, Microsoft SQL Server, MariaDB, PostgreSQL, Microsoft SQL Server, Oracle
Database). Como se puede observar, JHipster no ofrece soporte oficial para una base
de datos correspondiente ni a Apache Hive, ni a Apache Hadoop. Por eso, inicialmente
2IntelliJ IDEA - https://www.jetbrains.com/idea/
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la aplicacio´n de JHipster se creo´ con una base de datos relacional MySQL puesto que
su sinta´xis es la ma´s parecida a la de Apache Hive (aunque no es igual). El objetivo en
este caso fue conectar JHipster con Apache Hive directamente, sustituyendo de alguna
manera la base de datos MySQL y cambiando cualquier interaccio´n que se tuviera con
ella. No obstante, las tablas que se crean durante la creacio´n de la aplicacio´n se crean
con una sinta´xis propia de MySQL, en la base de datos MySQL y con un esquema a
priori no visible. Tras muchas horas invertidas, muchos portales consultados, muchas
preguntas en diversos foros de Internet, esta tarea se marco´ como inalcanzable y se
procedio´ a buscar otras soluciones con una viabilidad ma´s alta.
Apache Sqoop. Visto el resultado de la prueba anterior y por lo tanto el abandono
de ese camino, el paso ma´s lo´gico que se deb´ıa tomar a continuacio´n era an˜adir un
componente intermedio capaz de transferir datos de Apache Hadoop/Apache Hive a
MySQL. Afortunadamente, ese componente existe y se trata de la herramienta Apache
Sqoop, que permite transferir datos de una tabla de Apache Hive a otra tabla de una
base de datos relacional, con un formato parecido o igual a la de Apache Hive. As´ı
pues, gracias a Apache Sqoop consegu´ıamos disponer del mecanismo mediante el que
los datos importados en Apache Hadoop pod´ıan ser visualizados casi directamente (con
su previa carga en Apache Hive) en el Front-End provisto por JHipster.
Estado de la prueba de concepto. Con Apache Hive conectado a Apache Hadoop,
Apache Sqoop en marcha y una aplicacio´n JHipster de prueba para ver un primer
resultado de la integracio´n de los datos, el sistema funcionaba acorde a las espectativas
del workflow de la informacio´n: Almacen de los datos en Apache Hadoop tanto en su
versio´n “en crudo” como en una versio´n procesada, recuperacio´n de los datos procesados
desde Apache Hive, transferencia de los mismos a la base de datos MySQL mediante
Apache Sqoop y visualizacio´n por pantalla mediante la aplicacio´n de JHipster. No
obstante, analizando el estado de la prueba de concepto, se pod´ıa observar que en
el anterior proceso faltaban tres cosas:
− Automatizacio´n de las tareas involucradas: Hasta este punto, cualquier parte
del proceso requer´ıa de la intervencio´n manual de un usuario, esto es, descarga de
los datos desde sus fuentes, procesado de los mismos, carga de la informacio´n en
Apache Hadoop, creacio´n de una tabla en Apache Hive correspondiente a los datos
de dicha fuente particular, carga de los datos desde Apache Hadoop a Apache Hive
y la transferencia de los mismos mediante Apache Sqoop hacia la base de datos
de JHipster, MySQL. Viene siendo evidente la necesidad de un mecanismo que
permita la automatizacio´n de todas estas tareas, con una intervencio´n mı´nima
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por parte de un usuario. Esto permitir´ıa aparte de un incremento considerable
en el tiempo de resolucio´n del workflow, un desarrollo futuro ma´s a´gil y sencillo.
− Procesado de los datos de manera eficaz: El TFG requer´ıa de un mo´dulo de
procesado de datos puesto que, como ya se ha explicado en ocasiones durante
esta memoria, los datos pueden provenir de diferentes fuentes en formatos
heteroge´neos. As´ı pues, una carencia en este punto era esa herramienta o mo´dulo
que permitiera trabajar con datos en distintos formatos de una manera rapida y
eficaz. Previamente los datos se hab´ıan “procesado” manualmente, con un sencillo
editor de texto.
− Actualizacio´n perio´dica de la ejecucio´n de todas las tareas: Teniendo en mente
una visio´n futura y acabada del proyecto, otro aspecto que se echaba en falta en
este punto era la posibilidad de que todo el workflow se ejecutase de manera
perio´dica, obteniendo con esto una gran ventaja: la de proveer al consumidor de
unos datos actualizados en todo momento.
Kettle. Deja´ndo de lado la automatizacio´n de las tareas involucradas y la
actualizacio´n perio´dica de la ejecucio´n de todas las tareas, lo siguiente que se abordo´
durante la prueba de concepto fue el problema del procesado de los datos. Para ello
se requer´ıa del uso de alguna herramienta capaz de conectarse con Apache Hive o con
Apache Hadoop, cuya especialidad sean las operaciones ETL. El director del proyecto
impuso para esto la herramienta Pentaho - Kettle3 dada su previa experiencia con este
tipo de programas, sobretodo en el a´rea “GEO”. As´ı pues, dentro del abanico de los
diferentes productos de Pentaho4 se encontraba Pentaho Data Integration, tambie´n
conocida como Kettle, herramienta libre y gratuita con un disen˜ador gra´fico para
realizar operaciones ETL que, segu´n mencionaba, permit´ıa una integracio´n sencilla con
diferentes tecnolog´ıas como Apache Hive y Apache Hadoop, e incluso ofrec´ıa soporte
para una integracio´n con proyectos Java. Segu´n las especificaciones del producto,
parec´ıa que encajaba perfectamente con las necesidades del proyecto. No obstante,
resulto´ en un dolor de cabeza constante desde el momento de su instalacio´n. No solo la
interfaz del programa presentaba fallos, mezclando mo´dulos en espan˜ol con mo´dulos en
ingle´s o duplicando algunas funcionalidades, sino que adema´s, el intento de migrar los
procesos construidos en Pentaho Data Integration a la aplicacio´n de JHipster resultaron
en muchas horas de frustracio´n, errores y hasta largas tutor´ıas con el director del
proyecto para intentar portar el co´digo. Tras muchos d´ıas o incluso semanas de intentos
3Pentaho Data Integration - http://www.pentaho.com/product/data-integration
4Pentaho - http://www.pentaho.com
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y diversas formas de abordar el problema, lo que realmente acabo´ por apartar Kettle del
Stack Tecnolo´gico fue la adquisicio´n de Pentaho por parte de Hitachi 5, privatizando
el producto bajo el nombre de Hitachi Vantara6 y ofrecie´ndo so´lamente una versio´n de
prueba del mismo.
Talend. Tras la privatizacio´n de Kettle y las tantas horas dedicadas a su integracio´n
dentro del proyecto de JHipster, se descarto´ Pentaho como parte del Stack Tecnolo´gico
y se empezo´ a buscar otras alternativas. La primera herramienta explorada fue
KNIME7 por recomendacio´n de un compan˜ero. Tras hacer algunas pruebas ra´pidas,
se descubrio´ que realmente, aunque se ofertase como herramienta libre y gratuita, que
lo era, algunas de sus funcionalidades eran de pago. La siguiente opcio´n explorada
fue Talend, que resulto´ ser la pieza clave para el funcionamiento del proyecto gracias
a la sencillez de sus componentes, a la efectividad de su editor gra´fico y gracias a
una documentacio´n extensa y bien organizada. A diferencia de las otras opciones para
el procesado de los ficheros, con Talend se consiguio´ realizar una demostracio´n de
su funcionamiento mediante un sencillo proceso integrado en un proyecto Java nuevo,
totalmente funcional. Ese proyecto posteriormente se empaqueto´ en un .jar y se exporto´
al proyecto de JHipster desde el que se pudo ejecutar con e´xito, sin ningu´n problema
de compatibilidad con el co´digo ya existente.
5Hitachi - http://www.hitachi.com
6Hitachi Vantara - http://www.pentaho.com/product/data-integration
7KNIME - https://www.knime.com
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Anexos C
Datos
C.1. Esquema relacional de la base de datos
JHipster
Figura C.1: Esquema relacional de la base de datos de JHipster
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Anexos D
Implementacio´n
D.1. Capturas de pantalla
A continuacio´n se encuentran algunas capturas de pantalla de la aplicacio´n en su
estado final.
Figura D.1: Captura de pantalla de la pa´gina de inicio de la aplicacio´n Phytoscheme.
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Figura D.2: Captura de pantalla de la informacio´n de un producto fitosanitario.
Figura D.3: Captura de pantalla de la informacio´n de una sustancia activa.
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Anexos E
Gestio´n
E.1. Ca´lculo del coste de la hora de trabajo del
alumno
A continuacio´n se exponen los ca´lculos desglosados y en detalle para calcular el
coste de la hora de trabajo del alumno. Para conseguir el precio por hora para un
salario de 1,500€ hacemos lo siguiente:
1. Calculamos el salario bruto anual:
Salario mensual × 12 meses
1,500.00 × 12 = 18,000€
2. Hallamos el precio ba´sico por hora:
Salario anual ÷ 2,080 horas posibles (8 horas × 5 d´ıas × 52 semanas)
18,000.00 ÷ 2,080 = 8.65€
3. Sumamos el precio de las horas que no trabajara´s:
14 d´ıas festivos × 8 hs. = 112 hs. +
21 d´ıas de vacaciones × 8 = 168 hs. +
7 d´ıas de incapacidad × 8 hs. = 56 hs.
336 hs. × 8.65 de coste ba´sico = 2,907.69€
4. Calculamos el valor del tiempo que dedicas a presupuestos, reuniones, venta,
formacio´n... (tiempo administrativo):
50 % (2,080 hs. posibles - 336 horas que no trabajara´s) × 8.65 coste ba´sico.
50 % × 1,744 hs. × 8.65 = 7,546.15€
5. Calculamos el total de tus gastos fijos:
Alquiler mensual: 100.00 +
Servicios mensuales: 50.00 +
Auto´nomos mensual: 260.00 +
Otros gastos fijos mensuales: 50.00
Gastos fijos mensuales 460.00 × 12 meses = 5,520€ fijos anuales
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6. Sumamos el valor de las horas que no trabajas ma´s el valor del tiempo de
administracio´n y el de los gastos fijos para obtener el precio extra anual por
tu trabajo.
2,907.69 + 7,546.15 + 5,520.00 = 15,973.85€ de precio extra anual
7. Ahora calculamos lo que ganara´s al an˜o:
2,080 hs. posibles al an˜o - 336 hs. de vacaciones, festivos e incapacidad - 872 hs.
de reuniones y presupuestos × 8.65 coste ba´sico
872 horas de trabajo × 8.65 = 7,546.15€ de beneficio anual.
8. Calculamos el porcentaje de rentabilidad dividiendo el coste entre el beneficio:
15,973.85 ÷ 7,546.15 = 211.682 %
9. Por u´ltimo para calcular la hora de trabajo sumamos el porcentaje de rentabilidad
y el porcentaje de beneficio deseado a nuestro precio ba´sico:
8.65 + 8.65 × 211.682 % + 8.65 × 20 % = 28.70€ por hora de trabajo.
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