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Abstract. These lecture notes are based on an introductory course given by the author at the
summer school “Noncommutative Algebraic Geometry” at MSRI in June 2012. The emphasis
throughout is on examples to illustrate the many different facets of symplectic reflection algebras.
Exercises are included at the end of each lecture in order for the student to get a better feel for
these algebras.
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Introduction
The purpose of these notes is to give the reader a flavor of, and basic grounding in, the theory
of symplectic reflection algebras. These algebras, which were introduced by Etingof and Ginzburg
in [26], are related to an astonishingly large number of apparently disparate areas of mathematics
such as combinatorics, integrable systems, real algebraic geometry, quiver varieties, resolutions of
symplectic singularities and, of course, representation theory. As such, their exploration entails a
journey through a beautiful and exciting landscape of mathematical constructions. In particular,
as we hope to illustrate throughout these notes, studying symplectic reflection algebras involves a
deep interplay between geometry and representation theory.
A brief outline of the content of each lecture is as follows. In the first lecture we motivate
the definition of symplectic reflection algebras by considering deformations of certain quotient
singularities. Once the definition is given, we state the Poincare´-Birkhoff-Witt theorem, which is
of fundamental importance in the theory of symplectic reflection algebras. This is the first of many
Date: June 25, 2012.
2010 Mathematics Subject Classification. 16S38; 16Rxx, 14E15.
Key words and phrases. Symplectic reflection algebras, Rational Cherednik algebras, Poisson geometry.
i
ar
X
iv
:1
21
0.
12
39
v2
  [
ma
th.
RT
]  
18
 Ja
n 2
01
4
analogies between Lie theory and symplectic reflection algebras. We also introduce a special class
of symplectic reflection algebras, the rational Cherednik algebras. This class of algebras gives us
many interesting examples of symplectic reflection algebras that we can begin to play with. We end
the lecture by describing the double centralizer theorem, which allows us to relate the symplectic
reflection algebra with its spherical subalgebra, and also by describing the centre of these algebras.
In the second lecture, we consider symplectic reflection algebras at t = 1. We focus mainly on
rational Cherednik algebras and, in particular, on category O for these algebras. This category
of finitely generated Hc(W )-modules has a rich, combinatorial representation theory and good
homological properties. We show that it is a highest weight category with finitely many simple
objects.
Our understanding of category O is most complete when the corresponding complex reflection
group is the symmetric group. In the third chapter we study this case in greater detail. It is
explained how results of Rouquier, Vasserot-Varangolo and Leclerc-Thibon allow us to express the
multiplicities of simple modules inside standard modules in terms of the canonical basis of the
“level one” Fock space for the quantum affine Lie algebra of type A. A corollary of this result is a
character formula for the simple modules in category O. We end the lecture by stating Yvonne’s
conjecture which explains how the above mentioned result should be extended to the case where
W is the wreath product Sn o Zm.
The fourth lecture deals with the Knizhnik-Zamolodchikov (KZ) functor. This remarkable functor
allows one to relate category O to modules over the corresponding cyclotomic Hecke algebra. In
fact, it is an example of a quasi-hereditary cover, as introduced by Rouquier. The basic properties of
the functor are described and we illustrate these properties by calculating explicitly what happens
in the rank one case.
The final lecture deals with symplectic reflection algebras at t = 0. For these parameters, the
algebras are finite modules over their centres. We explain how the geometry of the centre is related
to the representation theory of the algebras. We also describe the Poisson structure on the cen-
tre and explain its relevance to representation theory. For rational Cherednik algebras, we briefly
explain how one can use the notion of Calogero-Moser partitions, as introduced by Gordon and
Martino, in order to decide when the centre of these algebras is regular.
There are several very good lecture notes and survey papers on symplectic reflection algebras
and rational Cherednik algebras. For instance [25], [24], [33], [34] and [48]. I would also strongly
suggest to anyone interested in learning about symplectic reflection algebras to read the orginal
paper [26] by P. Etingof and V. Ginzburg, where symplectic reflection algebras were first defined1.
It makes a great introduction to the subject and is jam packed with ideas and clever arguments.
As noted briefly above, there are strong connections between symplectic reflection algebras and
several other areas of mathematics. Due to lack of time and energy, we haven’t touched upon those
connections here. The interested reader should consult one of the surveys mentioned above. A final
1A few years after the publication of [26] it transpired that the definition of symplectic reflection algebras had already
appeared in a short paper [21] written by V. Drinfeld in the eighties.
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remark: to make the lectures as readable as possible, there is only a light sprinkling of references
in the body of the text. Detailed references can be found at the end of each lecture.
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1. Symplectic reflection algebras
The action of groups on spaces has been studied for centuries, going back at least to Sophus
Lie’s fundamental work on transformation groups. In such a situation, one can also study the orbit
space i.e. the set of all orbits. This space encodes a lot of the information about the action of a
group on a space and provides an effective tool for constructing new spaces out of old ones. The
underlying motivation for symplectic reflection algebras is to try and use representation theory to
understand a large class of examples of orbit spaces that arise naturally in algebraic geometry.
1.1. Motivation. Let V be a finite dimensional vector space over C and G ⊂ GL(V ) a finite
group. Fix dimV = m. It is a classical problem in algebraic geometry to try and understand the
orbit space V/G = SpecC[V ]G, see Wemyss’ lectures [61]. At the most basic level, we would like
to try and answer the questions
Question 1.1.1. Is the space V/G singular?
Or, more generally
Question 1.1.2. How singular is V/G?
The answer to the first question is a classical theorem due to Chevalley and Shephard-Todd.
Before I can state their theorem, we need the notion of a complex reflection, which generalizes the
classical definition of reflection encountered in Euclidean geometry.
Definition 1.1.3. An element s ∈ G is said to be a complex reflection if rk(1 − s) = 1. Then G
is said to be a complex reflection group if G is generated by S, the set of all complex reflections
contained in G.
Combining the results of Chevalley and Shephard-Todd, we have:
Theorem 1.1.4. The space V/G is smooth if and only if G is a complex reflection group. If V/G
is smooth then it is isomorphic to Am, where dimV = m.
A complex reflection group G is said to be irreducible if the reflection representation V is an
irreducible G-module. It is an easy exercise (try it!) to show that if V = V1 ⊕ · · · ⊕ Vk is the
decomposition of V into irreducible G-modules, then G = G1 × · · · × Gk, where Gi acts trivially
on Vj for all j 6= i and (Gi, Vi) is an irreducible complex reflection group. The irreducible complex
reflection groups have been classified by Shephard and Todd, [52].
Example 1.1.5. Let Sn the symmetric group act on Cn by permuting the coordinates. Then, the
reflections in Sn are exactly the transpositions (i, j), which clearly generate the group. Hence Sn is
a complex reflection group. If Cn = SpecC[x1, . . . , xn], then the ring of invariants C[x1, . . . , xn]Sn
is a polynomial ring with generators e1, . . . , en, where
ek =
∑
1≤i1<···<ik≤n
xi1 · · ·xik
is the ith elementary symmetric polynomial. Notice however that (Sn,Cn) is not an irreducible
complex reflection group.
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Example 1.1.6 (Non-example). Take m = 2 i.e. V = C2 and G a finite subgroup of SL2(C). Then
it is easy to see that S = ∅ so G cannot be a complex reflection group. The singular space C2/G
is called a Kleinian (or Du Val) singularity. The groups G are classified by simply laced Dynkin
diagrams i.e. those diagrams of type ADE, and the singularity C2/G is an isolated hypersurface
singularity in C3.
The previous non-example is part of a large class of groups called symplectic reflection groups.
This is the class of groups for which one can try to understand the space V/G using symplectic
reflection algebras. In particular, we can try to give a reasonable answer to Question 1.1.2 for
these groups. Let (V, ω) be a symplectic vector space i.e. ω is a non-degenerate, skew symmetric
bilinear form on V , and Sp(V ) = {g ∈ GL(V ) | ω(gu, gv) = ω(u, v), ∀ u, v ∈ V }, the symplectic
linear group. If G ⊂ Sp(V ) is a finite subgroup then G cannot contain any reflections since the
determinant of every element g in Sp(V ) is equal to one, thus it is never a complex reflection group.
However, one can define s ∈ G to be a symplectic reflection if rk(1 − s) = 2. The idea here being
that a symplectic reflection is the nearest thing to a genuine complex reflection that one can hope
for in a subgroup of Sp(V ).
Definition 1.1.7. The triple (V, ω,G) is a symplectic reflection group if (V, ω) is a symplectic
vector space and G ⊂ Sp(V ) is a finite group that is generated by S, the set of all symplectic
reflections in G.
Since a symplectic reflection group (V, ω,G) is not “too far” from being a complex reflection
group, one might expect V/G to be “not too singular”. A measure of the severity of the singularities
in V/G is given by much effort is required to remove them (to ”resolve” the singularities). One way
to make this precise is to ask whether V/G admits what’s called a crepant resolution (the actual
definition of a crepant resolution won’t be important to us in this course). This is indeed the case
for many (but not all!) symplectic reflection groups2. In order to classify those groups G for which
the space V/G admits a crepant resolution, the first key idea is to try to understand V/G by looking
at deformations of the space i.e. some affine variety pi : X → Ck such that pi−1(0) ' V/G and the
map pi is flat. Intuitively, this is asking that the dimension of the fibers of pi don’t change. Then
it is reasonable to hope that a generic fiber of pi is easier to describe, but still tells us something
about the geometry of V/G.
However there is a fundamental problem with this idea. We cannot hope to be able to write down
generators and relations for the ring C[V ]G in general. So it seems like a hopeless task to try and
write down deformations of the ring. The second key idea is to try and overcome this problem by
introduce non-commutative geometry into the picture. In our case, the relevant non-commutative
algebra is the skew group ring.
Definition 1.1.8. The skew group ring C[V ] o G is, as a vector space, equal to C[V ] ⊗ CG and
the multiplication is given by
g · f = gf · g, ∀ f ∈ C[V ], g ∈ G,
2Skip to the end of the final lecture for a precise statement.
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Figure 1.1.1. The resolution and the deformation of the Z2 quotient singularity.
where gf(v) = f(g−1v) for v ∈ V .
Exercise 1.1.9. Show that the centre Z(C[V ]oG) of C[V ]oG equals C[V ]G.
The above exercise shows that the information of the ring C[V ]G is encoded in the definition
of the skew group ring. On the other hand, the skew group ring has a very explicit, simple
presentation. Therefore, we can try to deform C[V ]oG instead, in the hope that the centre of the
deformed algebra is itself a deformation of C[V ]G. We refer the reader to Schedler’s lectures [50]
for information on the theory of deformations of algebras.
1.2. Symplectic reflection algebras. Thus, symplectic reflection algebras are a particular family
of deformations of the skew group ring C[V ] o G, when G is a symplectic reflection group. Fix
(V, ω,G), a symplectic reflection group. Let S be the set of symplectic reflections in G. For each s ∈
S, the spaces Im(1−s) and Ker(1−s) are symplectic subspaces of V with V = Im(1−s)⊕Ker(1−s)
and dim Im(1− s) = 2. We denote by ωs the 2-form on V whose restriction to Im(1− s) is ω and
whose restriction to Ker(1− s) is zero. Let c : S → C be a conjugate invariant function i.e.
c(gsg−1) = c(s), ∀ s ∈ S, g ∈ G.
The space of all such functions equals C[S]G. Let TV ∗ = C⊕ V ∗ ⊕ (V ∗ ⊗ V ∗)⊕ · · · be the tensor
algebra on V ∗.
Definition 1.2.1. Let t ∈ C. The symplectic reflection algebra Ht,c(G) is define to be
Ht,c(G) = TV
∗ oG
/ 〈
u⊗ v − v ⊗ u = tω(u, v)− 2
∑
s∈S
c(s)ωs(u, v) · s | u, v ∈ V ∗
〉
. (1.2.1)
Notice that the defining relations of the symplectic reflection algebra are trying to tell you how
to commute two vectors in V ∗. The expression on the right hand side of (1.2.1) belongs to the
group algebra CG, with tω(u, v) = tω(u, v)1G, so the price for commuting u and v is that one gets
an extra term living in CG.
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Example 1.2.2. The simplest non-trivial example is Z2 = 〈s〉 acting on C2. Let (C2)∗ = Span(x, y),
where s · x = −x, s · y = −y and ω(y, x) = 1. Then Ht,c(S2) is the algebra
C〈x, y, s〉/〈s2 = 1, sx = −xs, sy = −ys, [y, x] = t− 2cs〉.
This example, our “favorite example”, will reappear throughout the course.
When t and c are both zero, we have H0,0(G) = C[V ]oG, so that Ht,c(G) really is a deformation
of the skew group ring. If λ ∈ C× then Hλt,λc(G) ' Ht,c(G) so we normally only consider the cases
t = 0, 1. The Weyl algebra associated to the symplectic vector space (V, ω) is the non-commutative
algebra
Weyl(V, ω) = TV ∗/ 〈u⊗ v − v ⊗ u = ω(u, v)〉 .
If h is a subspace of V , with dim h = 12 dimV and ω(h, h) = 0, then Weyl(V, ω) = D(h), the ring of
differential operators on h. When t = 1 but c = 0, we have H1,0(G) = Weyl(V, ω) o G, the skew
group ring associated to the Weyl algebra and H1,c(G) is a deformation of this ring.
Example 1.2.3. Again take V = C2, then Sp(V ) = SL2(C) so we can take G to be any finite
subgroup of SL2(C). Every g 6= 1 in G is a symplectic reflection and ωg = ω. Let x, y be a basis
of (C2)∗ such that ω(y, x) = 1. Then
Ht,c(G) = C〈x, y〉oG
/ 〈
[y, x] = t− 2
∑
g∈G\{1}
c(g)g
〉
.
Since c is G-equivariant, the element z := t − 2∑g∈G\{1} c(g)g belongs to the centre Z(G) of the
group algebra of G. Conversely, any element z ∈ Z(G) can be expressed as t − 2∑g∈G\{1} c(g)g
for some unique t and c. Hence the main relation can simply be expressed as [y, x] = z for some
(fixed) z ∈ Z(G). For (many) more properties of the algebras Ht,c(G), see [19] where these algebras
were first defined and studied.
1.3. Quantization. In this section we’ll see how symplectic reflection algebras provide examples
of quantization as described in Travis’ lectures. Consider t as a variable and Ht,c(G) a C[t]-algebra.
Similarly, we consider eHt,c(G)e as a C[t]-algebra. Then we may complete Ht,c(G) and eHt,c(G)e
respectively with respect to the two-sided ideals generated by the powers of t:
Ĥt,c(G) = lim∞←nHt,c(G)/(t
n), eĤt,c(G)e = lim∞←n eHt,c(G)e/(t
n).
The PBW Theorem implies that Ht,c(G) and eHt,c(G)e are free C[t]-modules. Therefore, Ĥt,c(G)
and eĤt,c(G)e are flat, complete C[[t]]-modules. Hence:
Proposition 1.3.1. The algebra Ĥt,c(G) is a formal deformation of H0,c(G) and eĤt,c(G)e is a
formal quantization of eH0,c(G)e.
By formal quantization of eH0,c(G)e, we mean that there is a Poisson bracket on the commutative
algebra eH0,c(G)e such that the first order term of the quantization eĤt,c(G)e is this bracket. This
Poisson bracket is described in section 5.2. The algebras Ht,c(G) are ”better” than Ĥt,c(G) in the
sense that one can specialize, in the former, t to any complex number, however in the latter only
the specialization t→ 0 is well-defined.
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1.4. Filtrations. To try and study algebras, such as symplectic reflection algebras, that are given
in terms of generators and relations, one would like to approximate the algebra by a simpler one,
perhaps given by simpler relations, and hope that many properties of the algebra are invariant under
this approximation process. An effective way of doing this is by defining a filtration on the algebra
and passing to the associated graded algebra, which plays the role of the approximation. Let A be
a ring. A filtration on A is a nested sequence of abelian subgroups 0 = F−1A ⊂ F0A ⊂ F1A ⊂ · · ·
such that (FiA)(FjA) ⊆ Fi+jA for all i, j and A =
⋃
i∈NFiA. The associated graded of A with
respect to F q is grF A = ⊕i∈NFiA/Fi−1A. For each 0 6= a ∈ A there is a unique i ∈ N such that
a ∈ FiA and a /∈ Fi−1A. We say that a lies in degree i; deg(a) = i. We define σ(a) to be the
image of a in FiA/Fi−1A; σ(a) is called the symbol of a. This defines a map σ : A → grF A. It’s
important to note that the map σ : A → grF A is not a morphism of abelian groups even though
both domain and target are abelian groups. Let a ∈ FiA/Fi−1A and b ∈ FjA/Fj−1A. One can
check that the rule a · b := ab, where ab denotes the image of ab in Fi+jA/Fi+j−1A extends by
additivity to give a well-defined multiplication on grF A, making it into a ring. This multiplication
is a ”shadow” of that on A and we’re reducing the complexity of the situation by forgetting terms
of lower order.
There is a natural filtration F on Ht,c(G), given by putting V ∗ in degree one and G in degree
zero. The crucial result by Etingof and Ginzburg, on which the whole of the theory of symplectic
reflection algebras is built, is the Poincare´-Birkhoff-Witt (PBW) Theorem (the name comes from
the fact that each of Poincare´, Birkhoff and Witt gave proofs of the analogous result for the
enveloping algebra of a Lie algebra).
Theorem 1.4.1. The map σ(v) 7→ v, σ(g) 7→ g defines an isomorphism of algebras
grF (Ht,c(G)) ' C[V ]oG,
where σ(D) denotes the symbol, or leading term, of D ∈ Ht,c(G) in grF (Ht,c(G)).
One of the key point of the PBW theorem is that it gives us an explicit basis of the symplectic
reflection algebra. Namely, if one fixes an ordered basis of V , then the PBW theorem implies that
there is an isomorphism of vector spaces Ht,c(G) ' C[V ] ⊗ CG. One can also think of the PBW
theorem as saying that no information is lost in deforming C[V ]oG to Ht,c(G), since we can recover
C[V ]oG from Ht,c(G).
The proof of this theorem is an application of a general result by Braverman and Gaitsgory [7].
If I is a two-sided ideal of TV ∗ o G generated by a space U of (not necessarily homogeneous)
elements of degree at most two then [7, Theorem 0.5] gives necessary and sufficient conditions on U
so that the quotient TV ∗ oG/I has the PBW property. The PBW property immediately implies
that Ht,c(G) enjoys some good ring-theoretic properties, for instance:
Corollary 1.4.2. (1) The algebra Ht,c(G) is a prime, (left and right) Noetherian ring.
(2) The algebra eHt,c(G)e is left and right Noetherian integral domain.
(3) Ht,c(G) has finite global dimension (in fact, gl.dim Ht,c(G) ≤ dimV ).
We’ll sketch a proof of the corollary, to illustrate the use of filtrations.
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Proof. All three of the results follow from the fact that corresponding statement hold for the skew-
group ring C[V ]oG. We’ll leave it to the reader to show these statements for C[V ]oG - in particular,
in part (3) the claim is that the global dimension of C[V ]oG equals the global dimension of C[V ],
which is well-known to equal dimV . So we may assume that (A,F q) is a filtered ring such that
the above statements hold for grF A. Let I1 ⊂ I2 ⊂ · · · be a chain of left ideals in A. Then it
follows from the definition of multiplication in grF A that σ(I1) ⊂ σ(I2) ⊂ · · · is a chain of left
ideals in grF A. Therefore, there is some N such that σ(IN+i) = σ(IN ) for all i ≥ 0. This implies
that IN+i = IN for all i ≥ 0, and hence A is left Noetherian. The argument for right Noetherian is
identical. Now assume that I, J are ideals of A such that I · J = 0. Then certainly σ(I)σ(J) = 0.
Since grF A is assumed to be prime, this implies that either σ(I) = 0 or σ(J) = 0. But this can
only happen if I = 0 or J = 0. Hence A is prime.
For part (2), we note that the algebra e(C[V ]oW )e is isomorphic to C[V ]G ⊂ C[V ] and hence
is a Noetherian integral domain. So we may assume that (A,F q) is a filtered ring such that grF A
is an integral domain. If a, b ∈ A such that a · b = 0 then certainly σ(a) · σ(b) = 0 in grF A. Hence,
without loss of generality σ(a) = 0. But this implies that a = 0, as required.
To prove that gl.dim A ≤ gl.dim grF A is a bit more involved (but not too difficult) because it
involves the notion of filtration on A-modules, compatible with the filtration on A. The proof is
given in [45, Section 7.6]. 
1.5. The rational Cherednik algebra. There is a standard way to construct a large number
of symplectic reflection groups - by creating them out of complex reflection groups. This class of
symplectic reflection algebras is by far the most important and, thus, have been most intensively
studied out of all symplectic reflection algebras. So let W be a complex reflection group, acting on
its reflection representation h. Then W acts diagonally on h× h∗. To be explicit, W acts on h∗ by
(w · x)(y) = x(w−1y), where x ∈ h∗ and y ∈ h. Then, w · (y, x) = (w · y, w · x). The space h × h∗
has a natural pairing (·, ·) : h× h∗ → C defined by (y, x) = x(y), and
ω((y1, x1), (y2, x2)) := (y1, x2)− (y2, x1)
defines a W -equivariant symplectic form on h× h∗. One can easily check that the set of symplectic
reflection S in W , consider as a symplectic reflection group (h × h∗, ω,W ), is the same as the set
of complex reflections S in W , considered as a complex reflection group (W, h). Therefore, W acts
on the symplectic vector space h× h∗ as a symplectic reflection group if and only if it acts on h as
a complex reflection group.
The rational Cherednik algebra, as introduced by Etingof and Ginzburg [26, page 250], is the
symplectic reflection algebra associated to the triple (h × h∗, ω,W ). In this situation, one can
simplify somewhat the defining relation (1.2.1). For each s ∈ S, fix αs ∈ h∗ to be a basis of the
one dimensional space Im(s − 1)|h∗ and α∨s ∈ h a basis of the one dimensional space Im(s − 1)|h,
normalized so that αs(α
∨
s ) = 2. Then the relation (1.2.1) can be expressed as:
[x1, x2] = 0, [y1, y2] = 0, [y1, x1] = t(y1, x1)−
∑
s∈S
c(s)(y1, αs)(α
∨
s , x1)s, (1.5.1)
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for all x1, x2 ∈ h∗ and y1, y2 ∈ h. Notice that these relations imply that C[h] and C[h∗] are
polynomial subalgebras of Ht,c(W ).
Example 1.5.1. In the previous example we can take W = Sn, the symmetric group. Choose a
basis x1, . . . , xn of h
∗ and dual basis y1, . . . , yn of h so that
σxi = xσ(i)σ, σyi = yσ(i)σ, ∀ σ ∈ Sn.
Then S = {si,j | 1 ≤ i < j ≤ n} is the set of all transpositions in Sn. This is a single conjugacy
class, so c ∈ C. Fix
αi,j = xi − xj , α∨i,j = yi − yj , ∀ 1 ≤ i < j ≤ n.
Then the relations for Ht,c(Sn) become [xi, xj ] = [yi, yj ] = 0 and
[yi, xj ] = csi,j , ∀ 1 ≤ i < j ≤ n,
[yi, xi] = t− c
∑
j 6=i
si,j , ∀ 1 ≤ i ≤ n.
Exercise 1.5.2. To see why the PBW theorem is quite a subtle statement, consider the algebra
L(S2) defined to be
C〈x, y, s〉/〈s2 = 1, sx = −xs, sy = −ys, [y, x] = 1, (y − s)x = xy + s〉.
Show that L(S2) = 0.
1.6. Double Centralizer property. Let e = 1|G|
∑
g∈G g denote the trivial idempotent in CG.
The subalgebra eHt,c(G)e ⊂ Ht,c(G) is called the spherical subalgebra of Ht,c(G). Being a sub-
algebra, it inherits a filtration from Ht,c(G). It is a consequence of the PBW theorem that
grF (eHt,c(G)e) ' C[V ]G. Thus, the spherical subalgebra of Ht,c(G) is a (not necessarily com-
mutative!) flat deformation of the coordinate ring of V/G; almost exactly what we’ve been looking
for!
The space Ht,c(G)e is a (Ht,c(G), eHt,c(G)e)-bimodule, it is called the Etingof-Ginzburg sheaf.
The following result shows that one can recover Ht,c(G) from knowing eHt,c(G)e and Ht,c(G)e.
Theorem 1.6.1. (1) The map eh 7→ (φeh : fe 7→ ehfe) is an isomorphism of left eHt,c(G)e-
modules
eHt,c(G)
∼−→ HomeHt,c(G)e(Ht,c(G)e, eHt,c(G)e).
(2) EndHt,c(G)(Ht,c(G)e)
op ' eHt,c(G)e.
(3) End(eHt,ce)op(Ht,c(G)e) ' Ht,c(G).
Remark 1.6.2. As in (1), the natural map of right eHt,c(G)e-modules
Ht,c(G)e→ HomeHt,c(G)e(eHt,c(G), eHt,c(G)e)
is an isomorphism. This, together with (1) imply that eHt,c(G) and Ht,c(G)e are reflexive left and
right eHt,c(G)e-modules respectively (see [45, Section 5.1.7]).
The above result is extremely useful because, unlike the spherical subalgebra, we have an explicit
presentation of Ht,c(G). Therefore, we can try to implicitly study eHt,c(G)e by studying instead
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the algebra Ht,c(G). Though the rings eHt,c(G)e and Ht,c(G) are never isomorphic, very often the
next best thing is true, namely that they are Mortia equivalent. This means that the categories
of left eHt,c(G)e-modules and of left Ht,c(G)-modules are equivalent. Let A be an algebra. We’ll
denote by A-mod the category of finitely generated left A-modules. If A is Noetherian (which will
always be the case for us) then A-mod is abelian.
Corollary 1.6.3. The algebras Ht,c(G) and eHt,c(G)e are Morita equivalent if and only if e·M = 0
implies M = 0 for all M ∈ Ht,c(G)-mod.
Proof. Theorem 1.6.1, together with a basic result in Morita theory e.g. [45, Section 3.5], says
that the bimodule Ht,c(G)e will induce an equivalence of categories e · − : Ht,c(G)-mod ∼−→
eHt,c(G)e-mod if and only if Ht,c(G)e is both a generator of the category Ht,c(G)-mod and a pro-
jective Ht,c(G)-module. Since Ht,c(G)e is a direct summand of Ht,c(G) it is projective. Therefore
we just need to show that it generates the category Ht,c(G)-mod. This condition can be expressed
as saying that
Ht,c(G)e⊗eHt,c(G)e eM 'M, ∀ M ∈ Ht,c(G)-mod.
Equivalently, we require that Ht,c(G) · e · Ht,c(G) = Ht,c(G). If this is not the case then
I := Ht,c(G) · e · Ht,c(G)
is a proper two-sided ideal of Ht,c(G). Hence there exists some module M such that I ·M = 0. But
this is equivalent to e ·M = 0. 
The following notion is very important in the study of rational Cherednik algebas at t = 1.
Definition 1.6.4. The parameter (t, c) is said to be aspherical for G if there exists a non-zero
Ht,c(G)-module M such that e ·M = 0.
The value (t, c) = (0, 0) is an example of an aspherical value for G.
1.7. The centre of Ht,c(G). One may think of the parameter t as a “quantum parameter”. When
t = 0, we are in the “quasi-classical3 situation” and when t = 1 we are in the “quantum situation”
- illustrated by the fact that H0,0(G) = C[V ] o G and H1,0(G) = Weyl(V, ω) o G. The following
result gives meaning to such a vague statement. It also shows that the symplectic reflection algebra
produces a genuine commutative deformation of the space V/G when t = 0.
Theorem 1.7.1. (1) If t = 0 then the spherical subalgebra eHt,c(G)e is commutative.
(2) If t 6= 0 then the centre of eHt,c(G)e is C.
One can now use the double centralizer property, Theorem 1.6.1, to lift Theorem 1.7.1 to a result
about the centre of Ht,c(G).
3The words ”quasi-classical” appear often in deformation theory. Why are things ”quasi-classical” as opposed to
”classical”? Well, roughly speaking, quantization is the process of making a commutative algebra (or a space) into a
non-commutative algebra (or ”non-commutative space”). The word quasi refers to the fact that when it is possible
to quantize an algebra, this algebra (or space) has some additional structure. Namely, the fact that an algebra is
quantizable implies that it is a Poisson algebra, and not just any old commutative algebra.
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Theorem 1.7.2 (The Satake isomorphism). The map z 7→ z · e defines an algebra isomorphism
Z(Ht,c(G))
∼−→ Z(eHt,c(G)e) for all parameters (t, c).
Proof. Clearly z 7→ z·e is a morphism Z(Ht,c(G))→ Z(eHt,c(G)e). Right multiplication on Ht,c(G)·
e by an element a in Z(eHt,c(G)e) defines a right eHt,c(G)e-linear endomorphism of Ht,c(G) · e.
Therefore Theorem 1.6.1 says that there exists some ζ(a) ∈ Ht,c(G) such that right multiplication
by a equals left multiplication on Ht,c(G) · e by ζ(a). The action of a on the right commutes
with left multiplication by any element of Ht,c(G) hence ζ(a) ∈ Z(Ht,c(G)). The homomorphism
ζ : Z(eHt,c(G)e)→ Z(Ht,c(G)) is the inverse to the Satake isomorphism. 
When t = 0, the Satake isomorphism becomes an isomorphism Z(H0,c(G))
∼−→ eH0,c(G)e, and
is in fact an isomorphism of Poisson algebras. Theorems 1.7.1 and 1.7.2 also imply that H0,c(G) is
a finite module over its centre. As one might guess, the behavior of symplectic reflection algebras
is very different depending on whether t = 0 or 1. It is also a very interesting problem to try and
relate the representation theory of the algebras H0,c(G) and H1,c(G) in some meaningful way.
1.8. The Dunkl embedding. In this section, parts of which are designed to be an exercise for the
reader, we show how one can use the Dunkl embedding to give easy proofs for rational Cherednik
algebras of many of the important theorems described in the lecture. In particular, one can give
elementary proofs of both the PBW theorem and of the fact that the spherical subalgebra is
commutative when t = 0. Therefore, we let (W, h) be a complex reflection group and Ht,c(W ) the
associated rational Cherednik algebra. Let Dt(h) be the algebra generated by h and h
∗, satisfying
the relations
[x, x′] = [y, y′] = 0, ∀ x, x′ ∈ h∗, y, y′ ∈ h
and
[y, x] = t(y, x), ∀ x ∈ h∗, y ∈ h.
When t 6= 0, Dt(h) is isomorphic to D(h), the ring of differential operators on h. But when t = 0,
the algebra Dt(h) = C[h × h∗] is commutative. Let hreg be the affine (that hreg is affine is a
consequence of the fact that W is a complex reflection group, it is not true in general) open subset
of h on which W acts freely. We can localize Dt(h) to Dt(hreg). For each s ∈ S define λs ∈ C× by
s(αs) = λsαs. For each y ∈ h, the Dunkl operator
Dy = y −
∑
s∈S
2c(s)
1− λs
(y, αs)
αs
(1− s)
is an element in Dt(hreg)oW since αs is invertible on hreg.
Exercise 1.8.1. (1) Show that the Dunkl operators act on C[h]. Hint: it’s strongly recommended
that you do the example W = Z2 first, where
Dy = y − c
x
(1− s).
(2) Using the fact that
s(x) = x− (α
∨
s , x)
2
(1− λs)αs, ∀ x ∈ h∗,
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show that x 7→ x, w 7→ w and y 7→ Dy defines a morphism φ : Ht,c(W )→ Dt(hreg)oW i.e.
show that the commutation relation
[Dy, x] = t(y, x)−
∑
s∈S
c(s)(y, αs)(α
∨
s , x)s
holds for all x ∈ h∗ and y ∈ h. Hint: as above, try the case Z2 first.
Now we have everything needed to prove the Poincare´-Birkhoff-Witt theorem for rational Chered-
nik algebras. The algebra Dt(hreg) oW has a natural filtration given by putting C[hreg] oW in
degree zero and h ⊂ C[h∗] in degree one. Similarly, we define a filtration on the rational Cherednik
algebra by putting the generators h∗ and W in degree zero and h in degree one.
Lemma 1.8.2. The associated graded of Ht,c(W ) with respect to the above filtration is isomorphic
to C[h× h∗]oW .
Proof. We begin by showing that the Dunkl embedding (which we have yet to prove is actually an
embedding) preserves filtrations i.e. φ(FiHt,c(W )) ⊂ Fi(Dt(hreg) oW ) for all i. It is clear that
φ maps h∗ and W into F0(Dt(hreg) oW ) and that φ(h) ⊂ F1(Dt(hreg) oW ). Since the filtration
on Ht,c(W ) is defined in terms of the generators h
∗, W and h, the inclusion φ(FiHt,c(W )) ⊂
Fi(Dt(hreg)oW ) follows. Therefore the map φ induces a morphism
C[h× h∗]oW → grF Ht,c(W ) grφ−→ grF (Dt(hreg)oW )→ C[hreg × h∗]oW, (1.8.1)
where the right-hand morphism is the inverse to the map C[hreg × h∗]oW → grF (Dt(hreg)oW ),
which is an isomorphism. The morphism (1.8.1) maps h to h, h∗ to h∗ and W to W . Therefore, it
is the natural embedding C[h×h∗]oW ↪→ C[hreg×h∗]oW . Thus, since the map C[h×h∗]oW →
grF Ht,c(W ) is surjective, it must be an isomorphism as required.
Notice that we have also shown that grF Ht,c(W )
grφ−→ grF (Dt(hreg)oW ) is an embedding. This
implies that the Dunkl embedding is actually an embedding. As a consequence, C[h] is a faithful
Ht,c(W )-module. 
The fact that eHt,c(G)e is commutative when t = 0 for an arbitrary symplectic reflection group
relies on a very clever but difficult argument by Etingof and Ginzburg. However, for rational
Cherednik algebras we have:
Exercise 1.8.3. By considering its image under the Dunkl embedding, show that the spherical
subalgebra eHt,c(W )e is commutative when t = 0.
A function f ∈ C[h] is called a W -semi-invariant if, for each w ∈ W , w · f = χ(w)f for some
linear character χ : W → C×. The element δ := ∏s∈S αs ∈ C[h] is a W -semi-invariant. To show
this, let w ∈ W and s ∈ S. Then wsw−1 ∈ S is again a reflection. This implies that there is some
non-zero scalar β such that w(αs) = βαwsw−1 . Thus, w(δ) = γwδ for some non-zero scalar γw. One
can check that γw1w2 = γw1γw2 , which implies that δ is a semi-invariant. Therefore, there exists
some r > 0 such that δr ∈ C[h]W . The powers of δr form an Ore set in Ht,c(W ) and we may localize
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Ht,c(W ) at δ
r. Since the terms ∑
s∈S
2c(s)
1− λs
(y, αs)
αs
(1− s)
from the definition of Dy belong to Ht,c(W )[δ
−r], this implies that each y ∈ h ⊂ Dt(hreg) oW
belongs to Ht,c(W )[δ
−r] too. Hence the Dunkl embedding becomes an isomorphism
Ht,c(W )[δ
−r] ∼−→ Dt(hreg)oW.
Here is another application of the Dunkl embedding. Recall that a ring is said to be simple if it
contains no proper two-sided ideals.
Proposition 1.8.4. The rings D(h), D(h)W and D(hreg)
W are simple.
Proof. To show that D(h) is simple, it suffices to show that C∩ I 6= 0 for any two-sided ideal. This
can be show by taking the commutator of a non-zero element h ∈ I with suitable elements in D(h).
The fact that this implies that D(h)W is simple is standard, but maybe difficult to find in the
literature. Firstly one notes that the fact that D(h) is simple implies that D(h)W ' e(D(h)oW )e
is Morita equivalent to e(D(h) oW )e; we’ve seen the argument already in the proof of Corollary
1.6.3. This implies that D(h)W is simple if and only if D(h)oW is simple; see [45, Theorem 3.5.9].
Finally, one can show directly that D(h) oW is simple: see [45, Proposition 7.8.12] (W acts by
outer automorphisms on D(h) since the only invertible elements in D(h) are the non-zero scalars).
Finally, since D(hreg)
W is the localization of D(h)W at the two-sided Ore set generated by δr, a
two-sided ideal J in D(hreg)
W is proper if and only if J ∩D(h)W is a proper two-sided ideal. But
we have already shown that D(h)W is simple. 
Corollary 1.8.5. The centre of eH1,c(W )e equals C.
Proof. By Corollary 2.8.6 (2), eH1,c(W )e is an integral domain. Choose z ∈ Z(eH1,c(W )e). The
Dunkl embedding defines an isomorphism
eH1,c(W )e[(eδ
r)−1] ∼−→ e(D(hreg)oW )e ' D(hreg)W .
Since D(hreg)
W is simple, every non-zero central element is either a unit or zero (otherwise it would
generate a proper two-sided ideal). Therefore the image of z in eH1,c(W )e[(eδ
r)−1] is either a unit
or zero. The fact that the only units in grF eH1,c(W )e = C[h × h∗]W are the scalars implies that
the scalars are the only units in eH1,c(W )e. If z is a unit then α(eδ
r)a · z = 1 in eH1,c(W )e, for
some α ∈ C× and a ∈ N. But eδr is not a unit in eH1,c(W )e (since the symbol of eδr in C[h×h∗]W
is not a unit). Therefore a = 0 and z ∈ C×. On the other hand if (eδr)a · z = 0 for some a then
the fact that eH1,c(W )e is an integral domain implies that z = 0. 
The complex reflection group is said to be real if there exists a real vector subspace hre of h such
that (W, hre) is a real reflection group and h = hre ⊗R C. In this case there exists a W -invariant
inner product (−,−)re on hre i.e. an inner product (−,−)re such that (wu,wv)re = (u, v)re for all
w ∈ W and u, v ∈ (−,−)re. We extend it by linearity to a W -invariant bilinear form (−,−) on h.
The following fact is also very useful when studying rational Cherednik algebras at t = 0.
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Exercise 1.8.6. (1) Assume now that W is a real reflection group. Show that the rule x 7→ x˜ =
(x,−), y 7→ y˜ = (y,−) and w 7→ w defines an automorphism of Ht,c(W ), swapping C[h] and
C[h∗].
(2) Show that C[h]W and C[h∗]W are central subalgebras of H0,c(W ) (hint: first use the Dunkl
embedding to show that C[h]W is central, then use the automorphism defined in (7)).
1.9. Additional remark.
• In his origin paper, [15], Chevalley showed that if (W, h) is a complex reflection group then
C[h]W is a polynomial ring. The converse was shown by Shephard and Todd in [52]. .
• The definition of symplectic reflection algebras first appear in [26].
• The PBW theorem, Theorem 1.4.1, and its proof are Theorem 1.3 of [26].
• Theorems 1.6.1 and 1.7.2 are also contained in [26], as Theorem 1.5 and Theorem 3.1
respectively.
• The first part of Theorem 1.7.1 is due to Etingof and Ginzburg, [26, Theorem 1.6]. The
second part is due to Brown and Gordon, [12, Proposition 7.2]. Both proof rely in a crucial
way on the Poisson structure of C[V ]G.
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2. Rational Cherednik algebras at t = 1
For the remainder of lectures 2 to 4, we will only consider t = 1 and omit it from the notation.
We will also only be considering rational Cherednik algebras because relatively little is know about
general symplectic reflection algebras at t = 1. Therefore, we let (W, h) be a complex reflection
group and Hc(W ) the associated rational Cherednik algebra.
As noted in the previous lecture, the centre of Hc(W ) equals C. Therefore, its behavior is very
different from the case t = 0. If we take c = 0 then H0(W ) = D(h) o W and the category of
modules for D(h) oW is precisely the category of W -equivariant D-modules on h. In particular,
there are no finite dimensional representations of this algebra. In general, the algebra Hc(W ) has
very few finite dimensional representations.
2.1. For rational Cherednik algebras, the PBW theorem implies that, as a vector space, Hc(W ) '
C[h]⊗ CW ⊗ C[h∗]; there is no need to choose an ordered basis of h and h∗ for this to hold. Since
C[h] is in some sense opposite to C[h∗], this is an example of a triangular decomposition, just like
the triangular decomposition U(g) = U(n−)⊗ U(h)⊗ U(n+) encountered in Lie theory, where g is
a finite dimensional, semi-simple Lie algebra over C, g = n− ⊕ h ⊕ n+ is a decomposition into a
Cartan subalgebra h, the nilpotent radical n+ of the Borel b = h⊕ n+, and the opposite n− of the
nilpotent radical n+. This suggests that it might be fruitful to try and mimic some of the common
constructions in Lie theory. In the representation theory of g, one of the categories of modules most
intensely studied, and best understood, is category O, the abelian category of finitely generated
g-modules that are semi-simple as h-modules and n+-locally nilpotent. Therefore, it is natural to
try and study an analogue of category O for rational Cherednik algebras. This is what we will do
in this lecture.
2.2. Category O. Let Hc(W )-mod be the category of all finitely generated left Hc(W )-modules.
It is a hopeless task to try and understand in any detail the whole category Hc(W )-mod. Therefore,
one would like to try and understand certain interesting, but manageable, subcategories. The PBW
theorem suggests the following very natural definition.
Definition 2.2.1. Category O is defined to be the full4 subcategory of Hc(W )-mod consisting of
all modules M such that the action of h ⊂ C[h∗] is locally nilpotent.
Remark 2.2.2. A module M is said to be locally nilpotent for h if, for each m ∈ M there exists
some N  0 such that hN ·m = 0.
Exercise 2.2.3. Show that every module in category O is finitely generated as a C[h]-module.
We will give the proofs of the fundamental properties of category O, since they do not require
any sophisticated machinery. However, this does make the lecture rather formal, so we first outline
they key features of category O so that the reader can get their bearings. Recall that an abelian
category is called finite length if every object satisfies the ascending chain condition and descending
4Recall that a subcategory B of a category A is called full if HomB(M,N) = HomA(M,N) for all M,N ∈ ObjB.
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chain condition on subobjects. It is Krull-Schmit if every module has a unique decomposition (up
to permuting summands) into a direct sum of indecomposable modules.
• There are only finitely many simple modules in category O.
• Category O is a finite length, Krull-Schmit category.
• Every simple module admits a projective cover, hence category O contains enough projec-
tives.
• Category O contains “standard modules”, making it a highest weight category.
2.3. Standard objects. One can use induction to construct certain “standard objects” in category
O. The skew-group ring C[h∗]oW is a subalgebra of Hc(W ). Therefore, we can induce to category
O those representations of C[h∗] o W that are locally nilpotent for h. Let m = C[h∗]+ be the
augmentation ideal. Then, for λ ∈ Irr(W ), define the C[h∗]oW -module λ˜ = C[h∗]oW ⊗W λ. For
each r ∈ N, the subspace mr · λ˜ is a proper C[h∗] oW -submodule of λ˜ and we set λr := λ˜/mr · λ˜.
This is a h-locally nilpotent C[h∗]oW -module. We set
∆r(λ) = Hc(W )⊗C[h∗]oW λr.
It follows from Lemma 2.4.2 that ∆r(λ) is a module in category O. The module ∆(λ) := ∆1(λ) is
called a standard module (or, often, a Verma module) of category O. The PBW theorem implies
that ∆(λ) = C[h]⊗C λ as a C[h]-module.
Example 2.3.1. For our favorite example, Z2 acting on h = C · y and h∗ = C · x, we have Irr(Z2) =
{ρ0, ρ1}, where ρ0 is the trivial representation and ρ1 is the sign representation. Then,
∆(ρ0) = C[x]⊗ ρ0, ∆(ρ1) = C[x]⊗ ρ1.
The subalgebra C[x]o Z2 acts in the obvious way. The action of y is given as follows
y · f(x)⊗ ρi = [y, f(x)]⊗ ρi + f(x)⊗ yρi = [y, f(x)]⊗ ρi, i = 0, 1.
Here [y, f(x)] ∈ C[x]o Z2 is calculated in Hc(Z2).
2.4. The Euler element. In Lie theory, the fact that every module M in category O is semi-
simple as a h-module is very important, since M decomposes as a direct sum of weight spaces. We
don’t have a Cartan subalgebra in Hc(W ), but the Euler element is a good substitute (equivalently
one can think that the Cartan subalgebras of Hc(W ) are one-dimensional).
Let x1, . . . , xn be a basis of h
∗ and y1, . . . , yn ∈ h the dual basis. Define the Euler element in
Hc(W ) to be
eu =
n∑
i=1
xiyi −
∑
s∈S
2c(s)
1− ζs s,
where ζs is the non-trivial eigenvalue of s acting on h i.e. s · α∨s = ζsα∨s . The relevance of the
element eu is given by:
Exercise 2.4.1. Show that [eu, x] = x, [eu, y] = −y and [eu, w] = 0 for all x ∈ h∗, y ∈ h and
w ∈W .
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Therefore conjugation by eu defines a Z-grading on Hc(W ), where deg(x) = 1, deg(y) = −1 and
deg(w) = 0. The sum −∑s∈S 2c(s)1−ζs s belongs to Z(W ), the centre of the group algebra. Therefore,
if λ is an irreducible W -module, this central element will act by a scalar on λ. This scalar will be
denoted cλ.
Lemma 2.4.2. The modules ∆r(λ) belong to category O.
Proof. We begin by noting that category O is closed under extensions i.e. if we have a short exact
sequence
0→M1 →M2 →M3 → 0
of Hc(W )-modules, where M1 and M3 belong to O, then M2 also belongs to O. The PBW theorem
implies that Hc(W ) is a free right C[h∗] oW -module. Therefore the short exact sequence 0 →
λr−1 → λr → λ1 → 0 of C[h∗]oW -modules defines a short exact sequence
0→ ∆r−1(λ)→ ∆r(λ)→ ∆(λ)→ 0 (2.4.1)
of Hc(W )-modules. Hence, but induction on r, it suffices to show that ∆(λ) belongs to O. We can
make ∆(λ) into a Z-graded Hc(W )-module by putting 1⊗λ in degree zero. Then, ∆(λ) is actually
positively graded with each graded piece finite dimensional. Since y ∈ h maps ∆(λ)i into ∆(λ)i−1,
we have hi+1 ·∆(λ)i = 0. 
As for weight modules in Lie theory, we have:
Lemma 2.4.3. Each M ∈ O is the direct sum of its generalized eu-eigenspaces
M =
⊕
a∈C
Ma,
and dimMa <∞ for all a ∈ C.
Proof. Since M is in category O, we can choose some finite dimensional C[h∗]oW -submodule M ′
of M that generates M as a Hc(W )-module. Since M
′ is finite dimensional, there exists some r  0
such that hr ·M ′ = 0. Thus we may find λ1, . . . , λk ∈ Irr(W ) such that the sequence
k⊕
i=1
∆r(λi)→M → 0
is exact. Each ∆(λ)i is a generalized eu-eigenspace with eigenvalue i+ cλ. Hence ∆(λ) is a direct
sum of its eu-eigenspaces. As in the proof of Lemma 2.4.2, one can use this fact together with
the short exact sequence (2.4.1) to conclude that each ∆r(λ) is a direct sum of its generalized
eu-eigenspaces, with each eigenspace finite dimensional. This implies that M has this property
too. 
Exercise 2.4.4. (1) Give an example of a module M ∈ Hc(W )-mod that is not the direct sum
of its generalized eu-eigenspaces.
(2) Using eu, show that every finite dimensional Hc(W )-module is in category O (hint: how
does y ∈ h act on a generalized eigenspace for eu?).
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2.5. Characters. Using the Euler operator eu we can define the character of a module M ∈ O by
ch(M) =
∑
a∈C
(dimMa)t
a.
The Euler element acts via the scaler cλ on 1⊗ λ ⊂ ∆(λ). This implies that
ch(∆(λ)) =
dim(λ)tcλ
(1− t)n .
Exercise 2.5.1. Show that ch(M) ∈⊕a∈C taZ[[t]] for all M ∈ O. (Harder)
In fact one can do better than the above result. As shown in exercise 2.8.4 below, the standard
modules ∆(λ) are a Z-basis of the Grothendieck group K0(O). The character of M only depends
on its image in K0(O). Therefore if
[M ] =
∑
λ∈Irr(W )
nλ[∆(λ)] ∈ K0(O),
for some nλ ∈ Z, then the fact that ch(∆(λ)) = dim(λ)t
cλ
(1−t)n implies that ch(M) =
1
(1−t)n · f(t), where
f(t) =
∑
λ∈Irr(W )
nλ dim(λ)t
cλ ∈ Z[xa | a ∈ C].
Hence, the rule M 7→ (1 − t)n · ch(M) is a morphism of abelian groups K0(O) → Z[(C,+)]. It is
not in general an embedding.
2.6. Simple modules. Two of the basic problems motivating research in the theory of rational
Cherednik algebras are:
(1) Classify the simple modules in O.
(2) Calculate ch(L) for all simple modules L ∈ O.
The first problem is easy, but the second is very difficult (and still open in general).
Lemma 2.6.1. Let M be a non-zero module in category O. Then, there exists some λ ∈ Irr(W )
and non-zero homomorphism ∆(λ)→M .
Proof. Note that the real part of the weights of M are bounded from below i.e. there exists some
K ∈ R such that Ma 6= 0 implies Re(a) ≥ K. Therefore we may choose some a ∈ C such that
Ma 6= 0 and Mb = 0 for all b ∈ C such that a− b ∈ R>0. An element m ∈M is said to be singular
if h ·m = 0 i.e. it is annihilated by all y’s. Our assumption implies that all elements in Ma are
singular. If λ occurs in Ma with non-zero multiplicity then there is a well defined homomorphism
∆(λ)→M , whose restriction to 1⊗ λ injects into Ma. 
Lemma 2.6.2. Each standard module ∆(λ) has a simple head L(λ) and the set
{L(λ) | λ ∈ Irr(W )}
is a complete set of non-isomorphic simple modules of category O.
Proof. Let R be the sum of all proper submodules of ∆(λ). It suffices to show that R 6= ∆(λ).
The weight subspace ∆(λ)cλ = 1⊗ λ is irreducible as a W -module and generates ∆(λ). If Rcλ 6= 0
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then there exists some proper submodule N of ∆(λ) such that Ncλ 6= 0. But then N = ∆(λ).
Thus, Rcλ = 0, implying that R itself is a proper submodule of ∆(λ). Now let L be a simple
module in category O. By Lemma 2.6.1, there exists a non-zero homomorphism ∆(λ) → L for
some λ ∈ Irr(W ). Hence L ' L(λ). The fact that L(λ) ' L(µ) implies λ ' µ follows from the fact
that Lsing, the space of singular vectors in L, is irreducible as a W -module. 
Example 2.6.3. Let’s consider Hc(Z2) at c = −32 . Then, one can check that
∆(ρ1) = C[x]⊗ ρ1  L(ρ1) = (C[x]⊗ ρ1)/(x3C[x]⊗ ρ1).
On the other hand, ∆(ρ0) = L(ρ0) is simple. The composition series of ∆(ρ1) is
L(ρ1)
L(ρ0)
.
Corollary 2.6.4. Every module in category O has finite length.
Proof. Let M be a non-zero object of category O. Choose some real number K  0 such that
Re(cλ) < K for all λ ∈ Irr(W ). We write M≤K for the sum of all weight spaces Ma such that
Re(a) ≤ K. It is a finite dimensional subspace. Lemma 2.6.1 implies that N≤K 6= 0 for all non-zero
submodules N of M . Therefore, if N0 ) N1 ) N2 ) · · · is a proper descending chain of submodule
of M then N≤K0 ) N
≤K
1 ) N
≤K
2 ) · · · is a proper descending chain of subspaces of M≤K . Hence
the chain must have finite length. 
2.7. Projective modules. A module P ∈ O is said to be projective if the functor HomHc(W )(P,−) :
O → Vect(C) is exact. It is important to note that a projective module P ∈ O is not projective
when considered as a module in Hc(W )-mod i.e. being projective is a relative concept.
Definition 2.7.1. An object Q in O is said to have a ∆-filtration if it has a finite filtration
0 = Q0 ⊂ Q1 ⊂ · · · ⊂ Qr = Q such that Qi/Qi−1 ' ∆(λi) for some λi ∈ Irr(W ) and all 1 ≤ i ≤ r.
Let L ∈ O be simple. A projective cover P (L) of L is a projective module in O together with
a surjection p : P (L) → L such that any morphism f : M → P (L) is a surjection whenever
p ◦ f : M → L is a surjection. Equivalently, the head of P (L) equals L. Projective covers, when
they exist, are unique up to isomorphism. The following theorem, first shown in [36], is of key
importance in the study of category O. We follow the proof given in [1].
Theorem 2.7.2. Every simple module L(λ) in category O has a projective cover P (λ). Moreover,
each P (λ) has a finite ∆-filtration.
Unfortunately the proof of Theorem 2.7.2 is rather long and technical. We suggest the reader
skips it on first reading. For a ∈ C we denote by a¯ its image in C/Z. We write Oa¯ for the full
subcategory of O consisting of all M such that Mb = 0 for all b /∈ a+ Z.
Exercise 2.7.3. Using the fact that all weights of Hc(W ) under the adjoint action of eu are in Z,
show that
O =
⊕
a¯∈C/Z
Oa¯.
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Proof of Theorem 2.7.2. The above exercise shows that it suffices to construct a projective cover
P (λ) for L(λ) in Oa¯. Fix a representative a ∈ C of a¯. For each k ∈ Z, let O≥k denote the full
subcategory of Oa¯ consisting of modules M such that Mb 6= 0 implies that b− a ∈ Z≥k. Then, for
k  0, we have O≥k = 0 and for k  0 we have O≥k = Oa¯. To see this, it suffices to show that
such k exist for the finitely many simple modules L(λ) in Oa¯ - then an arbitrary module in Oa¯ has
a finite composition series with factors the L(λ), which implies that the corresponding statement
holds for them too. Our proof of Theorem 2.7.2 will be by induction on k. Namely, for each k and
all λ ∈ Irr(W ) such that L(λ) ∈ O≥k, we will construct a projective cover Pk(λ) of L(λ) in O≥k
such that Pk(λ) is a quotient of ∆r(λ) for r  0. At the end we’ll deduce that Pk(λ) itself has a
∆-filtration. The idea is to try and lift each Pk(λ) in O≥k to a corresponding Pk−1(λ) in O≥k−1.
Let k0 be the largest integer such that O≥k0 6= 0. We begin with:
Claim 2.7.4. The category O≥k0 is semi-simple with Pk0(λ) = ∆(λ) = L(λ) for all λ such that
L(λ) ∈ O≥k0 .
Proof of the claim. Note that ∆(λ)cλ = 1 ⊗ λ and ∆(λ)b 6= 0 implies that b − cλ ∈ Z≥0. If the
quotient map ∆(λ) → L(λ) has a non-zero kernel K then choose L(µ) ⊂ K a simple submodule.
We have cµ− cλ ∈ Z>0, contradicting the minimality of k0. Thus K = 0. Since ∆(λ) is an induced
module, adjunction implies that
HomO≥k0 (∆(λ),M) = HomC[h∗]oW (λ,M)
for all M ∈ O≥k0 . Again, since all the weights of M are at least cλ, this implies that
HomC[h∗]oW (λ,M) = HomW (λ,Mcλ).
Since M is a direct sum of its generalized eu-eigenspaces, this implies that HomO≥k0 (∆(λ),−) is
an exact functor i.e. ∆(λ) is projective. 
Now take k < k0 and assume that we have constructed, for all L(λ) ∈ O≥k+1, a projective cover
Pk+1(λ) of L(λ) in O≥k+1 with the desired properties. If O≥k+1 = O≥k then there is nothing to
do so we may assume that there exist µ1, . . . , µr ∈ Irr(W ) such that L(µi) belongs to O≥k, but
not to O≥k+1. Note that cµi = a + k for all i. For all M ∈ O≥k, either Ma+k = 0 (in which case
M ∈ O≥k+1) or Ma+k consists of singular vectors i.e. h ·Ma+k = 0. Therefore, as in the proof
of Claim 2.7.4, we have Pk(µi) = ∆(µi) for 1 ≤ i ≤ r. Notice that Pk(µi) is obviously a quotient
of ∆(µi). Thus, we are left with constructing the lifts Pk(λ) of Pk+1(λ) for all those λ such that
L(λ) ∈ O≥k+1. Fix one such λ.
Claim 2.7.5. There exists some integer N  0 such that (eu− cλ)N ·m = 0 for all M ∈ O≥k and
all m ∈Mcλ .
By definition, for a given M ∈ O≥k and m ∈ Mcλ , there exists some N  0 such that (eu −
cλ)
N ·m = 0. The claim is stating that one can find a particular N that works simultaneously for
all M ∈ O≥k and all m ∈Mcλ .
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Proof of the claim. Since dim(Ma+k) <∞ there exist ni ∈ N and a morphism
φ :
r⊕
i=1
∆(µi)
⊕ni −→M
such that the cokernel M ′ of φ is in O≥k+1. Therefore we may construct a surjection
ψ :
⊕
η
Pk+1(η)
sη M ′
where the sum is over all η ∈ Irr(W ) such that L(η) ∈ O≥k+1. Since each ∆r(η) is in category O,
Lemma 2.4.3 implies that there is some N  0 such that (eu− cλ)N−1 · q = 0 for all q ∈ ∆r(η)cλ .
Since Pk+1(η) is a quotient of ∆r(η), (eu − cλ)N−1 · p = 0 for all p ∈ Pk+1(η)cλ too. Therefore
(eu− cλ)N−1 ·m lies in the image of φ for all m ∈Mcλ and hence (eu− cλ)N ·m = 0. 
Now choose some new integer r such that r + cλ  a+ k and define
R(λ) =
∆r(λ)
Hc(W ) · (eu− cλ)N (1⊗ 1⊗ λ) .
Then, for M ∈ O≥k,
HomHc(W )(R(λ),M) = {m ∈Mcλ | hr ·m = 0}λ,
where the subscript {−}λ refers to the λ-isotypic component. Since cλ − r  a+ k and M ∈ O≥k,
we have Mcλ−r = 0. But h
r ·m ∈ Mcλ−r for all m ∈ Mcλ which means that HomHc(W )(R(λ),M)
equals the λ-isotypic component of Mcλ . Thus, HomHc(W )(R(λ),−) is exact on O≥k (the functor M
maps to the λ-isotypic component of Mcλ being exact). It is non-zero because it surjects onto ∆(λ).
The only problem is that it does not necessarily belong to O≥k. So we let R˜(λ) be the Hc(W )-
submodule generated by all weight spaces R(λ)b with b− a /∈ Z≥k and define Pk(λ) := R(λ)/R˜(λ).
By construction, it belongs to O≥k and if f : R(λ) → M is any morphism with M ∈ O≥k then
R˜(λ) ⊂ Ker f . Therefore it is the projective cover of L(λ) in O≥k. We have constructed Pk(λ) as
a quotient of ∆r(λ), an object equipped with a ∆-filtration.
The only thing left to show is that if k  0 such that O≥k = Oa¯ then Pk(λ) has a ∆-filtration.
By construction, it is a quotient of an object M ∈ O that is equipped with a ∆-filtration. But
our assumption on k means that Pk(λ) is projective in O. Thus, it is a direct summand of M .
Therefore, it suffices to note that if M = M1 ⊕M2 is an object of O equipped with a ∆-filtration,
then each Mi also has a ∆-filtration (this follows by induction on the length of M from the fact
that the modules ∆(λ) are indecomposable). This completes the proof of 2.7.2. 
In general, it is very difficult to explicitly construct the projective covers P (λ). The object
P =
⊕
λ∈Irr(W ) P (λ) is a projective generator of O i.e for each M ∈ O there exists some N  0
and surjection PN →M . Therefore, we have an equivalence of abelian categories
O ' A-mod,
where A = EndHc(W )(P ) is a finite dimensional C-algebra. See [2, Chapter 2], and in particular [2,
Corollary 2.6], for details.
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2.8. Highest weight categories. Just as for category O of a semi-simple Lie algebra g over C,
the existence of standard modules in category O implies that this category has a lot of additional
structure. In particular, it is an example of a highest weight (or quasi-hereditary) category. The
abstract notion of a highest weight category was introduced in [17].
Definition 2.8.1. Let A be an abelian, C-linear and finite length category, and Λ a poset. We say
that (A,Λ) is a highest weight category if
(1) There is a complete set {L(λ) | λ ∈ Λ} of non-isomorphic simple objects labeled by Λ.
(2) There is a collection of standard objects {∆(λ) | λ ∈ Λ} of A, with surjections φλ : ∆(λ)
L(λ) such that all composition factors L(µ) of Kerφλ satisfy µ < λ.
(3) Each L(λ) has a projective cover P (λ) in A and the projective cover P (λ) admits a ∆-
filtration 0 = F0P (λ) ⊂ F1P (λ) ⊂ · · · ⊂ FmP (λ) = P (λ) such that
• FmP (λ)/Fm−1P (λ) ' ∆(λ).
• For 0 < i < m, FiP (λ)/Fi−1P (λ) ' ∆(µ) for some µ > λ.
Define a partial ordering on Irr(W ) by setting
λ ≤c µ ⇐⇒ cµ − cλ ∈ Z≥0.
Lemma 2.8.2. Let λ, µ ∈ Irr(W ) such that λ 6<c µ. Then Ext1Hc(W )(∆(λ),∆(µ)) = 0.
Proof. Recall that Ext1Hc(W )(∆(λ),∆(µ)) can be identified with isomorphism classes of short exact
sequences 0 → ∆(µ) → M → ∆(λ) → 0, such that Ext1Hc(W )(∆(λ),∆(µ)) = 0 if and only if all
such short exact sequences split. Assume that we are given a short exact sequence
0→ ∆(µ)→M → ∆(λ)→ 0
for some M ∈ Hc(W )-mod. Then M ∈ O. Take 0 6= v ∈ ∆(λ)cλ = 1⊗ λ and m ∈ Mcλ that maps
onto v. Since λ 6<c µ, there is no a ∈ C such that a − cλ ∈ Z>0 and Ma 6= 0. Hence h ·m = 0.
Then v 7→ m defines a morphism ∆(λ)→M which splits the above sequence. 
Theorem 2.8.3. Category O is a highest weight category under the ordering ≤c.
Proof. The only thing left to check is that we can choose a ∆-filtration on the projective covers
P (λ) such that the conditions of Definition 2.8.1 (3) are satisfied. By Theorem 2.7.2, we can always
choose some ∆-filtration 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fm = P (λ) with Fi/Fi−1 ' ∆(µi). Since P (λ)
surjects onto L(λ), we must have µm = λ. I claim that one can always choose the µi such that
µi ≥c µi+1 for all 0 < i < m. The proof is by induction on i. But first we remark that the fact
that P (λ) is indecomposable implies that all µi are comparable under <c. Assume that µj ≥c µj+1
for all j < i. If µi <c µi+1 then it suffices to show that there is another ∆-filtration of P (λ) with
composition factors µ′j such that µ
′
j = µj for all j 6= i, i+ 1 and µ′i = µi+1, µ′i+1 = µi. We have
0→ Fi → Fi+1 → ∆(µi+1)→ 0
which quotienting out by Fi−1 gives
0→ ∆(µi)→ Fi+1/Fi−1 → ∆(µi+1)→ 0.
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Lemma 2.8.2 implies that the above sequence splits. Hence Fi+1/Fi−1 ' ∆(µi) ⊕∆(µi+1). Thus,
we may choose Fi−1 ⊂ F ′i ⊂ Fi such that F ′i/Fi−1 ' ∆(µi+1) and Fi+1/F ′i ' ∆(µi) as required.
Hence the claim is proved. This means that µm−1 ≥c λ. If µm−1 =c λ then Lemma 2.8.2 implies
that P (λ)/Fm−2 ' ∆(µm−1) ⊕ ∆(λ) and hence the head of P (λ) is not simple. This contradicts
the fact that P (λ) is a projective cover. 
We now describe some consequences of the fact that O is a highest weight category.
Corollary 2.8.4. The standard modules ∆(λ) are a Z-basis of the Grothendieck group K0(O).
Proof. Since O is a finite length, abelian category with finitely many simple modules, the image of
those simple modules L(λ) in K0(O) are a Z-basis of K0(O). Let k = |Irr(W )| and define the k by
k matrix A = (aλ,µ) ∈ N by
[∆(λ)] =
∑
µ∈Irr(W )
aλ,µ[L(µ)].
We order Irr(W ) = {λ1, . . . , λk} so that i > j implies that λi ≤c λj . Then property (2) of definition
2.8.1 implies that A is upper triangular with ones all along the diagonal. This implies that A is
invertible over Z and hence the [∆(λ)] are a basis of K0(O). 
A non-trivial corollary of Theorem 2.8.3 is that Bernstein-Gelfand-Gelfand (BGG) reciprocity
holds in category O.
Corollary 2.8.5 (BGG-reciprocity). For λ, µ ∈ IrrW ,
(P (λ) : ∆(µ)) = [∆(µ) : L(λ)].
We also have the following:
Corollary 2.8.6. The global dimension of O is finite.
Proof. As in the proof of Theorem 2.7.2, it suffices to consider modules in the block Oa¯ for some
a ∈ C. Recall that we constructed a filtration of this category
O≥k0 ⊂ O≥k0−i1 ⊂ · · · ⊂ O≥k0−in = Oa¯,
where 0 < i1 < · · · < in are chosen so that each inclusion O≥k0−ir ⊂ O≥k0−ir+1 is proper. For
all λ ∈ Irr(W ), define N(λ) to be the positive integer such that L(λ) ∈ O≥k0−iN(λ) but L(λ) /∈
O≥k0−iN(λ)−1 . We claim that p.d.(∆(λ)) ≤ n−N(λ) for all λ. The proof of Theorem 2.7.2 showed
that ∆(λ) = P (λ) for all λ such that N(λ) = n. Therefore we may assume that the claim is true
for all µ such that N(µ) > N0. Choose λ such that N(λ) = N0. Then, as shown in the proof of
Theorem 3.18, we have a short exact sequence
0→ K → P (λ)→ ∆(λ)→ 0,
where K admits a filtration by ∆(µ)’s for λ <c µ. The inductive hypothesis, together with standard
homological results e.g. Chapter 4 of [60], imply that p.d.(K) ≤ N0−1 and hence p.d.(∆(λ)) ≤ N0
as required. Now we show, again by induction, that p.d.(L(λ)) ≤ n+N(λ). It was shown in exercise
22
3.13 that ∆(λ) = L(λ) for all λ such that N(λ) = 0. Therefore, we may assume by induction that
the claim holds for all µ such that N(µ) < N0. Assume N(λ) = N0. We have a short exact sequence
0→ R→ ∆(λ)→ L(λ)→ 0,
where R admits a filtration by simple modules L(µ) with µ <c λ. Hence, as for standard modules,
we may conclude that p.d.(L(λ)) ≤ n + N(λ). Note that we have actually shown that the global
dimension of Oa¯ is at most 2n. 
Corollary 2.8.7. Category O is semi-simple if and only if ∆(λ) = L(λ) for all λ ∈ Irr(W ).
Proof. Since ∆(λ) is indecomposable and L(λ) a quotient of ∆(λ), it is clear that O semi-simple
implies that ∆(λ) = L(λ) for all λ ∈ Irr(W ). Conversely, if ∆(λ) = L(λ) then BGG reciprocity
implies that P (λ) = L(λ) for all λ which implies that O is semi-simple. 
Exercise 2.8.8. Show that if cλ − cµ /∈ Z>0 for all λ 6= µ ∈ Irr(W ) then category O is semi-simple.
Conclude that O is semi-simple for generic parameters c.
2.9. Category O for Z2. The idea of this section, which consists mainly of exercises, is simply
to try and better understand category O when W = Z2. Recall that, in this case, W = 〈s〉 with
s2 = 1 and the defining relations for Hc(Z2) are sx = −xs, sy = −ys and
[y, x] = 1− 2cs.
Exercise 2.9.1. (1) For each c, describe the simple modules L(λ) as quotients of ∆(λ). For
which values of c is category O semi-simple?
(2) For each c, describe the partial ordering on Irr(W ) coming from the highest weight structure
on O.
For W = Z2 one can also relate representations of Hc(W ) to certain representations of U(sl2),
the enveloping algebra of sl2 using the spherical subalgebra eHc(W )e. Recall that sl2 = C{E,F,H}
with [H,E] = 2E, [H,F ] = −2F and [E,F ] = H.
Exercise 2.9.2. (1) Show that E 7→ 12ex2, F 7→ −12ey2 and H 7→ exy+ ec is a morphism of Lie
algebras sl2 → eHc(Z2)e, where the right hand side is thought of as a Lie algebra under
the commutator bracket. This extends to a morphism of algebras φc : U(sl2)→ eHc(Z2)e.
(2) The centre of U(sl2) is generated by the Casimir Ω =
1
2H
2 + EF + FE. Find α ∈ C such
that Ω− α ∈ Kerφc.
Exercise 2.9.2 shows that φc descends to a morphism φ
′
c : U(sl2)/(Ω− α)→ eHc(Z2)e.
Lemma 2.9.3. The morphism φ′c : U(sl2)/(Ω− α)→ eHc(Z2)e is an isomorphism.
Proof. This is a filtered morphism, where eHc(Z2)e is given the filtration as in section 1.4 and
the filtration on U(sl2) is defined by putting E,F and H in degree two. The associated graded of
eHc(Z2)e equals C[x, y]Z2 = C[x2, y2, xy] and the associated graded of U(sl2)/(Ω−α) is a quotient
of C[E,F,H]/(12H
2 + 2EF ). Since grF eHc(Z2)e is generated by x2 = σ(ex2), y2 = σ(ey2) and
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xy = σ(exy), we see that eHc(Z2)e is generated by ex2, ey2 and exy. Hence φ′c is surjective. On
the other hand, the composite
C[E,F,H]/
(
1
2
H2 + 2EF
)
→ grF U(sl2)/(Ω− α)
grF φ′c−→ C[x2, y2, xy]
is given by E 7→ 12x2, F 7→ −12y2 andH 7→ xy is an isomorphism. This implies that C[E,F,H]/(12H2+
2EF )→ grF U(sl2)/(Ω−α) is an isomorphism and so too is grF φ′c. Hence φ′c is an isomorphism. 
Assume now that W is any complex reflection group. Recall that c is said to be aspherical if
there exists some non-zero M ∈ Hc(W )-mod such that e ·M = 0. As in Lie theory, we have a
“Generalized Duflo Theorem”:
Theorem 2.9.4. Let J be a primitive ideal in Hc(W ). Then there exists some λ ∈ Irr(W ) such
that
J = AnnHc(W )(L(λ)).
Exercise 2.9.5. (1) Using the Generalized Duflo Theorem, and arguments as in the proof of
Corollary 1.17 of lecture one, show that c is aspherical if and only if there exists a simple
module L(λ) in category O such that e · L(λ) = 0.
(2) Calculate the aspherical values for W = Z2.
2.10. Quivers with relations. As noted previously, there exists a finite dimensional algebra A
such that category O is equivalent to A-mod. In this section, we’ll try to construct A in terms of
quivers with relations when W = Z2. This section is included for those who know about quivers
and can be skipped if you are not familiar with these things. When W = Z2 one can explicitly
describe what the projective covers P (λ) of the simple modules in category O are, though, as the
reader will see, this is a tricky calculation.
The idea is to first use BGG reciprocity to calculate the rank of P (λ) as a (free) C[x]-module. We
will only consider the case c = 12 +m for some m ∈ Z≥0. The situation c = −12 −m is completely
analogous. We have already seen in exercise 2.9.1 that [∆(ρ1) : L(ρ0)] = 0, [∆(ρ1) : L(ρ1)] = 1,
[∆(ρ0) : L(ρ1)] = 1 and [∆(ρ0) : L(ρ0)] = 1. Therefore, BGG reciprocity implies that ∆(ρ0) =
P (ρ0) and P (ρ1) is free of rank two over C[x]. Moreover, we have a short exact sequence
0→ ∆(ρ0)→ P (ρ1)→ ∆(ρ1) = L(ρ1)→ 0. (2.10.1)
As graded Z2-modules, we write P (ρ1) = C[x]⊗ ρ0 ⊕ C[x]⊗ ρ1, where C[x]⊗ ρ0 is identified with
∆(ρ0). Then the structure of P (ρ1) is completely determined by the action of x and y on ρ1:
y · (1⊗ ρ1) = f1(x)⊗ ρ0, x · (1⊗ ρ1) = x⊗ ρ1 + f0(x)⊗ ρ0
for some f0, f1 ∈ C[x]. For the action to be well-defined we must check the relation [y, x] = 1−2cs,
which reduces to the equation
y · (f0(x)⊗ ρ0) = 0.
Also s(fi) = fi for i = 0, 1. This implies that f0(x) = 1. The second condition we require is
that P (ρ1) is indecomposable (this will uniquely characterize P (ρ1) up to isomorphism). This is
equivalent to asking that the short exact sequence (2.10.1) does not split. Choosing a splitting
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means choosing a vector ρ1 + f2(x) ⊗ ρ0 ∈ P (ρ1) such that y · (ρ1 + f2(x) ⊗ ρ0) = 0. One can
check that this is always possible, except when f1(x) = x
2m. Thus we must take f1(x) = x
2m. This
completely describes P (ρ1) up to isomorphism.
Recall that a finite dimensional C-algebra A is said to be basic if the dimension of all simple
A-modules is one. Every basic algebra can be described as a quiver with relations. One way to
reconstruct A from A-mod is via the isomorphism
A = EndA
 ⊕
λ∈Irr(A)
P (λ)
 ,
where Irr(A) is the set of isomorphism classes of simple A-modules and P (λ) is the projective cover
of λ. Next we will construct a basic A in terms of a quiver with relations such that A-mod ' O.
The first step in doing this is to use BGG-reciprocity to calculate the dimension of A. Again, we
will assume that c = 12 + m for some m ∈ Z≥0. The case c = −12 − m is similar, and all other
cases are trivial. We need to describe A = EndHc(Z2)(P (ρ0) ⊕ P (ρ1)). Using the general formula
dim HomHc(W )(P (λ),M) = [M : L(λ)], and BGG reciprocity, we see that
dim EndHc(Z2)(P (ρ0)) = 1, dim EndHc(Z2)(P (ρ1)) = 2 (2.10.2)
dim HomHc(Z2)(P (ρ0), P (ρ1)) = 1, dim HomHc(Z2)(P (ρ1), P (ρ0)) = 1. (2.10.3)
Hence dimA = 5. The algebra A will equal CQ/I, where Q is some quiver and I an admissible
ideal5. The vertices of Q are labeled by the simple modules in O, hence there are two: e0 and
e1 (corresponding to L(ρ0) and L(ρ1) respectively). The number of arrows from e0 to e1 equals
dim Ext1Hc(Z2)(L(ρ0), L(ρ1)) and the number of arrows from e1 to e0 equals dim Ext
1
Hc(Z2)(L(ρ1), L(ρ0)).
Hence there is one arrow e1 ← e0 : a and one arrow e0 ← e1 : b. The projective module P (ρ0) will
be a quotient of
CQe0 = C{e0, ae0 = a, ba, aba, . . . },
and similarly for P (ρ1). Equations (2.10.2) imply that ba = (ab)
2 = 0 in A (note that we cannot
have e0−αba = 0 etc. because the endomorphism ring of an indecomposable is a local ring). Hence
A is a quotient of CQ/I, where I = 〈ba〉. But CQ/I has a basis given by {e0, e1, a, b, ab}. Hence
dimCQ/I = 5 and the natural map CQ/I → A is an isomorphism. Thus,
Lemma 2.10.1. Let Q be the quiver with vertices {e0, e1} and arrows {e1 a←− e0, e0 b←− e1}. Let
I be the admissible ideal 〈ba〉. Then, O ' CQ/I-mod.
Remark 2.10.2. The above lemma shows that category O at c = 12 +m is equivalent to the regular
block of category O for the Lie algebra sl2; see [55, Section 5.1.1 ]. One can prove directly that the
two category O’s are equivalent using Lemma 2.9.3.
2.11. Additional remark.
• The results of this lecture all come from (at least) one of the papers [23], [36] or [29].
• Theorem 2.8.3 is shown in [29].
5Recall that an ideal I in a finite dimensional algebra B is said to be admissible if there exists some m ≥ 2 such that
rad(B)m ⊂ I ⊂ rad(B)2
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• The fact that BGG reciprocity, Corollary 2.8.5, follows from Theorem 2.8.3 is shown in [29,
Proposition 3.3].
• The definition given in [17, Definition 3.1] is dual to the one give in Definition 2.8.1. It is
also given in much greater generality.
• The generalized Duflo theorem, Theorem 2.9.4, is given in [28].
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3. The symmetric group
In this lecture we concentrate on category O for W = Sn, the symmetric group. The reason for
this is that category O is much better understood for this group than for other complex reflection
groups, though there are still several open problems. For instance, it is known for which parameters
c the algebra Hc(Sn) admits finite dimensional representations, and for any such parameter, exactly
how many non-isomorphic simple modules there are, see [6]. It turns out that Hc(Sn) admits at
most one finite dimensional, simple module. In fact, we now have a good understanding, [62], of
the “size” (i.e. Gelfand-Kirillov dimension) of all simple modules in category O.
But, in this lecture, we will concentrate on the main problem mentioned in lecture two, that of
calculating the character ch(L(λ)) of the simple modules.
3.1. Outline of the lecture. The first thing to notice is that, since we can easily write down the
character of the standard modules ∆(λ), this problem is equivalent to the problem of calculating
the multiplicities of simple modules in a composition series for standard modules; the ”multiplicities
problem”. That is, we wish to find a combinatorial algorithm for calculating the numbers
[∆(λ) : L(µ)], ∀ λ, µ ∈ Irr(Sn).
For the symmetric group, we now also have a complete answer to this question: the multiplicities
are given by evaluating at one the transition matrices between standard and canonical basis of a
certain Fock space. In order to prove this remarkable result, one needs to introduce a whole host
of new mathematical objects, including several new algebras. This can make the journey long and
difficult. So we begin by outlining the whole story, so that the reader doesn’t get lost along the
way. The result relies up on work of several people, namely Rouquier, Varagnolo-Vasserot and
Leclerc-Thibon.
Motivated via quantum Schur-Weyl duality, we begin by defining the ν-Schur algebra. This is a
finite dimensional algebra. The category of finite dimensional modules over the ν-Schur algebra is
a highest weight category. Rouquier’s equivalence says that category O for the rational Cherednik
algebra of type A is equivalent to the category of modules over the ν-Schur algebra. Thus, we
transfer the multiplicity problem for category O to the corresponding problem for the ν-Schur
algebra.
The answer to this problem is known by a result of Vasserot and Varagnolo. However, their
answer comes from a completely unexpected place. We forget about ν-Schur algebras for a second
and consider instead the Fock space Fq (a vector space over Q(q)). This is an infinite dimensional
representation of Uq(ŝlr), the quantum group associated to the affine Lie algebra ŝlr. On the face
of it, Fq has nothing to do with the ν-Schur algebra, but bare with me!
The Fock space Fq has a standard basis labeled by partitions. It was shown by Leclerc and
Thibon that it also admits a canonical basis, in the sense of Lusztig, also labeled by partitions.
Hence there is a ”change of basis” matrix that relates these two basis. The entries dλ,µ(q) of this
matrix are elements of Q(q). Remarkably, it turns out that they actually belong to Z[q].
What Varagnolo and Vasserot showed was that the multiplicity of the simple module (for the
ν-Schur algebra) labeled by λ in the standard module labeled by µ is given by dλ′,µ′(1). Thus, to
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1 2 · · · · · · n− i
2
...
i
(n− i, 1i) =
Figure 3.3.1. The partition (n− i, 1i) corresponding to the irreducible Sn-module ∧ih.
calculate the numbers [∆(λ) : L(µ)], and hence the character of L(λ), what we really need to do is
calculate the change of basis matrix for the Fock space Fq.
3.2. The rational Cherednik algebra associated to the symmetric group. Recall from
example 1.5.1 that the rational Cherednik algebra associated to the symmetric group Sn is the
quotient of
T (C2n)oSn = C〈x1, . . . , xn, y1, . . . , yn〉oSn
by the relations
[xi, xj ] = 0, [yi, yj ] = 0, ∀ i, j,
[yi, xj ] = csij , ∀ i 6= j,
and
[yi, xi] = 1− c
∑
j 6=i
sij .
Since the standard and simple modules in category O are labeled by the irreducible representations
of Sn, we begin by recalling the parameterization of these representations.
3.3. Representations of Sn. It is a classical result, going back to Schur, that the irreducible
representations of the symmetric group over C are naturally labeled by partitions of n. Therefore,
we can (and will) identify Irr(Sn) with Pn, the set of all partitions of n and denote by λ both a
partition of n and the corresponding representation of Sn. For more on the construction of the
representations of Sn, see [27].
Example 3.3.1. The partition (n) labels the trivial representation and (1n) labels the sign repre-
sentation. The reflection representation h is labeled by (n − 1, 1). More generally, each of the
representations
∧i h is an irreducible Sn-module and is labeled by (n− i, 1i); see figure 3.3.1. Note
that the trivial representation is
∧0 h and the sign representation is just ∧n−1 h.
3.4. Partitions. Associated to partitions is a wealth of beautiful combinatorics. We’ll need to
borrow a little of this combinatorics. Let λ = (λ1, . . . , λk) be a partition. We visualize λ as a
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certain array of boxes, called a Young tableau, as in the example6 λ = (4, 3, 1):
1
2 0 1
0 1 2 0
To be precise, the Young diagram of λ is Y (λ) := {(i, j) ∈ Z2 | 1 ≤ j ≤ k, 1 ≤ i ≤ λj} ⊂ Z2.
Example 3.4.1. There is a natural basis of the irreducible Sn-module labeled by the partition λ,
given by the set of all standard tableau of shape λ. Here a standard tableau is a filling of the Young
tableau of λ by {1, . . . , n} such that the numbers along the row and column, read from left to right,
and bottom to top, are increasing. For instance, if n = 5 and λ = (3, 2), then dimλ = 5, and has
a basis labeled by all standard tableau,
4 5
1 2 3
2 5
1 3 4
2 4
1 3 5
3 5
1 2 4
3 4
1 2 5
3.5. The ν-Schur algebra. Recall that the first step on the journey is to translate the multiplicity
problem for categoryO into the corresponding problem for the ν-Schur algebra. By Weyl’s complete
reducibility theorem, the category Cn of finite-dimensional representations of gln, or equivalently of
its enveloping algebra U(gln), is semi-simple. The simple modules in this category are the highest
weight modules Lλ, where λ ∈ Zn such that λi−λi+1 ≥ 0 for all 1 ≤ i ≤ n− 1. The set P(n) of all
partitions with length at most n can naturally be considered as a subset of this set. Let V denote
the vectorial representation of gln. For each d ≥ 1 there is an action of gln on V ⊗d. The symmetric
group also acts on V ⊗d on the right by
(v1 ⊗ · · · ⊗ vd) · σ = vσ−1(1) ⊗ · · · ⊗ vσ−1(d), ∀ σ ∈ Sd.
It is known that these two actions commute. Thus, we have homomorphisms φd : U(gln) →
EndCSd(V
⊗d) and ψd : CSd → EndU(gln)(V ⊗d)op. Schur-Weyl duality says that
Proposition 3.5.1. The homomorphisms φd and ψd are surjective for all d ≥ 1.
Let S(n, d) = EndCSd(V
⊗d) be the image of φd. It is called the Schur algebra. We denote by
Cn(d) the full subcategory of Cn consisting of all modules whose composition factors are of the form
Lλ for λ ∈ Pd(n), where Pd(n) is the set of all partitions of d that belong to P(n). It is easy to
check that [V ⊗d : Lλ] 6= 0 if and only if λ ∈ Pd(n). Moreover, it is known that Cn(d) ' S(n, d)-mod.
The above construction can be quantized. Let ν ∈ C×. Then, the quantized enveloping algebra
Uν(gln) is a deformation of U(gln). The quantum enveloping algebra Uν(gln) still acts on V . The
group algebra CSn also has a natural deformation, the Hecke algebra of type A, denoted Hν(d).
This algebra is described in example 4.6.1. As one might expect, it is also possible to deform the
action of CSd on V ⊗d to an action of Hν(d) in such a way that this action commutes with the
action of Uν(gln). The quantum analogue of Schur-Weyl duality, see [22], says
6The numbers in the boxes are the residues of λ modulo 3, see section 3.8.
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Proposition 3.5.2. We have surjective homomorphisms
φd : Uν(gln)→ EndHν(d)(V ⊗d) and ψd : Hν(d)→ EndUν(gln)(V ⊗d)op
for all d ≥ 1.
The image EndHν(d)(V
⊗d) of φd is the ν-Schur algebra, denoted Sν(n, d). The category Cn,ν of
finite-dimensional representations of Uν(gln) is no longer semi-simple, in general. However, the
simple modules in this category are still labeled Lλ for λ ∈ Zn such that λi − λi+1 ≥ 0 for all
1 ≤ i ≤ n − 1. Moreover, if we let Cn,ν(d) denote the full subcategory of Cn,ν consisting of all
modules whose composition factors are Lλ for λ ∈ Pd(n) then we again have Cn,ν = Sν(n, d)-mod.
It is known that Sν(n, d)-mod is a highest weight category with standard modules Wλ.
3.6. Rouquier’s equivalence. As explained at the start of the lecture, in order to calculate the
multiplicities
mλ,µ = [∆(λ) : L(µ)]
one has to make a long chain of connections and reformulations of the question, the end answer
relies on several remarkable results. The first of these is Rouquier’s equivalence, the proof of which
relies in a crucial way on the KZ-functor introduced in the next lecture.
Theorem 3.6.1. Let7 c ∈ Q≥0 and set ν = exp(2pi
√−1c). Then there is an equivalence of highest
weight categories
Ψ : O ∼−→ Sν(n)-mod,
such that Ψ(∆(λ)) = Wλ and Ψ(L(λ)) = Lλ.
Thus, to calculate mλ,µ it suffices to try and describe the numbers [Wλ : Lµ]. To do this, we
turn now to quantum affine enveloping algebra Uq(ŝlr) and the Fock space Fq.
3.7. The quantum affine enveloping algebra. Let q be an indeterminate and let I be the set
{1, . . . , r}. We now we turn our attention to another quantized enveloping algebra, this time of an
affine Lie algebra. The quantum affine enveloping algebra Uq(ŝlr) is the Q(q)-algebra generated by
Ei, Fi,K
±1
i for i ∈ I and satisfying the relations
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi, ∀ 1 ≤ i, j ≤ r
KiEj = q
ai,jEjKi, KiFj = q
−ai,jFjKi, ∀ 1 ≤ i, j ≤ r (3.7.1)
[Ei, Fj ] = δi,j
Ki −K−1i
q − q−1 , ∀ 1 ≤ i, j ≤ r
and the quantum Serre relations
E2i Ei±1 − (q + q−1)EiEi±1Ei + Ei±1E2i = 0, ∀ 1 ≤ i ≤ r (3.7.2)
F 2i Fi±1 − (q + q−1)FiFi±1Fi + Fi±1F 2i = 0, ∀ 1 ≤ i ≤ r (3.7.3)
where the indicies in (3.7.2) and (3.7.3) are taken modulo r so that 0 = r and r+ 1 = 1. In (3.7.1),
ai,i = 2, ai,i±1 = −1 and 0 otherwise. In the case r = 2, we take ai,j = −2 if i 6= j.
7Note that Rouquier’s rational Cherednik algebra is parameterized by h = −c.
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γλ
µ =
Nodes to the left of γ
Nodes to the right of γ
Figure 3.8.1. Nodes to the left and right of γ. The total partition is µ, whist the
green shaded subpartition is λ.
3.8. The q-deformed Fock space. Let Fq be the level one Fock space for Uq(ŝlr). It is a Q(q)-
vector space with standard basis {|λ〉}, labeled by all partitions λ. The action of Uq(ŝlr) on Fq is
combinatorially defined. Therefore, to describe it we need a little more of the language of partitions.
Let λ be a partition. The content of the box (i, j) ∈ Y (λ) is cont(i, j) := i − j. A removable
box is a box on the boundary of λ which can be removed, leaving a partition of |λ| − 1. An indent
box is a concave corner on the rim of λ where a box can be added, giving a partition of |λ| + 1.
For instance, λ = (4, 3, 1) has three removable boxes (with content 2,−1 and −3), and four indent
boxes (with content 3, 1,−2 and −4). If γ is a box of the Young tableaux corresponding to the
partition λ then we say that the residue of γ is i, or we say that γ is an i-box of λ, if the content
of γ equals i modulo r. Let λ and µ be two partitions such that µ is obtained from λ by adding a
box γ with residue i; see figure 3.8. We define
Ni(λ) =|{indent i-boxes of λ}| − |{removable i-boxes of λ}|,
N li (λ, µ) =|{indent i-boxes of λ situated to the left of γ (not counting γ) }|
− |{removable i-boxes of λ situated to the left of γ}|,
N ri (λ, µ) =|{indent i-boxes of λ situated to the right of γ (not counting γ) }|
− |{removable i-boxes of λ situated to the right of γ}|,
Then,
Fi|λ〉 =
∑
µ
qN
r
i (λ,µ)|µ〉, Ei|µ〉 =
∑
λ
qN
l
i (λ,µ)|λ〉,
where, in each case, the sum is over all partitions such that µ/λ is a i-node, and
Ki|λ〉 = qNi(λ)|λ〉.
See [42, Section 4.2] for further details.
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Example 3.8.1. Let λ = (5, 4, 1, 1) and r = 3 so that the Young diagram with residues of λ is
0
1
2 0 1 2
0 1 2 0 1
Then F2|λ〉 = |(6, 4, 1, 1)〉 + |(5, 4, 2, 1)〉 + q|(5, 4, 1, 1, 1)〉, E2|λ〉 = q2|(5, 3, 1, 1)〉, and K2|λ〉 =
q2|(5, 3, 1, 1)〉.
Exercise 3.8.2. Let λ = (6, 6, 3, 1, 1) and r = 4. Calculate the action of F2, E4 and K1 on |λ〉 (hint:
draw a picture!).
Exercise 3.8.3. Write a program that calculates the action of the operators Ki, Fi, Ei on Fq.
In fact, there is an action of a larger algebra, the quantum affine enveloping algebra Uq(ĝlr) ⊃
Uq(ŝlr) on the space Fq. The key point for us is that Fq is an irreducible highest weight represen-
tation of Uq(ĝlr), with highest weight |∅〉. As a Uq(ŝlr)-module, the Fock space is actually a direct
sum of infinitely many irreducible highest weight modules, see [40].
3.9. The bar involution. The key to showing that the Fock space Fq admits a canonical basis is
to construct on it a sesquilinear involution, that is compatible in a natural way the the sesquilinear
involution on Uq(ĝlr). However, in order to be able to do this we must first write the standard
basis of Fq in terms of infinite q-wedges. The original motivation for doing this came from the
Boson-Fermion correspondence in mathematical physics. Once we have constructed the involution,
the existence of a canonical basis comes from general theory developed by Lusztig.
The Q-linear involution q 7→ q := q−1 of Q(q) extends to an involution v 7→ v of Fq. In order to
describe this involution, it suffices to say how to calculate |λ〉. We begin by noting that a partition
can also be describe as an infinite wedge as follows.
Exercise 3.9.1. Let J be the set of strictly decreasing sequences I = (i1, i2, . . . ) such that ik = −k+1
for k  0. Show that there is a natural bijection between J and P, the set of all partitions. This
bijection sends Jn = {I ∈ J |
∑
k(ik + k − 1) = n} to Pn the set of all partitions of n.
Thus, to a partition I ∈ J we associate the infinite wedge
uI = ui1 ∧ ui2 ∧ ui3 ∧ . . . ,
for instance
u(32,2) = u3 ∧ u2 ∧ u0 ∧ u−3 ∧ u−4 ∧ . . .
An infinite wedge is normally ordered if it equals uI for some I ∈ J . Just as for usual wedge
products, there is a “normal ordering rule” for the q-deformed wedge product. However, this
normal ordering rule depends in a very nontrivial way on the integer r (and more generally, on the
level l of the Fock space). In order to describe the normal ordering rule, it suffices to say how to
swap two adjacent ui’s. Let i < j be integers with j − i ≡ m mod r for some 0 ≤ m < r. If m = 0
32
then
ui ∧ uj = −uj ∧ ui,
and otherwise
ui ∧ uj =− q−1uj ∧ ui + (q−2 − 1)[uj−m ∧ ui+m − q−1uj−r ∧ ui+r
+ q−2uj−m−r ∧ ui+m+r − q−3uj−2r ∧ ui+2r + · · · ]
where the sum continues only as long as the terms are normally ordered. Let I ∈ J and write
αr,k(I) for the number of pairs (a, b) with 1 ≤ a < b ≤ k and8 ia − ib 6≡ 0 mod r.
Proposition 3.9.2. For k ≥ n, the q-wedge
uI = (−1)(
k
2)qαr,k(I)uik ∧ uik−1 ∧ · · · ∧ ui1 ∧ uik+1 ∧ uik+2 ∧ · · ·
is independent of k.
Therefore we can define a semi-linear map, v 7→ v on Fq by
f(q)uI = f(q
−1)uI .
This is actually an involution on Fq. For µ ` n define
|µ〉 =
∑
λ`n
aλ,µ(q)|λ〉.
3.10. Canonical basis. In order to describe the properties of the polynomials aλ,µ(q) and also
define the canonical basis, we need a couple more properties of partitions. There is a natural
partial ordering on Pn, the set of all partitions of n, which is the dominance ordering and is defined
by λE µ if and only if
λ1 + · · ·+ λk ≤ µ1 + · · ·+ µk, ∀ k.
We also require the notion of r-rim-hooks and r-cores. An r-rim-hook of λ is a connected skew
partition λ\µ of length r that does not contain the subpartition (2, 2) i.e. it is a segment of length
r of the edge of λ. For example, {(2, 2), (3, 2), (3, 1), (4, 1)} is a 4-rim-hook of (4, 3, 1). The r-core
of λ is the partition µ ⊂ λ obtained by removing, one after another, all possible r-rim-hooks of
λ. It is known that the r-core is independent of the order in which the hooks are removed. For
example, the 3-core of (4, 3, 1) is (2).
Exercise 3.10.1. Write a program that calculates the r-core of a partition.
Then it is known, [43, Theorem 3.3], that the polynomials aλ,µ(q) have the following properties.
Theorem 3.10.2. Let λ, µ ` n.
(1) aλ,µ(q) ∈ Z[q, q−1].
(2) aλ,µ(q) = 0 unless λC µ and λ, µ have the same r-core.
(3) aλ,λ(q) = 1.
(4) aλ,µ(q) = aµ′,λ′(q).
8There is a typo in definition of αr,k(I) in [43]
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Example 3.10.3. If r = 3 then
|(4, 3, 1)〉 = |(4, 3, 1)〉+ (q − q−1)|(3, 3, 1, 1)〉+ (−1 + q−2)|(2, 2, 2, 2)〉+ (q2 − 1)|(2, 1, 1, 1, 1, 1, 1)〉.
Leclerc and Thibon showed:
Theorem 3.10.4 ([43], Theorem 4.1). There exist canonical basis {G+(λ)} and {G−(λ)} charac-
terized by
(1) G+(λ) = G+(λ), G−(λ) = G−(λ).
(2) G+(λ) ≡ |λ〉 mod qZ[q] and G−(λ) ≡ |λ〉 mod q−1Z[q−1].
It seems that the above result has nothing to do with the fact that Fq is a Uq(ŝlr)-module. All
that is required is that there is some involution defined on the space. However, for an arbitrary
involution there is no reason to expect a canonical basis to exist (and, indeed, one can check with
small examples that it does not). Of course, the involution used by Leclerc and Thibon is not
arbitrary. There is a natural involution on the algebra Uq(ĝlr). Since Fq is irreducible as a Uq(ĝlr)-
module, there is a unique involution on Fq such that F |∅〉 = F |∅〉 for all F ∈ Uq(ĝlr). It is this
involution that Leclerc and Thibon use, though as we have seen they are able to give an explicit
definition of this involution. Then, it follows from a general result by Lusztig, [44, §7.10], that an
irreducible, highest weight module equipped with this involution admits a canonical basis. Set
G+(µ) =
∑
λ
dλ,µ(q)|λ〉, G−(λ) =
∑
µ
eλ,µ(q)|µ〉.
The polynomials dλ,µ and eλ,µ have the following properties:
• They are non-zero only if λ and µ have the same r-core, dλ,λ(q) = eλ,λ(q) = 1;
• dλ,µ(q) = 0 unless λ ≤ µ, and eλ,µ(q) = 0 unless µ ≤ λ.
3.11. GAP. In order to calculate the polynomial G+(µ) we use the computer package GAP. The
file9 Canonical.gap contains the functions
APolynomial(lambda,mu,r)
and
DPolynomial(lambda,mu,r)
which, when given a pair of partitions and an integer r, returns the polynomials aλ,µ(q) and dλ,µ(q)
respectively. For example:
gap>Read("Canonical.gap");
gap>APolynomial([2,1,1],[3,1],2);
q^2-1
gap>DPolynomial([1,1,1,1,1],[5],2);
q^2
gap>
Exercise 3.11.1. For r = 2, describe G(λ) for all λ ` 4 and λ ` 5.
9Available from http://www.maths.gla.ac.uk/~gbellamy/MSRI.html.
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Exercise 3.11.2. (Harder) Write a program that calculates the polynomials eλ,µ(q).
3.12. Then, assuming that r > 1, [58, Theorem 11] says that
[Wλ : Lµ] = dλ′,µ′(1), [Lλ : Wµ] = eλ,µ(1).
Combining the results of [43], [58] and [49]:
Theorem 3.12.1 (Leclerc-Thibon, Vasserot-Varagnolo, Rouquier). We have
[∆(λ) : L(µ)] = dλ′,µ′(1), and [L(λ) : ∆(µ)] = eλ,µ(1). (3.12.1)
3.13. The character of L(λ). After our grand tour of combinatorial representation theory, we
return to our original problem of calculating the character of the simple Hc(Sn)-modules L(λ).
Theorem 3.12.1 gives us a way to do express this character in terms of the numbers eλ,µ(1). For
the symmetric group, the Euler element in Hc(Sn) is
10
eu =
1
2
n∑
i=1
xiyi + yixi =
n∑
i=1
xiyi +
n
2
− c
2
∑
1≤i 6=j≤n
si,j .
Recall that eu acts on the space 1⊗ λ ⊂ ∆(λ) by a scalar, denoted cλ. Associated to the partition
λ = (λ1, . . . , λk) is the partition statistic, which is defined to be
n(λ) :=
k∑
i=1
(i− 1)λi.
Lemma 3.13.1. For each λ ` n and c ∈ C,
cλ =
n
2
+ c(n(λ)− n(λ′)). (3.13.1)
Proof. The Jucys-Murphy elements in C[Sn] are defined to be Θi =
∑
j<i sij , for all i = 2, . . . , n
so that
eu =
n∑
i=1
xiyi +
n
2
− c
n∑
i=2
Θi.
Let σ be a standard tableau of shape λ and vσ the corresponding vector in χλ. Then
Θi · vσ = ctσ(i)vσ,
where cσ(i) is the column of λ containing i, rσ(i) is the row of λ containing i and ctσ(i) :=
cσ(i)− rσ(i) is the content of the node containing i. Note that ctσ(1) = 0 for all standard tableaux
σ. Therefore
eu · vσ =
(
n
2
− c
n∑
i=2
ctσ(i)
)
vσ,
and hence
cλ =
n
2
− c
n∑
i=2
ctσ(i) =
n
2
− c
n∑
i=1
ctσ(i).
Now
∑n
i=1 rσ(i) =
∑`(λ)
j=1(j − 1)λj = n(λ) and similarly
∑n
i=1 cσ(i) = n(λ
′). This implies equation
(3.13.1). 
10The Euler element defined here differs from the one in section 2.4 by a constant.
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Proposition 3.13.2. We have
ch(L(λ)) =
1
(1− t)n ·
∑
µ≤λ
eλ,µ(1) dim(µ)t
cµ
 . (3.13.2)
Proof. The corollary depends on two key facts about standard modules. Firstly, they form a Z-basis
of the Grothendieck ring K0(O) (exercise 2.8.4) and, secondly, it is easy to calculate the character
of ∆(λ). Theorem 3.12.1 implies that we have
[L(λ)] =
∑
µ≤λ
eλ,µ(1)[∆(µ)]
in K0(O). Now the corollary follows from the fact that ch(∆(µ)) = dim(µ)t
cµ
(1−t)n . 
Notice that, though equation (3.13.2) looks very simple, it is extremely difficult to extract mean-
ingful information from it. For instance, one cannot tell whether L(λ) is finite dimensional by
looking at this character formula. Also, note that the coefficients eλ,µ(1) are often negative so the
numerator is a polynomial with some negative coefficients. But expanding the fraction as a power-
series around zero gives a series with only positive integer coefficients - all negative coefficients
magically disappear!
Example 3.13.3. Let n = 4 and c = 53 . In this case, the numbers eλ,µ(1) and cλ are:
µ\λ (4) (3, 1) (2, 2) (2, 1, 1) (1, 1, 1, 1)
(4) 1 0 0 0 0
(3, 1) 0 1 0 0 0
(2, 2) −1 0 1 0 0
(2, 1, 1) 0 0 0 1 0
(1, 1, 1, 1) 1 0 −1 0 1
cλ −8 −43 2 163 12
If we define chλ(t) := (1− t)4 · ch(L(λ)), then
ch(4)(t) = t
−8 − 2t2 + t12, ch(3,1)(t) = 3t−
4
3 ,
ch(2,2)(t) = 2t
2 − t12, ch(2,1,1)(t) = 3t
16
3 , ch(1,1,1,1)(t) = t
12.
When c = 94 we get:
µ\λ (4) (3, 1) (2, 2) (2, 1, 1) (1, 1, 1, 1)
(4) 1 0 0 0 0
(3, 1) −1 1 0 0 0
(2, 2) 0 0 1 0 0
(2, 1, 1) 1 −1 0 1 0
(1, 1, 1, 1) −1 1 0 −1 1
cλ
−23
2
−5
2 2
13
2
31
2
36
and
ch(4)(t) = t
− 23
2 − 3t− 52 + 3t 132 − t 312 , ch(3,1)(t) = 3t−
5
2 − 3t 132 + t 312 ,
ch(2,2)(t) = 2t
2, ch(2,1,1)(t) = 3t
13
2 − t 312 , ch(1,1,1,1)(t) = t
31
2 .
If S4 acts on C4 by permuting the basis elements 1, . . . , 4, then we let h ⊂ C4 be the three
dimensional reflection representation, with basis {1 − 2, 2 − 3, 3 − 4}. One could also consider
representations of Hc(h,S4) instead of Hc(C4,S4). Since C4 = h⊕C as a S4-module, the defining
relations for Hc(C4,S4) make it clear that we have a decomposition Hc(C4,S4) = Hc(h,S4)⊗D(C),
which implies that ∆C4(λ) = ∆h(λ)⊗ C[x] for each λ ` 4. Then,
ch(LC4(λ)) =
1
1− t · ch(Lh(λ)),
and hence chλ(t) = (1− t)3 · ch(Lh(λ)). If we consider λ = (4) with c = 94 then notice that
t−
23
2 − 3t− 52 + 3t 132 − t 312
(1− t)3 = t
− 23
2
[
1− 3t9 + 3t18 − t27
(1− t)3
]
= t−
23
2 (t24 + 3t23 + 6t22 + · · ·+ 3t+ 1).
This implies that L((4)) is finite dimensional. Evaluating the above polynomial shows that it
actually has dimension 729.
Exercise 3.13.4. (1) For c = 72 , compute the character of all the simple modules of category O
for Hc(S5).
(2) For c = 113 , compute the character of all the simple modules of category O for Hc(S4).
(3) What are the blocks of O for S5 at c = 72? at c = 1033 or at c = 295 ? Hint: It is known
that two partitions are in the same block of the q-Schur algebra if and only if they have the
same r-core.
Since the action of eu on a module M ∈ O commutes with the action of W , the multiplicity
space of a representation λ ∈ Irr(W ) is a eu-module. Therefore, one can refine the character ch to
chW (M) =
∑
λ
ch(M(λ))[λ],
where M =
⊕
λ∈Irr(W )M(λ) ⊗ λ as a W -module. Given λ, µ ∈ Irr(W ), we define the generalized
fake polynomial fλ,µ(t) by
fλ,µ(t) =
∑
i∈Z
[C[h]coWi ⊗ λ : µ]ti,
a Laurent polynomial.
Exercise 3.13.5. What is the S4-graded character of the simple modules, expressed in terms of
generalized fake polynomials, in O when c = 52?
3.14. Yvonne’s conjecture. We end the lecture by explaining how to (conjecturally) generalize
the picture for Sn to other complex reflection groups (this section is really for those who have a
firm grasp of the theory of rational Cherednik algebras, and can be safely ignored if so desired).
In many ways, the most interesting, and hence most intensely studied, class of rational Cherednik
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algebras are those associated to the complex reflection group
W = Sn o Zl = Sn n Znl ,
the wreath product of the symmetric group with the cyclic group of order l. Fix ζ a primitive l-th
root of unity. The reflection representation for Sn o Zl is Cn. If y1, . . . , yn is the standard basis of
Cn then
Znl = {gji | 1 ≤ i ≤ n, 0 ≤ j ≤ l − 1}
and
gji · yk =
{
ζjyk if k = i
yk otherwise
The symmetric group acts as σ · yi = yσ(i). This implies that
σ · gi = gσ(i) · σ.
The conjugacy classes of reflections in W are
R = {si,jgig−1j | 1 ≤ i < j ≤ n}, Si = {gij | 1 ≤ j ≤ n}, 1 ≤ i ≤ l − 1.
and we define c by c(si,j) = c, c(g
i
j) = ci so that the rational Cherednik algebra is parameterized
by c, c1, . . . , cl−1. To relate category O to a certain Fock space, we introduce new parameters
h = (h, h0, . . . , hl−1), where
c = 2h, ci =
l−1∑
j=0
ζ−ij(hj − hj+1), ∀ 1 ≤ i ≤ l − 1.
Note that the above equations do not uniquely specify h0, . . . , hl−1; one can choose h0 + · · ·hl−1
freely. Finally, we define s = (s0, . . . , sl−1) ∈ Zl and e ∈ N by h = 1e and
hj =
sj
e
− j
d
.
The irreducible representations of Sn o Zl are labeled by l-multipartitions of n, where λ =
(λ(1), . . . , λ(l)) is an l-tuple of partitions λ(i) such that
l∑
i=1
|λ(i)| = n.
The set of all l-multipartitions is denoted P l and the subset of all l-multipartitions of n is denoted
P ln. Thus, the simple modules in category O are L(λ), for λ ∈ P ln. It is actually quite easy to con-
struct the simple W -modules λ once one has constructed all representations of the symmetric group.
Uglov define for each l ≥ 1 and s ∈ Zl a level l Fock space F lq[s] with multi-charge s. This is
again a representation of the quantum affine algebra Uq(ŝlr), this time with Q(q)-basis |λ〉 given by
l-multi-partitions. The action of the operators Fi, Ei and Ki have a similar combinatorial flavour
as for l = 1. The space F lq[s] is also equipped with a Q-linear involution.
Theorem 3.14.1. There exists a unique Q(q)-basis G(λ) of F lq[s] such that
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(1) G(λ) = G(λ).
(2) G(λ)− λ ∈⊕µ∈Pln qQ[q]|µ〉 if λ ` n.
Therefore, for λ,µ ∈ P ln, we define dλ,µ(q) by
G(µ) =
∑
λ∈Pln
dλ,µ(q)|λ〉.
The following conjecture, originally due to Yvonne, but in the generality stated here is due to
Rouquier, relates the multiplicities of simple modules inside standard modules for Hc(Sn o Zl) to
the polynomials dλ,µ(q).
Conjecture 3.14.2. For all λ,µ ∈ P ln we have
[∆(λ) : L(µ)] = dλ†,µ†(1).
If λ = (λ(1), . . . , λ(m)) is an m-multi-partition then
λ† = ((λ(m))′, . . . , (λ(1))′),
where (λ(i))′ is the usual transpose of the partition λ(i).
3.15. Additional remark.
• Theorem 3.6.1 is given in [49, Theorem 6.11]. Its proof is based on the uniqueness of
quasi-hereditary covers of the Hecke algebra, as shown in [49].
• Theorem 3.14.1, due to Uglov, is Theorem 2.5 of [56].
• Yvonne’s conjecture was originally stated in [64, Conjecture 2.13]. The refined version,
given in section 3.14, is due to Rouquier, [49, Section 6.5]
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4. The KZ functor
Beilinson and Bernstein, in proving their incredible localization theorem for semi-simple Lie
algebras and hence confirming the Kazhdan-Luzstig conjecture, have shown that it is often very
fruitfully to try and understand the representation theory of certain algebras by translating rep-
resentation theoretic problems into topological problems via D-modules and the Riemann-Hilbert
correspondence. This is the motivation behind the Knizhnik-Zamolodchikov (KZ) functor.
In the case of rational Cherednik algebras, the obvious way to try and relate them to D-module
is to use the Dunkl embedding. Recall from the first lecture that this is the embedding Hc(W ) ↪→
D(hreg)oW , which becomes an isomorphism
Hc(W )[δ
−1] ∼−→ D(hreg)oW
after localization. Given a module M in category O, it’s localization M [δ−1] becomes aD(hreg)oW -
module. We can understand D(hreg) oW -modules as D-modules on hreg that are W -equivariant.
Since W acts freely on hreg, this is the same as considering a D-module on hreg/W . Finally, using
the powerful Riemann-Hilbert correspondence we can thing of such a D-module as a local system
on hreg/W . That is, it become a representation of the fundamental group pi1(hreg/W ) of hreg/W .
This is a purely topological object. The process of passing from a module in category O to a
representation of pi1(hreg/W ) is exactly what the KZ-functor does. The goal of this lecture is to try
and describe in some geometric way the image of category O under this procedure. Remarkably,
what one gets in the end is a functor
KZ : O −→ Hq(W )-mod,
from category O to the category of finitely generated modules over the Hecke algebra Hq(W )
associated to W .
In the case of semi-simple Lie algebras, Beilinson and Bernstein localization result gave us a
proof of the Kazhdan-Lusztig conjecture. What does the KZ-functor give us for rational Cherednik
algebras? It allows us to play off the representation theory of the rational Cherednik algebra
against the representation theory of the Hecke algebra. Via the KZ-functor, the Hecke algebra
becomes crucial in proving deep results about the existence of finite-dimensional representations of
Hc(W ), [6] and [32] (which in turn confirmed a conjecture of Haiman’s in algebraic combinatorics),
Rouquier’s equivalence Theorem 3.6.1, and on the properties of restriction and induction functors
for rational Cherednik algebras [51]. Conversely, the rational Cherednik algebra has been used to
prove highly non-trivial results about Hecke algebras e.g. section 6 of [29] and the article [16].
4.1. Integrable connections. A D(hreg)-module which is finitely generated as a C[hreg]-module
is called an integrable connection. It is a classical result that every integrable connection is actually
free as a C[hreg]-module, see [39, Theorem 1.4.10]. Therefore, if N is an integrable connection,
N '
k⊕
i=1
C[hreg]ui
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for some ui ∈ N . If we fix coordinates x1, . . . , xn such that C[h] = C[x1, . . . , xn] and let ∂i = ∂∂xi ,
then the action of D(hreg) on N is then completely encoded in the equations
∂l · ui =
k∑
j=1
f jl,iuj , (4.1.1)
for some polynomials11 fkl,i ∈ C[hreg]. The integer k is called the rank of N .
A natural approach to studying integrable connections is to look at their space of solutions.
Since very few differential equations have polynomial solutions, this approach only makes sense
in the analytic topology. So we’ll write hanreg for the same space, but now equipped with the
analytic topology and C[hanreg] denotes the ring of holomorphic functions on hanreg. Since D(hanreg) =
C[hanreg]⊗C[hreg] D(hreg), we have a natural functor
D(hreg)oW -mod→ D(hanreg)oW -mod, M 7→Man := C[hanreg]⊗C[hreg] M.
Since C[hanreg] is faithfully flat, this is exact and conservative i.e. Man = 0 implies that M = 0. On
any simply connected open subset U of hanreg, the vector space
HomD(hanreg)(N
an,C[U ])
is k-dimensional because it is the space of solutions of a k×k matrix of first order linear differential
equations. These spaces of local solutions glue together to give a rank k local system Sol(N) on
hreg i.e. a locally constant sheaf of C-vector spaces such that each fiber has dimension k, see figure
4.2 for an illustration. The reader should have in mind the idea of analytic continuation of a locally
defined holomorphic to a multivalued function from complex analysis, of which the notion of local
system is a generalization.
Exercise 4.1.1. Let hreg = C×. For each α ∈ C, writeMα for theD(C×)-moduleD(C×)/D(C×)(x∂−
α). Show that Mα 'Mα+1 for all α. Describe a multivalued holomorphic function which is a sec-
tion of the one-dimensional local system Sol(Mα) (notice that in general, the function is genuinely
multivalued and hence not well-defined on the whole of C×. This corresponds to the fact that the
local system Sol(Mα) has no global sections in general). Finally, the local system Sol(Mα) defines a
one-dimensional representation of the fundamental group pi1(C×) = Z. What is this representation?
4.2. Regular singularties. Assume now that dim h = 1, so that h = C, hreg = C× and C[hreg] =
C[x, x−1]. Then, we say that N is a regular connection (or has regular singularties) if, with respect
to some C[hanreg]-basis of Nan, equation (4.1.1) becomes
∂ · ui =
k∑
j=1
ai,j
x
uj , ai,j ∈ C. (4.2.1)
When dim h > 1, we say that N has regular singularities if the restriction N |C of N to any
smooth curve C ⊂ hreg has, after a suitable change of basis, the form (4.2.1). The category of
integrable connections with regular singularities on hreg is denoted Conn
reg(hreg). Similarly, let’s
11The condition [∂l, ∂m] = 0 needs to be satisfied, which implies that one cannot choose arbitrary polynomials f
j
i,i.
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T p1
p2
p3 γ
Figure 4.2.1. The generator T of the braid group pi1(C×), and non-trivial element
γ in pi1(C\{p1, p2, p2}, •).
write Loc(hreg) for the category of finite-dimensional local systems on h
an
reg. There are two natural
functors Connreg(hreg) to local systems on h
an
reg. Firstly, there is a solutions functor
N 7→ Sol(N) := HomDhanreg (N
an,Oanhreg),
and secondly the deRham functor
N 7→ DR(N) := HomDhanreg (O
an
hreg , N
an).
There are natural duality (i.e. they are contravariant equivalences whose square is the identity)
functors D : Connreg(hreg)
∼−→ Connreg(hreg) and D′ : Loc(hreg) ∼−→ Loc(hreg), on integrable connec-
tion and local systems respectively. These duality functors intertwine the solutions and de-Rham
functors:
D′ ◦ DR = DR ◦ D = Sol, and hence D′ ◦ Sol = Sol ◦ D = DR; (4.2.2)
see [39, Chapter 7] for details. Sticking with conventions, we’ll work with the de-Rham functor.
Notics that there is a natural identification
DR(N) = {n ∈ Nan | ∂i · n = 0 ∀ i} =: N∇,
where N∇ is usually referred to as the subsheaf of horizontal sections of Nan. The fundemental
group pi1(hreg) of hreg is the group of loops in hreg from a fixed point x0, up to homotopy. Following
a local system L long a given loop γ based at x0 defines an invertible endomorphism γ∗ : Lx0 → Lx0
of the stalk of L at x0. The map γ∗ only depends on the homotopy class of γ i.e. only on the
object defined by γ in pi1(hreg). In this way, the stalk Lx0 becomes a representation of pi1(hreg). The
following is a well-know result in algebraic topology:
Proposition 4.2.1. Assume that hreg is connected. The functor Loc(hreg) → pi1(hreg)-mod, L 7→
Lx0 is an equivalence.
See I, Corollaire 1.4 of [20] for a proof of this equivalence.
4.3. Via the equivalence of Proposition 4.2.1, we may (and will) think of DR and Sol as functors
from Connreg(hreg) to pi1(hreg)-mod. Deligne’s version of the Riemann-Hilbert correspondence, [20],
says that:
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L = L1
L2L3
L4
L6
L7
L8
γ
Figure 4.2.2. The locally constant sheaf (local system) L on C×. On each open
set, the local system Li is constant, and on overlaps we have Li ' Li+1. Composing
these isomorphisms defines an automorphism L
∼→ L, which is the action of the path
γ on the stalk of L at 1.
Theorem 4.3.1. The de-Rham and solutions functors
DR,Sol : Connreg(hreg)→ pi1(hreg)-mod
are equivalences.
Why is the notion of regular connection crucial in Deligne’s version of the Riemann-Hilbert
correspondence? A complete answer to this question is beyond the authors understanding. But
one important point is that there are, in general, many non-isomorphic integrable connections that
will give rise to the same local system. So what Deligne showed is that, for a given local system L,
the notion of regular connection gives one a canonical representative in the set of all connections
whose solutions are L.
4.4. Equivariance. Recall that the group W acts freely on the open set hreg. This implies that
the quotient map pi : hreg → hreg/W is a finite covering map. In particular, its differential dxpi :
Txhreg → Tpi(x)(hreg/W ) is an isomorphism for all x ∈ hreg.
Proposition 4.4.1. There is a natural isomorphism D(hreg)
W ' D(hreg/W ).
Proof. Since D(hreg) acts on C[hreg], the algebra D(hreg)W acts on C[hreg]W = C[hreg/W ]. One can
check from the definition of differential operators that this defines a map D(hreg)
W → D(hreg/W ).
Since D(hreg)
W is a simple ring, this map must be injective. Therefore it suffices to show that it is
surjective.
Let x1, . . . , xn be a basis of h
∗ so that C[h] = C[x1, . . . , xn]. By the Chevalley-Shephard-Todd
Theorem, Theorem 1.1.4, C[h]W is also a polynomial ring with homogeneous, algebraically inde-
pendent generators u1, . . . , un say. Moreover, C[hreg]W = C[u1, . . . , un][δ−r] for some r > 0. Thus,
D(hreg/W ) = C
〈
u1, . . . , un,
∂
∂u1
, . . . ,
∂
∂un
〉[
δ−r
]
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and to show surjectivity it suffices to show that each ∂∂ui belongs to D(hreg)
W . That is, we need
to find some fi,j ∈ C[hreg] such that vi :=
∑n
j=1 fi,j
∂
∂xj
∈ D(hreg)W and vi(uk) = δi,k. Let ∆(u)
be the n by n matrix with (i, j)th entry ∂ui∂xj . Then, since vi(uk) =
∑n
j=1 fi,j
∂uk
∂xj
, we really need to
find a matrix F = (fi,j) such that F ·∆(u) is the n × n identity matrix. In other words, F must
be the inverse to ∆(u). Clearly, F exists if and only if det ∆(u) is invertible in C[hreg]. But, for
each t ∈ hreg, det ∆(u)|x=t is just the determinant of the differential dtpi : Tthreg → Tpi(t)(hreg/W ).
As noted above, the linear map dtpi is always an isomorphism. Thus, since C[hreg] is a domain, the
Nullstellensatz implies that det ∆(u) is invertible in C[hreg].
The final thing to check is that if F = ∆(u)−1 then each vi is W -invariant. Let w ∈ W and
consider the derivation v′i := w(vi)−vi. It is clear from the definition of vi that v′i acts as zero on all
uj and hence on the whole of C[hreg]W . Geometrically v′i is a vector field on hreg and defines a linear
functional on m/m2, for each maximal ideal m of C[hreg]. If v′i 6= 0 then there is some point x ∈ hreg,
with corresponding maximal ideal m, such that v′i is non-zero on m/m
2. Let n = m∩C[hreg]W be the
maximal ideal defining pi(x). Then dxpi(v
′
i) is the linear functional on n/n
2 given by the composite
n/n2 → m/m2 v
′
i−→ C.
Since dxpi is an isomorphism, this functional is non-zero. But this contradicts the fact that v
′
i acts
trivially on C[hreg]W . Thus, w(vi) = vi. 
Remark 4.4.2. The polynomial det ∆(u) plays an important role in the theory of complex reflection
groups, and is closely related to our δ; see [53].
A corollary of the above proposition is:
Corollary 4.4.3. The functor M 7→ MW defines an equivalence between the category of W -
equivariant D-modules on hreg (i.e. the category of D(hreg) o W -modules) and the category of
D(hreg/W )-modules.
Proof. Let e be the trivial idempotent in CW . We can identify D(hreg)W with e(D(hreg) oW )e.
Hence by Proposition 4.4.1, D(hreg/W ) ' e(D(hreg) o W )e. Then the proof of the corollary is
identical to the proof of Corollary 1.6.3. We just need to show that if MW = eM is zero then M
is zero. But, since W acts freely on hreg, it is already clear for C[hreg]oW -modules that MW = 0
implies M = 0 (see for instance the proof of Theorem 5.1.3). 
One often says that the D(hreg)oW M descends to the D-module MW on hreg/W (the termi-
nology coming from descent theory in algebraic geometry).
We are finally in a position to define the KZ-functor. The the functor is a composition of four(!)
functors, so we’ll go through it one step at a time. Recall that we’re starting with a module M in
category O and we eventually want a representation of the fundamental group pi1(hreg/W ). First
off, we localize and use the Dunkl embedding: M 7→M [δ−1]. This gives us a D(hreg)oW -module
M [δ−1]. By Corollary 4.4.3, (M [δ−1])W is a D-module on hreg/W . Before going further we need
to know what sort of D-module we’ve ended up with. It’s shown in [29] that in fact (M [δ−1])W
is an integrable connection on hreg/W with regular singularities. Thus, we can apply Deligne’s
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equivalence. The deRham functor DR(M [δ−1]W ) applied to (M [δ−1])W gives us a representation
of pi1(hreg/W ). Thus, we may define the KZ-functor KZ : O → pi1(hreg/W )-mod by
KZ(M) := DR(M [δ−1]W ) = (((M [δ−1])W )an)∇.
The following diagram should help the reader unpack the definition of the KZ-functor.
O (−)[δ
−1]
//
KZ //
D(hreg)oW -mod
o(−)W

D(hreg/W )-mod
(−)an
// D(hanreg/W )-mod
(−)∇

pi1(hreg/W )-mod.
(4.4.1)
Exercise 4.4.4. By considering the case of Z2, show that the natural map D(h)W → D(h/W ) is not
an isomorphism. Which of injectivity or surjectivity fails? Hint: for complete rigor, consider the
associated graded map grD(h)W → grD(h/W ).
4.5. A change of parameters. In order to relate, in the next subsection, the rational Cherednik
algebra Hc(W ), via the KZ-functor, with the cyclotomic Hecke algebra Hq(W ), we need to change
the way we parameterize Hc(W ) (this is just some technical annoyance and you can skip this section
unless you plan some hard core calculations using the KZ-functor). Each complex reflection s ∈ S
defines a reflecting hyperplane H = kerαs ⊂ h. Let A denote the set of all hyperplanes arrising
this way. For a given H ∈ A, the subgroup WH = {w ∈ W | w(H) ⊂ H} of W is cyclic. Let
W ∗H = WH\{1}. Then
S =
⋃
H∈A
W ∗H .
We may, without loss of generality, assume that
αH := αs = αs′ , α
∨
H := α
∨
s = α
∨
s′ , ∀ s, s′ ∈W ∗H .
Then the original relations (1.5.1) in the definition of the rational Cherednik algebra become
[y, x] = (y, x)−
∑
H∈A
(y, αH)(α
∨
H , x)
 ∑
s∈W ∗H
c(s)s
 , ∀ x ∈ h∗, y ∈ h. (4.5.1)
Let nH = |WH | and eH,i = 1nH
∑
w∈WH (detw)
iw for 0 ≤ i ≤ nH − 1 be the primitive idempotents
in CWH . Define kH,i ∈ C for H ∈ A and 0 ≤ i ≤ nH − 1 by∑
s∈W ∗H
c(s)s = nH
nH−1∑
i=0
(kH,i+1 − kH,i)eH,i,
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and kH,0 = kH,nH = 0. Note that this forces kH,i = kw(H),i for all w ∈ W and H ∈ A. Thus, the
parameters kH,i are W -invariant. This implies that
c(s) =
nH−1∑
i=0
(det s)i(kH,i+1 − kH,i),
and the relation (4.5.1) becomes
[y, x] = (y, x)−
∑
H∈A
(y, αH)(α
∨
H , x)nH
nH−1∑
i=0
(kH,i+1 − kH,i)eH,i, ∀ x ∈ h∗, y ∈ h. (4.5.2)
Therefore Hc(W ) = Hk(W ), where
k = {kH,i | H ∈ A, 0 ≤ i ≤ nH − 1, kH,0 = kH,nH = 0 and kH,i = kw(H),i ∀w,H, i}.
4.6. The cyclotomic Hecke algebra. The braid group pi1(hreg/W ) has generators {Ts | s ∈ S},
where Ts is an s-generator of the monodromy aroundH; see [8, Section 4.C] for the precise definition.
The Ts satisfy certain “braid relations”. Fix q = {qH,i ∈ C× | H ∈ A, 0 ≤ i ≤ nH − 1}. The
cyclotomic Hecke algebra Hq(W ) is the quotient of the group algebra Cpi1(hreg/W ) by the two-sided
ideal generated by
nH−1∏
i=0
(Ts − qH,i), ∀ s ∈ S,
where H is the hyperplane defined by s.
Example 4.6.1. In type A the Hecke algebra is the algebra generated by T1, . . . , Tn−1, satisfying the
braid relations
TiTj = TjTi, ∀ |i− j| > 1,
TiTi+1Ti = Ti+1TiTi+1 ∀ 1 ≤ i ≤ n− 2
and the additional relation
(Ti − q)(Ti + 1) = 0 ∀ 1 ≤ i ≤ n− 1.
For each H ∈ A, fix a generator sH of WH . Given a parameter k for the rational Cherednik
algebra, define q by
qH,i = (det sH)
−i exp(2pi
√−1kH,i).
Based on [8, Theorem 4.12], the following key result was proved in [29, Theorem 5.13].
Theorem 4.6.2. The KZ-functor factors through Hq(W )-mod.
Since each of the functors appearing in diagram 4.4.1 is exact, the KZ-functor is an exact functor.
Therefore, by Watt’s Theorem, [47, Theorem 5.50], there exists a projective module PKZ ∈ O such
that
KZ(−) ' HomHc(W )(PKZ,−). (4.6.1)
Then, Theorem 4.6.2 implies that PKZ is a (Hc(W ),Hq(W ))-bimodule and the action of Hq(W )
on the right of PKZ defines an algebra morphism
φ : Hq(W ) −→ EndHc(W )(PKZ)op.
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Lemma 4.6.3. We have a decomposition
PKZ =
⊕
λ∈Irr(W )
(dimKZ(L(λ)))P (λ).
Proof. By definition of projective cover, we have dim HomHc(W )(P (λ), L(µ)) = δλ,µ. Therefore, if
PKZ =
⊕
λ∈Irr(W ) P (λ)
⊕nλ , then nλ = dim HomHc(W )(PKZ, L(λ)). But, by definition,
HomHc(W )(PKZ, L(λ)) = KZ(L(λ)).

Lemma 4.6.4. Let A be an abelian, Artinian category and A′ a full subcategory, closed under
quotients. Let F : A′ → A be the inclusion functor. Define ⊥F : A → A′ by setting ⊥F (M) to
be the largest quotient of M contained in A′. Then ⊥F is left adjoint to F and the adjunction
η : idA → F ◦ (⊥F ) is surjective.
Proof. We begin by showing that ⊥F is well-defined. We need to show that, for each M ∈ A, there
is a unique maximal quotient N of M contained in A′. Let
K = {N ′ ⊆M | M/N ∈ A′}.
Note that if N ′1 and N ′2 belong to K then N ′1 ∩ N ′2 belongs to K. Therefore, if N ′1 ∈ K is not
contained in all other N ′ ∈ K, we choose N ′ ∈ K such that N ′1 6⊂ N ′ and set N ′2 = N ′ ∩N ′1 ( N1.
Continuing this way we construct a descending chain of submodules N ′1 ) N ′2 ) · · · of M . Since
A is assumed to be Artinian, this chain must eventually stop. Hence, there is a unqiue minimal
element under inclusion in K. It is clear that ⊥F is left adjoint to F and the adjunction η just
sends M to the maximal quotient of M in A′, hence is surjective. 
Theorem 4.6.5 (Double centralizer theorem). We have an isomorphism
φ : Hq(W ) ∼−→ EndHc(W )(PKZ)op.
Proof. Let A denote the image of the KZ functor in Hq(W )-mod. It is a full subcategory of
Hq(W )-mod. It is also closed under quotients. To see this, notice that it suffices to show that the
image of O under the localization functor (−)[δ−1] is closed under quotients. If N is a non-zero
quotient of M [δ−1] for some M ∈ O, then it is easy to check that the pre-image N ′ of M under
M → M [δ−1]  N is non-zero and generates N . The claim follows. Then, Lemma 4.6.4 implies
that φ is surjective. Hence to show that it is an isomorphism, it suffices to calculate the dimension
of EndHc(W )(PKZ). By Lemma 4.6.3,
PKZ =
⊕
λ∈Irr(W )
dimKZ(L(λ))P (λ).
For any module M ∈ O, we have dim HomHc(W )(P (λ),M) = [M : L(λ)], the multiplicity of L(λ)
in a composition series for M . This can be proved by induction on the length of M , using the fact
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that dim HomHc(W )(P (λ), L(µ)) = δλ,µ. Hence, using BGG reciprocity, we have
dim EndHc(W )(PKZ) =
⊕
λ,µ
dimKZ(L(λ)) dimKZ(L(µ)) HomHc(W )(P (λ), P (µ))
=
⊕
λ,µ
dimKZ(L(λ)) dimKZ(L(µ))[P (µ) : L(λ)]
=
⊕
λ,µ,ν
dimKZ(L(λ)) dimKZ(L(µ))[P (µ) : ∆(ν)][∆(ν) : L(λ)]
=
⊕
λ,µ,ν
dimKZ(L(λ)) dimKZ(L(µ))[∆(ν) : L(µ)][∆(ν) : L(λ)]
=
⊕
ν
(dimKZ(∆(ν)))2
Since ∆(ν) is a free C[h]-module of rank dim(ν), its localization ∆(ν)[δ−1] is an integrable connec-
tion of rank dim(ν). Hence, dimKZ(∆(ν)) = dim(ν) and thus dim EndHc(W )(PKZ) = |W |. 
Let Otor be the Serre subcategory of O consisting of all modules that are torsion with respect
to the Ore set {δN}N∈N. The torsion submodule Mtor of M ∈ O is the set {m ∈ M | ∃ N 
0 s.t. δN ·m = 0}. Then, M is torsion if Mtor = M .
Corollary 4.6.6. The KZ-functor is a quotient functor with kernel Otor i.e.
KZ : O/Otor ∼−→ Hq(W )-mod.
Proof. Notice that, of all the functors in diagram 4.4.1, only the first, M 7→ M [δ−1] is not an
equivalence. We have M [δ−1] = 0 if and only if M is torsion. Therefore, KZ(M) = 0 if and
only if M ∈ Otor. Thus, we just need to show that KZ is essentially surjective; that is, for each
N ∈ Hq(W )-mod there exists some M ∈ O such that KZ(M) ' N . We fix N to be some finite
dimensional Hq(W )-module. Recall that PKZ ∈ O is a (Hc(W ),Hq(W ))-bimodule. Therefore,
HomHc(W )(PKZ ,Hc(W )) is a (Hq(W ),Hc(W ))-bimodule and
M = HomHq(W )(HomHc(W )(PKZ ,Hc(W )), N)
is a module in category O. Applying (4.6.1) and the double centralizer theorem, Theorem 4.6.5,
we have
KZ(M) = HomHc(W )(PKZ ,M)
= HomHc(W )(PKZ ,HomHq(W )(HomHc(W )(PKZ ,Hc(W )), N))
' HomHq(W )(HomHc(W )(PKZ ,Hc(W ))⊗Hc(W ) PKZ , N)
' HomHq(W )(EndHc(W )(PKZ), N)
' HomHq(W )(Hq(W ), N) = N,
where we have used [2, Proposition 4.4 (b)] in the third line. 
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4.7. Example. Let’s take W = Zn. In this case the Hecke algebra Hq(Zn) is generated by a single
element T := T1 and satisfies the defining relation∏
i
(T − qmii ) = 0.
Unlike examples of higher rank, the algebra Hq(Zn) is commutative. Let ζ ∈ C× be defined by
s(x) = ζx. We fix αs =
√
2x and α∨s =
√
2y, which implies that λs = ζ. Let ∆(i) = C[x] ⊗ ei be
the standard module associated to the simple Zn-module ei, where s · ei = ζiei. The module ∆(i)
is free as a C[x]-module and the action of y is uniquely defined by y · (1⊗ ei) = 0. Since
y = ∂x −
m−1∑
i=1
2ci
1− ζi
1
x
(1− si)
under the Dunkl embedding, we have ∆(i)[δ−1] = C[x, x−1]⊗ ei with connection defined by
∂x · ei = ai
x
ei
where
ai := 2
m−1∑
j=1
cj(1− ζij
1− ζj .
It is clear that this connection is regular. Then, the horizontal sections sheaf of ∆(i)[δ−1] (i.e.
DR(∆(i)[δ−1])) on hanreg is dual to the sheaf of multivalued solutions C · xai = Sol(∆(i)[δ−1]) of
the differential equation x∂x − ai = 0. But this is not what we want. We first want to descend
the D(C×) o Zn-module to the D(hreg)Zn = D(hreg/Zn)-module (∆(i)[δ−1])Zn . Then KZ(∆(i)) is
defined to be the horizontal sections of (∆(i)[δ−1])Zn . Let z = xn so that C[hreg/Zn] = C[z, z−1].
Then, an easy calculation shows that ∂z =
1
nxn−1∂x (check this!). Since
(∆(i)[δ−1])Zn = C[z, z−1] · (xn−i ⊗ ei) =: C[z, z−1] · ui,
we see that
∂z · (xn−i ⊗ ei) = 1
nxn−1
∂x · (xn−i ⊗ ei) = n− i+ ai
nz
ui.
Hence, by equation (4.2.2) KZ(∆(i)) is the duality functor D′ applied to the local system of solutions
C · zbi = Sol((∆(i)[δ−1])Zn), where
bi =
n− i+ ai
n
.
At this level, the duality functor D′ simply sends the local system C ·zbi to the local system C ·z−bi .
The generator T of pi1(hreg/Zn) is represented by the loop t 7→ exp(2pi
√−1t). Therefore
T · z−bi = exp(−2pi√−1bi)z−bi .
It turns out that, in the rank one case, L(i)[δ−1] = 0 if L(i) 6= ∆(i). Thus,
KZ(L(i)) =
{
KZ(∆(i)) if L(i) = ∆(i)
0 otherwise.
4.8. Application. As an application of the Double centralizer theorem, Theorem 4.6.5, we mention
the following very useful result due to Vale, [57].
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Theorem 4.8.1. The following are equivalent:
(1) Hk(W ) is a simple ring.
(2) Category O is semi-simple.
(3) The cyclotomic Hecke algebra Hq(W ) is semi-simple.
4.9. The KZ functor for Z2. In this section, which is designed to be an exercise for the reader,
we’ll try to describe what the KZ functor does to modules in category O when W = Z2, our
favourite example. The Hecke algebra Hq(Z2) is the algebra generated by T := T1 and satisfying
the relation (T − 1)(T − q) = 0. The defining relation for Hc(Z2) is
[y, x] = 1− 2cs,
see example 1.2.2. We have q = det(s) exp(2pi
√−1c) = − exp(2pi√−1c).
Exercise 4.9.1. Describe KZ(∆(λ)) as a Hq(Z2)-module.
Next, we will calculate KZ(P (ρ1)), assuming that c =
1
2 + m for some m ∈ Z≥0. For this
calculation, we will use the explicit description of P (ρ1) given in section 2.10. Recall that P (ρ1) is
the Hc(Z2)-module C[x]⊗ ρ1 ⊕ C[x]⊗ ρ0 with
x · (1⊗ ρ1) = x⊗ ρ1 + 1⊗ ρ0, x · (1⊗ ρ0) = x⊗ ρ0,
y · (1⊗ ρ1) = x2m ⊗ ρ0, y · (1⊗ ρ0) = 0.
This implies that
1
x
· (1⊗ ρ1) = 1
x
⊗ ρ1 − 1
x2
⊗ ρ0.
If we write P (ρ1)[δ
−1] = C[x±1] · a1 ⊕ C[x±1] · a0, where a1 = 1⊗ ρ1 and a0 = 1⊗ ρ0, then
∂x · a1 = (y + c
x
(1− s)) · a1 = y · a1 + 2c
x
· a1.
Now,
y · a1 = x2m ⊗ ρ0 = x2m · a0,
hence ∂x · a1 = 2cx · a1 + x2m · a0. Also, ∂x · a0 = 0. A free C[z±1]-basis of P (ρ0)[δ−1]Z2 is given by
u1 = x · a1 and u0 = a0. Therefore
∂z · u1 = 1 + 2c
2z
u1 +
1
2
zmu0 =
m+ 1
z
u1 +
1
2
zmu0
and ∂z ·u0 = 0, where we used the fact that c = 12 +m. Hence KZ(P (ρ1)) is given by the connection
∂z +
(
m+1
z 0
1
2z
m 0
)
.
Two linearly independent solutions of this equation are
g1(z) =
(
z−(m+1)
1
2 ln(z)
)
, g2(z) =
(
0
1
)
.
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If, in a small, simply connected neighborhood of 1, we choose the branch of ln(z) such that ln(1) = 0,
then γ(0) = 0 and γ(1) = 2pi
√−1, where
γ : [0, 1]→ C, γ(t) = ln(exp(2pi√−1t)).
Therefore KZ(P (ρ1)) is the two-dimensional representation of Hq(Z2) given by
T 7→
(
1 0
2pi
√−1 1
)
.
This is isomorphic to the left regular representation of Hq(Z2).
Exercise 4.9.2. For all c, describe PKZ.
4.10. Additional remark.
• Most of the results in this lecture first appeared in [29] and our exposition is based mainly
on this paper.
• Further details on the KZ-functor are also contained in [48].
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5. Symplectic reflection algebras at t = 0
Recall from the first lecture that we used the Satake isomorphism to show that
• The algebra Z(H0,c(G)) is isomorphic to eH0,c(G)e and H0,c(G) is a finite Z(H0,c(G))-
module.
• The centre of H1,c(G) equals C.
In this lecture we’ll consider symplectic reflection algebras “at t = 0” and, in particular, the
geometry of Zc(G) := Z(H0,c(G)).
Definition 5.0.1. The generalized Calogero-Moser space Xc(G) is defined to be the affine variety
SpecZc(G).
The (classical) Calogero-Moser space was introduced by Kazhdan, Kostant and Sternberg [41]
and studied further by Wilson in the wonderful paper [63]. Calogero [14] studied the integrable
system describing the motion of n massless particles on the real line with a repulsive force between
each pair of particles, proportional to the square of the distance between them. In [41], Kazhdan,
Kostant and Sternberg give a description of the corresponding phase space in terms of Hamiltonian
reduction. By considering the real line as being the imaginary axis sitting in the complex plane,
Wilson interprets the Calogero-Moser phase space as an affine variety
Cn = {(X,Y ;u, v) ∈ Matn(C)×Matn(C)× Cn × (Cn)∗ | [X,Y ] + In = v · u }//GLn(C). (5.0.1)
He showed, [63, §1], that Cn is a smooth, irreducible, symplectic affine variety. For further reading
see [24]. The relation to rational Cherednik algebras comes from an isomorphism by Etingof and
Ginzburg between the affine variety Xc=1(Sn) = Spec Zc=1(Sn), and the Calogero-Moser space Cn:
ψn : Xc=1(Sn)
∼−→ Cn.
It is an isomorphism of affine symplectic varieties and implies that Xc(Sn) is smooth when c 6= 0.
The filtration on H0,c(G) induces, by restriction, a filtration on Zc(G). Since the associated
graded of Zc(G) is C[V ]G, Xc(G) is reduced and irreducible.
Example 5.0.2. When G = Z2 acts on C2, the centre of Hc(Z2) is generated by A := x2, B := xy−cs
and C = y2. Thus,
Xc(Z2) ' C[A,B,C]
(AC − (B + c)(B − c))
is the affine cone over P1 ⊂ P2 when c = 0, but is a smooth affine surface for all c 6= 0, see figure
1.1.
5.1. Representation Theory. Much of the geometry of the generalized Calogero-Moser space is
encoded in the representation theory of the corresponding symplectic reflection algebra (a conse-
quence of the double centralizer property!). In particular, a closed point of Xc is singular if and
only if there is a “small” simple module supported at that point - this statement is made precise
in Proposition 5.1.4 below.
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The fact that H0,c(G) is a finite module over its centre implies that it is an example of a P.I.
(polynomial identity) ring. This is a very important class of rings in classical ring theory and can
be thought of as rings that are ”close to being commutative”. We won’t recall the definition of a
P.I. ring here, but refer the read to Appendix I.13 of the excellent book [11].
Lemma 5.1.1. There exists some N > 0 such that dimL ≤ N for all simple H0,c(G)-modules L.
Proof. It is a consequence of Kaplansky’s Theorem, [45, Theorem 13.3.8], that every simple H0,c(G)-
module is a finite dimensional vector space over C. More precisely, to every prime P.I. ring is
associated its P.I. degree. Then, Kaplansky’s Theorem implies that if L is a simple H0,c(G)-module
then dimL ≤ P.I. degree (H0,c(G)) and H0,c(G)/ AnnH0,c(G) L ' Matm(C). 
Schur’s lemma says that the elements of the centre Zc(G) of H0,c(G) act as scalars on any simple
H0,c-module L. Therefore, the simple module L defines a character χL : Zc(G) → C and the
kernel of χL is a maximal ideal in Zc(G). Thus, the character χL corresponds to a closed point
in Xc(G). Without loss of generality, we will refer to this point as χL and denote by Zc(G)χL the
localization of Zc(G) at the maximal ideal Ker χL. We denote by H0,c(G)χ the central localization
H0,c(G)⊗Zc(G) Zc(G)χ. The Azumaya locus of H0,c(G) over Zc(G) is defined to be
Ac := {χ ∈ Xc(W ) |H0,c(W )χ is Azumaya over Zc(W )χ}.
As shown in [11, Theorem III.1.7], Ac is a non-empty, open subset of Xc(W ).
Remark 5.1.2. If you are not familiar with the (slightly technical) definition of Azumaya locus,
as given in [10, Section 3], then it suffices to note that it is a consequence of the Artin-Procesi
Theorem [45, Theorem 13.7.14] that the following are equivalent:
(1) χ ∈ Ac;
(2) dimL = P.I. degree (H0,c(G)) for all simple modules L such that χL = χ;
(3) there exists a unique simple module L such that χL = χ.
In fact, one can say a great deal more about these simple modules of maximal dimension. The
following result strengthens Lemma 5.1.1.
Theorem 5.1.3. Let L be a simple H0,c(G)-module. Then dimL ≤ |G| and dimL = |G| implies
that L ' CG as a G-module.
Proof. We will prove the theorem when H0,c(G) is a rational Cherednik algebra, by using the Dunkl
embedding. The proof for arbitrary symplectic reflection algebras is much harder.
By the theory of prime P.I. rings and their Azumaya loci, as described above, it suffices to
show that there is some dense open subset U of Xc(W ) such that L ' CG for all simple modules L
supported on U . Recall that the Dunkl embedding at t = 0 gives us an identification H0,c(G)[δ
−r] '
C[hreg × h∗] o G, where r > 0 such that δr ∈ C[h]G. Then it suffices to show that every simple
C[hreg × h∗] o G-module is isomorphic to CG as a G-module. The centre of C[hreg × h∗] o G
(which is just the centre of H0,c(G) localized at δ
r) equals C[hreg × h∗]G. For each maximal ideal
m C C[hreg × h∗]G, we will construct a module L(m) such that m · L(m) = 0 and L(m) ' CG as
G-modules. Then, we’ll argue that dimL ≥ |G| for all C[hreg × h∗]oG-modules.
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So fix a maximal ideal m in C[hreg × h∗]G and let nC C[hreg × h∗] be a maximal ideal such that
n ∩ C[hreg × h∗]G = m (geometrically, we have a finite map ρ : hreg × h∗/G  (hreg × h∗)/G and
we’re choosing some point in the pre-image of m). If Cn is the one dimensional C[hreg× h∗]-module
on which n acts trivially, then define
L(m) = (C[hreg × h∗]oG)⊗C[hreg×h∗] Cn.
The fact that ρ−1(m) consists of a single free G-orbit implies that L(m) has the desired properties.
Now let L be any finite dimensional C[hreg × h∗]oG-module. Then L =
⊕
p∈S Lp, as a C[hreg]-
module. Here S ⊂ hreg is some finite set and Lp = {l ∈ L | nNp · l = 0 some N  0 }. Now S is
G-stable and multiplication by g ∈ G defines an isomorphism of vector spaces Lp → Lg(p). Since
G · p is a free G-orbit in S, this implies that dimL ≥ |G| dimLp as required. 
Theorem 5.1.4. Let L be a simple Hc(G)-module then dimL = |G| if and only if χL is a nonsin-
gular point of Xc(G).
Outline of proof. By Theorem 5.1.3, the dimension of a generic simple module is |W |. Since the
Azumaya locus Ac is dense in Xc, it follows that P.I. degree (H0,c(G)) = |G|. The proposition will
then follow from the equality Ac = Xc(G)sm, where Xc(G)sm is the smooth locus of Xc(G). As
noted in Corollary 2.8.6, H0,c(G) has finite global dimension. It is known, [11, Lemma III.1.8],
that this implies that Ac ⊆ (Xc)sm. The opposite inclusion is an application of a result by Brown
and Goodearl, [10, Theorem 3.8]. Their theorem says that (Xc)sm ⊆ Ac (in fact that we have
equality) if H0,c(G) has particularly nice homological properties - it must be Auslander-regular and
Cohen-Macaulay, and the complement of Ac has codimension at least two in Xc. The fact that
H0,c(G) is Auslander-regular and Cohen-Macaulay can be deduced from the fact that its associated
graded, the skew group ring, has these properties (the results that are required to show this are
listed in the proof of [9, Theorem 4.4]). The fact that the complement of Ac has co-dimension at
least two in Xc is harder to show. It follows from the fact that Xc is a symplectic variety, Theorem
5.4.5, and that the “representation theory of H0,c is constant along orbits”, Theorem 5.4.6. 
Theorem 5.1.4 implies that to answer the question
Question 5.1.5. Is the generalized Calogero-Moser space smooth?
it suffices to compute the dimension of simple Hc(G)-modules. Unfortunately, this turns out to
be rather difficult to do.
5.2. Poisson algebras. The extra parameter t in Ht,c(G) gives us a canonical quantization of the
space Xc(G). As a consequence, this implies that Xc(G) is a Poisson variety. Recall:
Definition 5.2.1. A Poisson algebra (A, {−,−}) is a commutative algebra with a bracket {−,−} :
A⊗A→ A such that
(1) The pair (A, {−,−}) is a Lie algebra.
(2) {a,−} : A→ A is a derivation for all a ∈ A i.e.
{a, bc} = {a, b}c+ b{a, c}, ∀a, b, c ∈ A.
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An ideal I in the Poisson algebra A is called Poisson if {I, A} ⊆ I.
Exercise 5.2.2. Let I be a Poisson ideal in A. Show that A/I natural inherits a Poisson bracket
from A, making it a Poisson algebra.
Hayashi’s construction, [37]: We may think of t as a variable so that H0,c(G) = Ht,c(G)/t·Ht,c(G).
For z1, z2 ∈ Zc(G) define
{z1, z2} =
(
1
t
[zˆ1, zˆ2]
)
mod tHt,c(G),
where zˆ1, zˆ2 are arbitrary lifts of z1, z2 in Ht,c(G).
Proposition 5.2.3. Since H0,c(W ) is flat over C[t], {−,−} is a well-defined Poisson bracket on
Zc(G).
Proof. Write ρ : Ht,c(G)→ H0,c(G) for the quotient map. Let us first check that the binary opera-
tion is well-defined. Let zˆ1, zˆ2 be arbitrary lifts of z1, z2 ∈ Zc(G). Then ρ([zˆ1, zˆ2]) = [ρ(zˆ1), ρ(zˆ2)] =
0. Therefore, there exists some zˆ3 ∈ Ht,c(G) such that [zˆ1, zˆ2] = t · zˆ3. Since t is a non-zero divisor,
zˆ3 is uniquely define. The claim is that ρ(zˆ3) ∈ Zc(G): let h ∈ H0,c(G) and hˆ an arbitrary lift of h
in Ht,c(G). Then
[h, ρ(zˆ3)] = ρ([hˆ, zˆ3]) = ρ
([
hˆ,
1
t
[zˆ1, zˆ2]
])
= −ρ
(
1
t
[zˆ2, [hˆ, zˆ1]]
)
− ρ
(
1
t
[zˆ2, [hˆ, zˆ1]]
)
.
Since zˆ1 and zˆ1 are lifts of central elements, the expressions [zˆ2, [hˆ, zˆ1]] and [zˆ2, [hˆ, zˆ1]] are in
t2Ht,c(G). Hence [h, ρ(zˆ3)] = 0. Therefore, the expression {z1, z2} is well-defined. The fact that
ρ([t · zˆ1, zˆ2]/t) = [ρ(zˆ1), ρ(zˆ2)] = 0 implies that the bracket is independent of choice of lifts. The
fact that the bracket makes Zc(G) into a Lie algebra and satisfies the derivation property is a
consequence of the fact that the commutator bracket of an algebra also has these properties. 
Remark 5.2.4. The same construction makes eH0,c(G)e into a Poisson algebra such that the Satake
isomorphism is an isomorphism of Poisson algebras.
5.3. Symplectic leaves. In the algebraic world there are several different definitions of symplectic
leaves, which can be shown to agree in “good” cases. We will define two of them here. First, assume
that Xc(G) is smooth. Then Xc(G) may be considered as a complex analytic manifold equipped
with the analytic topology. In this case, the symplectic leaf through m ∈ Xc(G) is the maximal
connected analytic submanifold L(m) of Xc(G) which contains m and on which {−,−} is non-
degenerate. An equivalent definition is to say that L(m) is the set of all points that can be reached
from m by traveling along integral curves corresponding to the Hamiltonian vector fields {z,−} for
z ∈ Zc(G).
Let us explain in more detail what is meant by this. Let v be a vector field on a complex analytic
manifold X i.e. v is a holomorphic map X → TX such that v(x) ∈ TxX for all x ∈ X (v is
assigning, in a continuous manner, a tangent vector to each point of x). An integral curve for v
through x is a holomorphic function Φx,v : B(0) → X, where B(0) is a closed ball of radius 
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Figure 5.3.1. Flowing along integral curves in a symplectic leaf. The red vector
at xi is a Hamiltonian vector field and the curve through xi is the corresponding
integral curve.
around 0 in C, such that (d0Φx,v)(1) = v(x) i.e. the derivative of Φx,v at 0 maps the basis element 1
of T0C = C to the tangent vector field v(x). The existence and uniqueness of holomorphic solutions
to ordinary differential equations implies that Φx,v exists, and is unique, for each choice of v and x.
Now assume that v = {a,−} is a Hamiltonian vector field, and fix x ∈ X. Then, the image
of Φx,{a,−} is, by definition, contained in the symplectic leaf Lx through x. Picking another point
y ∈ Φx,{a,−}(B(0)) and another Hamiltonian vector field {b,−}, we again calculate the integral
curve Φy,{b,−} and its image is again, by definition, contained in Lx. Continuing in this way for as
long as possible, Lx is the set of all points one can reach from x by “flowing along Hamiltonian
vector fields”.
In particular, this defines a stratification of Xc(G). If, on the other hand, Xc(G) is not smooth,
then we first stratify the smooth locus of Xc(G). The singular locus Xc(G)sing of Xc(G) is a
Poisson subvariety. Therefore, the smooth locus of Xc(G)sing is again a Poisson manifold and has
a stratification by symplectic leaves. We can continue by considering the “the singular locus of
the singular locus” of Xc(G) and repeating the argument... This way we get a stratification of the
whole of Xc(G) by symplectic leaves.
5.4. Symplectic cores. Let p be a prime ideal in Zc(G). Then there is a (necessarily unique)
largest Poisson ideal P(p) contained in p. Define an equivalence relation ∼ on Xc(G) by saying
p ∼ q⇔ P(p) = P(q).
The symplectic cores of Xc(G) are the equivalence classes defined by ∼. We write
C(p) = {q ∈ Xc(G) | P(p) = P(q)}.
Then, each symplectic core C(p) is a locally closed subvariety of Xc(G) and C(p) = V (P(p)). The
set of all symplectic cores is a partition of Xc(G) into locally closed subvarieties. As one can see
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from the examples below, a Poisson variety X will typically have an infinite number of symplectic
leaves and an infinite number of sympectic cores.
Definition 5.4.1. We say that the Poisson bracket on X is algebraic if X has only finitely many
symplectic leaves.
Proposition 3.7 of [12] says:
Proposition 5.4.2. If the Poisson bracket on X is algebraic then the symplectic leaves are lo-
cally closed algebraic sets and that the stratification by symplectic leaves equals the stratification by
symplectic cores.
Thats it, L(m) = C(m) for all maximal ideals m ∈ Xc(G).
Example 5.4.3. We consider the Poisson bracket on C2 = SpecC[x, y] given by {x, y} = y, and try
to describe the symplectic leaves in C2. From the definition of a Poisson algebra, it follows that
each function f ∈ C[x, y] defines a vector field {f,−} on C2. For the generators x, y, these vector
fields are {x,−} = y∂y, {y,−} = −y∂x respectively. In order to calculate the symplectic leaves we
need to calculate the integral curve through a point (p, q) ∈ C2 for each of these vector fields. Then
the leaf through (p, q) will be the submanifold traced out by all these curves. We begin with y∂y.
The corresponding integral curve is a = (a1(t), a2(t)) : B(0)→ C2 such that a(0) = (p, q) and
a′(t) = (y∂y)a(t), ∀t ∈ B(0).
Thus, a′1(t) = 0 and a′2(t) = a2(t) which means a = (p, qet). Similarly, if b = (b1, b2) is the integral
curve through (p, q) for −y∂x then b = (−qt+p, q). Therefore, there are only two symplectic leaves,
{0} and C2\{0}.
Example 5.4.4. For each finite dimensional Lie algebra g, there is a natural Poisson bracket on
C[g∗] = Sym(g), uniquely defined by {X,Y } = [X,Y ] for all X,Y ∈ g. Recall that sl2 = C{E,F,H}
with [E,F ] = H, [H,E] = 2E and [H,F ] = −2F . As in the previous example, we will calculate the
symplectic leaves of sl∗2. The Hamiltonian vector fields of the generators E,F,H of the polynomial
ring C[sl2] are XE = H∂F − 2E∂H , XF = −H∂E + 2F∂H and XH = 2E∂E − 2F∂F . Let a =
(aE(t), aF (t), aH(t)) be an integral curve through (p, q, r) for a vector field X.
• For XE , a(t) = (p,−pt2 + rt+ q,−2pt+ r).
• For XF , a(t) = (−qt2 − rt+ p, q, 2qt+ r).
• For XH , a(t) = (p exp(2t), q exp(−2t), r).
Thus, for all (p, q, r) 6= (0, 0, 0), XE , XF , XF span a two-dimensional subspace of T(p,q,r)sl∗2. Also,
one can check that the expression aE(t)aF (t) +
1
4aH(t)
2 = pq + 14r
2 is independent of t for each of
the three integral curves above e.g. for XF we have
(−qt2 − rt+ p)q + 1
4
(2qt+ r)2 = pq +
1
4
r2.
Therefore, for s 6= 0, V (EF + 14H2 = s) is a smooth, two-dimensional Poisson subvariety on which
the symplectic form is everywhere non-degenerate. This implies that it is a symplectic leaf.
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L1 ' Ce1
L0 ' Ce0
L ' CZ2
Figure 5.4.1. The leaves and simple modules of H0,0(Z2).
The nullcone N is defined to be V (EF + 14H2) i.e. we take s = 0. If we consider U =
N\{(0, 0, 0)}, then this is also smooth and the symplectic form is everywhere non-degenerate.
Thus, it is certainly contained in a symplectic leaf of N . However, the whole of N cannot be a leaf
because it is singular. Therefore, the symplectic leaves of N are U and {(0, 0, 0)}.
In the case of symplectic reflection algebras, we have:
Theorem 5.4.5. The symplectic leaves of the Poisson variety Xc(W ) are precisely the symplectic
cores of Xc(W ). In particular, they are finite in number, hence the bracket {−,−} is algebraic.
Remarkably, the representation theory of symplectic reflection algebras is “constant along sym-
plectic leaves”, in the following precise sense. For each χ ∈ Xc(G), let Hχ,c(G) be the finite-
dimensional quotient H0,c(G)/mχH0,c(G), where mχ is the kernel of χ. If χ ∈ Ac = Xc(G)sm
then
Hχ,c(G) ' Mat|G|(C), dimHχ,c(G) = |G|2.
This is not true if χ ∈ Xc(G)sing.
Theorem 5.4.6. Let χ1, χ2 be two points in L, a symplectic leaf of Xc(G). Then,
Hχ1,c(G) ' Hχ2,c(G).
Example 5.4.7. Let’s consider again our favorite example W = Z2. When c is non-zero, one can
check, as in the right hand side of figure 1.1, that Xc(Z2) is smooth. Therefore, it has only one
symplectic leaf i.e. it is a symplectic manifold. Over each closed point of Xc(Z2) there is exactly
one simple H0,c(Z2)-module, which is isomorphic to CZ2 as a Z2-module. If, on the other hand,
c = 0 so that H0,0(Z2) = C[x, y] o Z2, then there is one singular point and hence two symplectic
leaves - the singular point and its compliment. On each closed point of the smooth locus, there is
exactly one simple C[x, y]oZ2-module, which is again isomorphic to CZ2 as a Z2-module. However,
above the singular point there are two simple, one-dimensional, modules, isomorphic to Ce0 and
Ce1 as CZ2-modules. See figure 5.4.
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5.5. Restricted rational Cherednik algebras. In order to be able to say more about the simple
modules for H0,c(G), e.g. to describe their possible dimensions, we restrict ourselves to considering
rational Cherednik algebras. Therefore, in this subsection, we let W be a complex reflection group
and H0,c(W ) the associated rational Cherednik algebra, as defined in lecture one. In the case of
Coxeter groups the following was proved in [26, Proposition 4.15], and the general case is due to
[31, Proposition 3.6].
Proposition 5.5.1. Let H0,c(W ) be a rational Cherednik algebra associated to the complex reflec-
tion group W .
(1) The subalgebra C[h]W ⊗ C[h∗]W of H0,c(W ) is contained in Zc(W ).
(2) The centre Zc(W ) of H0,c(W ) is a free C[h]W ⊗ C[h∗]W -module of rank |W |.
The inclusion of algebras A := C[h]W ⊗ C[h∗]W ↪→ Zc(W ) allows us to define the restricted
rational Cherednik algebra Hc(W ) as
Hc(W ) =
Hc(W )
A+ ·Hc(W ) ,
where A+ denotes the ideal in A of elements with zero constant term. This algebra was originally
introduced, and extensively studied, in the paper [31]. The PBW theorem implies that
Hc(W ) ∼= C[h]coW ⊗ CW ⊗ C[h∗]coW
as vector spaces. Here
C[h]coW = C[h]/〈C[h]W+ 〉
is the coinvariant algebra. Since W is a complex reflection group, C[h]coW has dimension |W | and
is isomorphic to the regular representation as a W -module. Thus, dimHc(W ) = |W |3. Denote by
Irr(W ) a set of complete, non-isomorphic simple W -modules.
Definition 5.5.2. Let λ ∈ Irr(W ). The baby Verma module of Hc(W ), associated to λ, is
∆(λ) := Hc(W )⊗C[h∗]coWoW λ,
where C[h∗]coW+ acts on λ as zero.
The rational Cherednik algebra is Z-graded (no such grading exists for general symplectic re-
flection algebras). The grading is defined by deg(x) = 1, deg(y) = −1 and deg(w) = 0 for x ∈ h∗,
y ∈ h and w ∈ W . At t = 1, this is just the natural grading coming from the Euler operator.
Since the restricted rational Cherednik algebra is a quotient of Hc(W ) by an ideal generated by
homogeneous elements, it is also a graded algebra. This means that the representation theory of
Hc(W ) has a rich combinatorial structure and one can use some of the combinatorics to better
describe the modules L(λ). In particular, since C[h∗]coW oW is a graded subalgebra of Hc(W ), the
baby Verma module ∆(λ) is a graded Hc(W )-module, where 1⊗λ sits in degree zero. By studying
quotients of baby Verma modules, it is possible to completely classify the simple Hc(W )-module.
Proposition 5.5.3. Let λ, µ ∈ Irr(W ).
(1) The baby Verma module ∆(λ) has a simple head, L(λ). Hence ∆(λ) is indecomposable.
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(2) L(λ) is isomorphic to L(µ) if and only if λ ' µ.
(3) The set {L(λ) |λ ∈ Irr(W )} is a complete set of pairwise non-isomorphic simple Hc(W )-
modules.
Proof. We first recall some elementary facts from the representation theory of finite dimensional
algebras. The radical radR of a ring R is the intersection of all maximal left ideals. When R is a
finite dimensional algebra, radR is also the union of all nilpotent ideals in R and is itself a nilpotent
ideal; see [2, Proposition 3.1].
Claim 5.5.4. If R is Z-graded, finite dimensional, then radR is a homogeneous ideal.
Proof. By a homogeneous ideal we mean that if a ∈ I and a = ∑i∈Z ai is the decomposition of
a into homogeneous pieces, then every ai belongs to I. If I is an ideal, let hom(I) denote the
ideal in R generated by all homogeneous parts of all elements in I i.e. hom(I) is the smallest
ideal in R containing I. It suffices to show that if I, J are ideals in R such that IJ = 0, then
hom(I)hom(J) = 0. In fact, we just need to show that hom(I)J = 0. Let the length of a ∈ I be
the number of integers n such that an 6= 0. Then, an easy induction on length shows that anJ = 0
for all n. Since I is finite dimensional, this implies that hom(I)J = 0 as required. 
It is a classical (but difficult) result by G. Bergman that the hypothesis that R is finite dimen-
sional in the above claim is not necessary.
If M is a finitely generated Hc(W )-module, then the radical of M is defined to be the intersection
of all maximal submodules of M . It is known, e.g. [2, Section 1.3], that the radical of M equals
(radHc(W ))M and that the quotient M/ radM (which is defined to be the head of M) is semi-
simple. Therefore, Claim 5.5.4 implies that if M is graded, then its radical is a graded submodule
and equals the intersection of all maximal graded submodules of M . In particular, if M contains a
unique maximal graded submodule, then the head of M is a simple, graded modules.
Thus, we need to show that ∆(λ) has a unique maximal graded submodule. The way we have
graded ∆(λ), we have ∆(λ)n = 0 for n < 0 and ∆(λ)0 = 1 ⊗ λ. Let M be the sum of all graded
submodules M ′ of ∆(λ) such that M ′0 = 0. Clearly, M ⊂ rad ∆(λ). If this is a proper inclusion
then (rad ∆(λ))0 6= 0. But λ is an irreducible W -module, hence (rad ∆(λ))0 = λ. Since ∆(λ) is
generated by λ this implies that rad ∆(λ) = ∆(λ) - a contradiction. Thus, M = rad ∆(λ). By the
same argument, it is clear that ∆(λ)/M is simple. This proves part (1).
Part (2): For each Hc(W )-module L, we define Sing(L) = {l ∈ L | h · l = 0}. Notice that Sing(L)
is a (graded if L is graded) W -submodule and if λ ⊂ Sing(L) then there exists a unique morphism
∆(λ)→ L extending the inclusion map λ ↪→ Sing(L). Since L(λ) is simple, Sing(L(λ)) = L(λ)0 = λ.
Hence L(λ) ' L(µ) implies λ ' µ.
Part (3): It suffices to show that if L is a simple Hc(W )-module, then L ' L(λ) for some
λ ∈ Irr(W ). It is well-known that the simple modules of a graded finite dimensional algebra can
be equipped with a (non-unique) grading. So we may assume that L is graded. Since L is finite
dimensional and h · Ln ⊂ Ln−1, Sing(L) 6= 0. Choose some λ ⊂ Sing(L). Then there is a non-zero
map ∆(λ)→ L. Hence L ' L(λ). 
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5.6. The Calogero-Moser partition. Since the algebra Hc(W ) is finite dimensional, it will de-
compose into a direct sum of blocks:
Hc(W ) =
k⊕
i=1
Bi,
where Bi is a block if it is indecomposable as an algebra. If bi is the identity element of Bi then the
identity element 1 of Hc(W ) is the sum 1 = b1 + · · ·+ bk of the bi. For each simple Hc(W )-module
L, there exists a unique i such that bi ·L 6= 0. In this case we say that L belongs to the block Bi. By
Proposition 5.5.3, we can (and will) identify IrrHc(W ) with Irr (W ). We define the Calogero-Moser
partition of Irr (W ) to be the set of equivalence classes of Irr (W ) under the equivalence relation
λ ∼ µ if and only if L(λ) and L(µ) belong to the same block.
To aid intuition it is a good idea to have a geometric intepretation of the Calogero-Moser par-
tition. The image of the natural map Zc/A+ · Zc → Hc(W ) is clearly contained in the centre of
Hc(W ). In general it does not equal the centre of Hc(W ) (though one can use the Satake isomor-
phism to show that it is injective). However, it is a consequence of a theorem by Mu¨ller, see [13,
Corollary 2.7], that the primitive central idempotents of Hc(W ) (the bi’s) are precisely the images
of the primitive idempotents of Zc/A+ · Zc. Geometrically, this can be interpreted as follows. The
inclusion A ↪→ Zc(W ) defines a finite, surjective morphism
Υ : Xc(G) −→ h/W × h∗/W
where h/W × h∗/W = SpecA. Mu¨ller’s theorem is saying that the natural map Irr(W ) →
Υ−1(0), λ 7→ Supp (L(λ)) = χL(λ), factors through the Calogero-Moser partition (here Υ−1(0)
is considered as the set theoretic pull-back):
Irr(W )
%%
CM(W )
∼ // Υ−1(0)
Using this fact, one can show that the geometry of Xc(W ) is related to Calogero-Moser partitions
in the following way.
Theorem 5.6.1. The following are equivalent:
• The generalized Calogero-Moser space Xc(W ) is smooth.
• The Calogero-Moser partition of Irr(W ′) is trivial for all parabolic subgroup W ′ of W .
Here W ′ is a parabolic subgroup of W if there exists some v ∈ h such that W ′ = StabW (v). It is
a remarkable theorem by Steinberg [54, Theorem 1.5] that all parabolic subgroups of W are again
complex reflection groups.
5.7. Graded characters. In this section we assume that W is a complex reflection group. In
some cases it is possible to use the Z-grading on Hc(W ) to calculate the graded character of the
simple modules L(λ).
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Lemma 5.7.1. The element λ ∈ Irr(W ) defines a block {λ} of the restricted rational Cherednik
algebra Hc(W ) if and only if dimL(λ) = |W | if and only if L(λ) ' CW as a W -module.
Proof. Recall that Mu¨ller’s Theorem from section 5.6 says that the primitive central idempotents
of Hc(W ) (the bi’s) are the images of the primitive idempotents of Zc/A+ · Zc under the natural
map Zc/A+ ·Zc → Hc(W ). The primitive idempotents of R := Zc/A+ ·Zc are in bijection with the
maximal ideals in this ring: given a maximal ideal m in R there is a unique primitive idempotent
b whose image in R/m is non-zero. Under this correspondence, the simple module belonging to
the block of Hc(W ) corresponding to b are precisely those simple modules supported at m. Thus,
the block b has just one simple module if and only if there is a unique simple module of Hc(W )
supported at m. But, by the Artin-Procesi Theorem, remark 5.1.2 (3), there is a unique simple
module supported at m if and only if m is in the Azumaya locus of Xc(W ). As noted in the proof
of Corollary 5.1.4, the smooth locus of Xc(W ) equals the Azumaya locus. Thus, to summarize, the
module L(λ) is on its own in a block if and only if its support is contained in the smooth locus.
Then, the conclusions of the lemma follow from Theorem 5.1.3 and Corollary 5.1.4. 
When λ satisfies the conditions of Lemma 5.7.1, we say that λ is in a block on its own. Recall
that C[h]coW , the coinvariant ring of W , is defined to be the quotient C[h]/〈C[h]W+ 〉. It is a graded
W -module. Therefore, we can define the fake degree of λ ∈ Irr(W ) to be the polynomial
fλ(t) =
∑
i∈Z
[C[h]coWi : λ]ti
where C[h]coWi is the part of C[h]coW of degree i and [C[h]coWi : λ] is the multiplicity of λ in C[h]coWi .
For each λ ∈ Irr(W ), we define bλ to be the degree of smallest monomial appearing in fλ(t) e.g. if
fλ(t) = 2t
4 − t6+ higher terms, then bλ = 4. Given a finite dimensional, graded vector space M ,
the Poincare´ polynomial of M is defined to be
P (M, t) =
∑
i∈Z
dimMit
i.
Lemma 5.7.2. Assume that λ is in a block on its own. Then the Poincare´ polynomial of L(λ) is
given by
P (L(λ), t) =
(dimλ)tbλ∗P (C[h]coW , t)
fλ∗(t)
.
Proof. By Proposition 5.5.3, the baby Verma module ∆(λ) is indecomposable. This implies that all
its composition factors belong to the same block. We know that L(λ) is one of these composition
factors. But, by assumption, L(λ) is on its own in a block. Therefore every composition factor is
isomorphic to L(λ). So let’s try and calculate the graded multiplicities of L(λ) in ∆(λ). In the
graded Grothendieck group of Hc(W ), we must have
[∆(λ)] = [L(λ)][i1] + · · ·+ [L(λ)][i`] (5.7.1)
where [L(λ)][k] denotes the class of L(λ), shifted in degree by k. By Lemma 5.7.1, dimL(λ) = |W |
and it is easy to see that dim ∆(λ) = |W | dimλ. Thus, ` = dimλ. Since L(λ) is a graded
quotient of ∆(λ) we may also assume that i1 = 0. Recall that C[h]coW is isomorphic to the regular
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representation as a W -module. Therefore, the fact that [µ ⊗ λ : triv] 6= 0 if and only if µ ' λ∗
(in which case it is one) implies that the multiplicity space of the trivial representation in ∆(λ)
is (dimλ)-dimensional. The Poincare´ polynomial of this multiplicity space is precisely the fake
polynomial fλ∗(t). On the other hand, the trivial representation only occurs once in L(λ) since it is
isomorphic to the regular representation. Therefore, comparing graded multiplicities of the trivial
representation on both sides of equation (5.7.1) implies that, up to a shift, ti1 + · · ·+ ti` = fλ∗(t).
What is the shift? Well, the lowest degree12 occurring in ti1 + · · · + ti` is i1 = 0. But the lowest
degree in fλ(t) is bλ∗ . Thus, t
i1 + · · ·+ ti` = t−bλ∗fλ∗(t). This implies that
P (L(λ), t) =
tbλ∗P (∆(λ), t)
fλ∗(t)
.
Clearly, P (∆(λ), t) = (dimλ)P (C[h]coW , t). 
The module L(λ) is finite dimensional. Therefore P (L(λ), t) is a Laurent polynomial. However,
one can often find representations λ for which fλ∗(t) does not divide P (C[h]coW , t). In such cases
the above calculation show that λ is never in a block on its own.
Exercise 5.7.3. The character table of the Weyl group G2 is given by
Class 1 2 3 4 5 6
Size 1 1 3 3 2 2
Order 1 2 2 2 3 6
T 1 1 1 1 1 1
S 1 1 −1 −1 1 1
V1 1 −1 1 −1 1 −1
V2 1 −1 −1 1 1 −1
h1 2 2 0 0 −1 −1
h2 2 2 0 0 −1 1
The fake polynomials are
fT (t) = 1, fS(t) = t
6, fV1(t) = t
3, fV2(t) = t
3, fh1(t) = t
2 + t4, fh2(t) = t+ t
5.
Is Xc(G2) ever smooth?
Exercise 5.7.4. (Harder) For this exercise you’ll need to have GAP 3, together with the package
“CHEVIE” installed. Using the code13 fake.gap, show that there is (at most one) exceptional
complex reflection group W for which the space Xc(W ) can ever hope to be smooth. Which
exceptional group is this? For help with this exercise, read [3].
5.8. Symplectic resolutions. Now we return to the original question posed at the start of lecture
one: How singular is the space V/G? The usual way of answering this question is to look at
resolutions of singularities of V/G.
12It is not complete obvious that 0 is the lowest degree in ti1 + · · ·+ ti` , see [31, Lemma 4.4].
13Available from http://www.maths.gla.ac.uk/~gbellamy/MSRI.html.
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Definition 5.8.1. A (projective) resolution of singularities is a birational morphism pi : Y → V/G
from a smooth variety Y , projective over V/G, such that the restriction of pi to pi−1((V/G)sm) is
an isomorphism.
If Vreg is the open subset of V on which G acts freely, then Vreg/G ⊂ V/G is the smooth locus
and it inherits a symplectic structure from V i.e. Vreg/G is a symplectic manifold.
Definition 5.8.2. A projective resolution of singularities pi : Y → V/G is said to be symplectic if Y
is a symplectic manifold and the restriction of pi to pi−1((V/G)sm) is an isomorphism of symplectic
manifolds.
The existence of a symplectic resolution for V/G is a very strong condition and implies that
the map pi has some very good properties e.g. pi is semi-small. Therefore, as one might expect,
symplectic resolutions exist only for very special groups.
Theorem 5.8.3. Let (V, ω,G) be an irreducible symplectic reflection group.
• The quotient singularity V/G admits a symplectic resolution if and only it admits a smooth
Poisson deformation.
• The quotient singularity V/G admits a smooth Poisson deformation if and only if Xc(G) is
smooth for generic parameters c.
The irreducible symplectic reflection group have been classified by Cohen, [18]. Using the above
theorem, work of several people (Verbitsky [59], Ginzburg-Kaledin [30], Gordon [31], Bellamy [3],
Bellamy-Schedler [5]) means that the classification of quotient singularities admitting symplectic
resolutions is (almost) complete.
Example 5.8.4. Let G ⊂ SL2(C) be a finite group. Since dimC2/G = 2, there is a minimal
resolution C˜2/G of C2/G through which all other resolutions factor. This resolution can be explicitly
constructed as a series of blowups. Moreover, C˜2/G is a symplectic manifold and hence provides
a symplectic resolution of C2/G. The corresponding generalized Calogero-Moser space Xc(G) is
smooth for generic parameters c. The corresponding symplectic reflection algebras are closely
related to deformed preprojective algebras, [19].
5.9. Additional remark.
• Theorem 5.1.3 is proven in [26, Theorem 1.7].
• The fact that Xc(W ) has finitely many symplectic leaves, Theorem 5.4.5, is [12, Theorem
7.8].
• The beautiful result that the representation theory of symplectic reflection algebras is con-
stant along leaves, Theorem 5.4.6, is due to Brown and Gordon, [12, Theorem 4.2].
• Proposition 5.5.3 is Proposition 4.3 of [31]. It is based on the general results of [38], applied
to the restricted rational Cherednik algebra.
• The Calogero-Moser partition was first defined in [35].
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Figure 5.8.1. A representation of the resolution of the D4 Kleinian singularity.
• Theorem 5.6.1 is stated for rational Cherednik algebras at t = 1 in positive characteristic
in [4, Theorem 1.3]. However, the proof given there applies word for word to rational
Cherednik algebras at t = 0 in characteristic zero.
• Theorem 5.8.3 follows from the results in [30] and [46].
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6. Solutions to exercises
We include (partial) solutions to some of the exercises scattered throughout the course notes.
6.1. Lecture 1.
Solution to exercise 1.1.9. Let z =
∑
g∈G fg · g ∈ Z(C[V ] o G). Choose some g 6= 1. Since
G ⊂ GL(V ), there exists h ∈ C[V ] such that g(h) 6= h. Then
[h, z] =
∑
g∈G
fg(h− g(h)) · g = 0
implies that fg = 0 for all g 6= 1. Therefore Z(C[V ] o G) ⊂ C[V ]. But it is clear that Z(C[V ] o
G) ∩ C[V ] ⊆ C[V ]G. On the other hand one can easily see that C[V ]G ⊂ Z(C[V ]oG). 
Solution to exercise 1.5.2. Taking away the relation [y, x] = 1 from (y−s)x = xy+s gives sx = −s
and hence x = −1. Then [y, x] = 1 implies that 1 = 0. 
Solution to exercise 1.8.3. At t = 0, Dt(hreg) oW = C[hreg × h∗] oW . Therefore the image of
eH0,c(W )e is contained in e(C[hreg × h∗]oW )e ' C[hreg × h∗]W . This is a commutative ring. 
Solution to exercise 1.8.6. Part (1): Since the isomorphism h∗ ∼→ h, x 7→ x˜ = (x,−) is W -
equivariant, the only thing to check is that the commutation relation
[y, x] = tx(y)−
∑
s∈S
c(s)αs(y)x(α
∨
s )s, ∀ y ∈ h, x ∈ h∗
still holds after applying (˜−) everywhere. This follows from two trivial observations. First,
x(y) = y˜(x˜) = (x, y˜) = (y, x˜),
and secondly, possibly after some rescaling, we have (αs, αs) = (α
∨
s , α
∨
s ) = 2 and α˜s = α
∨
s , α˜
∨
s = αs.
For part (2), just follow the hint. 
6.2. Lecture 2.
Solution to exercise 2.4.4. Part (1): Choose some 0 6= x ∈ h∗ ⊂ C[h] and take M = Hc(W )/Hc(W )·
(eu− x). This module cannot be a direct sum of its generalized eigenspaces.
Part (2): Let L be a finite-dimensional Hc(W )-module. Then, it is a direct sum of its generalized
eu-eigenspaces because eu ∈ EndC(L) and a finite dimensional vector space decomposes as a direct
sum of generalized eigenspaces under the action of any linear operator. If l ∈ La for some a ∈ C,
then the relation [eu, y] = −y implies that y · l ∈ La−1. Hence y1 · · · yk · l ∈ La−k. But L is finite
dimensional which implies that La−k = 0 for k  0. Hence h acts locally nilpotently on L. 
Solution to exercise 2.5.1. Since M is finitely generate as a C[h]-module, we may choose a finite
dimensional, eu and h-stable subspace M0 of M such that M0 generates M as a C[h]-module.
Therefore, there is a surjective map of C[h]-modules C[h] ⊗C M0 → M , a ⊗ m 7→ am. This can
be made into a morphism of C[eu]-modules by defining eu · (a ⊗m) = [eu, a] ⊗m + a ⊗ eu ·m.
If f0(t) ∈ Z[xa | a ∈ C] is the character of M0 then the character of C[h] ⊗M0 is 1(1−t)n f0(t) ∈⊕
a∈C t
aZ[[t]] and hence ch(M) ∈⊕a∈C taZ[[t]] too. 
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Solution to exercise 2.7.3. Let M ∈ O. We can decompose M as a C[eu]-module as
M =
⊕
a¯∈C/Z
M a¯
where M a¯ =
⊕
b∈a¯Mb. It suffices to show that each M
a¯ is a Hc(W )-submodule of M . But if x ∈ h∗
and m ∈ Mb then x ·m ∈ Mb+1 and b ∈ a¯ iff b+ 1 ∈ a¯. A similar argument applies to y ∈ h∗ and
w ∈W . Thus M a¯ is a Hc(W )-submodule of M . 
Solution to exercise 2.8.8. Exercise 2.7.3 implies that
O =
⊕
λ∈Irr(W )
Oc¯λ
with ∆(λ) ∈ Oc¯λ . Then exercise 3.13 implies that ∆(λ) = L(λ) and hence category O is semi-
simple. 
Solution to exercise 2.9.1. (1) If c /∈ 12 + Z then category O is semi-simple. The commutation
relation of x and y implies that
[y, xn] =
{
nxn−1 − 2cxn−1s n odd
nxn−1 n even
This implies that
L(ρ0) =
C[x]⊗ ρ0
x2m+1C[x]⊗ ρ0 , L(ρ1) = ∆(ρ1)
when c = 12 +m for some m ∈ Z≥0. Similarly,
L(ρ0) = ∆(ρ0), L(ρ1) =
C[x]⊗ ρ1
x2m+1C[x]⊗ ρ1
when c = −12 −m for some m ∈ Z≥0.
For part (2), we have eu = xy − cs. Therefore c0 = −c and c1 = c. Thus, ρ0 ≤c ρ1 if and
only if 2c ∈ Z≥0. Similarly, ρ1 ≤c ρ0 if and only if 2c ∈ Z≤0. For all other c, ρ0 and ρ1 are
incomparable. 
Solution to exercise 2.9.2. Both these steps are direct calculations. You should get α = c2(2−c). 
Solution to exercise 2.9.5. Part (1): By the proof of Corollary 1.17, we know that c is aspherical
if and only if
I := Hc(W ) · e · Hc(W )
is a proper two-sided ideal of Hc(W ). If this is the case then there exists some primitive ideal J
such that I ⊂ J . Hence Ginzburg’s result implies that there is a simple module L(λ) in category
O such that I · L(λ) = 0. But clearly this happens if and only if e · L(λ) = 0.
Part (2): The only aspherical value for Z2 is c = −12 . 
6.3. Lecture 3.
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Solution to exercise 3.8.2. The Young diagram with residues is
0
1
2 3 0
3 0 1 2 3 0
0 1 2 3 0 1
Then F2|λ〉 = q|(6, 6, 3, 2, 1)〉, K1|λ〉 = |λ〉 and
E4|λ〉 = q−2|(6, 5, 3, 1, 1)〉+ q−1|(6, 6, 2, 1, 1)〉+ |(6, 6, 3, 1)〉.

Solution to exercise 3.9.1. By adding an infinite number of zeros to the end of λ ∈ P, we may
consider it as an infinite sequence (λ1, λ2, . . . ) with λi ≥ λi+1 and λN = 0 for all i and all N  0.
Define I(λ) by ik = λk + 1 − k. It is clear that this rule defines a bijection with the required
property. 
Solution to exercise 3.11.1. We have
G([4]) = [4] + q[3, 1] + +q[2, 1, 1] + q2[1, 1, 1, 1], G([3, 1]) = [3, 1] + q[2, 2] + q2[2, 1, 1],
G([2, 2]) = [2, 2] + q[2, 1, 1], G([2, 1, 1]) = [2, 1, 1] + q[1, 1, 1, 1], G([1, 1, 1, 1]) = [1, 1, 1, 1].
and
G([5]) = [5] + q[3, 1, 1] + q2[1, 1, 1, 1, 1], G([4, 1]) = [4, 1] + q[2, 1, 1, 1],
G([3, 2]) = [3, 2] + q[3, 1, 1] + q2[2, 2, 1], G([2, 2, 1]) = [2, 2, 1],
G([3, 1, 1]) = [3, 1, 1] + q[2, 2, 1] + q[1, 1, 1, 1, 1], G([2, 1, 1, 1]) = [2, 1, 1, 1],
G([1, 1, 1, 1, 1]) = [1, 1, 1, 1, 1].

Solution to exercise 3.13.4. (1) In this case, the numbers eλ,µ(1), cλ and dimλ are:
µ\λ (5) (4, 1) (3, 2) (3, 1, 1) (2, 2, 1) (2, 1, 1, 1) (1, 1, 1, 1, 1)
(5) 1 0 0 0 0 0 0
(4, 1) 0 1 0 0 0 0 0
(3, 2) 0 0 1 0 0 0 0
(3, 1, 1) −1 0 −1 1 0 0 0
(2, 2, 1) 1 0 0 −1 1 0 0
(2, 1, 1, 1) 0 −1 0 0 0 1 0
(1, 1, 1, 1, 1) 0 0 1 −1 0 0 1
cλ −652 −15 −92 0 192 20 752
dimλ 1 4 5 6 5 4 1
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If we define chλ(t) := (1− t)5 · ch(L(λ)), then
ch(5)(t) = t
− 65
2 − 6t+ 5t 192 , ch(4,1)(t) = 4t−15 − 4t20,
ch(3,2)(t) = 5t
− 9
2 − 6t+ t 752 , ch(3,1,1)(t) = 6t− 5t
19
2 − t 752 ,
ch(2,2,1)(t) = 5t
19
2 , ch(2,1,1,1)(t) = 4t
20, ch(1,1,1,1,1)(t) = t
75
2 .
(2) -
(3) It suffices to calculate the 2 (resp. 3 and 5) cores of the partitions of 5. For r = 2 we get
{[5], [3, 2], [2, 2, 1], [1, 1, 1, 1, 1]}, {[4, 1], [2, 1, 1, 1]},
where the 2-cores are [1] and [2, 1] respectively. For r = 3 we get
{[5], [2, 2, 1], [2, 1, 1, 1]}, {[4, 1], [3, 2], [1, 1, 1, 1, 1]},
where the 3-cores are [2] and [1, 1] respectively. For r = 5 we get
{[5], [4, 1], [2, 1, 1, 1], [1, 1, 1, 1, 1]}, {[3, 2]}, {[2, 2, 1]},
where the 5-cores are ∅, [3, 2] and [2, 2, 1] respectively (for an explaination of what is going
on in this final example read [?]).

Solution to exercise 3.13.5. The argument is essentially identical to that for ch(L(λ)). We use the
polynomials eλ,µ(q) to express the character chW (L(λ)) in terms of the character of the standard
modules ∆(µ). Then, we just need to calculate chW (∆(λ)). Note that 1) C[h] ⊗ λ is a graded
W -module 2) the eu-character of ∆(λ) is simply the graded character of C[h]⊗λ multiplied by tcλ .
Hence, it suffices to describe C[h]⊗ λ is a graded W -module as a graded W -module. This factors
as
C[h]⊗ λ = C[h]W ⊗ C[h]coW ⊗ λ
and hence
chW (C[h]⊗ λ) = 1∏n
i=1(1− ti)
chW (C[h]coW ⊗ λ).
We have
chW (C[h]coW ⊗ λ) =
∑
µ∈Irr(W )
(∑
i∈Z
[C[h]coWi ⊗ λ : µ]ti
)
[µ] =
∑
µ∈Irr(W )
fλ,µ(t)[µ].
In fact, for W = S4, one can explicitly calculate the generalized fake polynomials.
µ\λ (4) (3, 1) (2, 2)
(4) 1 t+ t2 + t3 t2 + t4
(3, 1) t+ t2 + t3 1 + t+ 2t2 + 2t3 + 2t4 + t5 t+ t2 + 2t3 + t4 + t5
(2, 2) t2 + t4 t+ t2 + 2t3 + t4 + t5 t+ 2t3 + t5
(2, 1, 1) t3 + t4 + t5 t+ 2t2 + 2t3 + 2t4 + t5 + t6 1 + 2t2 + t3 + t4 + t5
(1, 1, 1, 1, 1) t6 t3 + t4 + t5 t+ t3
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µ\λ (2, 1, 1) (1, 1, 1, 1)
(4) t3 + t4 + t5 t6
(3, 1) t+ 2t2 + 3t3 + 2t4 + t6 t3 + t4 + t5
(2, 2) t+ t2 + 2t3 + t4 + t5 t2 + t4
(2, 1, 1) 1 + t+ 2t2 + 2t3 + 2t4 + t5 t+ t2 + t3
(1, 1, 1, 1, 1) t+ t2 + t3 1

6.4. Lecture 4.
Solution to exercise 4.4.4. Let z = x2 so that C[x]Z2 = C[x2] = C[z]. The ring D(h)W is generated
by x2, x∂x and ∂
2
x and D(h/W ) = C〈z, ∂z〉. Since
x∂x(z
n) = x∂x(x
2n) = 2nx2n = 2nzn
and
∂2x(z
n) = 2n(2n− 1)zn−1
we see that φ : D(h)W → D(h/W ) sends x∂x to 2z∂z and ∂2x is sent to ∂z(4z∂z− 2). Then ∂z is not
in the image of φ so it is not surjective. A rigorous way to show this is as follows: the morphism φ
is filtered. Therefore, it induces a morphism on associated graded, this is the map
C[A,B,C]/(AC −B2)→ C[D,E],
A 7→ D,B 7→ 2DE,C 7→ 4DE2.
This is a proper embedding. 
Solution to exercise 4.9.1. Under the Dunkl embedding,
y = ∂x − c
x
(1− s),
which implies that ∂x · ρ0 = 0 and ∂x · ρ1 = 2cx e1. So the Z2-equivariant local systems on C×
corresponding to ∆(ρ0)[δ
−1] and ∆(ρ1)[δ−1] are given by the differential equations ∂x = 0 and
∂x − 2cx = 0 respectively. Now we need to construct the corresponding local systems on C×/Z2.
If z := x2 then ∂z =
1
2x∂x and ∆(ρ0)[δ
−1]Z2 , resp. ∆(ρ1)[δ−1]Z2 has basis a0 = 1 ⊗ ρ0, resp.
a1 = x⊗ ρ1, as a free C[z±1]-module. We see that
∂z · a0 = 0, ∂z · a1 = 1 + 2c
2z
a1.
Since the solutions of these equations are 1 and z
1+2c
2 , the monodromy of these equations is given
by t 7→ 1 and t 7→ − exp(2pi√−1ct) respectively. Therefore KZ(∆(ρ0)) is the one dimensional repre-
sentation Cb0 of Hc(Z2) defined by T · b0 = b0 and KZ(∆(ρ1)) is the one dimensional representation
Cb1 of Hc(Z2) defined by T · b1 = − exp(2pi
√−1c)b1 respectively. 
Solution to exercise 4.9.2. If c = 12 +m for some m ∈ Z≥0 then PKZ = P (ρ1). If c = −12 −m for
some m ∈ Z≥0 then PKZ = P (ρ0). Otherwise, PKZ = P (ρ0)⊕ P (ρ1), 
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6.5. Lecture 5.
Solution to exercise 5.7.3. The spaceXc(G2) is never smooth. The Poincare´ polynomial of C[h1]coG2
is
(1− t2)(1− t6)/(1− t)2 = 1 + 2t+ 2t2 + · · ·+ 2t5 + t6.
The polynomials t2 + t4 and t+ t5 do not divide this polynomial in Z[t, t−1]. Therefore
dimL(h1), dimL(h2) < 12
for any parameter c, which implies the claim. 
71
References
[1] S. Ariki. Finite dimensional Hecke algebras. In Trends in representation theory of algebras and related topics,
EMS Ser. Congr. Rep., pages 1–48. Eur. Math. Soc., Zu¨rich, 2008.
[2] M. Auslander, I. Reiten, and Smalo S. O. Representation Theory of Artin Algebras, volume 36 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1997. Corrected reprint of the 1995
original.
[3] G. Bellamy. On singular Calogero-Moser spaces. Bull. Lond. Math. Soc., 41(2):315–326, 2009.
[4] G. Bellamy and M Martino. On the smoothness of centres of rational Cherednik algebras in positive characteristic.
arXiv, 1112.3835v1, 2011.
[5] G. Bellamy and T. Schedler. A new linear quotient of C4 admitting a symplectic resolution. Math. Z., 273(3-
4):753–769, 2013.
[6] Y. Berest, P. Etingof, and V. Ginzburg. Finite-dimensional representations of rational Cherednik algebras. Int.
Math. Res. Not., (19):1053–1088, 2003.
[7] A. Braverman and D. Gaitsgory. Poincare´-Birkhoff-Witt theorem for quadratic algebras of Koszul type. J.
Algebra, 181(2):315–328, 1996.
[8] M. Broue´, G. Malle, and R. Rouquier. Complex reflection groups, braid groups, Hecke algebras. J. Reine Angew.
Math., 500:127–190, 1998.
[9] K. A. Brown. Symplectic reflection algebras. In Proceedings of the All Ireland Algebra Days, 2001 (Belfast),
number 50, pages 27–49, 2003.
[10] K. A. Brown and K. R. Goodearl. Homological aspects of Noetherian PI Hopf algebras of irreducible modules
and maximal dimension. J. Algebra, 198(1):240–265, 1997.
[11] K. A. Brown and K. R. Goodearl. Lectures on Algebraic Quantum Groups. Advanced Courses in Mathematics.
CRM Barcelona. Birkha¨user Verlag, Basel, 2002.
[12] K. A. Brown and I. Gordon. Poisson orders, symplectic reflection algebras and representation theory. J. Reine
Angew. Math., 559:193–216, 2003.
[13] K. A. Brown and I. G. Gordon. The ramification of centres: Lie algebras in positive characteristic and quantised
enveloping algebras. Math. Z., 238(4):733–779, 2001.
[14] F. Calogero. Solution of the one-dimensional N -body problems with quadratic and/or inversely quadratic pair
potentials. J. Mathematical Phys., 12:419–436, 1971.
[15] C. Chevalley. Invariants of finite groups generated by reflections. Amer. J. Math., 77:778–782, 1955.
[16] M. Chlouveraki, I. Gordon, and S. Griffeth. Cell modules and canonical basic sets for Hecke algebras from
Cherednik algebras. In New trends in noncommutative algebra, volume 562 of Contemp. Math., pages 77–89.
Amer. Math. Soc., Providence, RI, 2012.
[17] E. Cline, B. Parshall, and L. Scott. Finite-dimensional algebras and highest weight categories. J. Reine Angew.
Math., 391:85–99, 1988.
[18] A. M. Cohen. Finite quaternionic reflection groups. J. Algebra, 64(2):293–324, 1980.
[19] W. Crawley-Boevey and M. P. Holland. Noncommutative deformations of Kleinian singularities. Duke Math. J.,
92(3):605–635, 1998.
[20] P. Deligne. E´quations diffe´rentielles a` points singuliers re´guliers. Lecture Notes in Mathematics, Vol. 163.
Springer-Verlag, Berlin, 1970.
[21] V. G. Drinfel′d. Degenerate affine Hecke algebras and Yangians. Funktsional. Anal. i Prilozhen., 20(1):69–70,
1986.
[22] J. Du, B. Parshall, and L. Scott. Quantum Weyl reciprocity and tilting modules. Comm. Math. Phys., 195(2):321–
352, 1998.
[23] C. F. Dunkl and E. M. Opdam. Dunkl operators for complex reflection groups. Proc. London Math. Soc. (3),
86(1):70–108, 2003.
72
[24] P. Etingof. Calogero-Moser Systems and Representation Theory. Zurich Lectures in Advanced Mathematics.
European Mathematical Society (EMS), Zu¨rich, 2007.
[25] P. Etingof. Lecture notes on Cherednik algebras. Lecture notes, available at http://www-
math.mit.edu/ etingof/18.735notes.pdf, 2009.
[26] P. Etingof and V. Ginzburg. Symplectic reflection algebras, Calogero-Moser space, and deformed Harish-Chandra
homomorphism. Invent. Math., 147(2):243–348, 2002.
[27] W. Fulton. Young tableaux, volume 35 of London Mathematical Society Student Texts. Cambridge University
Press, Cambridge, 1997. With applications to representation theory and geometry.
[28] V. Ginzburg. On primitive ideals. Selecta Math. (N.S.), 9(3):379–407, 2003.
[29] V. Ginzburg, N. Guay, E. Opdam, and R. Rouquier. On the category O for rational Cherednik algebras. Invent.
Math., 154(3):617–651, 2003.
[30] V. Ginzburg and D. Kaledin. Poisson deformations of symplectic quotient singularities. Adv. Math., 186(1):1–57,
2004.
[31] I. G. Gordon. Baby Verma modules for rational Cherednik algebras. Bull. London Math. Soc., 35(3):321–336,
2003.
[32] I. G. Gordon. On the quotient ring by diagonal invariants. Invent. Math., 153(3):503–518, 2003.
[33] I. G. Gordon. Symplectic reflection algebras. In Trends in representation theory of algebras and related topics,
EMS Ser. Congr. Rep., pages 285–347. Eur. Math. Soc., Zu¨rich, 2008.
[34] I. G. Gordon. Rational Cherednik algebras. In Proceedings of the International Congress of Mathematicians.
Volume III, pages 1209–1225, New Delhi, 2010. Hindustan Book Agency.
[35] I. G. Gordon and M. Martino. Calogero-Moser space, restricted rational Cherednik algebras and two-sided cells.
Math. Res. Lett., 16(2):255–262, 2009.
[36] N. Guay. Projective modules in the category O for the Cherednik algebra. J. Pure Appl. Algebra, 182(2-3):209–
221, 2003.
[37] T. Hayashi. Sugawara operators and Kac-Kazhdan conjecture. Invent. Math., 94(1):13–52, 1988.
[38] R. R. Holmes and D. K. Nakano. Brauer-type reciprocity for a class of graded associative algebras. J. Algebra,
144(1):117–126, 1991.
[39] R. Hotta, K. Takeuchi, and T. Tanisaki. D-modules, Perverse Sheaves, and Representation Theory, volume 236
of Progress in Mathematics. Birkha¨user Boston Inc., Boston, MA, 2008. Translated from the 1995 Japanese
edition by Takeuchi.
[40] M. Kashiwara, T. Miwa, and E. Stern. Decomposition of q-deformed Fock spaces. Selecta Math. (N.S.), 1(4):787–
805, 1995.
[41] D. Kazhdan, B. Kostant, and S. Sternberg. Hamiltonian group actions and dynamical systems of Calogero type.
Comm. Pure Appl. Math., 31(4):481–507, 1978.
[42] A. Lascoux, B. Leclerc, and J. Thibon. Hecke algebras at roots of unity and crystal bases of quantum affine
algebras. Comm. Math. Phys., 181(1):205–263, 1996.
[43] B. Leclerc and J.-Y. Thibon. Canonical bases of q-deformed Fock spaces. Internat. Math. Res. Notices, (9):447–
456, 1996.
[44] G. Lusztig. Canonical bases arising from quantized enveloping algebras. J. Amer. Math. Soc., 3(2):447–498, 1990.
[45] J. C. McConnell and J. C. Robson. Noncommutative Noetherian Rings, volume 30 of Graduate Studies in Math-
ematics. American Mathematical Society, Providence, RI, revised edition, 2001. With the cooperation of L. W.
Small.
[46] Y. Namikawa. Poisson deformations of affine symplectic varieties. Duke Math. J., 156(1):51–85, 2011.
[47] J. J. Rotman. An Introduction to Homological Algebra. Universitext. Springer, New York, second edition, 2009.
[48] R. Rouquier. Representations of rational Cherednik algebras. In Infinite-dimensional aspects of representation
theory and applications, volume 392 of Contemp. Math., pages 103–131. Amer. Math. Soc., Providence, RI, 2005.
[49] R. Rouquier. q-Schur algebras and complex reflection groups. Mosc. Math. J., 8(1):119–158, 184, 2008.
[50] T. Schedler. Deformations of algebras in noncommutative geometry. arXiv, 1212.0914, 2012.
73
[51] P. Shan. Crystals of Fock spaces and cyclotomic rational double affine Hecke algebras. Ann. Sci. E´c. Norm.
Supe´r. (4), 44(1):147–182, 2011.
[52] G. C. Shephard and J. A. Todd. Finite unitary reflection groups. Canadian J. Math., 6:274–304, 1954.
[53] R. Steinberg. Invariants of finite reflection groups. Canad. J. Math., 12:616–618, 1960.
[54] R. Steinberg. Differential equations invariant under finite reflection groups. Trans. Amer. Math. Soc., 112:392–
400, 1964.
[55] C. Stroppel. Category O: quivers and endomorphism rings of projectives. Represent. Theory, 7:322–345 (elec-
tronic), 2003.
[56] D. Uglov. Canonical bases of higher-level q-deformed Fock spaces and Kazhdan-Lusztig polynomials. In Physical
combinatorics (Kyoto, 1999), volume 191 of Progr. Math., pages 249–299. Birkha¨user Boston, Boston, MA, 2000.
[57] R. Vale. On category O for the rational Cherednik algebra of the complex reflection group (Z/`Z) o Sn. 2006.
[58] M. Varagnolo and E. Vasserot. On the decomposition matrices of the quantized Schur algebra. Duke Math. J.,
100(2):267–297, 1999.
[59] M. Verbitsky. Holomorphic symplectic geometry and orbifold singularities. Asian J. Math., 4(3):553–563, 2000.
[60] C. A. Weibel. An introduction to homological algebra, volume 38 of Cambridge Studies in Advanced Mathematics.
Cambridge University Press, Cambridge, 1994.
[61] M. Wemyss. Lectures on noncommutative resolutions.
[62] S. Wilcox. Supports of representations of the rational Cherednik algebra of type A. 2010.
[63] G. Wilson. Collisions of Calogero-Moser particles and an adelic Grassmannian. Invent. Math., 133(1):1–41, 1998.
With an appendix by I. G. Macdonald.
[64] X. Yvonne. A conjecture for q-decomposition matrices of cyclotomic v-Schur algebras. J. Algebra, 304(1):419–456,
2006.
School of Mathematics and Statistics, University of Glasgow, Univeristy Gardens, Glasgow, G12
8QW.
E-mail address: gwyn.bellamy@glasgow.ac.uk
URL: http://www.maths.gla.ac.uk/~gbellamy/
74
