This paper deals with practical measures for performance evaluation of estimators and filters. Several new measures useful for evaluating various aspects of the performance of an estimator or filter are proposed and justified, including measurement error reduction factors, and success and failure rates. Pros and cons of some widely used measures are explained. In particular, the merits of a measure called average Euclidean error (AEE) over the widely used RMS error is presented and it is advocated that RMS error should be replaced by the AEE in many cases.
for quantities pertaining to the th run of a Monte-Carlo simulation. It is always assumed that a total of Å Monte-Carlo independent runs are conducted, and thus Ü and Ü are independent for . All default vectors are column vectors. The Euclidean norm of a vector is denoted as ¾ ´ ¼ µ ½ ¾ , where ¼ stands for the transpose of the column vector .
The remainder of the paper is organized as follows. Sec. 2 covers several measures for estimation accuracy, including RMS errors and what we called average Euclidean errors (AEE), as well as error histograms. It is advocated that RMS errors should be replaced by AEE in many applications. It also proposes a new measure of error, called geometric average error. In Sec. 3, we introduce several measures, called error reduction factors, to quantify the gain of estimates over measurements in terms of accuracy. We propose in Sec. 4 three new measures-success rate, failure rate, and concentration region-of an estimator, which are complementary to the accuracy measures and are useful for some applications. A simple numerical example is provided in Sec. 5 to illustrative the use of the measures. Concluding remarks are provided in Sec. 6 .
The related problem of estimator/filter credibility is handled in a companion paper [8] wherein we formally define the credibility of an estimator/filter, propose several measures of credibility, and discuss a test of credibility.
Measures of Estimation Accuracy
Evidently, practical measures for performance evaluation and theoretical criteria for performance optimization are intimately related. We emphasize their differences: The former is a ruler used to measure the performance of estimators in the evaluation process, while the latter is the quantity an estimator is trying to minimize or maximize. For example, the well-known meansquare error (MSE) is a theoretical optimality criterion that an MMSE-based estimator is trying to minimize, while the widely used root mean-square (RMS) error is a practical measure of performance used for estimator evaluation. Mathematical tractability is a crucial consideration for an optimality criterion, but not for a measure for performance evaluation. As a ruler, it is much more important for a measure for performance evaluation to be impartial, free of distortion, and with a clear interpretation, among other things.
RMS Error and Average Euclidean Error
By far the most popular measure of estimation accuracy is root-mean-square (RMS) error, defined by We shall refer to it by the abbreviation RMSE.
An emphasis of this paper is a proposal to replace in many situations the use of the above RMS errors with the following average Euclidean error (AEE):
The term "Euclidean error" should be clear for anybody who has the concept of Euclidean distance or Euclidean norm. AEE is sometimes called mean absolute error (MAE), but this is not recommended because the technical term "mean" is usually reserved for expected value and the term "absolute value" is ambiguous for a vector. Also, it may have a misleading emphasis/implication that it is absolute error, as opposed to relative error.
RMSE and AEE are finite-sample approximations of the standard error Ô Ü ¼ Ü and mean error Ü ¾ , respectively.
Obviously, the smaller the RMS error or AEE, the more accurate the estimator.
RMSE vs. AEE
RMSE is closely related with standard deviation. For scalar unbiased estimators, it is actually the most natural finite-sample approximation of standard deviation of estimation error. Since standard deviation is an important parameter for probabilistic analysis, RMSE is useful for probabilistic analysis. For example, if estimation error Ü is scalar, zero-mean, and Gaussian distributed, then È Ü RMSE È Ü ¼ ¿. On the other hand, for scalar unbiased estimators, AEE is the most natural finite-sample approximation of the mean deviation (i.e., the first absolute central moment)
Needless to say, standard deviation are much more popular than mean deviation. This is mainly because an analysis based on the former is more tractable mathematically than on the latter.
Consider the case of a scalar measurement Þ with mean Þ.
Þ Þ is no doubt the most natural abstraction of the practical concept of error (or accuracy, tolerance) of a measurement Þ (assuming unbiasedness) since measurement errors in most practical situations are actually average absolute errors. This should be clear form the calibration process of a measurement instrument. On the other hand, RMS errors reflect standard errors (or standard deviations in the unbiased case). Due to the popularity of standard deviation, measurement errors are more often expressed in terms of RMS errors or standard deviations Ô ´Þ Þµ ¾ than mean deviation. A problem in practice is that many practitioners do not understand or are not even aware of the difference-the former is also interpreted as the average error in magnitude.
The popularity of RMSE arises mostly from the fact that it is in general the best finite-sample approximation of the standard error, which is the most popular optimality criterion in terms of errors. Standard error (in fact, MSE) is most tractable mathematically and thus its widespread use as a theoretical criterion is well justified. While it is clearly more advantageous to use standard error than mean error norm Ü ¾ as a theoretical criterion 1 , this advantage is lost as far as practical metrics for performance evaluation are concerned since mathematical tractability is no longer a concern here. Instead, a clear and correct interpretation of the metrics is essential.
Average Euclidean error (AEE) is truly the average distance between the estimate and the estimatee in our physical (i.e., Euclidean) space. By contrast, RMSE does not have a simple physical interpretation, although it does have a simple and clear probabilistic interpretation. In particular, it is not actually an average distance in our Euclidean space, although it is often so interpreted incorrectly. Clearly, an erroneous interpretation invites confusion and mistakes. We illustrate this with the following simple example. Given ten estimation errors, ½ ¾ ¿ ½¼ meters, respectively, the AEE and RMSE would be and ¾ meters, respectively. Clearly, AEE is the average error in magnitude, while it is not easy to interpret the RMSE physically. Furthermore, given an AEE, it can be converted to RMSE for Gaussian distributions and thus one can still carry out a probabilistic analysis since such an analysis almost always assumes that the error is Gaussian distributed. However, it is in general impossible to convert a RMSE to an AEE without knowing the distribution of the error. Note that for a multidimensional case, even under the Gaussian distribution assumption, it is usually not straightforward to carry out a probabilistic analysis based on RMSE without additional assumptions.
On the basis of the above arguments, we recommend that RMSE be replaced by AEE when one is mainly concerned with the magnitude of the estimation errors since the latter has a more direct and natural interpretation. When a probabilistic analysis is needed, the latter can be converted to the former.
Geometric Average Error
A drawback of RMSE is the following, which is in fact common to many arithmetic-average-based measures of performance. As an arithmetic average, RMSE (squared) is dominated by its large individual terms. This amounts to a more severe penalty on large errors than on small errors. This would be reasonable to some extent if it were used as a theoretical criterion of optimality which an estimator tries to minimize, such as the least-squares criterion. However, RMSE is a measure for performance evaluation and, in particular, it is intended to serve as a metric for "average" error in magnitude (at least interpreted this way by many). As far as the average error in magnitude is concerned, for many problems it might be reasonable to expect that any large error should be possibly balanced by a sufficiently small error. From this standpoint, all arithmetic averages of error in magnitude are flawed. For example, assume the arithmetic average is equal to . Then, an error that is larger than ¾ cannot be balanced by any sufficiently small error. In this sense, AEE is also flawed. It is, however, clear that this flaw is worse for RMSE than for AEE.
In view of the above, we propose the following geometric average error (GAE): GAE´ Üµ
, which is better computed through its logarithm for numerical reasons
1 It is interesting to learn the relevant history. Laplace advocated the use of mean absolute error (the scalar version of mean error norm) in statistical inference. He invented the double exponential distribution (known as the Laplace distribution now) and the double logarithmic distribution, both of which use absolute errors. He later gave up the absolute error and adopted the error square as a criterion for statistical inference because he reached a dead end with the first criterion even for simple problems. It was Gauss who later popularized the use of error square and successfully developed a far-reaching statistical theory based on it. There is no surprise that what is now known as the Gaussian (i.e., normal) distribution, which uses error square, plays an important role here and beyond. For more information, the reader is referred to e.g., [7] . Although normal distribution was sometimes called Laplace's second law of error and Laplace did derive the normal distribution as an approximation to the distribution of an estimator, according to Hald [7] , he did not get the idea that the normal distribution could be used as an error distribution.
Clearly, it does not suffer from the flaw mentioned above-any large error can be balanced by a sufficiently small error.
It is well known that geometric average is never larger than arithmetic average, which is never larger than the RMS value. So, GAE AEE RMSE. These inequalities reflect the fact that the relative penalty received by a large error is heaviest in RMSE and least in GAE. Geometric average is close to the arithmetic average if all terms are close. They differs substantially when the latter is troubled with few but really large terms.
Common Drawbacks
Consider For example, the use of meter per second and meter per minute for the velocity will lead to different RMS errors for the same set of position and velocity errors. There is actually no overwhelming reason why any particular unit has to be used.
Unfortunately, these drawbacks are common for many commonly used measures, including AEE and GAE. Another "unique" weakness of RMSE is that it implicitly favors the conditional mean based estimators, as opposed to other optimality criteria since conditional mean minimizes standard error (or MSE) 2 . The AEE usually does not have this weakness since mean Euclidean error is rarely used as an optimality criterion (it leads to the use of median as the estimator, see the footnote before). As such, it is more fair to be used for estimator evaluation, particularly when estimators based on different optimality criteria are involved.
Commonly used strategy. The above two common drawbacks are avoided in practice by examining each group of components having a clear physical interpretation, such as RMSEs for position and velocity, respectively:
Unfortunately, this common practice of decomposing RMSE into position and velocity parts implicitly makes the use of RMSE even more in favor of the conditional mean based estimators for the following reason. It can be shown that conditional mean estimator minimizes MSE of any subvector as well as of the whole vector, while many other optimal (e.g., maximum a posteriori) estimators are not necessarily component-wise optimal.
Mean and Variance of RMSE

¾
Knowledge of mean and variance of a metric is useful in estimator evaluation.
Denote the mean and covariance of estimation error Ü as and ¦. The mean of the square of the RMS error is the scalar mean-square error (mse), given by, regardless of the distribution of Ü,
where tr´¦µ stands for the trace of ¦, i.e., the sum of its diagonal elements. If components of Ü are independent and ¦ ¾ Á, then, no matter what distribution Ü has, it can be shown [11] that 
In this case, RMSE ¾ is a scaled sum of (dependent and noncentral) chi-square RVs, which has a complex distribution, in general not chi-square unless components of Ü are independent. If Ü has zero mean, RMSE ¾ is a scaled sum of (dependent) chi-square random variables. It still does not have a simple distribution. However, its mean and variance become 
Empirical Error Distribution
The most complete description of estimation error Ü is its empirical distribution functions, that is, empirical probability density function, empirical probability mass function, and empirical cumulative distribution function. For a scalar error Ü, they are simply the empirical distribution functions of Ü as a scalar random variable. For vector-valued error Ü, its empirical distribution functions are multivariate and usually too complex to use. In this case, as used in [5] , we recommend using the univariate empirical distribution function of the Euclidean norm Ü ¾ Ô Ü ¼ Ü of the error Ü. It is better to use the error norm Ü ¾ than the squared error Ü ¼ Ü due to, e.g., a better interpretation and a better scale of the horizontal axis.
The empirical cumulative distribution function of error norm Ü ¾ given the error values Ü ½ Ü Ñ is defined by [9] Ü ¾´ Ü ½
where È stands for the relative frequency (i.e., finite-sample approximation of probability) of event given . By the Glivenko theorem, it converges uniformly to the true cumulative distribution function with probability one as Ñ ½ .
Ü ¾´ Ü ½ Ü Ñ µ is of a staircase shape. It is often more convenient to use a histogram of density type. Since Ý´ µ È Ý · ¡ ¡ for small ¡ , the empirical probability density function of error norm Ü ¾ given the error values Ü ½ Ü Ñ is defined by [9] Ü ¾´ Ü ½ Ü Ñ µ number of values
If the error norm Ü ¾ can only take on some discrete values, we should use the empirical probability mass function, defined by, given discrete error values Ü ½ Ü Ñ ,
For scalar case, simply replace the error norm Ü ¾ Ô Ü ¼ Ü in the above by the scalar error Ü, not Ü .
In the vector case, a (multivariate) empirical distribution function is a complete (but approximate) probabilistic description of the error. Its univariate approximation-an empirical distribution function of the error norm Ü ¾ -usually carries much more information about the error than other measures. For example, RMSE, AEE, and GAE can all be computed from it. An empirical distribution function of error is often loosely referred to as an error histogram. Strictly speaking, an error histogram is usually a function proportional to the corresponding empirical distribution function. For example, the error histogram of a density type is usually defined by error histogram number of values
It can be seen that the empirical pdf (11) is a normalized error histogram of (13). of (11) can be compared with a theoretical pdf directly, while (13) needs a proper normalization first. We recommend using empirical distribution functions, rather than histograms, mainly for the ease of interpretation and comparison with theoretical distribution functions. Clearly, a better estimator has an error histogram (or empirical distribution) more concentrated around zero. While an empirical error distribution function is more fair and impartial (e.g., not in favor of a particular optimality criterion), it still suffers from the first two drawbacks of the RMSE mentioned above. These drawbacks are avoided by plotting an empirical distribution for each group of components having a clear physical interpretation and the same unit, e.g., distributions for position errors and velocity errors, respectively. Also, obtaining a distribution function requires substantially more work and its interpretation relies on knowledge and experience, and cannot be done entirely objectively.
Error Reduction Factors
The amount of uncertainty (or more specifically, error) in the measurements that an estimator can reduce is of vital importance in estimation and filtering. As a measure of the effectiveness of an estimator in terms of reducing the uncertainty in the measurements, we introduce two metrics, called measurement-error reduction factor and estimation-error reduction factor.
Assume that a measurement Þ is related to the estimatee Ü by Þ ´Ü Úµ, where Ú is the measurement error. Let ´Üµ ´Ü Úµ Ú ¼ . For example, in the additive noise case, Þ ´Üµ · Ú, we have ´Üµ ´Üµ.
Measurement Error Reduction Factor
A measure of error reduction by estimates relative to measurements Þ is the following measurement error reduction factor That is, MERF is defined as-after converting Ü and Ü to the measurement space-the ratio of the average distance between Ü and Ü over the average distance between Ü and Þ.
Clearly, the smaller the MERF the more effective the estimator is in reducing measurement error. Similarly, MERF can be defined based on RMS errors by
where RMSE´ ´ Üµµ and RMSE´Þµ are defined similarly as AEE´ ´ Üµµ and AEE´Þµ. This is, however, not recommended because of the lack of a natural interpretation of the RMSE and the fact that many merits of RMSE are lost here. Note, however, that measurement errors are often described in standard deviations.
One may be tempted to define MERF as
that is, the arithmetic average of individual measurement-error reduction factors. However, this definition is not quite appropriate. As for any arithmetic average of a positive quantity (e.g., RMSE and AEE), particularly a ratio, the average will be dominated by its large individual terms (i.e., by the cases in which errors are amplified). In other words, the good (small) individual terms should be counted but are essentially ignored in this definition. What is much worse and in fact fatal is that as a result of this drawback, this measure is quite possibly significantly greater than unity even for optimal estimators, which is misleading and highly undesirable. Instead, the geometric average is much more appealing here and thus MERF may also be defined as
which is better computed through its logarithm for numerical reasons:
In this definition, error amplification is balanced by error reduction.
Estimation Error Reduction Factor
The ultimate goal of estimation is to provide an estimate that is close to the estimatee. The closeness is better measured in the (parameter or state) space of the estimatee Ü directly, rather than in the measurement space, as the above MERF does.
In some situations, such as positioning applications, the mapping ´¡µ defined above is invertible; that is, the mapping ½´¡ µ from the measurement space to the estimatee space is known. 
It quantifies the amount of improvement an estimator has on the estimate provided by the measurement directly.
Discussion
A good estimator should have MERF and EERF smaller than 1, otherwise one may better choose Ü ½´Þ µ to guarantee MERF´ Üµ EERF´ Üµ ½. Of course, other considerations may dictate the choice. Note that MERF of an estimator decreases as more measurements are used in the estimator. It is thus better to compare the MERFs only for estimators using the same size of measurements. For recursive estimators, this size is the total size of the measurements; that is, the size is ÑAE if Ü is a function (possibly through past estimates) of AE measurements Þ ½ Þ Ñ , each of Ñ dimensions.
To avoid the two drawbacks of the RMSE and AEE discussed in Sec. 
Success and Failure
Success, Success Region, and Success Rate
Recall that the least-square (LS) estimation and minimum mean-square error (MMSE) estimation differ from the maximum likelihood (ML) estimation and maximum a posteriori (MAP) estimation in their underlying ideas. The former seeks an estimator that has the smallest error, while the latter uses the "most frequently occurred" value of the estimatee as the estimator. As such, ML and MAP estimators may have larger average errors but a higher probability of staying close to the true estimatee. This has important implications. This fundamental difference should be kept in mind while deciding which estimation method to employ for a particular application.
Take the problem of estimation for interception/weapon control as an example. Here what is important is that the estimates should be within a close neighborhood of the estimatee (i.e., the kill zone of the weapon) such that the target can be destroyed, rather than the average distance between them. Consider two estimators. The first delivers most estimates within the kill zone but has some really bad misses. The second misses the kill zone quite often but has few really bad misses and thus has a smaller average error (squared). Clearly, it is the first estimator, not the second one, that should be chosen for this application. This example clearly demonstrates another important point: Use of the RMSE (or AEE) alone for a comparison between MMSE (or LS) and MAP (or ML) estimators could be quite unfair, which is unfortunately quite common in practice. In fact, it should be clear that use of RMS errors to evaluate estimators used for weapon control or interception is not so appropriate.
With such applications in mind, we introduce a concept of a success of an estimate and the corresponding success region.
An estimator has a success given a particular set of data if its estimate falls into the success region Ê × . Clearly, a good example of a success region is the kill zone of a weapon, say a missile-a region in which a target will be destroyed by the missile. If an estimate is in the success region, a missile detonated at the location of the estimate will destroy the target, hence a success. The actual success region is clearly application dependent. We introduce the following general definition of a success region for the cases when the actual success region is not known for the application at hand. The success region Ê × of an estimator Ü is a function of the estimatee Ü and data Þ defined by « × centered at Ü, meaning that an estimate with an error at most « × times the measurement error is treated as a success (i.e., a hit).
This definition of success region certainly has drawbacks. For instance, it depends on data value Þ, while for some applications, e.g., the above interception problem, the success region should not depend on the value of data. However, to expect a high success rate of any estimator based on a set of poor data is unrealistic. We emphasize that this definition is recommended only for cases when the actual success region is not known.
The success rate (SR) of an estimator is defined as the frequency (percentage) that its estimates Ü are inside the corresponding success region Ê × : Ü ¾ Ê × . Clearly, SR is a finite-sample approximation of the success probability È Ü ¾ Ê × .
Failure, Feasible Region, and Failure Rate
Similarly to the case with the concept of success, it is also beneficial to introduce the concept of failure for an estimator. We say an estimator has a failure if its estimate falls outside a region called feasible region. A feasible region Ê is such a region (in the space of the estimatee Ü) that an estimate falling outside it will result in a serious consequence that an estimator will usually not be able to recover (e.g., come back into the feasible region) by itself. For example, in radar tracking, the so-called radar gate is a region in which a target can be tracked in the track mode (rather than the search mode) of the radar. 4 It can be treated as the feasible region because the target will be lost if its state estimate falls outside it. Clearly, the actual feasible region is also application dependent. We introduce the following general definition of a feasible region for the cases when the actual feasible region is not known for the application at hand. The feasible region Ê of an estimator Ü is a function of the estimatee Ü and data Þ defined by
(or in the case ´¡µ is invertible, by Ê Ü ´Ü Üµ ¼´Ü Üµ Ü ½´Þ µ ¼ Ü ½´Þ µ « ¾ ) for some large « ¾ (say, « ½ ¼ ). Loosely speaking, a feasible region is a ball Ü ¾ « of a radius « ´Þµ centered at Ü, meaning that an estimate with an error greater than « times the measurement error is treated as a failure.
The failure rate (FR) of an estimator is defined as the frequency (percentage) that its estimates Ü are outside the corresponding feasible region Ê : Ü ¾ Ê . Clearly, FR is a finite-sample approximation of the failure probability È Ü ¾ Ê .
Note that no success does not imply failure. In other words, the sum of the success and failure rates is in general smaller than one. In fact, the feasible region includes the success region and is usually much larger than the success region. In addition, in general, a lower threshold « × or « should be used for an estimator using a larger size of measurement. 3 It is a function of the measurement Þ. 4 The search mode requires much greater power than the track mode and is used only when necessary.
Some estimators, such as MLE and MAP based, may have a good success rate, but a large AEE and RMSE or failure rate, while others (e.g., MMSE-based) may have the opposite properties.
Concentration Regions
The success (or failure) rate is with respect to a given fixed success (or feasible) region. It is sometimes more convenient to examine how large the "success" region of an estimator is given a required success rate. Consider the region 
If « ¼ is such that say, ¼± of the estimates fall inside Ê « , then we can call Ê « the (normalized 5 ) ¼± concentration region of the estimator and « the ¼± radius. Likewise for other percentages. As such, an estimator with a smaller radius « for a given required success rate (say, ¼±) delivers estimates closer to the estimatee.
A Simple Illustrative Example
In this section, we illustrate the above measures via a simple example. A simulation with ½¼¼ ¼¼¼ Monte Carlo runs was conducted in which Ü was generated as a random variable with the true density ´Üµ Ü ½´Üµ (i.e., ½ ). Fig. 2 ) are plotted in the same way and no more explanation of the x-axis will be given.
Since the true RMSEs and AEEs than the MLE provided their assumed values are not too incorrect. This indicates that incorrect prior information still helps provided they are not too wrong. Note that the minimum points of RMSE, AEE, and GAE curves differ, although they have similar pattern for this example. They are highly non-Gaussian. Their density functions are made by cutting and pasting a Gaussian density AE´ Ü ½µ and a mixture of an exponential density and a Gaussian density. Those of the MMSE estimators, albeit non-Gaussian, are not far 5 Normalized in the sense that they are relative to the measurement error since a ratio is used. (14) is simply AEE scaled down by AEE´Þµ because ´Üµ Ü for this example.
Were (16) used, the MERFs of both MMSE and MAP estimators would be significantly larger than 1 due to few but fairly large individual ratios in a very small portion of the runs. estimators. However, its success rate is lower than those of the MMSE estimators with large values. This is understandable from the error distribution given in Fig. 2 because these MMSE estimators have greater probability (larger area) for small errors. However, in the limit as « × ¼, the Ü MAP´ ½ µ would have a greater probability (larger area) of extremely small errors than that of the MMSE estimators, as the theory predicts. 6 In fact, the error densities of the MMSE estimators do not peak at zero, but as the assumed increases, the peak moves towards zero and thus the success rate is higher. This example demonstrates that caution should be exercised when using success rate if the estimation errors are not Gaussian distributed. However, we emphasize that it is generally safe in the Gaussian case. Fig. 4(d) shows that the MAP estimators have worse failure rates than the MMSE estimators. This is understandable: The MAP estimators in theory should have higher success rate (i.e., more small error), but larger average errors, and thus also more very bad errors, which implies a higher failure rate. It is also interesting to note that both failure rates increase with .
Summary
Several new practical measures for evaluating performance of estimators and filters have been proposed and justified, including geometric average error, measurement error reduction factors and success and failure rates. They are useful for measuring different aspects of the performance of an estimator or filter. In addition, an argument has been given that the widely used RMS errors should be replaced by the average Euclidean errors in many cases.
It is an illusion that performance evaluation can be done completely fairly and impartially. This is partly because simple measures cannot capture a complete picture of an estimator and those that are more complete (e.g., empirical error distribution functions 7 ) are more complex and subject to subjective interpretations. More specifically, use of any measure in performance evaluation is implicitly in favor of the estimator that tries to optimize this same measure. Nevertheless, all is not lost. What one should do is to choose the measures that are more relevant to the case under consideration. That is also the value of having a wide spectrum of measures available, along with a good understanding of them. While it is certainly superior in theory to have a unified measure for all applications, such as those investigated in [12, 6] , specific measures can be significantly more useful for particular applications.
