Synchronous fluorescence spectroscopy (SFS) is used for quantitative analysis as well as for qualitative analysis, such as with classification methods. With SFS, determination of a useful wavelength interval between the excitation and emission wavelengths (Á) is required. There are a multitude of Á intervals that can be evaluated and optimization of the best one is complex. Presented here is a fusion approach for combining Á intervals, thereby negating the need to perform the selection by a skilled operator. To demonstrate the feasibility of omitting selection of the best Á interval, adulterated argan oil samples are studied. Argan oil is made from the argan tree, endemic to southwestern Morocco, and is well-known for its cosmetic, pharmaceutical, and nutritional applications. It is considered a luxury product and exported from Morocco around the world. Consequently, detection of argan oil adulteration followed by quantitative analysis of the adulterant concentration is important. This study uses fusion of SFS spectra obtained at ten Á intervals to first detect adulteration of argan oil by corn oil and then determination of the corn oil content. For detection of adulteration, 15 oneclass classification methods were used simultaneously over the ten Á sets of SFS spectra. For tuning parameter dependent classifiers such as Mahalanobis distance, non-optimized classifiers are used. Raw classification values are used, removing the need to set classifier-dependent threshold values, albeit, ultimately, a fusion decision rule is needed for classification. For quantitative analysis, two calibration approaches are evaluated with fusion of these ten Á SFS spectral data sets. One is multivariate calibration by partial least squares (PLS). The second approach is a univariate calibration process where the SFS spectra are summed over respective SFS spectral ranges, also known as the area under the curve (AUC). For adulteration detection and quantitation of the corn oil, prediction errors decrease with fusion compared to individually using the ten Á interval SFS specific data sets. For this argan oil data set, the AUC method generally provides equivalent prediction errors to PLS.
Introduction
Synchronous fluorescence spectroscopy (SFS) is a welldeveloped measurement process with many applications based on multivariate data analysis for quantitative analysis and classification. [1] [2] [3] [4] [5] [6] When a SFS spectrum is measured, a constant wavelength difference between the emission and excitation wavelengths is maintained, the Á interval. Currently, spectra are measured at multiple Á intervals and each Á interval is individually evaluated for respective effectiveness in terms of accuracy and precision for the current analysis situation. Only one Á interval is selected and used in the final analysis. Typically, the Á interval optimization is by trial and error, based on one measure of analysis quality such as a cross-validation prediction error for the chosen classification scheme or multivariate calibration method. Manually selecting a Á interval is time-consuming, requiring a skilled operator, and is not readily adaptable to use in rapid screening process. Additionally, the measurement and sample conditions eventually change necessitating some form of model maintenance. In the case of SFS, most if not all Á intervals must be re-evaluated. Studied in this paper is data fusion using all measured Á intervals thereby avoiding optimization of the best Á interval for the current situation. This approach is applied to classification and quantitative analysis of an argan oil data set to demonstrate the feasibility of omitting Á interval selection.
The Á interval selection problem is similar to the problem of selecting an optimal spectral pre-processing method. 7 Specifically, there is a plethora of pre-processing methods to choose from such as derivatives, multiplicative signal correction (MSC), standard normal variate (SNV), autoscaling, etc. It is typical to separately evaluate many pre-processing methods and ultimately one is empirically selected. To avoid optimizing the pre-processing method, the ensemble method stacked regression 8 was used to combine several pre-processing methods for calibration and prediction. 9 A similar stacked regression approach was used 10 to ensemble multiple wavelet models 11 to avoid selecting one wavelet process. Proposed in this study is not to select the Á interval, but to use all the intervals knowing full well that some may not be useful. The intent is that there are more useful Á intervals than non-useful intervals. Analogously, with a collection of pre-processing methods or wavelets, the better respective processes outweigh the poor processes, i.e., collection of weak processes to make a strong process.
Stacked regression and other combination approaches usually involve weighting schemes. To avoid the complex problem of choosing weights, alternatives to combining multiple Á intervals for SFS are simple fusion approaches. Fusion usually falls under the categories low, mid, and high levels. 12, 13 Low-level fusion involves concatenating data sets of the same samples measured under different conditions to a single data set. For example, combining multiple instruments such as ultraviolet-visible (UV-Vis) with Raman spectra. Mid-level fusion involves variable (feature) selection for each data set before concatenating the data. Each SFS Á interval full wavelength measured spectra used in this study were empirically assessed separately for characteristic spectral bands to use before concatenating the Á intervals. Thus, the chosen spectral bands at each Á interval can be considered a form of feature selection and the quantitative analysis portion of this study assess the feasibility of using mid-level fusion. This selection of wavelength bands in each Á interval before concatenation should not be confused with concatenating the full wavelength spectra at each Á interval and then performing wavelength selection by some algorithm as this would still be considered low-level fusion. With high-level fusion, multiple modeling methods (data analysis processes) are used to evaluate a data set and the final result is a combination of the results from each process. A variant of this high-level fusion method was recently used for outlier detection 14 and classification 15, 16 where non-optimized outlier detection and classification methods were used instead of optimized processes. This approach of using non-optimized classifiers is further evaluated in this study. In this case, non-optimized multiple one-class classification [17] [18] [19] [20] [21] methods are simultaneously used on each Á interval. In a separate study, all Á intervals are fused for simultaneous evaluation of the nonoptimized classifiers.
As previously mentioned, to demonstrate the usefulness of combining SFS Á intervals, a food data set is studied for adulteration detection and quantitative analysis of the identified adulterant. Food product adulteration is a common and important problem. 22, 23 The particular data set is argan oil adulterated with corn oil.
Argan oil is a high-quality plant oil originating from the kernel of the fruit that grows on the argan tree (Argania spinose L. Skeels). This species is endemic to southwestern Morocco and is protected by UNESCO (2007) . 24 Argan oil is used in cosmetics due to its richness in vitamin E 25 and consumption of virgin argan oil has been shown to prevent cardiovascular diseases by inducing a reduction of the blood triglyceride levels. 26, 27 For these reasons, argan oil is a high-quality oil marketed at a high price when compared to other vegetables oils such as soybean, sunflower, and corn oils. Thus, the temptation to adulterate argan oil with low-priced oils to increase profits is high as is adulteration of other high-quality oils such as extra virgin olive oil. Adulteration of high commodity oils is a frequent problem for regulatory agencies, oil suppliers, and consumers. 22 Several studies have been performed in order to authenticate the purity of argan oil. Techniques include application of numerous wet chemical means, 28 gas chromatography, 29 high-performance liquid chromatography, 30 atomic spectroscopy, 31 and UV-Vis spectroscopy. 32 These studies involved determining whether an argan oil sample is adulterated. A recent paper describes work where the argan oil product of origin from one of five Moroccan geographical regions was determined. 33 The authors are only aware of one study involving quantitative analysis of adulterants in argan oil and this work used infrared spectroscopy with partial least squares (PLS). 34 The use of SFS in food adulteration studies is not uncommon. [35] [36] [37] [38] However, applications are based on determining the optimal Á interval to form the final SFS spectra to use. In a recent food study, UV-Vis spectra were combined with SFS spectra in a low-fusion format. 37 From the many possibilities, two Á intervals were selected as the best Á intervals to concatenate with the UV-Vis spectra.
Presented in this study is fusion of SFS spectral bands obtained at ten Á intervals for detection of adulterated argan oil samples followed by quantitative analysis of the corn oil adulterant. For adulteration detection, measured spectral bands at all Á intervals are used simultaneously in conjunction with simultaneous evaluation by multiple oneclass classification methods. For quantitative analysis, each Á interval is evaluated separately and in combination (mid-level fusion) using PLS and univariate LS from summing the area under the curves (AUC), or perhaps more correctly the area under the spectral bands. To the authors' knowledge, this is the first work to leverage fusion in order to remove the issue of Á interval selection. No studies were performed to determine specific fluorophores responsible for fluorescence, but it is assumed the common natural fluorophores of polyphenols, vitamins, and chlorophyll derivatives in edible oils are present.
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Methodologies
The first step in adulteration assessment is determining whether a sample is adulterated. Once a sample is identified as adulterated, the next step (if needed) is establishing the adulterant identity. The last step is quantitative analysis of the identified adulterant. Sometimes samples are suspected of being adulterated with a known substance and the second step is skipped. In this study, the adulterant in the argan oil samples (if present) is known to be corn oil and, hence, the second step is omitted. Following are respective descriptions of the adulteration detection and quantitative analysis processes.
Adulteration Detection
Detecting food adulteration (or authentication) is a oneclass classification (class modeling) problem. [17] [18] [19] [20] [21] As noted in these references, if two classes were used for adulteration assessment, one class would be the pure food product and the second class would have to contain samples representative of all possible adulterants in the world and this is impracticable. Alternatively, all specific alternative classes (non-compliant classes) would have to be known and, again, this is not practicable. In one-class classification, the underlying assumption is that the measured pure samples properly characterize (span) the food product. Specifically, factors constraining attributes of the particular food product being tested for adulteration are captured by the samples such as geographic area, growing season, etc.
Because only one class is used, one-class classification is amenable to outlier detection methods, again, assuming the one class is properly characterized. The acceptance class (space) is defined by the pure samples measured and any sample deemed not in the pure class is an outlier. Table 1 describes the different outlier situations relative to adulteration.
Various one-class classification approaches can be used and most are based on a single classification rule. For example, with spectral data, the Mahalanobis distance (MD) normally requires selecting the number of eigenvectors as a tuning parameter to compute the covariance matrix inverse. Classification success by the MD is based on the selected covariance matrix structure. Thus, shifting the number of eigenvectors by one or two can change the classification result. The method of soft independent modeling of class analogy (SIMICA) uses two measures, both of which depend on tuning parameter values. 42 The approach taken in this study is based on recent work with fusion of multiple outlier measures (four of which are tuning parameter based).
14 The sum of ranking differences (SRD) 43, 44 is the fusion rule used to simultaneously evaluate the outlier measures. Rather than determining one tuning parameter value for each tunable outlier detection method (optimization of each method), respective windows of tuning parameters were used. Continuing with the MD example, windows of eigenvectors (windows of tuning parameters) were used. The first window is the MD at the first eigenvector. The second window contains two MDs based on using the first eigenvector and first two eigenvectors. The third window are the MDs at the first eigenvector, first two eigenvectors, and eigenvectors 1-3. A window size must still be decided on and this number can be up to the full rank of the data set or, more typically, when 99% of the variance is captured. By using a window (or collection) of MDs at different numbers of eigenvectors, tuning parameter-dependent erratic behavior is avoided. Instead, a consensus is obtained across the window of tuning parameters. This outlier fusion strategy was recently applied to classification problems of two or more classes. 15 Multiple non-optimized classification methods were simultaneously evaluated across respective tuning parameter windows for a consensus classification. Instead of using SRD as the fusion rule, a simple sum of the raw classification values for respective classification calculations was used. The class with the smallest sum was deemed class membership for that sample. Applied in this paper is an approach developed for one-class classification 16 based on concepts shown to be effective in the consensus outlier detection by SRD 14 and classification 15 studies. Briefly, for a particular sample being tested with respect to argan oil adulteration detection, an input SRD matrix is formed with a row for each classifier at each SFS Á interval and a column for every sample in the sample collection being tested. In the argan oil situation, the sample collection is made up of four pure and the sample being tested (pure or adulterated as the case may be). Values in a given row / column of the SRD input matrix correspond to the classification method at the respective Á interval (row) applied to that sample (column) removed from the sample collection. Note that raw classification values are used in the SRD input matrix thereby negating the need to classify with thresholds.
Shown in Fig. 1a is an example of the SRD input matrix for a 4% adulterated argan oil sample being tested (fifth column). As detailed in the ''Experimental'' section, there are 15 one-class classification methods (outlier detection methods). Of these, four are based on eigenvectors. Shown in Fig. 1 are classification values for respective eigenvectors windows of three (eigenvectors 1, 1 and 2, and 1-3), for a total of 23 classification methods (rows) for each Á interval for a total of 230 classifiers for each sample removed from the class. The SRD calculations are then applied to this input matrix and the resultant rankings of dissimilarities are compared to a random permutation ranking distribution shown in Fig. 1b . Also plotted in Fig. 1b are the SRD rankings of the five columns in Fig. 1a and the 2s threshold line drawn on the random ranking distribution. In this case, the 4% sample (number 5 in Fig. 1b) is beyond the 2s threshold and is classified as not in the class and an outlier. This process repeats for each sample to be tested. The user selects the 2s threshold value and reader is referred to Brownfield and Kalivas 14 for remarks on selecting this value. Thus, while selection of a specific classification method, tuning parameter value(s), and classification threshold value(s) is removed, ultimately, the final classification is based on the value used for the SRD s threshold. Reducing the consensus classification process to one tuning parameter value is a reasonable tradeoff.
To characterize the classification quality of this consensus one-class classification approach for the argan data set, accuracy, sensitivity, and specificity trends are plotted against the size of the tuning parameter window used to form the SRD input matrix for the classification. These three measures of classification quality are calculated by
where TP, FP, TN, and FN are respectively true positive, false positive, true negative, and false negative. Mean accuracy, sensitivity, and specificity are tabulated for the pure and adulterated samples.
Quantitative Analysis
In addition to using PLS on mid-level fusion of the spectral bands measured at multiple SFS Á intervals, the AUC calibration approach is assessed for quantitative analysis. 44, 45 In this case, spectral responses are summed across the measured spectral band ranges allowing simple univariate LS regression to be used to form the calibration model. For both calibration approaches, the SFS spectra are modeled at individual Á intervals and with mid-level fusion. In the AUC situation for mid-level fusion, three approaches could be used. Used here is where the concatenated spectral bands are treated as a single spectrum for each sample and all spectral responses are summed. Alternatively, the individual AUC for each Á interval could be concatenated for each sample and a multivariate regression approach could be used, such as PLS. In this case, multiple linear regression could also be used due to the much-reduced number of columns in the calibration matrix. Lastly, the individual AUC for each Á interval could be stacked into one vector and then modeled by LS. The last two approaches were not evaluated in this study.
Experimental Samples
Five sources of argan oil were obtained from separate farms in Morocco. The samples were then stored in a dark room at room temperature until the day of analysis. All prepared solutions were similarly stored. Each source was adulterated with corn oil purchased from a local store for 14, 17, 16, 18, and 19 sample mixtures for sources 1-5, respectively. In total, 84 adulterated samples were created with adulteration percentages in the range of 0.5-10.0% by mass. Samples are adulterated at 1% increments with some 0.5% increments. All solutions were diluted with 1% mass/volume n-hexane (LiChrosolv quality) purchased from Merck to minimize inner filter effects.
Fluorescence Measurements
Fluorescence spectra were acquired with a Jobin YvonHoriba Nanolog double grating spectrofluorometer with a 450 W xenon lamp. Excitation and emission slit widths were set at 2 nm. The acquisition interval and integration time were maintained at 1 nm and 0.1 s. Samples were measured in a quartz cell of size 10 Â 10 Â 45 mm with an optical path length of 10 mm. For each sample, the total luminescence spectrum is measured by sequentially varying excitation and emission wavelengths in the range of 300-800 nm. The respective SFS were obtained by adjusting the Á interval in increments of 10 nm from 10 to 100 nm.
Wavelengths Evaluated
Shown in Fig. 2 are images as contour of the SFS spectra for pure argan and corn oils at each of the ten Á intervals. Spectral characteristics for corn oil include a spreading towards greater wavelengths. It can be seen that the two oils show fluorescence in the spectral region around 660 nm, which could be attributed to pigments of chlorophyll. To leverage the changes in spectral broadness of the corn oil for adulteration detection and quantitative analysis, unique wavelength ranges were selected for each Á interval. These wavelength ranges shall be referred to as spectral bands for each Á interval. Table 2 lists the full wavelength ranges measured for each Á interval and the For quantitative analysis, two situations were assessed: PLS using the spectral bands and LS using AUC for the spectral bands. For each quantitative analysis situation, results are detailed using Á-wise and all Á intervals in the mid-level fusion format.
Adulteration Detection
An overview of the consensus SRD one-class classification approach previously developed 16 is provided in the Adulteration Detection section of the Methodologies section. Described here are some the of the specific details relative to the argan oil data set. There are five geographic argan oil sources. Due to the small number of pure argan oil samples, a leave-one-out cross-validation process was used for forming pure argan oil test samples. Thus, the SRD input matrix has five columns each time a pure argan sample is classified (a column for each of the remaining pure samples forming pure class and the fifth column for the pure sample being tested). The same process is used for classifying adulterated samples where an adulterated sample is tested against each of the five sample collections with four different pure samples and the same adulterated sample each. Thus, each pure sample is classified once relative to the remaining pure samples and each adulterated sample is classified four times relative to each of the respective four pure sample sets. Mean accuracy, sensitivity, and specificity are tabulated for adulterated samples. In order to determine the lowest level of adulteration, only samples at each corn oil concentration level are classified and the subsequent accuracy, sensitivity, and specificity are tabulated. Listed in Tables SI and  SII of 1 and 2, and 1-3) . A 2s threshold, as shown in Fig. 1b , is used for all classifications.
Quantitative Analysis
With five argan oil sources and ten Á intervals, eight different variations were studied. Two of these variations are with all five sources combined and each Á interval is separately evaluated by PLS and AUC. As matching set of variations for comparison are obtained by combing all five sources with fusion of all ten Á intervals using PLS and AUC. Another set of four variations are based on PLS and AUC models for each of the five sources. In two of the four variations, each Á interval is modeled by LS and AUC and the other two use PLS and AUC with fusion of all ten Á intervals.
For AUC, fluorescence values at the spectral bands listed in Table 2 are summed to create respective vectors for modeling by univariate regression. The PLS calibrations uses all the wavelengths in each respective band.
For all AUC and PLS modeling, data sets were columnwise mean centered. Leave-multiple-out cross-validation was used based on randomly selecting 60% of the samples for the calibration set and the remaining 40% for the validation set. This data splitting was performed 500 times. Tabulated are the root mean square error of cross-validation (RMSECV) and the R 2 , obtained by plotting the predicted values against reference values. These measures of model quality are obtained for each data split. The method of PLS requires selection of an appropriate number of latent variables (LVs) to form the model from the calibration set and then predict the validation set. To automate the LV selection, a recent U-curve approach was used. 46 In this approach, a U-shaped curve is formed from the sum of U-curve generating Eqs. 4 and 5 and the LV at the bottom of the curve is automatically selected
where i ranges from 1 to the rank of the spectral matrix, double brackets represent the vector L 2 norm (Euclidean norm), RMSEC denotes the RMSE of calibration and the R 2 is for the calibration data set. The C1 curve balances the prediction error for the calibration set distinguished by the RMSEC in conjunction with the variance indicator characterized by the model regression vector b for PLS and the slope for AUC. The C2 values balance the calibration model fit with the variance indicator. Both C1 and C2 guard against selecting a tuning LV that provides an under-or over-fitted model. Other variations of this U-curve format are possible. [47] [48] [49] The number of LVs selected is noted in the respective parts of the Results and Discussion.
Results and Discussion
Adulteration Detection
Plotted in Fig. 3 are the accuracy, sensitivity, and specificity at 4% adulteration for two of the Á intervals and fusion across all ten Á intervals. The results for above 4% corn oil are the same as the 4% results up to the maximum 10% level classified. Thus, 4% is deemed the lowest concentration of adulteration detected. The accuracy and sensitivity have converged at 4% because one of the five pure argan oil samples is consistently classified as not pure (a FN) from 4% to 10% corn oil. It is difficult to pinpoint the exact cause, but it is probably due to the small number of pure argan oil samples and, hence, the measured pure argan oil space is too sparse. With a greater number of samples to characterize pure argan oil, this sample may not be misclassified. At the 4% corn oil level and higher, only one tuning parameter value (one eigenvector) is needed for the four one-class classifiers based on selecting the number of eigenvectors. Note that the classification results are different at the two Á intervals plotted. This trend is true for the other eight Á intervals. While fusion does not provide the overall best results for adulteration detection, the fusion result is more consistent across the tuning parameter windows and less risky. That is, the goal of data fusion is not always about improving results, but instead, reliability of the results. 50 With fusion of classifiers as described in this study, a consensus across the ten Á intervals is obtained. Additionally, with fusion of the Á intervals and non-optimized classifiers, the time and effort needed to properly optimize each classifier at each Á interval are avoided, i.e., selecting the best classifier at the best Á interval is avoided.
Quantitative Analysis
A summary of the results from the eight calibration situations described in the ''Experimental'' section are presented in Table 3 . The particular details follow.
Calibration of All Argan Oil Sources Combined. For the PLS results shown in Fig. 4 , the median value for the number of LVs from the 500 cross-validation is 2 at each Á interval. The AUC does not have any tuning parameters. The mean bar plots for the RMSECV and R 2 values for PLS and AUC shown in Fig. 4 indicate that PLS and AUC are somewhat inconsistent across the different Á intervals, i.e., the RMSECV and R 2 values slightly vary across the Á intervals. The variations of the PLS and AUC results illustrate the importance of selecting an acceptable Á interval. While PLS does require selection of the number of LVs for each Á interval, the PLS results are slightly better than AUC.
Tableted in the first two data columns of Table 3 are the PLS and AUC mean and standard deviations across using all ten Á intervals individually. The smaller standard deviation for PLS indicates that PLS is slightly more consistent across the individual Á intervals. The mean PLS RMSECV and R 2 values are slightly better than the AUC values.
With mid-level fusion of all ten Á intervals, selecting an acceptable Á interval is no longer required as well as determining the number of PLS LVs for each Á interval. A LV number still needs to be determined for the mid-level fusion while the AUC does not have a tuning parameter. Where two LVs were selected for the PLS models at each Á interval, with the mid-level fusion, three LVs is the median value across the 500 cross-validations. Listed in the third and fourth columns of Table 3 are the crossvalidation mean values with no standard deviations due the mid-level fusion of all Á intervals. The tabulated mean values improved with mid-level fusion. The mean mid-level fusion values are also improved relative to any one of the Á intervals shown in Fig. 4 .
Calibration of Each Argan Oil Source. The number of PLS LVs for each Á interval for each source was in the range of 2-4 LVs depending the source and Á interval. Only source 3 had the same number of LVs (3) for each Á interval. The mean values tabulated in the last four columns of Table 3 show that forming calibrations for each argan oil source does better than combining the sources. The plots in Fig. 5 again show the variation of results relative to each Á interval. Tabulated standard deviations in Table 3 express this inconsistency.
The plots in Fig. 6 show improvement by combining the Á intervals. The values listed in Table 3 confirm this observation. As when all sources were combined all Á intervals, there is a reduction in the number of times PLS LVs need to be determined. Specifically, only one PLS LV value needs to be optimized when all Á intervals are used simultaneously in the mid-level fusion at each source instead of a LV number for each Á interval and source combination. Additionally, the responsibility of determining an acceptable Á interval is removed with mid-level fusion.
Regardless of whether the Á intervals are fused or kept separate, modeling each source improves compared to using all sources as shown by comparing the first four data columns of the Table 3 to the last four columns. This is expected due to the larger variability of five sources versus the variability of one source, assuming good sampling. Thus, if a calibration model (PLS or AUC) formed for a specific argan oil source was used to predict samples from another source at a particular Á interval or with mid-level fusion of a collection of Á intervals, the prediction would probably not be acceptable. It may be possible to use some form of calibration maintenance to allow prediction of a new source using another source as the calibration.
Conclusion
The use of SFS with multivariate classification and calibration is quite common, but prior studies have required determining respective Á intervals. To demonstrate the feasibility of combining a collection of Á intervals, a small food adulteration data set was evaluated. In the adulteration detection portion of this study (one-class classification), SRD fusion of all the SFS Á intervals allowed the Á interval optimization process to be bypassed. For calibration to predict adulterant concentrations, mid-level fusion provided lower prediction errors than calibration at individual Á intervals. In general, AUC and PLS at the selected LVs performed equivalently regardless of the combination of Á intervals and argan oil sources. This part of the study further demonstrated the feasibility and mechanism to perform data fusion of the SFS Á intervals rather than using the more time-consuming approach of determining an ''optimal'' Á interval. It should be kept in mind that the goal of data fusion is not always to improve predictions but to also provide predictions that are less risky. 50 Lastly, as with any total luminesce data sets, second-order methods could be performed, but the point of this study is to not compare Á interval fusion to second-order methods.
