Deep-learning algorithms enable precise image recognition based on high-dimensional hierarchical image features. Here, we report the development and implementation of a deeplearning-based image segmentation algorithm in an autonomous robotic system to search for two-dimensional (2D) materials. We trained the neural network based on Mask-RCNN on annotated optical microscope images of 2D materials (graphene, hBN, MoS2, and WTe2). The inference algorithm is run on a 1024 × 1024 px 2 optical microscope images for 200 ms, enabling the real-time detection of 2D materials. The detection process is robust against changes in the microscopy conditions, such as illumination and color balance, which obviates the parameter-tuning process required for conventional rule-based detection algorithms.
Introduction:
The recent advances in deep-learning technologies based on neural networks have led to the emergence of high-performance algorithms for interpreting images, such as object detection 1, 2, 3, 4, 5 , semantic segmentation 4, 6, 7, 8, 9, 10 , instance segmentation 11 , and image generation 12 . As neural networks can learn the high-dimensional hierarchical features of objects from large sets of training data 13 , deep-learning algorithms can acquire a high generalization ability to recognize images, i.e., they can interpret images that they have not been shown before, which is one of the traits of artificial intelligence 14 . Soon after the success of deep-learning algorithms in general scene recognition challenges 15 , attempts at automation began for imaging tasks that are conducted by human experts, such as medical diagnosis 16 and biological image analysis 17, 18 . However, despite significant advances in image recognition algorithms, the implementation of these tools for practical applications remains challenging 18 because of the unique requirements for developing deep-learning algorithms which necessitate the joint development of annotated datasets and software 18, 19 .
In the field of two-dimensional (2D) materials 20, 21, 22, 23 , the recent advent of autonomous robotic assembly systems has enabled high-throughput searching for exfoliated 2D materials and their subsequent assembly into van der Waals heterostructures 24 . These developments were bolstered by an image recognition algorithm for detecting 2D materials on SiO2/Si substrates 24, 25 ; however, current implementations have been developed on the framework of conventional rule-based image processing 26, 27 , which uses traditional handcrafted image features such as color contrast, edges, and entropy 24, 25 . Although these algorithms are computationally inexpensive, the detection parameters need to be adjusted by experts, with retuning required when the microscopy conditions change. In contrast, deeplearning algorithms for detecting 2D materials are expected to be robust against changes in optical microscopy conditions, and the development of such an algorithm would provide a generalized 2D materials detector that does not require fine-tuning of the parameters.
In general, deep-learning algorithms for interpreting images are grouped into two categories 28 . Fully convolutional approaches employ an encoder-decoder architecture, such as SegNet 7 , U-Net 8 , and SharpMask 29 . In contrast, region-based approaches employ feature extraction by a stack of convolutional neural networks (CNNs), such as Mask-RCNN 11 , PSP Net 30 , and DeepLab 10 . In general, the region-based approaches outperform the fully convolutional approaches for most image segmentation tasks when the networks are trained on a sufficiently large number of annotated datasets 11 .
In this work, we implemented and integrated deep-learning algorithms with an automated optical microscope to search for 2D materials on SiO2/Si substrates. The neural network architecture based on Mask-RCNN enabled the detection of exfoliated 2D materials while generating a segmentation mask for each object. Transfer learning from the network trained on the Microsoft common objects in context (COCO) dataset 31 enabled the development of a neural network from a relatively small (~2000 optical microscope images) dataset of 2D materials. Owing to the generalization ability of the neural network, the detection process is robust against changes in the microscopy conditions. These properties could not be realized using conventional rule-based image recognition algorithms.
Results:

System architectures and functionalities:
A schematic diagram of our deep-learning-assisted optical microscopy system is shown in Fig. 1(a) , with photographs shown in Fig. 1(b) and (c). The system comprises three components: (i) an autofocus microscope with a motorized XY scanning stage (Chuo Precision); (ii) a customized software pipeline to capture the optical microscope image, run deep-learning algorithms, display results, and record the results in a database; (iii) a set of trained deep-learning algorithms for detecting 2D materials (graphene, hBN, MoS2, and WTe2).
By combining these components, the system can automatically search for 2D materials exfoliated on SiO2/Si substrates (Supplementary Movie 1 and 2). When 2D flakes are detected, their positions and shapes are stored in a database, which can be browsed and utilized to assemble van der Waals heterostructures with a robotic system 24 . The key component developed in this study was the set of trained deep-learning algorithms for detecting 2D materials in the optical microscope images. Algorithm development required three steps, namely, preparation of a large dataset of annotated optical microscope images, training of the deep-learning algorithm on the dataset and deploying the algorithm to run inference on optical microscope images.
The deep-learning model we employed was Mask-RCNN 11 (Fig. 1(a) ), which predicts objects, bounding boxes, and segmentation masks in images. When an image is input into the network, the deep convolutional network ResNet101 32 extracts the position-aware highdimensional features. These features are passed to the region proposal network (RPN) and the region of interest alignment network (ROI Align), which propose candidate regions where the targeted objects are located. The full connection network performs classification (Class) and regression for the bounding box (BBox) of the detected objects. Finally, the convolutional network generates segmentation masks for the objects using the output of the ROI Align layer.
This model was developed on the Keras/TensorFlow framework 33, 34, 35 .
Before describing dataset preparation and Mask-RCNN training, we show the inference results for optical microscope images containing 2D materials. Fig. 1 (c)-(f) show optical microscope images of graphene, WTe2, MoS2, and hBN flakes, which were input into the neural network. The inference results shown in Fig. 1 (g)-(j) consist of bounding boxes (colored squares), class labels (text), confidences (numbers), and masks (colored polygons). For the layer thickness classification, we defined three categories: "mono" (1 layer), "few" (2-10 layers), and "thick" (10-40 layers). Note that this categorization was sufficient for practical use in the first screening process because final verification of the layer thickness can be conducted by computational process such as color contrast clustering analysis 25, 36, 37, 38, 39, 40 .
As indicated in Fig. 1 The deep-learning model was integrated with a motorized optical microscope by developing a customized software pipeline using C++ and Python. We employed a server/client architecture to integrate the deep-learning inference algorithms with the conventional optical microscope (Fig. S1 ). The image captured by the optical microscope is sent to the inference server, and the inference results are sent back to the client computer. The deep-learning model can run on a graphics-processing unit (NVIDIA Tesla V100) at 200 ms. Including the overheads for capturing images, transferring image data, and displaying inference results, frame rates of ~1 fps were achieved. To investigate the applicability of the deep-learning inference to searching for 2D crystals, we selected WTe2 crystals as a testbed because the exfoliation yields of transition metal dichalcogenides are significantly smaller than graphene flakes. We exfoliated WTe2 crystals onto 1 × 1 cm 2 SiO2/Si substrates and then conducted searching, which was completed in 1 h using a 50× objective lens. Searching identified ~25 WTe2 flakes on 1 × 1 cm 2 SiO2/Si with various thicknesses (1-10 layers; Fig. S2 ).
To quantify the performance of the Mask-RCNN detection process, we manually checked over 2300 optical microscope images, and the detections metrics are summarized in Table S1 . Here, we defined true and false positive detections (TP and FP) as whether the optical microscope image contained at least one correctly detected 2D crystal or not (examples are presented in Fig. S2-Fig. S7 ). An image in which the 2D crystal was not correctly detected was considered a false negative (FN). Based on these definitions, the value of precision was TP/(FP + FP) ~ 0.53, which implies that over half of the optical microscope images with positive detection contained WTe2 crystals. Notably, the recall (TP/(TP + FN) ~ 0.93) was significantly high. In addition, the examples of false negative detection contain only small fractured WTe2 crystals, which cannot be utilized for assembling van der Waals heterostructures. These results imply that the deep-learning-based detection process does not miss 2D crystals. This property is favorable for the practical application of deep-learning algorithms to searching for 2D crystals, as exfoliated 2D crystals are usually sparsely distributed over SiO2/Si substrates. In this case, false positive detection is less problematic than missing 2D crystals (false negative). The screening of the results can be performed by a human operator without significant intervention 41 . In the case of graphene (Table S1) , the precision and recall were both high (~0.95 and ~0.97, respectively), which implies excellent performance of the deep-learning algorithm for detecting 2D crystals. We speculate that there is a difference between the exfoliation yields of graphene and WTe2 because the mean average precision (mAP) at the intersection of union (IOU) over 50% mAP@IoU50% with respect to the annotated dataset (see preparation methods below) for each material does not differ significantly (0.49 for graphene and 0.52 for WTe2). As demonstrated above, these values are sufficiently high and can be successfully applied to searches for 2D crystals. These results indicate that the deeplearning inference can be practically utilized to search for 2D crystals.
Preparation of training data:
To develop the Mask-RCNN model presented above, we prepared annotated images and trained networks as follows. In general, the performance of a deep-learning network is known to scale with the size of the dataset 42 . To collect a large set of optical microscope images containing 2D materials, we exfoliated graphene (covalent material), MoS2 (2D semiconductors), WTe2, and hBN crystals onto SiO2/Si substrates. Using the automated optical microscope, we collected ~2100 optical microscope images containing graphene, MoS2, WTe2, and hBN flakes. The images were annotated manually using a web-based labeling tool 43 . Fig.   3 (a) shows representative annotated images, and Fig. 3 is an L1 loss. The mask loss Lmask was defined as the average binary cross-entropy loss: KLMN 
, where yij is the binary mask at (i, j) from an ROI of (m × m) size on the ground truth mask of class k, and X 5T Y is the predicted class label of the same cell.
Instead of training the model from scratch, the model weights, except for the network heads, were initialized using those obtained by pretraining on a large-scale object segmentation dataset in general scenes, i.e., the MS-COCO dataset 31 . The remaining parts of the network weights were initialized using random values. The optimization was conducted using a stochastic gradient decent with a momentum of 0.9 and a weight decay of 0.0001. Each training epoch consisted of 500 iterations. The training comprised four stages, each lasting for 30 epochs (Fig. 3(c) ). For the first two training stages, the learning rate was set to 10 -3 . The learning rate was decreased to 10 -4 and 10 -5 for the last two stages. In the first stage, only the network heads were trained (top row, Fig. 3(c) ). Next, the parts of the backbone starting at layer 4 were optimized (second row, Fig. 3(c) ). In the third and fourth stages, the entire model (backbone and heads) was trained (third and fourth rows, Fig. 3(c) ). The training took 12 h using four GPUs (NVIDIA Tesla V100 with 32 GB memory). To increase the number of training datasets, we used data augmentation techniques including color channel multiplication, rotation, horizontal/vertical flips, and horizontal/vertical shifts. These operations were applied to the training data with a random probability on-line to reduce disk usage (examples of the augmented data are presented in Fig. S8 and Fig. S9 ). Before being fed to the Mask-RCNN model, each image was resized to 1024 × 1024 px 2 while preserving the aspect ratio, with any remaining space zero padded.
To improve the generalization ability of the network, we organized the training of the Mask-RCNN model into two steps. First, the model was trained on mixed datasets consisting of multiple 2D materials (graphene, hBN, MoS2, and WTe2). At this stage, the model was trained to perform segmentation and classification both on material identity and layer thickness.
Then, we use the trained weights as a source and performed transfer learning on each material subset to achieve layer thickness classification. By employing this strategy, the feature values that are common to 2D materials behind the network heads were optimized and shared between the different materials. As shown below, the sharing of the backbone network contributed to faster convergence of the network weights and a smaller test loss.
Training curve: 
Transfer learning from the trained model for accurate deep-learning inference models:
After training on multiple material categories, we applied transfer learning to the model using each sub-dataset. Fig. 4(a) To investigate the improvement of the model accuracy, we compared the inference results for the optical microscope images using the network weights from each training set. Fig.   4 (e) and (h) show the optical microscope images of graphene and WTe2, respectively, input into the network. We employed the model weights where the loss value was minimum (indicated by the red/blue arrows). The inference results in the cases of transferring only from MS-COCO and from both MS-COCO and 2D materials are shown in Fig. 4(f) and (g) for graphene and Fig. 4 (i) and (j) for WTe2. For graphene, the model transferred from MS-COCO only failed in detecting some thick graphite flakes, as indicated by the white arrows in Fig. 4(f) ,
whereas the model trained on MS-COCO and 2D crystals detected the graphene flakes, as indicated by the white arrows in Fig. 4(g) . Similarly, for WTe2, when the inference process was performed using the model transferred from MS-COCO only, the surface of the SiO2/Si substrate surrounded by thick WTe2 crystals was misclassified as WTe2, as indicated by the white arrow in Fig. 4(d) . In contrast, when learning was transferred from the model pretrained on MS-COCO and 2D materials (red arrow, Fig. 4(b) ), this region was not recognized as WTe2.
These results indicate that pretraining on multiple material classes contributes to improving model accuracy because the common properties of 2D crystals are learnt in the backbone network. The inference results presented in Fig. 1 were obtained by utilizing the model weights at epoch 120 for each material.
Generalization ability:
Finally, we investigated the generalization ability of the neural network for detecting graphene flakes in images obtained using different optical microscope setups (Asahikogaku AZ10-T/E, Keyence VHX-900, and Keyence VHX-5000 as shown in Fig. 5(a) -(c), respectively). Fig. 5(d )-(f) show the optical microscope images of exfoliated graphene captured by each instrument. Across these instruments, there are significant variations in the white balance, magnification, resolution, illumination intensity, and illumination inhomogeneity ( Fig. 5(d)-(f) ). The model weights from training epoch 120 on the graphene dataset were employed (red arrow, Fig. 4(d) ). Even though no optical microscope images recorded by these instruments were utilized for training, as shown by the inference results in These results indicate that our trained neural network captured the latent general features of graphene flakes and thus constitutes a general-purpose graphene detector that works irrespective of the optical microscope setup. These properties cannot be realized by utilizing the conventional rule-based detection algorithms for 2D crystals, where the detection parameters must be re-tuned when the optical conditions were altered.
Discussion and summary:
In order to train the neural network for the 2D crystals which have different appearance such as ZrSe3, the model weights trained on both MS-COCO and 2D crystals obtained in this study can be used as source weights to start training. In our experience, the Mask-RCNN trained on a small dataset of ~80 images from the MS-COCO pretrained model can produce rough segmentation masks on graphene. Therefore, providing less than 80 annotated images would be sufficient for developing a classification algorithm that works for detecting other 2D materials when we use our trained weights as a source. Our work can be utilized as a starting point for developing neural network models which works for various 2D materials. Finally, our deep-learning inference process can run on the remote server/client architecture. This architecture is suitable for researchers with an occasional need for deep learning, as it provides a cloud-based setup that does not require a local GPU. The conventional optical microscope instruments that were not covered in this study can also be modified to 
Methods:
Optical microscope drivers:
The automated optical microscope drivers were written in C++ and Python. The software stack was developed on the stacks of a robotic operating system 44 and the HALCON image processing library (MVTec Software GmbH).
Preparation of training dataset:
To obtain the Mask-RCNN model to segment 2D crystals, we employed a semiautomatic annotation workflow. First, we trained the Mask-RCNN with a small dataset consisting of ~80 images of graphene. Then, we conducted predictions on optical microscope images of graphene. The prediction labels generated using the Mask-RCNN were stored in LabelBox using API. These labels were manually corrected by a human annotator. This procedure greatly enhanced the annotation efficiency, allowing each image to be labeled in 20-30 s.
Data availability:
The data that support the findings of this study are available from the corresponding author upon reasonable request. 
