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We introduce a powerful analytic method to study the statistics of the number NA(γ) of eigenvalues inside
any contour γ ∈ C for infinitely large non-Hermitian random matricesA. Our generic approach can be applied
to different random matrix ensembles, even when the analytic expression for the joint distribution of eigenvalues
is not known. We illustrate the method on the adjacency matrices of weighted random graphs with asymmetric
couplings, for which standard random-matrix tools are inapplicable. The main outcome is an effective theory
that determines the cumulant generating function of NA via a path integral along γ, with the path probability
distribution following from the solution of a self-consistent equation. We derive the expressions for the mean
and the variance of NA as well as for the rate function governing rare fluctuations of NA(γ). All theoretical
results are compared with direct diagonalization of finite random matrices, exhibiting an excellent agreement.
Introduction. Since the pioneering work of Wigner [1],
the study of random matrices has grown into a mature research
area, with remarkable applications in physics, mathematics,
biology, statistics, and finance [2, 3]. This general character
stems mainly from the versatility of random matrix ensem-
bles, which can be thought of as simple but nontrivial models
of strongly correlated systems.
The derivation of the joint probability distribution of eigen-
values (JPDE) is one of the most important successes of ran-
dom matrix theory [4], since spectral observables defined in
terms of the eigenvalues, including the spectral density and
correlation functions [2], follow from the JPDE. For non-
Hermitian random matrices with Gaussian distributed ele-
ments, Ginibre deduced the JPDE for matrices with complex
and real quaternion entries [5]. Due to its simple form, the
JPDE for the complex Ginibre case can be mapped in the
Boltzmann distribution characterizing an electrostatic system
of interacting charges [5]. This electrostatic analogy is at the
core of the celebrated Dyson’s Coulomb fluid approach [6],
where the spectral observables follow from the partition func-
tion of an analogous physical system. The situation is consid-
erable more difficult in the Ginibre ensemble with real matrix
elements, owing to the existence of a finite fraction of real
eigenvalues. In fact, the JPDE for the real Ginibre ensem-
ble was only derived several years after Ginibre’s paper in a
breakthrough work by Lehmann and Sommers [7] (see also
[8, 9]). In this case, there is no electrostatic analogy and the
Coulomb fluid method cannot be applied (see, for insance, [6]
for further details).
Among several spectral observables that one may study in
random matrix theory, perhaps the most fundamental one is
the distribution of the number ND of eigenvalues contained
in a certain domain D, the so-called number statistics or full
counting statistics [2]. The study of the fluctuations of ND
is a rich mathematical problem on itself and, likewise, many
problems are transformed into the task of counting how many
eigenvalues of a random matrix lie in a certain domain. Ex-
amples in this context are the study of the ground state of non-
interacting fermions in a harmonic trap [10–14], the number
of stable directions around the stationary points of disordered
energy landscapes [15–17], the number of relevant fluctuation
modes in principal component analysis [18–20], the localized
or extended nature of eigenstates in disordered quantum sys-
tems [21–23], and the stability of large interacting biological
systems [24, 25], such as neural networks [26, 27] and ecosys-
tems [28–30].
Thanks to the well-developed machinery of the Coulomb
fluid method, a complete picture of the typical and rare fluc-
tuations of ND has emerged for Gaussian Hermitian random
matrices with complex, real, and real quaternion entries [10–
12, 17]. For non-Hermitian random matrices, the question
of how many eigenvalues lie outside a disk in the complex
plane has been addressed in the case of the real Ginibre en-
semble [31]. However, the number statistics has been fully
studied only for the complex Ginibre ensemble [13, 14], for
which there is an electrostatic analogy for the JPDE and, con-
sequently, the Coulomb fluid method is readily applied. All
these studies are limited to circular domains D, as more com-
plicated ones are mathematically out of reach. Ironically, non-
Hermitian random matrices with real entries are very relevant
for applications, especially in the study of high-dimensional
non-equilibrium systems [24, 26–30, 32, 33], where the ma-
trix entries model the pairwise interactions between the sys-
tem constituents. Unfortunately, there is no generic analytic
method to tackle the number statistics of real asymmetric ran-
dom matrices and the fluctuations of ND remain poorly char-
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In this work we design an analytic approach to determine
the fluctuations of the numberND of eigenvalues inside a do-
main D ⊂ C of arbitrary shape. We show how the study of
the number statistics can be formulated for arbitrary ensem-
bles of infinitely large non-Hermitian random matrices, with
real or complex elements, and without relying on the analytic
knowledge of the JPDE. In order to exemplify our analytic
method, we derive explicit results for the statistics of ND in
the case of symmetric adjacency matrices of random graphs
with asymmetric couplings, for which an analytic expression
for the JPDE is not available. The main outcome is a set of
effective equations, valid for infinitely large random matri-
ces, which determine all the cumulants and the large deviation
function controlling, respectively, the typical and rare fluctu-
ations of ND. The exactness of our theoretical approach is
fully supported by numerical results obtained from the direct
diagonalization of finite random matrices.
The analytic method for the number statistics. Let
λ1, ..., λN be the eigenvalues of anN×N non-Hermitian ran-
dom matrix A drawn from a distribution P(A). The number
of eigenvalues inside a domain D ⊂ C enclosed by a contour
γ = ∂D is given by
NA(γ) = N
∫
D
dxdyρA(x, y) , (1)
where ρA(x, y) is the density of eigenvalues around the point
z = x+ iy
ρA(x, y) =
1
N
N∑
i=1
δ (x− Reλi) δ (y − Imλi) . (2)
In the limit N →∞, the statistics ofNA(γ) is encoded in the
cumulant generating function (CGF)
Fγ(µ) = − lim
N→∞
1
N
ln
〈
e−µNA(γ)
〉
, (3)
with 〈. . . 〉 denoting the ensemble average with the distribution
P(A). The derivatives of the CGF with respect to µ determine
the cumulants of NA(γ). In particular, the intensive mean
Nκ1 = 〈NA〉 and variance Nκ2 = 〈N 2A〉 − 〈NA〉2 read
κ1 =
∂Fγ(µ)
∂µ
∣∣∣∣∣
µ=0
, κ2 = −∂
2Fγ(µ)
∂µ2
∣∣∣∣∣
µ=0
. (4)
The CGF also provides information about the atypically large
fluctuations of NA. In fact, the probability that NA = Nn
(0 ≤ n ≤ 1) decays, for N →∞, as
Probγ [NA = Nn]  e−NΦγ(n), (5)
where the rate function Φγ(n) is determined by the Legendre-
Fenchel transform of the CGF [34, 35]
Φγ(n) = −infµ∈R [µn−Fγ(µ)] . (6)
Thus, our goal is precisely to calculate the CGF, since it con-
tains all information about the number statistics.
The first step is to understand how NA depends on A, so
that we can compute, in principle, the ensemble average in
Eq. (3). We rewrite the density of eigenvalues as follows [36]
ρA(x, y) =
1
Npi
∂z∂z∗ ln det
[
(zIN −A) (zIN −A)†
]
,
(7)
where ∂z = 12
(
∂
∂x − i ∂∂y
)
, ∂z∗ = 12
(
∂
∂x + i
∂
∂y
)
, and IN is
the N -dimensional identity matrix. Inserting the above equa-
tion back in Eq. (1) and using the Stokes theorem, we obtain
NA(γ) = −
∮
γ
dz
2pii
∂z lnQA(z, z
∗) , (8)
where
QA(z, z
∗) =
1
det[(A− zIN )(A− zIN )†] , (9)
with (· · · )∗ and (· · · )† denoting complex and Hermitian con-
jugation, respectively. The arbitrary contour γ of integration
in Eq. (8) is traversed once along the counter-clockwise di-
rection. By discretizing γ through a countable set of points
z1, . . . , zL, with zL+1 ≡ z1 and zl+1 ≡ zl + ∆zl, we get the
formal identity
NA(γ) = − 1
2pii
lim
L→∞
L∑
l=1
[lnQA(zl+1, z
∗
l )− lnQA(zl, z∗l )] ,
(10)
and the CGF, Eq. (3), assumes the form
Fγ(µ) = − 1
N
ln
〈
L∏
l=1
[QA(zl+1, z
∗
l )]
n+ [QA(zl, z
∗
l )]
n−
〉
,
(11)
where n± = ± µ2pii . The limits N → ∞ and L → ∞ are
implicit in Eq. (11).
Although Eqs. (9) and (10) expose howNA depends onA,
the calculation of the ensemble average in Eq. (11), with QA
in its current form, seems a hopeless task. Using Gaussian
integrals, we will rewrite QA in a quadratic form, suitable
to compute the average 〈(· · · )〉 using methods of statistical
physics. Let us introduce the 2N × 2N block matrix
Fη(z, z
∗) =
(
ηIN i (zIN −A)
i (zIN −A)† ηIN
)
, (12)
which is related to QA via QA = limη→0+ (detFη)
−1. The
regularizer η > 0 ensures that Fη has a positive Hermitian
part, which enables to represent QA as a Gaussian integral
over the spinors ψi ∈ C2 (i = 1, . . . , N )
QA(z, z
∗) = lim
η→0+
∫ ( N∏
i=1
dψidψ
†
i
)
× exp
− N∑
i=1
ψ†iMη(z, z
∗)ψi + i
N∑
ij=1
ψ†iBijψj
 , (13)
3where we introduced the 2× 2 matrices
Mη(z, z
∗) = ηI2 + i (zσ+ + z∗σ−) ,
Bij = Aijσ+ +A
†
ijσ−, (14)
and the ladder operators
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
. (15)
Equation (13) is analogous to the partition function of a sys-
tem withN spinors placed on the sites of a lattice and coupled
through the 2×2 matrices {Bij}i,j=1,...,N , i.e.,Bij quantifies
the strength of the pairwise interactions between ψi and ψj .
The lattice structure and the distribution of {Bij}i,j=1,...,N
are determined by the specific properties of P(A).
The analogy of QA with a partition function suggests that
standard tools of statistical physics can be employed to calcu-
late the CGF. However, there is an additional problem: the
presence of the complex-valued exponents n± = ± µ2pii in
Eq. (11) hampers any direct attempt to evaluate 〈(· · · )〉. To
overcome this difficulty, we invoke the main strategy of the
replica method [37, 38] and compute, firstly, the ensemble av-
erage in Eq. (11) considering n± ∈ N+. After performing the
limit N → ∞, the resulting Fγ(n±) for n± ∈ N+ is analyti-
cally continued to its limiting value as n± → ± µ2pii . Note that
the product over z1, . . . , zL and the presence of the exponents
n± ∈ N+ in Eq. (11) do not formally change the quadratic
form appearing inside 〈(· · · )〉, a feature that is independent of
the non-Hermitian random-matrix ensemble under study. Up
to this point, the approach is fully general, valid for any con-
tour γ ∈ C and for arbitrary non-Hermitian random-matrix
ensembles, but the success in computing the average 〈(· · · )〉
and deriving final equations for the CGF will depend on the
choice of P(A).
The ensemble of sparse random matrices. In this work we
illustrate the theory on the adjacency matrix of random graphs
with asymmetric couplings [39]. It is convenient to write the
matrix elements as Aij = cijJij , where cij ∈ {0, 1}, cij =
cji, and cii = 0. The binary entries {cij}i,j=1,...,N encode the
graph structure and {Jij}i,j=1,...,N represents the asymmetric
interaction strengths, i.e., Jij weights the influence of site i on
site j. The random variables {cij}i,j=1,...,N are drawn from
pc({cij}) =
∏
i<j
[ c
N
δcij ,1 +
(
1− c
N
)
δcij ,0
]
, (16)
where c ∈ R+ is independent of N . Equation (16) yields
sparse random matrices A with an average number c of
nonzero elements per row and column in the limit N → ∞.
The couplings {Jij}i,j=1,...,N are i.i.d.r.v. drawn from a dis-
tribution pJ . The real asymmetric matrixA corresponds to the
adjacency matrix of a weighted random graph with directed
edges [39], where the number of neighbors connected to each
node follows a Poisson distribution with average c [39, 40].
Directed random graphs are key models of networked sys-
tems, such as the Internet, neural networks, and food webs
(see [41] and references therein). The analytic formula for the
JPDE of A is not known for sparse random-matrix ensem-
bles, which renders traditional tools of random matrix theory
unsuitable to study the number statistics.
The effective problem for the CGF. In [42], we explain
how one calculates the average 〈(· · · )〉 for the random-matrix
ensemble given by Eq. (16), takes the limit N → ∞ through
the solution of a saddle-point integral, and finally performs the
replica limit n± → ± µ2pii . The main outcome is an effective
theory defined over the space of functions mapping each point
z along the curve γ onto a pair of 2×2 matrices (Γ(z),R(z)).
The CGF is determined from
Fγ(µ) = − c
2
+ ln
〈
e−
µ
2pii
∮
γ
dzTr[Γ−1(z)R(z)]
〉
{Γ,R}
+
c
2
〈〈
e−
µ
2pii
∮
γ
dzTr[G(z)H(z)]
〉
J
〉
{Γ,R},{Γ′,R′}
,
(17)
where we defined the auxiliary 2× 2 matrices at z ∈ γ
G(z) =
[
I2 + Γ
′(z)JΓ(z)J†
]−1
,
H(z) = Γ′(z)JR(z)J† +R′(z)JΓ(z)J† .
(18)
The symbol 〈. . . 〉J stands for the average over
J = Jσ+ + J
′σ−, (19)
with the real-valued interaction strengths J and J ′ indepen-
dently drawn from pJ . The brackets 〈(· · · )〉{Γ,R} denote the
average over all possible paths {Γ,R} along the curve γ. For
an arbitrary functional S[{Γ,R}], we have
〈S[{Γ,R}]〉{Γ,R} =
∫
d{Γ,R}w[{Γ,R}] S[{Γ,R}],
(20)
where w[{Γ,R}] is the path probability. A single path
{Γ,R} can be thought of as the limit L → ∞ of
a sequence {Γ(zl),R(zl)}l=1,...,L, with zl ∈ γ, while
the path integration measure formally reads d{Γ,R} =
limL→∞
∏L
l=1 dΓ(zl)dR(zl). The path probability distri-
bution w[{Γ,R}] follows from the solution of the self-
consistency equation
w[{Γ,R}] = 1
Λ
∞∑
k=0
e−cck
k!
∫ ( k∏
r=1
d{Rr,Γr}w[{Rr,Γr}]
)
× eµW [{Γ,R}] 〈δ(F) (R−Πk) δ(F) (Γ− χk)〉J1,...,k ,
(21)
where 〈. . . 〉J1,...,k is the average over J1, . . . ,Jk, δ(F) rep-
resents the functional Dirac delta in the path space, and Λ
ensures the normalization of w[{Γ,R}]. We have also intro-
duced the 2× 2 matrices at z ∈ γ
χk(z) =
[
Mη(z, z
?) +
k∑
r=1
JrΓr(z)J
†
r
]−1
,
Πk(z) = −χk(z)
[
iσ+ +
k∑
r=1
JrRr(z)J
†
r
]
χk(z).
4The statistical contribution of each path in Eq. (21) is also
weighted according to an exponential factor, controlled by
W [{Γ,R}] =
∮
γ
dz
2pii
Tr
[
Γ−1(z)R(z)
]
. (22)
Equation (21) must be solved in the limit η → 0+.
Numerical results. Equation (17) for the CGF, together
with Eq. (21) for the path probability, form the main out-
come of our work, from which one can study the statistics
of NA for N → ∞. In general, Eq. (21) has no explicit
solution and therefore one has to resort to a population dy-
namics approach [43, 44] to obtain numerical solutions for
w[{Γ,R}]. In this numerical procedure, we discretize a single
path over γ through a finite set {Γ(zi),R(zi)}i=1,...,L con-
taining L two-dimensional random matrices that are sampled
consistently with Eq. (21) via a Monte Carlo scheme. The
discrete representation of w[{Γ,R}] as the joint distribution
of {Γ(zi),R(zi)}i=1,...,L does not factorize, because differ-
ent points along γ are correlated through the randomness of
the graph ensemble.
Let us present explicit results for the fluctuations of NA
and compare our effective theory for N → ∞ with direct
diagonalization of finite random matrices. The mean and the
variance of NA follow from Eqs. (4)
κ1 = −〈W [{Γ,R}]〉{Γ,R}
− c
2
〈∮
γ
dz
2pii
〈Tr [G(z)H(z)]〉J
〉
{Γ,R},{Γ′,R′}
, (23)
κ2 =
〈
(W [{Γ,R}])2
〉
{Γ,R}
− 〈W [{Γ,R}]〉2{Γ,R}
+
c
2
〈〈(∮
γ
dz
2pii
Tr [G(z)H(z)]
)2〉
J
〉
{Γ,R},{Γ′,R′}
,(24)
where the path probability w[{Γ,R}] appearing in κ1 and κ2
is calculated at µ = 0. Figure 1 depicts the first two cumu-
lants as a function of the radius R defining a disk centered at
z = 0, for average connectivities c = 3 and c = 10. Each
shaded region delimits the error involved in the numerical so-
lution of Eq. (21) using the population dynamics algorithm
[42]. Figure 1 compares our theoretical findings with results
obtained from the exact numerical diagonalizations of N ×N
adjacency matrices A with different N . The diagonalization
results for the second cumulant show a stronger dependence
with the matrix dimension, but they approach the theoretical
results for increasing N .
Since κ2 is finite for R > 0, the variance of NA scales
linearly with N  1, akin to the weak repulsion between
the eigenvalues of sparse random matrices [44–46]. This scal-
ing behaviour is different from the complex Ginibre ensemble,
where the dependence of variance ofNA with the system size
shows three remarkably different regimes [13, 14]. The sec-
ond cumulant, shown in Fig. 1, displays a non-monotonic
behavior with a maximum at a certain radius, whose loca-
tion approaches R = 1 for increasing c, consistently with the
FIG. 1. The intensive mean κ1 and variance κ2 of the number of
eigenvaluesNA within a disk of radiusR centered at the origin of the
complex plane. The random matrix A represents the adjacency ma-
trix of random graphs (see Eq. (16)) with mean connectivities c = 3
(red solid line) and c = 10 (orange solid line). The asymmetric
interactions are independently drawn from a Gaussian distribution
with zero mean and variance 1/c. The theoretical solid lines are ob-
tained from the solutions of Eqs. (23) and (24) using the population
dynamics algorithm, while the markers are numerical diagonaliza-
tion results of N ×N random matrices. The diagonalization results
are averaged over 104 samples and the process is repeated 10 times,
yielding the scatter plots shown in the figures.
sharp boundary of ρ(x, y) in the dense limit c →∞ [14, 47].
For small c, the first two cumulants converge to a finite value
as R → 0+, due to the existence of a δ-peak in ρ(x, y) at
z = 0 [47]. Thus, the theory allows to calculate the average
and the variance of the weights characterizing the δ-peak con-
tributions to the eigenvalue distribution in the limit N →∞.
In Fig. 2 we present the theoretical results and the direct
diagonalization results for the rate function Φγ(n) control-
ling the large deviations of the fraction n = NAN of eigen-
values inside a disk of radius R = 0.5. The shaded area in
Fig. 2 bounds the error involved in the numerical solution of
Eq. (21). The direct diagonalization results in Fig. 2 consis-
tently approach the theoretical curve for increasing N , sup-
porting the exactness of our theory. A striking property is the
asymmetry of Φγ(n) around its minimum, located at n = κ1.
Sparse and asymmetric random matrices normally contain de-
localized eigenvectors around z = 0 and localized eigenvec-
tors close to the boundary of ρ(x, y) [48, 49]. Since the eigen-
value repulsion is stronger within the delocalized region [49],
5FIG. 2. Rate function Φγ(n) for the fraction n of eigenvalues of
A inside a disk of radius 0.5 centered at the origin of the complex
plane (see Eq. (5)). The matrix A is the adjacency matrix of a ran-
dom graph with mean connectivity c = 4 and asymmetric couplings
drawn from a Gaussian distribution with zero mean and variance
1/c. The red solid line corresponds to our theoretical findings for
N → ∞, while the markers are the results of numerical diagonal-
izations of N × N random matrices. The diagonalization results
are averaged over 107 samples and the process is repeated 10 times,
yielding the scatter plots in the figure.
large fluctuations of n corresponding to an attraction of more
eigenvalues to inside the disk are less likely, resulting in a
rate function that grows faster for n > κ1 in comparison to
n < κ1. This property is at variance with the Ginibre ensem-
ble [14, 31], whose rate function Φγ(n) is symmetric around
its minimum due to the absence of localized eigenvectors.
Conclusions. While in the last decades there has been a
leap forward in understanding the statistical properties related
to the spectrum of Hermitian random matrices, similar studies
for non-Hermitian matrices are still in their infancy. This is
mostly due to a lack of mathematical tools to analyse systems
with asymmetric interactions. In this Letter, we have devel-
oped a powerful technique to study the typical and atypical
eigenvalue fluctuations of infinitely large non-Hermitian ran-
dom matricesA.
We have presented a theory for the statistics of the number
NA(γ) of eigenvalues within an arbitrary contour γ ∈ C. The
method does not rely on the analytic knowledge of the joint
probability distribution of eigenvalues and it can be applied to
various random-matrix ensembles, beyond the standard Gaus-
sian ensembles of random matrix theory. In fact, we have for-
mulated the theory for an arbitrary ensemble of non-hermitian
random matrices, but we have derived explicit results for an
ensemble of weighted random graphs with asymmetric cou-
plings [39] . The main outcome is an effective theory for
the cumulant generating function of NA(γ), from which we
computed the first two cumulants of NA and its large devia-
tion behaviour. In particular, we found that the large deviation
probability of NA is asymmetric around its minimum, due to
the existence of both delocalized and localized eigenvectors
in the spectra of sparse asymmetric random matrices.
The generality of our approach opens the door to investigate
the fluctuations of other observables describing the spectra of
directed random networks, such as the fraction of real eigen-
values, the index, and the spectral radius. All these quantities
play an important role to characterize the stability of large bi-
ological systems [25, 29–31].
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