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Abstract. For a given image generation problem, the intrinsic image
manifold is often low dimensional. We use the intuition that it is much
better to train the GAN generator by minimizing the distributional
distance between real and generated images in a small dimensional feature
space representing such a manifold than on the original pixel-space. We
use the feature space of the GAN discriminator for such a representation.
For distributional distance, we employ one of two choices: the Fre´chet
distance or direct optimal transport (OT); these respectively lead us
to two new GAN methods: Fre´chet-GAN and OT-GAN. The idea of
employing Fre´chet distance comes from the success of Fre´chet Inception
Distance as a solid evaluation metric in image generation. Fre´chet-GAN
is attractive in several ways. We propose an efficient, numerically stable
approach to calculate the Fre´chet distance and its gradient. The Fre´chet
distance estimation requires a significantly less computation time than OT;
this allows Fre´chet-GAN to use much larger mini-batch size in training
than OT. More importantly, we conduct experiments on a number of
benchmark datasets and show that Fre´chet-GAN (in particular) and
OT-GAN have significantly better image generation capabilities than the
existing representative primal and dual GAN approaches based on the
Wasserstein distance.
1 Introduction
There has been a great amount of interest in generative modeling in recent years.
This is driven largely by recently proposed generative models such as Generative
Adversarial Networks (GANs) and Variational Autoencoders (VAEs). Different
from classical generative models which directly sample from the high-dimensional
space [3,24], GANs and VAEs sample from a low-dimensional space and rely on
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deep neural networks to transform these samples into the high-dimensional target
space. While VAEs have an appealing probabilistic interpretation, in the image
domain their generated samples are often overly smooth. GANs are known to
generate more realistic visual images, but training them has several challenges,
most notably mode collapse and vanishing gradient.
The original GAN, proposed by [11], suffers from both frequent mode collapse
and vanishing gradient. To address such problems, [1,21] proposes to replace the
Jensen-Shannon divergence objective in the original GAN with the Wasserstein
distance objective. Wasserstein distance has a weaker topology assumption; thus
the generated distribution more easily converges to the true distribution than
in the case of some other divergences, without the mode collapse and gradient
saturation problems in training. However, estimating the Wasserstein distance is
a nontrivial task. Generally, there exist two main classes of approaches: 1) from
the dual domain and 2) from the primal domain.
Because of the intractability of estimating the Wasserstein distance from the
primal domain, [21] proposes to estimate the Wasserstein distance by employing
Kantorovich-Rubeinstein duality and parameterizes the space of all 1-Lipschitz
functions by a fixed network (critic), whose parameters are clamped to ensure
the required Lipschitz smoothness. Later, WGAN-GP [12] and WGAN-SN [23]
constrains the Lipschitz smoothness by using gradient-clipping regularization
and gradient normalization, respectively. However, these approaches can have
a significant approximation error when the learnable function space, which is
controlled by their hyperparameters, is too large or too small. Furthermore, the
dual domain requires the minimax setup, which is generally hard to optimize
with problems such saddle-point.
Alternatively, from the primal domain, [15] estimates the empirical Wasserstein
distance directly from the samples by solving the Optimal Transport (OT)
problem. While solving the OT problem is a valid and promising direction, the
computational cost, which is O(N2.5 logN) where N is the number of samples, is
expensive. The empirical Wasserstein distance is also known to have high-variance
and exponential sample complexity [8,7,10]. Furthermore, minimizing the OT
cost on the pixel space does not work for high-dimensional images [15].
To address the exponential sample-complexity problem, Sliced Wasserstein
GAN (SWG) [8] proposes to estimate the Sliced-Wassserstein distance, which ran-
domly projects the data into many one-dimensional directions and approximates
the Sliced-Wasserstein distance by averaging the one-dimensional Wasserstein
distances along these directions. SWG has a polynomial sample-complexity [8].
However, Sliced-Wasserstein distance is a very different metric, thus it does not
have all the nice geometrical properties of Wasserstein distance [10]. Furthermore,
in the high-dimensional space, a random one-dimensional direction will not likely
lie on the data manifold, thus its Wasserstein distance is likely to be close to zero.
For such a reason, SWG requires a large-number of random projections, which
defeats its computational advantage as compared to OT. Later, to address this
problem of SWG, Max-Sliced Wasserstein GAN (Max-SWG) proposes to find
the best direction and minimize the distance along this direction [7]. Max-SWG
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shows a significant improvement over SWG while having a lower computational
cost and memory footprint, and it is an important baseline to compare against.
Our work started as an effort to improve the primal Wasserstein distance
approach. Working on the raw, high dimensional image pixel space is clearly
inappropriate. Most image generation problems have an intrinsic image manifold
that is low dimensional and so it is better to work with a suitable low dimensional
feature space that is problem/dataset specific. The main novelty of this paper
comes from the use of the feature space of the GAN discriminator (that is
designed to distinguish real and generated images) for this purpose.
Having settled the feature space to work with, we also explore the type of
distributional distance to employ. We could simply use the Wasserstein distance
computed by OT. This leads us to our OT-GAN method. Alternatively, motivated
by the success of Fre´chet Inception Distance as a solid evaluation metric in
image generation problems, we also try the Fre´chet distance in the discriminator
feature space. We call the resulting method as Fre´chet-GAN. We develop all the
algorithmic and design details associated with Fre´chet-GAN and demonstrate
that it is attractive in several ways, including a strong performance on several
image generation benchmarks.
The main contributions of our paper can be summarized as follows.
– We propose Fre´chet-GAN and OT-GAN as novel and highly performing
alternatives for existing GAN methods.
– We develop all the algorithmic and design details needed for their efficient
implementation, e.g., the computation of the distances and their gradients.
– We demonstrate the superiority of the proposed models, especially of Fre´chet-
GAN, over other representative GAN approaches. Specifically, Fre´chet-GAN
achieves a significant improvement in terms of both, the quality of the
generated images and the Fre´chet Inception Distance metric, on the popular
MNIST, CIFAR-10, CELEB-A and LSUN-Bedroom benchmark datasets.
The paper is organized as follows. In Section 2, we provide a review of
the related primal GANs to our proposed models, noting the importance of
minimizing the distributional distance in the low-dimensional feature space. In
Section 3, we describe the details of our proposed methods. Then, we present the
quantitative and qualitative experimental results in Section 4. Finally, Section 5
gives the conclusion.
2 Background
We begin by summarizing two related approaches of estimating the Wasserstein
distance from the primal domain. Then, we discuss the importance of moving
away from the pixel-space to a more suitable, low-dimensional feature space
where the distributional distance is optimized. Finally, we discuss the Fre´chet
Inception Distance, which is the motivation behind our Fre´chet-GAN model.
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2.1 Primal Wasserstein Distances
In generative modeling, we learn to estimate the density Pd only from its em-
pirical samples D = {x|x ∼ Pd}. Different from the explicit generative mod-
els [24,3], GANs model Pd as Pg implicitly through a mapping function from
a low-dimensional latent space Pz. Most GANs can be viewed as minimizing
the distance between Pd and Pg. One interesting distance of measures is the
Wasserstein distance. Wasserstein distance has a weaker topology assumption and
is the de facto metric for comparing distributions with non-overlapping supports.
Minimizing the Wasserstein distance allows the generated distribution to more
easily converge to the true distribution than in the case of other divergences,
such as Jensen-Shannon divergence. Given the Lp distance function d(x, y), the
Wasserstein-p distance between two distributions Pd and Pg is defined as follows:
Wp(Pd,Pg) = inf
γ∈Π(Pd,Pg)
∫
(x,y)∼γ
p(x, y)dp(x, y)dxdy (1)
where Π(Pd,Pg) is the set of all joint distributions of x and y whose marginals
are Pd and Pg, respectively.
Because directly estimating the Wasserstein distance is highly intractable, [21]
employs Kantorovich-Rubinstein duality to estimate the Wasserstein-1 distance
as follows:
W1(Pd,Pg) = sup
||f ||L≤1
Ex∼Pg [f(x)]− Ex∼Pd [f(x)] (2)
where f is a 1-Lipschitz continuous function. In practice, the function f can be
represented by a neural network. Enforcing the Lipschitz smoothness is still an
open problem. Popular strategies such as weight clamping, gradient clipping and
gradient normalization are employed [21,12,23]. However, these techniques suffer
from the Lipschitz-smoothness approximation in the parameterized function
space. Consequently, training these models remain inefficient in practice because
of their additional hyperparameter tuning.
Recently, [15] proposes to directly estimate the Wasserstein-p distance from
its primal domain by solving the OT problem from the empirical samples. Let
D and F be the empirical samples which are drawn from Pd and Pg respective.
Given a sample xi from D and a sample yj from F , the Lp distance function
is parameterized by the generator’s parameters ΘG and denoted as dΘG(xi, yj).
The OT cost between D and F , is calculated by solving the following linear-sum
assignment problem:
C(D,F) = min
ΘG
I∑
i
J∑
j
mi,jd
p
ΘG
(xi, yj) (3)
subject to the constraints:∑
i
mi,j = 1 ∀j,
∑
j
mi,j = 1 ∀i, mi,j ∈ {0, 1} ∀i, j (4)
Note that the matrix M is a doubly stochastic matrix and the solution is a per-
mutation matrix. Because this method does not have the generator-discriminator
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Figure 1: Generated images when minimizing the divergences (Sliced Wassertein
distance and OT) on the pixel versus feature space.
setup, it is no longer a GAN. Clearly, minimizing OT on the high dimensional
image pixel space is inappropriate. As shown in Figure 1, the models generate
CIFAR-10 images (higher-dimensional) with significant mode collapse or white
noise than the generated MNIST images (low-dimensional). Minimizing OT on
the original input space only works in domains where the input data is already
low-dimensional and the Frobenius distance is suitable [20,9]. Another challenge
of using OT is its high computational cost. Solving the linear-sum assignment
program has a complexity of O(N2.5 logN) where N is the number of samples [5].
Reducing OT’s computational cost is necessary to utilize it in practice [9].
Along the same primal direction, SWG estimates the Sliced Wasserstein
distance, which is also a valid distance metric between two distributions [8]. Like
OT, in principle, SWG too does not need the generator-discriminator setup.
However, as shown in Figure 1, SWG fails to generate meaningful images when it
minimizes the Sliced Wasserstein distance in the pixel space. For high-dimensional
datasets, SWG transforms the high-dimensional input space into a suitable low-
dimensional space. The low-dimensional space is chosen to maximally separates
the real and fake samples. Thus, SWG has the generator-discriminator setup,
where the discriminator is trained to classify real and fake samples while the
generator is trained to minimize the Sliced Wasserstein distance on the projected
low-dimensional space. Suppose D is the discriminator and some intermediate
output of D is defined as D′. The D′(x) space is called the feature space. SWG
learns to generate images by having the following objectives:
min
ΘD
Ex∼Pd [−log(D(x)] + Ex∼Pg [−log(1−D(x))] (5)
min
ΘG
1
|Ω|
∑
ω∈Ω
W 22 (D
′(D)ω,D′(F)ω) (6)
where W 22 is the one-dimensional Wasserstein-2 distance in the direction defined
by ω and Ω is the set of one-dimensional random projections. The one-dimensional
Wasserstein distance has a trivial computation [8]. While SWG works well in
many complex generative modeling tasks, the random projections loose a lot of
information even in the feature space D′(x). This is because a randomly projected
direction is unlikely along the data manifold. Consequently, SWG needs a large
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number of random projections to work well, which defeats its computational
advantage over OT. Specifically, SWG estimates the Wasserstein distance with a
computational cost of O(KN log(N)), whose computation complexity is better
than the complexity of OT only when K is smaller than N1.5. However, in
practice, the number of random directions K is often larger than N1.5, . For
example, in [8], for a mini-batch size of 64, SWG needs K = 10, 000 projections,
which is significantly larger than 641.5, to generate high-dimensional images.
To address this problem, Max-SWG finds the best direction and estimates the
Wasserstein distance along this direction [7]. Max-SWG significantly reduces
the computational complexity and memory footprint of SWG. Furthermore,
Max-SWG can generate images with high visual quality.
2.2 Fre´chet distance
Given two multivariate Gaussian distributions Pg and Pd with means µg and
µd respectively, and covariances Σg and Σd respectively, the Fre´chet distance
between Pg and Pd is defined as follows:
FD(Pg,Pd) = ||µd − µg||2 + Tr
(
Σd +Σg − 2
√
ΣdΣg
)
(7)
In the image domain, Fre´chet distance is popularly used to calculate the Fre´chet
Inception Distance (FID) of the generative models. FID is calculated by first
extracting the activations of the real and generated images on pool3 layer of the
pre-trained InceptionV3 network, then computing the Fre´chet distance from the
extracted features of the samples [13]. The InceptionV3 network is pre-trained
on the ImageNet dataset. Lower FID is generally better and the corresponding
generative model is able to generate images with highly realistic visual quality.
Interestingly, the Fre´chet distance is equivalent to the Wassertein-2 distance of
the two multivariate Gaussian distributions.
3 Approach
We consider the problem of improving the existing primal Wasserstein distance
approaches in the image generation domain. First, we discuss how to efficiently
scale up OT to the high-dimensional image cases using a more suitable, low-
dimensional feature space. Then, we propose a novel, computationally efficient
alternative to OT. This involves calculating the Fre´chet distance between two
distributions in the feature space.
3.1 Scaling up OT
While minimizing OT in the pixel space is able to generate MNIST digits,
the digits are overly smooth (Figure 1), similar to those generated by VAE. We
conjecture that this is because of the lack of the discriminator, which discriminates
samples as real or fake. Specifically, minimizing the Wasserstein distance in the
pixel-space causes the algorithm to easily fall into a local minimum where the
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generated distribution Pg is the average of other possible distributions that also
represent realistic digits. Thus, the discriminator is necessary to penalize the
distribution whose digits are visually smooth but unrealistic. Beyond MNIST,
OT also fails to generate higher-dimensional images such as CIFAR-10 and
CELEB-A. It is known that the Wasserstein distance has an exponential sample
complexity [7]: higher-dimensional data need an impractical amount of samples
to accurately estimate the Wasserstein distance. While natural images have high
dimensions, the intrinsic manifold often lies on a much lower-dimensional subspace.
Therefore, directly estimating OT on the pixel-space is highly ineffective. For
these reasons, in this paper, we argue that the discriminator is necessary to have
OT work effectively on a variety of image datasets.
Inspired by SWG, we employ a discriminator whose primary objective is to
find a low-dimensional subspace that best discriminates the real and fake samples.
Specifically, suppose that D is the discriminator function and D′ is the part of
D which we consider as the feature space. Instead of minimizing OT between
Pg and Pd, we approximate OT on the output distributions of D′; that is, we
minimize OT on the distribution of D′(D), denoted as PD′d , and the distribution
of D′(F), denoted as PD′g . In other words, given the generator’s parameters ΘG
and the discriminator’s parameters ΘD, we have the following objectives that
are independently optimized:
min
ΘD
Ex∼Pd [−log(D(x)] + Ex∼Pg [−log(1−D(x))] (8)
min
ΘG
C(D′(D), D′(F)) (9)
We call this model OT-GAN. Figure 1 shows the effectiveness of OT-GAN. The
generated images, in both MNIST and CIFAR-10 examples, have a significant
improvement over the pixel-space minimization. Note that, OT-GAN does not
have the minimax setup because the objective functions of the generator and
discriminator are different.
3.2 GAN based on Fre´chet distance
While OT-GAN offers a significant improvement over its pixel-space minimization,
the high computational complexity is prohibitive in practice. In this section, we
propose a computationally efficient alternative that is based on the Fre´chet
distance.
Assuming the feature space PD′d and PD
′
g are multivariate Gaussian distribu-
tions, we can approximate the Wasserstein-2 distance via the Fre´chet distance, as
described in Section 2.2. The means of PD′d and PD
′
g are µ
D′
d and µ
D′
g , respectively,
while their covariances are ΣD
′
d and Σ
D′
g , respectively. Note that only µ
D′
g and
ΣD
′
g are functions of the generator’s parameters ΘG. The Fre´chet distance of the
multivariate Gaussians PD′d and PD
′
g is defined as:
FD(PD
′
d ,PD
′
g ) = ||µD
′
d − µD
′
g ||2 + Tr
(
ΣD
′
d +Σ
D′
g − 2
√
ΣD
′
d Σ
D′
g
)
(10)
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We now describe an efficient algorithm for computing the Fre´chet distance.
While the Fre´chet distance can be analytically calculated, we need to pay special
attention to avoid numerical errors, especially when training the model on
conventional computing hardware. In Equation 10, computing the values and
derivatives (w.r.t ΘG) of ||µD′d − µD
′
g ||2 and Tr(ΣD
′
g ) is trivial. Therefore, we
focus the discussion of this section to computing the matrix square root term√
ΣD
′
d Σ
D′
g and its derivative ∂ΘG
√
ΣD
′
d Σ
D′
g . Note that Σ
D′
d Σ
D′
g is a d×d matrix,
where d is the dimension of the feature space D′.
In the following discussion, we rely on some useful mathematical results,
which will be provided in the Appendix of this paper.
Computing the matrix square root: Suppose A ∈ Rd×d is a positive semi-
definite (PSD) matrix and its SVD is given by SΣST , where Σ is a diagonal
matrix and S is an orthogonal matrix. Note that the diagonal entries of Σ are
non-negative real numbers. Define the matrix B as follows B = S
√
ΣST . B is a
PSD matrix and
√
Σ has non-negative diagonal entries. It is trivial to see that
B is the square root matrix of A. Furthermore, it can be shown that B is the
unique square root of the symmetric, PSD matrix A.
Computing the matrix derivative: Given the PSD matrix A ∈ Rd×d and its
square root matrix B ∈ Rd×d, we can derive the following equation by applying
implicit differentiation on the equation A = BB:
∂A = ∂B ×B +B × ∂B (11)
It turns out that this equation has the same form as the Sylvester equation, and
there is a closed-form solution for ∂B, as follows:
vec(∂B) = (BT ⊗B)−1vec(∂A) (12)
where vec(X) is a vectorization operation that stacks columns of X into a column
vector, and ⊗ is the Kronecker product. However, this is a naive solution with a
high computational cost of O(d3). In practice, we can also employ the Bartels-
Stewart algorithm to solve this equation [2]. The Bartels-Stewart algorithm has
a computational complexity of O(d1.5), which is a significant improvement over
the naive solution.
In principle, if we can compute
√
A, we can compute its derivative, ∂
√
A.
However, in practice, [16] suggests that the SVD is ill-conditioned when some
of the eigenvalues of A are close to each other. In our experiments, we also
observe that the eigenvalues become negative and the gradients become unstable
when this condition happens. Therefore, we propose to compute
√
A using the
Newton-Schultz iterative algorithm [14], which we describe next. The Newton-
Schultz algorithm is an extension to the popular Denman-Beaver algorithm [6],
but is more efficient because it only involves matrix multiplications instead of
calculation of inverses. Let A be a normalized matrix, and let Y0 = A and Z0 = I,
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(a) Approximation Error (b) Gradient Magnitude
Figure 2: Behavior of our proposed matrix square root calculation during training
with different numbers of iterations T .
where I is the identity matrix. In each iteration, we update Yt+1 and Zt+1 as:
U =
1
2
(3I − ZtYt), Yt+1 = YtU,Z = UZt (13)
When t → ∞, the matrices Y and Z converge quadratically to A1/2 and
A−1/2, respectively. Note that, when computing
√
A iteratively, we can rely on
automatic differentiation, which is supported in most modern deep learning
frameworks, to compute its derivative. However, the memory overhead grows
linearly with the number of iterations if the computation graph is preserved. Thus,
to maintain both numerical accuracy and low-memory overhead, we suggest to
first compute
√
A iteratively without keeping the computation graph in memory,
then solve the Sylvester equation to directly compute its gradient with respect
to the parameters. In our experiments, we observe that 10-15 iterations are
adequate to converge to a good numerical numerical error in a conventional GPU
(Figure 2a). Thus, for simplicity, we rely on the automatic differentiation of the
iterative solution to calculate the gradient of
√
A. In Figure 2b, we also observe
that the gradient of the parameters is stable when we train using this approach.
Fre´chet-GAN While the pixel distributions Pg and especially Pd are not multi-
variate Gaussians, it is possible to enforce the feature space to be multivariate
Gaussian, especially when the discriminator is a convolutional neural network.
Inspired by the mechanics of calculating FID, we replace the last convolutional
layer of D′ by an Average Pooling (AP) layer. Because of the effect of AP and the
Central Limit Theorem, the output follows a multivariate Gaussian distribution.
Heuristically, we find that using Max Pooling (MP) also yields multivariate
Gaussian output in the modified DCGAN architecture [13]. Interestingly, the use
of MP yields a significant better result than AP; Although, right now we do not
have a precise explanation about this, we conjecture that MP results in a feature
space where it is easier for the discriminator to discriminate real and generated
examples. Note that the data covariance matrices ΣD
′
d and Σ
D′
g are PSD.
We call the proposed approach Fre´chet-GAN, and the learning algorithm
of Fre´chet-GAN is summarized in Algorithm 1. The code of Fre´chet-GAN is
10 Doan K. et al.
Algorithm 1: Fre´chet-GAN Training.
Input: The generator’s parameters ΘG, the discriminator’s parameters ΘD, the
mini-batch size N , and the learning rate α.
1 while ΘG is not converged do
2 sample N real samples D ∼ Pd and N generated samples F ∼ Pg;
3 begin compute the discriminator loss
4 LD ←∑x∈D[−log(D(x)] +∑x∈F [−log(1−D(x))]
5 end
6 ΘD ← ΘD − α∇ΘDLD.
7 begin compute the generator’s loss
8 compute the features D′(D) and D′(F).
9 compute LG in Equation 10; for
√
ΣD
′
d Σ
D′
g , compute its value using
Newton Schultz iterations in Equation 13 and its derivative by solving
Equation 12.
10 end
11 ΘG ← ΘG − α∇ΘGL.
12 end
available on Github5. We alternately train the discriminator and the generator. In
each iteration, we draw samples from the real and generated distributions Pd and
Pg, respectively. Then, we train the discriminator, for k iterations, to learn the
feature space that best discriminates the real and generated samples. To update
the generator, we perform the forward pass to compute the Fre´chet distance
in the feature space defined by D′. For the square root term
√
ΣD
′
d Σ
D′
g , we
perform the forward pass using the proposed Newton-Schultz iterative algorithm
and perform the backward pass by solving the Sylvester Equation, defined in
Equation 12, using the Bartels-Stewart algorithm. In our implementation, we rely
on automatic differentiation by keeping the computation graph of the iterative
computation in memory.
The computation cost of Fre´chet distance is largely dominated by the calcu-
lation of the covariance matrices and the square root term
√
ΣD
′
d Σ
D′
g . Specif-
ically, the computation complexity using the non-iterative algorithm (using
SVD) is O(min(Nd2, d3)), while using the Newton Schultz algorithm, it is
O(min(Nd2, Td2)) where T is the number of iterations. This is significantly
smaller than OT’s computational cost, especially when N is large. This allows
us to use a large mini-batch size to estimate the Fre´chet distance, which is
prohibitive for OT.
4 Experimental Results
In this section, we present experimental results to demonstrate the effectiveness
of our proposed methods, specifically OT-GAN and Fre´chet-GAN. We show both
5 https://github.com/khoadoan/Frechet-GAN
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Figure 2: Dynamic results of 8-Gaussian estimation. The final column is the real
distribution. SW and OT refer to minimizing Sliced Wasserstein distance and
OT, respectively, without the discriminator.
the qualitative and quantitative results on the image generation task on four
different popular datasets: MNIST [18], CIFAR-10 [17], CELEB-A [19],
and LSUN-Bedroom [25].
We compared OT-GAN and Fre´chet-GAN with the following models: WGAN [21],
WGAN-GP [12], SWG [8], Max-SWG [7]. For all the methods, including ours, we
use the DCGAN architecture. The use of the same network architecture allows
us to objectively evaluate the capabilities of methods. Wherever possible, we
use the same hyperparameter setting of the baselines as provided in the original
papers. In other cases, we perform model selections based on FID, and report
the results from the models’ best configurations. FID is evaluated on 50,000
generated images and 50,000 real images. The best models are trained for 100
epochs on MNIST and CIFAR-10, 50 epochs on CELEB-A and 20 epochs on
LSUN-Bedroom.
4.1 Performance with and without the discriminator
In this section, we perform the experiment of generating the classic 8-Gaussian
data [22], which has been previously used to study mode collapse. The generator
and discriminator are two-hidden layer perceptions (MLPs) with Rectified-linear
activation. Figure 2 shows the generated samples during the training process.
Without the discriminator, both SW and OT (directly minimizing Sliced Wasser-
stein distance and OT respectively on the original data space) exhibit signs
of mode-collapse. However, when the discriminator is used, all models, includ-
ing Fre´chet-GAN, can recover almost perfectly the original data. Furthermore,
Fre´chet-GAN converges to the target distribution more quickly than the other
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Figure 3: Generated MNIST digits with and without BN in the DCGAN Archi-
tecture.
Table 4: FID with and without BN.
WGAN WGAN-
GP
SWG Max-
SWG
OT-GAN Fre´chet-
GAN
MNIST
Conv 19.12 21.24 40.47 37.68 18.87 15.51
Conv + BN 18.86 20.35 17.16 38.63 13.13 21.22
CIFAR-10
Conv 290.92 85.84 76.44 69.34 163.94 38.62
Conv + BN 44.51 36.24 26.68 23.56 32.50 24.64
GANs. This experiment demonstrates the effectiveness of minimizing the distri-
butional distances in the feature space.
Note that, for Fre´chet-GAN, we simply calculate the Fre´chet distance directly
on the last layer of the MLP discriminator. Although this layer’s activation does
not follow the multivariate Gaussian, Fre´chet-GAN still works. Reasons behind
such a robust behavior of Fre´chet-GAN needs further investigation.
4.2 Stability in generating images
[21] suggests to evaluate the training stability of GANs, especially the phenomenon
of mode collapse, by removing the Batch Normalization layers (BN). In this
Section, we present the results for generating MNIST and CIFAR-10 images
when we use the Convolution layers with and without BN.
Figure 3 shows the generated MNIST digits of two popular primal baselines,
SWG and Max-SWG, as well as proposed GANs. Previously, primal GANs
show significant improvement over non-Wasserstein GANs and dual-Wasserstein
GANs with respect to mode collapse [8]. We observe that both OT-GAN and
Fre´chet-GAN can generate meaningful digits regardless of the utilization of BN.
Furthermore, without BN, Fre´chet-GAN can generate digits that has a lesser
degree of mode collapse, compared to the digits generated by SWG, and that
are sharper, compared to Max-SWG and OT-GAN. In Table 4, we show the
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CIFAR-10 32x32 CELEB-A 64x64 LSUN-Bedroom 64x64
(a) Wasserstein GAN
(b) Wasserstein GAN with Gradient Penalty
(c) Sliced Wasserstein GAN
(d) Max-Sliced Wasserstein GAN
(e) OT-GAN
(f) Fre´chet-GAN
Figure 5: Generated images of multi-channel datasets.
quantitative results of more compared approaches with and without BN in term
of their FIDs. It is known that we can detect intra-class mode collapse through
FID [4]. For both MNIST and CIFAR-10, we observe that the values of FID
increase significantly, especially in CIFAR-10, without BN. However, both FID’s
of Fre´chet-GAN and Max-SWG only slightly increase. This shows the robustness
of Fre´chet-GAN with respect to the model architecture; note also, the significantly
smaller values of FID achieved by Fre´chet-GAN (without BN).
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Table 6: FIDs of the methods.
MNIST CIFAR-10 CELEB-A LSUN-Bedroom
WGAN 22.44 ± 1.07 44.51 ± 0.98 24.49 ± 0.98 51.88 ± 3.21
WGAN-GP 21.40 ± 3.29 36.24 ± 0.98 22.17 ± 1.09 48.98 ± 5.25
SWG 16.89 ± 0.95 26.68 ± 0.80 10.93 ± 0.59 26.97 ± 3.42
Max-SWG 15.24 ± 1.94 23.56 ± 0.54 10.13 ± 0.61 40.14 ± 4.51
OT-GAN 18.63 ± 0.74 32.50 ± 0.64 19.40 ± 2.98 70.49 ± 5.25
Fre´chet-GAN 10.51 ± 2.73 24.64 ± 0.54 9.80 ± 0.78 16.34 ± 2.98
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Figure 7: High-resolution LSUN-bedroom Generated images (128x128).
4.3 Image Generation
In this section, we provide the results of generating images of our proposed
methods and the representative baselines from both the dual and primal domains.
The generated images from different methods are presented in Figure 5.
The visual quality of the images generated by OT-GAN and Fre´chet-GAN is
comparable to the existing GANs. Especially, Fre´chet-GAN can generate images
with the minimal defective artifacts. For higher-dimensional images, as shown in
Figure 7, the images generated by Fre´chet-GAN are comparable to those of Max-
SWG. In Table 6, we present the quantitative metric, FID, of the methods. All
primal-domain GANs have significant improvement over the dual-domain GANs.
While OT-GAN’s FIDs are worse than those of SWG and Max-SWG, Fre´chet-
GAN achieves the best FIDs in MNIST, CELEB-A and LSUN-Bedroom datasets
and a comparable FID to Max-SWG in CIFAR-10. This supports our claim in
this paper: directly minimizing the Wasserstein distance in the feature space
works for the image generative modeling task. Furthermore, Fre´chet distance is
heuristically shown as a more robust cost function as a proxy for estimating the
Wasserstein distance for use in such image generation applications.
5 Conclusion
In this paper, we propose new and efficient GAN approaches which estimate the
distributional distance in the low-dimensional, feature space. The feature space
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is chosen from the GAN discriminator. We employ two different choices of the
distributional distance, Optimal Transport and Fre´chet distance, which lead to
the two new GANs, OT-GAN and Fre´chet-GAN, respectively. Our motivation
of Fre´chet-GAN is from the fact that Fre´chet Inception Distance is a solid
metric for evaluating the quality of the generated images and it is equivalent
to the Wasserstein-2 formulation of the OT solution (but with a significant
improvement in computational complexity) when the feature space distributions
are multivariate Gaussians. Furthermore, we propose an efficient, differentible
algorithm to calculate the Fre´chet distance. While it is previously argued that
Wasserstein distance has an exponential sample complexity, it is heuristically
shown that our proposed approaches to estimate the Wasserstein distance in the
low-dimensional feature space overcomes such complexity of the high-dimensional
space. In fact, Fre´chet-GAN achieves a significant improvement in both the visual
inspection of the generated images and FID, compared to the existing primal
and dual GANs. The results motivate us to study other types of distributional
distances in the feature space of GANs, especially in the image generation domain.
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