Although negation-free languages are widely used in logic and computer science, relatively little is known about their expressive power. To address this issue we consider kinds of non-symmetric bisimulations called directed simulations, and use these to analyse the expressive power and model theory of negation-free modal and temporal languages. We first use them to obtain preservation, safety and definability results for a simple negation-free modal language. We then obtain analogous results for stronger negation-free languages. Finally, we extend our methods to deal with languages with non-Boolean negation.
Introduction
In many areas of computer science one finds logical formalisms that lack some or all of the standard Boolean connectives 'and', 'or' and 'not.' In particular, negation-free logics are widely used in areas as diverse as semantics of programming and knowledge representation. In some applications Boolean negation is unnatural [22] . Excluding Boolean negation may improve the complexity of the satisfiability problem [7] , and it may restore monotonicity of the semantic interpretation function [20] .
Despite their wide applicability negation-free languages haven't been studied as extensively as languages with full Boolean expressivity. We want to fill this gap by studying the expressive power of negation-free modal languages. Recently, these have attracted considerable attention, both at an applied and at a theoretical level; cf. [8, 11, 14] . For modal languages with a full Boolean repertoire, bisimulations have proved to be an important tool in understanding their expressive power (cf. [9, 4, 1, 18, 15] ). In this paper we develop analogous tools for negation-free modal languages. We introduce a kind of non-symmetric simulations called directed simulations between transition systems that allow us to study the expressive power and develop the model theory of negation-free languages. As far as we know, this is the first paper to do so in a systematic way.
Our point of the departure is a simple negation-free modal language with Boolean conjunction and disjunction, and ¿ and ¾; for this language we introduce directed simulations, and use these to arrive at results on expressiveness and definability. We then extend our ideas and techniques so as to cope with other negation-free description languages, including terminological logics, negation-free fragments of Since, Until logic, and feature logics. After that we adapt our methods to cope with languages containing non-Boolean negation. We conclude with a summary and suggestions for further work. If we want to emphasize the transition system Å in which Û lives, we write nf-tp Å´Û µ.
Modal logic is just one of many possible description languages for specifying and constraining transition systems. We will encounter several languages in this paper, and we relate them all to first-order logic. To be precise, let Ä ½ be the first-order language with unary predicate symbols corresponding to the proposition letters in Ä ¿ ¾ , and with one binary relation symbol Ê. Ä ½ is called the correspondence language for Ä ¿ ¾ . Ä ½´Ü µ denotes the set of all Ä ½ -formulas having one free variable Ü.
To view transition systems as Ä ½ -structures in the usual first-order sense, we use Î´Ôµ to interpret the unary predicate symbol È that corresponds to Ô. The standard translation takes modal formulas to equivalent formulas ËÌ Ü´ µ of Ä ½ . It maps proposition letters Ô onto unary predicate symbols ÈÜ, it commutes with the Booleans, and the modal cases are For all transition systems Å and states Û we have Å Û iff Å ËÌ Ü´ µ Û ℄, where the latter denotes first-order satisfaction of ËÌ Ü´ µ under the assignment of Û to the free variable Ü of ËÌ Ü´ µ. A modal formula is said to correspond to a first-order formula «´Üµ if ËÌ Ü´ µ°«´Ü µ.
Simulations for Ä ¿ ¾
In this section we adapt the notion of bisimulation to the setting of negation-free modal formulas. The resulting notion of directed simulations is then used to analyse the expressive power of negation-free formulas in three different ways: in terms of preservation, safety, and definability. We write Å AE ( Å Û AE Ú) to indicate that is a directed simulation between Å and AE (that links Û to Ú).
A (strong) bisimulation is a directed simulation for which clause 1 above is an equivalence: if Û Ú then Å Û Ô iff AE Ú Ô. We write Å°AE to indicate that is a bisimulation between Å and AE.
The back-and-forth conditions in clauses 2 and 3 of the definition of directed simulation allow us to transfer true box and diamond formulas from one transition system to another. Unlike the atomic clause in ordinary bisimulations, our atomic clause 1 does not display this back-and-forth behaviour. As Theorem 3.5 below shows, this is exactly what is needed to characterize negation-free modal formulas.
Hennessy and Milner [9, Section 2.2] introduce a notion of simulation where even more of the back-and-forth conditions from ordinary bisimulations are missing: it lacks clause 3 of Definition 3.1. In the conclusion of the paper we point how our results carry over to that setting. As far as we know, Definition 3.1 is new.
Preservation
Our first perspective on the expressive power of negation-free modal formulas is in terms of preservation.
PROPOSITION 3.2
For all negation-free modal formulas , and all transition systems Å and AE, and all states Û ¾ Å and Ú ¾ AE , if there exists a directed simulation Å Û AE Ú, then Å Û implies AE Ú .
PROOF. Use induction on formulas in Ä ¿ ¾ . The back and forth clauses in Definition 3.1 were introduced especially to deal with the two modal cases.
Here's a proof for the ¾ case (the ¿ case is similar Consider the models Å ½ and Å ¾ as in Figure 1 . That is, Let «´Üµ be an Ä ½´Ü µ-formula. Then « is equivalent to the standard translation of a (negationfree) modal formula iff it is preserved under directed simulations.
PROOF. The proof uses some basic first-order model theory; we refer the reader to Hodges [10] for background material. The right-to-left implication is immediate from Proposition 3.2.
For the other direction, assume that «´Üµ is preserved under directed simulations. Consider the set of negation-free consequences of « imply «:
By a compactness argument it suffices to show that NF-Mod-Cons´«µ itself implies «; for then a finite subset of NF-Mod-Cons´«µ will already imply «, and « will be equivalent to the conjunction of the formulas in this finite subset.
To prove that NF-Mod-Cons´«µ implies «, assume that Å NF-Mod-Cons´«µ Û℄; we have to show that Å « Û℄. Consider the following set of Ä ¿ ¾ -formulas: An easy example is the first-order formula «´Üµ Ý´ÊÜÝ ÈÝµ. This formula is the first-order translation of ¿ Ô, and it is certainly preserved under strong bisimulation -but here's an example showing that it is not preserved under directed simulations: take Å ½ ´ ½ ¾ ´ ½ ¾ µ Î ½ µ, and Å ¾ ´ ½ ¾ ´ ½ ¾ µ Î ¾ µ, where Î ½ and Î ¾ are such that all ½ , ½ , ¾ verify all proposition letters, and such that all proposition letter but Ô are true in ¾ . Clearly, there exists a directed simulation linking ½ and ½ , but Å ½ « ½ ℄, whereas Å ¾ « ½ ℄.
By Theorem 3.5 directed simulations uniquely identify a certain fragment of first-order logic, namely the 'negation-free modal fragment.' By identifying and comparing fragments of first-order logic that correspond to modal languages in this manner, we have a method for comparing the expressive power of (negation-free) modal languages.
We proceed with three corollaries to Theorem 3.5 and its proof. Let «´Üµ be an Ä ½´Ü µ-formula. Then « is equivalent to the standard translation of a negationrich modal formula iff it is anti-preserved under directed simulations.
PROOF. Use Theorem 3.5 and the fact that the negation of a negation-free formula is equivalent to a negation-rich formula.
The following corollary characterizes the relation 'nf-tp´Úµ nf-tp´Ûµ' between states Û, Ú in terms of directed simulations. We refer the reader to Hodges [10] for the notion of an ultrapower.
COROLLARY 3.8
Let Å and AE be two transition systems, and let Û ¾ Å and Ú ¾ AE . Then nf-tp AE´Ú µ nf-tp Å´Û µ iff for some ultrapowers Å £ Û of Å Û, and AE £ Ú of AE Ú, we have that AE £ Ú Å £ Û. A modal formula in Ä ¿ ¾ is equivalent to a negation-free modal formula iff it is preserved under directed simulations.
PROOF. The left-to-right implication is Proposition 3.2. For the right-to-left implication, use Theorem 3.5 plus the fact that modal formulas are equivalent to their first-order translations under ËÌ Ü .
EXAMPLE 3.10
The formula ¿ Ô whose first-order translation was considered in Example 3.6 provides an example of a formula that is not preserved under directed simulations, and hence not equivalent to a negation-free modal formula. The formula ¿´ Ôµ, on the other hand, is preserved under directed simulations -and hence equivalent to a negation-free modal formula, namely ¿ .
To conclude this subsection we present an alternative semantic characterization of the (modal) formulas preserved under directed simulations in terms of their monotonicity behaviour. We call a modal formula upward monotone in a proposition letter Ô if for all models Å and states Û we have that if Å Û and Å ¼ is obtained from Å be extending the interpretation of Ô (and leaving the rest unchanged), then Å ¼ Û ; the notion of downward monotonicity is defined dually.
By [18] a modal formula is is upward monotone in Ô iff Ô occurs only positively in , meaning that all occurrences of Ô should be in the scope of an even number of negation signs.
More generally, a modal formula is called positive iff it can be built up from and proposition letters, using only , and ¿ (see [18, Section 7] for the general picture). Although every positive formula is (equivalent to) a negation-free one, not every negation-free formula is (equivalent to) a positive one: ¾ is an example. Therefore, the semantic characterization of positive modal formulas in terms of preservation under surjective homomorphisms given in [18, Theorem 7.15] doesn't apply to negation-free modal formulas. What we do have is the following extension of Corollary 3.9.
THEOREM 3.11
Let be a modal formula. The following are equivalent:
1. is equivalent to a formula in which all proposition letters occur only positively. 2. is equivalent to a negation-free formula. 3. is preserved under directed simulations. 4. is upward monotone in all its proposition letters.
PROOF. The implication ½ µ ¾ is easy; the implication ¾ µ ¿ is Proposition 3.2, and the implication ¿ µ is immediate from the fact that if Å ¼ is a transition system obtained from a transition system Å by extending the interpretation of a proposition letter (and leaving the rest unaltered), then the identity relation is a directed simulation from Å to Å ¼ . Finally, the implication µ ½ is [18, Theorem 7.15].
Safety
In this subsection we take a different perspective on the expressive power of negation-free modal languages by considering the notion of safety recently introduced by van Benthem [3] .
Let «´Ü Ýµ denote a first-order formula with at most two free variables. Then «´Ü Ýµ is called safe for bisimulation if whenever Å°AE with Û Ú and Å « ÛÛ ¼ ℄, then there exists a Ú ¼ such that Û ¼ Ú ¼ and AE « ÚÚ ¼ ℄. The formula «´Ü Ýµ is best thought of as an operation on the binary relations living inside the transition systems Å and AE, and the question for safety can be understood as asking whether the back-and-forth conditions of Definition 3.1 hold for « whenever they hold for the relation symbols in «. Let «´Ü Ýµ be a first-order formula in Ä ½´Ü Ýµ. Then «´Ü Ýµ is right safe for directed simulations iff «´Ü Ýµ is left safe for directed simulations.
The proof of the above claim is immediate from the definitions. As a consequence to the above claim it suffices to characterize just one of left and right safety; below we characterize the former. Let «´Ü Ýµ be a first-order formula in Ä ½´Ü Ýµ. Then «´Ü Ýµ is left safe for directed simulations iff it can be defined from the atomic relation Ê and tests on negation-free modal formulas using only and .
Our proof of the above result is tailored after similar results in [3] ; it requires a careful analysis of so-called continuous negation-free formulas, which we have included in an appendix. Here are the relevant definition and lemma. DEFINITION 3.14 A modal formula ´Ôµ is continuous in Ô if the following holds for every transition systeḿ Ï Ê Î µ:
for each family of subsets ¾Á such that Î´Ôµ Ë :´Ï Ê Î µ Û iff, for some ,´Ï Ê Î µ Û , where Î ´Ôµ and Î ´Õµ Î´Õµ for Õ Ô.
The formula ¾Ô is not continuous in Ô, but ¿Ô is. And in fact the latter format typical for safety, as is shown by the following lemma.
LEMMA 3.16
A negation-free formula is continuous in Ô iff it is equivalent to a disjunction of formulas of the form ¼ ¿´ ½ ¡ ¡ ¡ ¿´ Ò Ôµ ¡ ¡ ¡µ, where each of the formulas is negation-free and Ô-free in the sense that they don't contain occurrences of Ô. Now, to prove the more complex left-to-right half of part 1 of Theorem 3.13, let «´Ü Ýµ be a first-order operation that is left safe, and choose a new proposition letter Ô. Our first observation is that Ý´«´Ü Ýµ ËÌ Ý´Ô µµ is preserved under directed simulations -this is immediate from the fact that «´Ü Ýµ is left safe. As a corollary we have that, by our Preservation Theorem 3.5, Ý´«´Ü Ýµ ËÌ Ý´Ô µµ is equivalent to a negation-free modal formula . In addition, because of the special syntactic form of Ý´«´Ü Ýµ ËÌ Ý´Ô µµ, this formula is continuous in Ô. Therefore, by Lemma 3.16 we may assume that it is a disjunction of formulas of the form
where each of the formulas is negation-free and Ô-free. To complete the proof we need one more observation, namely that «´Ü Ýµ is definable as a union of relations of the forḿ
where, again, each of the formulas is negation-free. But this is exactly the syntactic form specified in the theorem, and, hence, this provesthe theorem.
There is a natural follow-up to Theorem 3.13: what are the first-order operations «´Ü Ýµ that are doubly safe for directed simulations, i.e. formulas that are both left and right safe.
The following result combines our characterizations of left and right safety to characterize the doubly safe operations.
THEOREM 3.17
Let «´Ü Ýµ be a formula in Ä ½´Ü Ýµ. Then «´Ü Ýµ is doubly safe for directed simulations iff it can be defined from the atomic relation Ê and tests on negation-free modal formulas without occurrences of proposition letters using only and .
PROOF. The right-to-left implication is easily verified. For the converse, assume that «´Ü Ýµ is doubly safe. By Theorem 3.13 «´Ü Ýµ is equivalent to a formula
where each is negation-free. In addition, «´Ü Ýµ is equivalent to a formula
where each is negation-free. Observe that every proposition letter occurs only negatively in .
Let us write Ô ℄AE to denote the result of substituting for all occurrences of all proposition letters in . We will show that «° Ô ℄¬, and we will use the fact that formulas in which all (translations of) proposition letters occur only positively (negatively) are upward (downward) monotone. If Å is any transition system, then we write Å · to denote the transition system that is just like Å except that it assigns Å to every proposition letter.
Observing that all proposition letters in ¬ occur only positively in ¬, and that all proposition letters in occur only negatively in , we have, for any transition system Å,
This proves «° Ô℄¬, and the latter is of the required form.
Definability
In this subsection we offer a third and final perspective on the expressive power of negationfree modal languages by analyzing which properties of transition systems are definable by a negation-free modal formula. Our analysis is in terms of definable classes of transition systems, and to smooth the results and the presentation we will work with so-called pointed Recall that the degree ´ µ of a modal formula is the largest number of nested modal operators occurring in it.
THEOREM 3.19
Assume that Ä ¿ ¾ is finite (i.e. contains only finitely many proposition letters), and let Ã be a class of pointed transition systems. Then Ã is negation-free definable by a single formula iff, for some Ò ¾ AE, Ã is closed under directed simulations up to Ò. PROOF. Clearly, if Ã is negation-free definable by a single formula of degree Ò, then it is closed under directed simulations up to Ò. To prove the converse, let´Å Ûµ ¾ Ã, and define Ò Å Û to be the conjunction of all formulas in nf-tp Å´Û µ of degree at most Ò -as we are working in a finite language, we can assume that there are only finitely many non-equivalent negation-free formulas of any given degree, hence we may assume Ò Å Û to be a (finitary)
Using the finite character of the language again, we find that there are only finitely many non-equivalent formulas Ò Å Û for´Å Ûµ ¾ Ã. Let¨Ò be their disjunction. Then¨Ò defines Ã. For, assume that´AE Úµ ¨Ò; we need to show that´AE Úµ ¾ Ã. First, from´AE Úµ ¨Ò it follows that for some´Å Ûµ ¾ Ã,´AE Úµ agrees with´Å Ûµ on all negation-free formulas of degree at most Ò. Second, the latter fact implies that Å Û Ò AE Ú. To see this, define relations Å ¢ AE for ½ Ò by putting Ù Ø iff every negation-free modal formula of degree at most that is true at Ù, is also true at Ø. Then ¼ , . . . , Ò is a directed simulation up to Ò that links Å Û to AE Ú. As Ã is closed under directed simulations up to Ò, this implies´AE Úµ ¾ Ã, and we are done.
EXAMPLE 3.20
The class of pointed models defined by the first-order formula ÈÜ is closed under directed simulations up to ¼, and hence definable by a modal formula of degree ¼. The class of pointed models defined by the first-order formula Ý´ÊÜÝ Þ´ÊÝÞµµ is not closed under directed simulations up to ¼ or ½ (and hence not definable by a modal formula of degree less than 2), but it is closed under directed simulations up to 2, and it is therefore definable by a modal formula of degree at most 2.
Extensions
The main idea that underlies our work in Section 3 is a very simple one: replace the 'symmetric' atomic condition in the definition of a bisimulation by a non-symmetric or directed one. In this section we apply the same strategy to study further negation-free languages arising in terminological logic, Since, Until logic, and feature logic. Our presentation will be somewhat impressionistic, aimed at indicating the applicability of the main ideas rather than giving full details.
Terminological logics
Terminological logics are description logics stemming from semantic networks and designed for representing structured concepts. The system KL-ONE is a well-known knowledge representation system based on terminological logics. In a terminological logic the structure of a concept (or set) is described using some or all of the Booleans, and various forms of quantification over the attributes of a concept (in terms of binary relations). One of the main concerns in the area is the computational complexity of reasoning problems in terminological logics; although this is closely related to matters of expressive power, until recently the latter has never been studied in a systematic way (see Baader [2] ). However, there is a close connection between modal and terminological logics which can be exploited to improve on this.
Constructor name Syntax Semantics Modal concept name In their survey paper, Donini et al. [7] study several hierarchies of terminological lan-guages. By way of example, we consider the hierarchy of Ä -languages specified in Table 1 . Here, we use , to denote atomic concept names ('proposition letters'), and , to denote complex concepts ('modal formulas'); and we use Ê to denote roles ('binary relations'). Terminological expressions are interpreted using an interpretation function´¡µ Á on transition systems´Ï Êµ.
The various languages differ in the constructions they admit; Ä denotes the language with universal quantification, conjunction and unqualified existential quantification Ê .
Superlanguages of Ä are identified by strings of the form Ä ℄ Í℄ ℄ . We will assume that Ä contains and . Clearly, Ä Í coincides with (a multi-modal version) of our negation-free modal language Ä ¿ ¾ , and hence Theorems 3.5, 3.13, 3.18, and 3.19 all carry over without effort to Ä Í . Likewise, the analogous results on expressivity for the standard modal language Ä ¿ ¾ carry over to the corresponding terminological language Ä Í . (Further details on the latter connection may be found in [21, 11] .) Thus, two of the languages in the Ä hierarchy have been equipped with model-theoretic tools for analyzing their expressive power. The remaining terminological languages in Table 1 call for further non-standard notions of (bi-)simulation; coming up with such notions and using them to arrive at a model-theoretic analysis of the remaining languages in Table 1 is part of our ongoing work.
Since and Until
Our next example concerns directed simulations for a negation-free fragment of Since, Until logic. To simplify matters we restrict ourselves to the forward looking fragment of the language that only contains the Until operator Í. Recall its truth definition on transition systems:
Recently, a notion of bisimulations for Since and Until has been introduced that allows for a complete development of the model theory of the full Since, Until language (see [15] In the definition of directed simulation for Ä ¿ ¾ we had back-and-forth clauses to be able to transfer true formulas involving the diamond operator and its dual the box operator from one model to another. To simplify matters, we have left out a dual for the Í-operator from our negation-free fragment of the Since, Until language. As a consequence we can make do with 
We leave it to the reader to check that´ ¼ ½ µ is a directed Í-simulation between Å ½ and Å ¾ that links to . It follows that every negation-free Until-formula true in is also true in -but the converse obviously fails.
It is precisely the fact that directed Í-simulations link points to points and pairs of points to pairs of points that allows one to prove analogues of Theorems 3.5, 3.13, 3.18 and 3.19 for Ä Í by combining the techniques and results in Section 3 with those in [15] .
Feature logics
We conclude our list of extensions of the basic results in Section 3 with directed simulations for feature logics. Feature logics are description languages for a special kind of data structures called feature structures. These are related to the record structures of computer science and the frames of artificial intelligence. In computational linguistics they are labeled graphs carrying syntactic, semantic, morphological and phonetic information, and the purpose of a linguistic theory is to describe admissible graphs of this kind that underlie text and speech. Feature structures have also been used to characterize partially defined concrete data types in programming languages.
Formally, let Ä be a set of feature names, and a set of sort names. The pair´Ä µ is called a feature signature. A feature system of signature´Ä µ is a tuple Å ´ Ê Ð Ð¾Ä Ô¾ µ, where for each feature name Ð, Ð is a partial function on , and for each sort name Ô, Ô is a subset of . (Feature systems are simply labeled transition systems of a special kind.) Various logical systems have been proposed to constrain feature structures. Each takes a slightly different view of its models, but often they are non-Boolean fragments of modal logics. In this paper we consider a single example of a feature logic; see Rounds [20] for a survey of feature languages.
The logic we consider is called Kasper-Rounds logic. Assuming Ä and as above, the atomic expressions of Ä´ÃÊµ are the following: proposition letters Ô (Ô ¾ ), and so-called simulation in which we ensure that intersecting paths are preserved. The definition below achieves this by relating states to states and pairs of states to pairs of states; it is based on [5] and [13] .
We write Û £ Û ¼ for the reflexive, transitive closure of 13] . The details would take us to far astray from the main points of the present paper to be included here; instead, we refer the reader to [16] .
Non-classical negation
Although in many application areas Boolean negation is unwanted, some form of negation is often called for. This motivates the introduction of non-classical negations. The first example that comes to mind is probably intuitionistic negation. In this section we show how our directed simulations have to be amended for the results of Section 3 to carry over to intuitionistic logic.
Recall that a transition system Å ´Ï Î µ is called an intuitionistic model if is a partial order, and Î is a valuation that assigns -closed subsets of Ï to proposition letters.
We assume that the language of intuitionistic logic has , , , and µ. 
We use Å° AE to denote that is a directed intuitionistic bisimulations between Å and AE.
The intuition behind the above definition is the following. As we have seen in Section 3, in the absence of negation we can make do with directed simulations, and as is known from the literature, in the presence of full Boolean negation we need bisimulations with full backand-forth clauses. In intuitionistic logic, we are somewhere in between. The intuitionistic implication introduces negative occurrences (formulas occurring on its left-hand side). To account for this we need to increase the interaction between simulating. We do this by having two relations going in opposite directions.
Observe that directed intuitionistic bisimulations are not as strong as strong bisimulations (as this would be appropriate for Boolean negation only). However, if´ ¼ ½ µ is a directed intuitionistic bisimulation between Å and AE, then ¼ ½ is a strong bisimulation between Å and AE. Let «´Üµ be an Ä ½´Ü µ-formula. Then «´Üµ is equivalent (on intuitionistic models) to the translation of an intuitionistic formula iff it is preserved under directed intuitionistic bisimulations.
PROOF. The left-to-right implication is Proposition 5.1. The converse is proved along the lines of Theorem 3.5. There are a few things to take into account:
we need infinitely many axioms to express the -closedness of the interpretation of proposition letters (unary predicates); we need axioms to express that intuitionistic models are partial orders.
As these axioms are all first-order axioms, we can use the techniques of Theorem 3.5 as before. Hence, we only sketch the main steps here.
By a compactness argument it suffices to show that show that « is itself a consequence of the set of its intuitionistic consequences
Int-Cons´«´Üµµ
ÁËÌ Ü´ µ « ÁËÌ Ü´ µ intuitionistic So, consider a model Å Int-Cons´«´Üµµ Û℄; we have to show that Å « Û℄. We achieve this by showing that there exists a model´AE Úµ for « itp´Ûµ itp´Ûµ where itp´Ûµ is the set of (translations of) intuitionistic formulas satisfied by Û, and itp´Ûµ is the set of Boolean negations of (translations of) intuitionistic formulas false at Û. Using this, we move to two -saturated elementary extensions of Å Û and AE Ú and show that there must be a directed intuitionistic bisimulation relating Û and Ú between those two models. The latter allows us to conclude that Å « Û℄.
COROLLARY 5.3
A modal formula in Ä ¿ ¾ is equivalent to an intuitionistic formula iff it is preserved under directed intuitionistic bisimulations.
EXAMPLE 5.4
The modal formulas ¾¿Ô and ¾¿ Ô are preserved under directed intuitionistic bisimulations (between intuitionistic models), and, so, on intuitionistic models they are equivalent to intuitionistic formulas. We leave it to the reader to show that, more generally, every modal formula which contains negation only in the scope of modal operators is preserved under directed intuitionistic bisimulations, and therefore equivalent to an intuitionistic formula.
Our next goal is to state a safety result for intuitionistic logic along the lines of Theorem 3.13. As with directed simulations, we get two versions of safety for directed intuitionis- Let «´Ü Ýµ be a first-order formula in Ä ½´Ü Ýµ. Then «´Ü Ýµ is left safe for directed intuitionistic bisimulations iff it can be defined from the the atomic relation ÊÜÝ and tests on intuitionistic formulas Ô, using only composition , and choice .
PROOF. The proof is similar to the proof of Theorem 3.13, but the required analysis of intuitionistic continuity (as in Lemma 3.16) requires the use of binary an existential operation that is dual to intuitionistic implication µ.
There is room for alternative approaches to intuitionistic safety: instead of characterizing the safe first-order definable operations, one can try to characterize the safe intuitionistically definable operations. We conjecture that, in contrast with the classical case, the set of intuitionistic formulas that are safe for intuitionistic directed bisimulations does not coincide with the set of intuitionistic formulas that are safe for ordinary bisimulations.
To conclude this section we turn to definability.
THEOREM 5.6
Let Ã be a class of pointed intuitionistic models. Then 1. Ã is definable by a set of intuitionistic formulas iff Ã is closed under directed intuitionistic bisimulations and ultraproducts, while Ã is closed ultrapowers. 2. Ã is definable by a single intuitionistic formula iff Ã is closed under directed intuitionistic bisimulations and ultraproducts, while Ã is closed under ultraproducts.
PROOF. Similar to the proof of Theorem 3.18, using Corollary 5.3. See also Rodenburg [19] for related results.
We leave it to the reader to introduce the notion of a directed intuitionistic bisimulation up to Ò, and to formulate an intuitionistic analogue of Theorem 3.19.
Conclusion
In this paper we have introduced the notion of a directed simulation to analyse the expressive power of a number of negation-free description languages for transition systems. Our results concerned preservation, safety and definability aspects of negation-free modal logic and some extensions, and we established similar results for intuitionistic logic. Moreover, our results can also be applied to full modal languages with Boolean negation. For example, if a firstorder formula is preserved under strong bisimulations, but not under directed simulations, then we know that its modal equivalent must contain negation in an essential way. To conclude we mention some possibilities for building on the work reported here. The paper is part of a general enterprise that aims to give model-theoretic characterizations of logic-based description formalisms. A lot of work remains to be done, even on arbitrary sub-Boolean fragments of first-order logic. More concretely, as mentioned in Section 4 there are several hierarchies of terminological languages waiting to be analyzed using the tools of this paper, A second example concerns the study of expressiveness of feature logics touched upon in Section 3.2; this theme is developed in a separate paper [16] . Third, one can build on recent work on general fragments of first-order logic, including finite-variable fragments (see [1] ), and develop the theory of their negation-free fragments. And a fourth line concerns negation-free substructural logics; there is a close relation there between notions of directed simulation and generative capacities of various formal languages (see [14] ), and we plan to report on this in a future paper.
PROOF. See [3, Chapter 5] We will show that ¡; then, by compactness is equivalent to a finite disjunction of formulas of the form specified in (7.1), and this proves the lemma.
So, assume that Å Û ¼ ; we need to show Å Û ¼ ¡. That is, it suffices to find a formula of the form specified in (7.1) such that Å Û ¼ and . Here we go. By
Lemma 7.1 we may assume that Å is an intransitive, tree-like transition system with root Û ¼ . As is continuous in Ô, we may also assume that Î´Ôµ is just a singleton Û Ò : The remainder of the proof is devoted to a proof that¨ ËÌ Ü¼´ µ, and this will do to prove the lemma. For if¨ ËÌ Ü¼´ µ, then, for some finite part¨¼ ¨we have¨¼ ËÌ Ü¼´ µ, by compactness. This is a disjunct in ¡, and, hence, in every model implies a finite part of ¡, and so implies in ¡. 
