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ON DEFORMATIONS OF HYPERBOLIC VARIETIES
MARIO KUMMER AND ELI SHAMOVICH
Abstract. In this paper we study flat deformations of real subschemes of
Pn, hyperbolic with respect to a fixed linear subspace, i.e. admitting a fi-
nite surjective and real fibered linear projection. We show that the subset
of the corresponding Hilbert scheme consisting of such subschemes is closed
and connected in the classical topology. Every smooth variety in this set lies
in the interior of this set. Furthermore, we provide sufficient conditions for
a hyperbolic subscheme to admit a flat deformation to a smooth hyperbolic
subscheme. This leads to new examples of smooth hyperbolic varieties.
1. Introduction
The study of hyperbolic varieties grew out of the study of homogeneous hyper-
bolic polynomials. Hyperbolic polynomials were brought to light due to their appli-
cations to partial differential equations and in particular to the question whether a
Cauchy problem is well posed for a given PDE (see [Ho¨r07, Ch. 23] for more details).
A homogeneous polynomial f ∈ R[x0, . . . , xn] of degree m is said to be hyperbolic
with respect to a point e ∈ Rn+1 if f(e) 6= 0 and if for every x ∈ Rn+1 the univariate
polynomial f(x+ te) has precisely m real roots counting multiplicities. If for every
x ∈ Rn+1 the polynomial f(x+ te) has m simple real roots, then f is called strictly
hyperbolic with respect to e. The remarkable convexity properties of hyperbolic
polynomials were discovered by G˚arding in [Ga˙r59]. G˚arding proved that the con-
nected component C of e in Rn+1 \ {f(x) = 0} is a convex cone. If f is irreducible,
the closure of C is called the hyperbolicity cone of f . Hyperbolic polynomials and
their hyperbolicity cones quickly found applications outside the scope of PDEs, for
example in convex analysis [BGLS01], in optimization [BGLS01, Gu¨l97, Ren06] and
in functional analysis [MSS15a, MSS15b, Bra¨18]. See also [Vin12] for additional
examples of applications and references.
In 1968 Nuij considered the space of homogeneous polynomials of degree m
in n + 1 variables, hyperbolic with respect to a fixed e ∈ Rn+1, with the topology
induced by the norm of the vector of coefficients. He proved that this space has non-
empty interior (the strictly hyperbolic polynomials) and it is connected and simply
connected. This is the main theorem of [Nui68]. In particular, every hyperbolic
polynomial is a limit of strict hyperbolic polynomials and thus can be deformed
to a smooth polynomial hyperbolic with respect to the same point. His result was
used by Helton and Vinnikov in [HV07] to prove that every smooth hyperbolic
hypersurface of degree m in Pn(R) is isotopic to a union of concentric spheres if
m is even and a union of concentric spheres and a single hyperplane if m is odd.
Furthermore, the isotopy passes only through smooth real hypersurfaces hyperbolic
with respect to e.
From now on all of the schemes, varieties, and morphisms are assumed to be
defined over R. In particular Pn stands for Pn
R
. Hyperbolic varieties were introduced
by Vinnikov and the second author in [SV18]. A subvariety X ⊂ Pn of dimension
k is said to be hyperbolic with respect to a linear subspace E ⊂ Pn of dimension
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n − k − 1 if E ∩X = ∅ and for every linear subspace U ⊂ Pn of dimension n − k
that contains E, we have that U intersects X only at real points. This notion
generalizes readily to subschemes of Pn. The notion of general hyperbolicity was
further studied and expanded by the authors in [KS]. In particular, it was proved
that each connected component of the real points of a smooth irreducible hyperbolic
variety of dimension k is homeomorphic to either Sk or Pk(R). This provided a
partial generalization of the result of Helton and Vinnikov. We show, however, in
Examples 3.8 and 3.9 that a straightforward generalization of the Helton-Vinnikov
result fails.
In order to attempt a generalization of Nuij’s result to the general hyperbolic
case, we need a slightly different point of view. Consider the space that parametrizes
hypersurfaces of degreem in Pn, that is P(
m+n
n )−1 and inside this consider the subset
of all hypersurfaces hyperbolic with respect to e. Then Nuij’s theorem implies that
this set is connected, has non-empty interior and every hyperbolic hypersurface is in
the closure (all with respect to the classical topology) of the smooth ones hyperbolic
with respect to the same point. In this paper, we study the generalization of this
question to the case of general hyperbolic varieties. Namely, let P be a univariate
polynomial over Q of degree k and let H be the Hilbert scheme of closed subschemes
of Pn with Hilbert polynomial P . This is a projective scheme over R thus on
the set H(R) we have the classical topology. In Section 2 we show that the set
of all closed equidimensional subschemes, that are hyperbolic with respect to a
fixed linear subspace E of dimension n− k − 1, is closed inside the open subset of
H(R) consisting of subschemes that do not intersect E (Theorem 2.8). The main
ingredients are the open mapping theorem and the curve selection lemma from real
algebraic geometry.
In Section 3 we study the subset of subschemes hyperbolic with respect to E,
such that the projection from E induces on them a map to Pk unramified at real
points. These subschemes are the generalization of strictly hyperbolic polynomials.
In particular, by [KS, Thm. 2.19] for every equidimensional smooth subvariety
hyperbolic with respect to E, the projection from E is unramified at real points.
We show that the set of such subschemes is open inside the set of all hyperbolic
subschemes. Though unlike in the case of hypersurfaces, this subset can be empty
or disconnected as is shown in Examples 3.8 and 5.2.
In Section 4 we apply the methods of [Har66] to show that every subscheme
of Pn hyperbolic with respect to E can be deformed into a tight fan of linear
subspaces hyperbolic with respect to E such that every fiber of the deformation
over a closed point is a subscheme hyperbolic with respect to E. In particular, the
set of hyperbolic subschemes in H(R) is connected (Theorem 4.7).
Section 5 starts with describing a class of first-order deformations satisfying a
certain positivity condition. We call those deformations strict hyperbolic deforma-
tions. Let X ⊂ Pn be a subscheme hyperbolic with respect to E and assume that
there exists a strict hyperbolic deformation ϕ. Let x ∈ H(R) be the point corre-
sponding to X and let us assume that the Hilbert scheme is smooth at x. Then
ϕ corresponds to a tangent direction to the Hilbert scheme at x and there exists a
curve tangent to ϕ that deforms X to a smooth subscheme that is hyperbolic with
respect to E. This method provides new examples of smooth hyperbolic varieties.
2. Closedness of the Hyperbolic Locus
In the following, by a curve we mean a variety of dimension one (in particular
reduced). For a quasi-projective scheme X defined over the reals, open and closed
sets in X(R) are always with respect to the classical topology and otherwise with
respect to the Zariski topology. In this section, we want to prove the closedness
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of the hyperbolic locus in the real part of the Hilbert scheme. The idea is to first
prove it for one-dimensional families and then to extend it to the general case via
the curve selection lemma. We start with recalling some lemmas from algebraic
geometry.
Lemma 2.1. Let f : X → Y be a dominant morphism of irreducible R-varieties.
Let x ∈ X be a closed point such that y = f(x) ∈ Y is a smooth point. Let C ⊂ Y be
an irreducible curve such that y ∈ C is a smooth point of C. There is an irreducible
curve C′ ⊂ X with x ∈ C′ and f(C′) ⊂ C.
Proof. This proof is taken from [Kum16, Lem. 2.3.7]. Without loss of generality we
can assume that X = SpecB and Y = SpecA are affine schemes where A ⊂ B is
an extension (f is dominant) of finitely generated R-algebras without zero divisors.
Let m ⊂ A and n ⊂ B be the maximal ideals corresponding to y and x. Let p ⊂ A
be the prime ideal corresponding to C. Let d = dimA. The ideal pAm of the regular
local ring Am is generated by d − 1 elements a1, . . . , ad−1 ∈ Am because Am/pAm
is regular of dimension one (cf. [Mat80, §17.F, Thm. 36]). The ideal I of Bn that
is generated by a1, . . . , ad−1 is contained in a prime ideal P of height at most d− 1
by Krull’s Height Theorem ([Mat80, §12.I, Thm. 18]). Since dimBn ≥ d, there is
a prime ideal P′ of Bn that contains P such that dimBn/P
′ = 1. This gives the
desired curve C′. 
Lemma 2.2. Let f : X → Y be a quasi-finite morphism of R-varieties. Assume
that every irreducible component of X dominates Y and let Y be smooth and irre-
ducible. Let C ⊂ Y be a smooth irreducible curve. Then every irreducible component
of f−1(C) dominates C.
Proof. Since f is quasi-finite, it suffices to show that every irreducible component
of f−1(C) is a curve. Let x ∈ f−1(C) be a closed point. By assumption there is
an irreducible component Xi of X with x ∈ Xi such that Xi → Y is dominant. By
Lemma 2.1 there is an irreducible curve C′ ⊂ Xi with x ∈ C′ ⊂ f−1(C). 
Lemma 2.3. Let Y be an irreducible curve and f : X → Y a flat morphism such
that all fibers over closed points are of pure dimension k. Then every irreducible
component of X has dimension k + 1.
Proof. Let x ∈ X be a closed point and y = f(x). Then the local dimensions satisfy
dimxX = dimy Y + dimx f
−1(y) = 1 + k
by [Gro65, Cor. 6.1.2] since f is flat. 
The following lemma is the first closedness result which easily follows from the
open mapping theorem.
Lemma 2.4. Let f : X → Y be a morphism of curves. Let Y be smooth and
irreducible. Assume that every irreducible component of X dominates Y . The set
S = {y ∈ Y (R) : f−1({y}) ⊂ X(R)} is a closed subset of Y (R) (with respect to the
Euclidean topology).
Proof. Since S = Y (R) \ (f(X(C) \ X(R))) and X(C) \ X(R) is open, it suffices
to show that f : X(C) → Y (C) is an open map (with respect to the Euclidean
topology). By the open mapping theorem this is the case for smooth X . For the
singular case let π : X˜ → Y be the normalization map. Then f ◦ π is an open map.
If U ⊂ X(C) is open, then f(U) = f(π(π−1(U))) = (f ◦ π)(π−1(U)) is open. 
Now we are able to show that inside one dimensional families of projective
schemes the set of hyperbolic ones is closed.
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Lemma 2.5. Let E ⊂ Pn be a linear subspace of dimension n − k − 1. Let C be
a smooth irreducible curve and let W ⊂ Pn × C be a closed subscheme, flat over
C, all of whose fibers are closed subschemes of Pn of pure dimension k that do not
intersect E. The set S of points in C(R) whose fiber is hyperbolic with respect to
E is closed in C(R).
Proof. Let π : Pn r E → Pk be the linear projection from center E. The induced
map f = (π × id)|W : W → Pk × C is quasi-finite and dominant because no fiber
of f intersects E. Moreover, every irreducible component of W dominates Pk × C
by Lemma 2.3. For all y ∈ Pk(R) let Sy = {z ∈ C(R) : f−1({(y, z)}) ⊂ W (R)}.
Every irreducible component of f−1({y} × C) dominates {y} × C by Lemma 2.2.
Thus Sy is closed by Lemma 2.4. Since S = ∩y∈Pk(R)Sy, the claim follows. 
Example 2.6. Lemma 2.5 becomes false if we drop the assumption on the fibers
being equidimensional. Indeed, let e = (0 : 0 : 1) ∈ P2 and C = A1. Consider
the closed subscheme W of P2 × A1 that is cut out by x1x2 − ǫx22 and x20x2 + x32
where ǫ is the parameter of A1. Every fiber is the disjoint union of the line x2 = 0
with the pair P = {(1 : ǫ · i : i), (1 : −ǫ · i : −i)} of complex conjugate points. In
particular, no fiber contains e and W is flat over A1 since each fiber has the same
Hilbert polynomial T +3. Moreover, the (real) line spanned by the two points from
P contains e if and only if ǫ = 0. Since the other component is a real line, the set of
points in A1(R) whose fiber is hyperbolic with respect to e is S = {ǫ ∈ A1 : ǫ 6= 0}
and therefore not closed.
The next lemma shows that indeed it suffices to look at one-dimensional families.
This is done via the curve selection lemma from semi-algebraic geometry.
Lemma 2.7. Let X be a quasi-projective variety over R. Let S ⊂ X(R) be a
semialgebraic subset.
(i) If C(R) ∩ S is closed in C(R) for every irreducible curve C ⊂ X, then S is
closed in X(R).
(ii) If C(R) ∩ S is open in C(R) for every irreducible curve C ⊂ X, then S is
open in X(R).
Proof. First we note that (ii) follows directly from (i). We prove the contrapositive
of (i): Let x ∈ S r S. By the curve selection lemma [BCR98, Thm. 2.5.5] there
is a continuous semialgebraic map f : [0, 1] → X(R) such that f(0) = x and
f(]0, 1]) ⊂ S. Let C be the Zariski closure of f(]0, 1]). This is a curve with
x ∈ C(R) ∩ S (the dimension does not increase by [BCR98, Thm. 2.8.8]). Thus
C(R) ∩ S is not closed in C(R). There is also an irreducible component C0 of C
such that C0(R) ∩ S is not closed. 
Putting everything together we get the following theorem.
Theorem 2.8. Let E ⊂ Pn be a linear subspace of dimension n − k − 1. Let H
be the Hilbert scheme of closed subschemes of Pn with a given Hilbert polynomial
of degree k. Let H ′ ⊂ H be the subset consisting of all points corresponding to
subschemes of pure dimension k that do not intersect E. The subset S of H ′(R)
corresponding to subschemes which are hyperbolic with respect to E is closed with
respect to the classical topology.
Proof. Let C ⊂ H ′ be an irreducible curve. By Lemma 2.7 it suffices to show that
C(R) ∩ S is closed in C(R). Let π : C˜ → C be the normalization map. Since
the induced map C˜(R) → C(R) is surjective and closed (cf. [ABR96, Prop. 4.2
and 4.3]), it suffices to show that π−1(C(R) ∩ S) is closed in C˜(R). But since C˜ is
smooth, this follows from the universal property of the Hilbert scheme and Lemma
2.5. 
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Remark 2.9. The set of points in the Hilbert scheme corresponding to equidimen-
sional schemes is closed whereas the set of points in the Hilbert scheme correspond-
ing to schemes that do not intersect a certain linear subspace is open. Thus the set
H ′ considered in Theorem 2.8 is locally closed.
3. Strict Hyperbolic Varieties
In this section, we want to show that smooth hyperbolic varieties lie in the
interior of the set of all hyperbolic varieties. Whereas the rough idea is the same
as in the previous section, some subtleties arise that do not enable us to prove the
results of both sections in a unified way.
Definition 3.1. Let f : X → Y be a morphism. The branch locus of f is the set
of all points y ∈ Y such that the fiber Xy = X ×Y κ(y) is not reduced. This is
in fact f(SuppΩX/Y ), since the ramification locus is precisely the support of the
relative differentials.
Recall for example from [Lor08, §20, Thm. 9] or [PRS93, Thm. 2.1] that if A is
a finite R-algebra, then the bilinear form A×A→ R, (x, y) 7→ trA/R(xy) is positive
semidefinite if and only if SpecA consists only of R-points and it is nondegenerate
if and only if A is reduced, the latter being equivalent to the morphism SpecA→
SpecR being unramified.
Lemma 3.2. Let f : X → Y be a finite flat surjective morphism of irreducible
varieties. The set
S = {y ∈ Y (R) : f−1(y) ⊂ X(R)}r f(SuppΩX/Y )}
is an open subset of Y (R).
Proof. We can restrict to the case where Y = SpecA, X = SpecB and B is free
as A-module. But then S is just the set of points where the trace bilinear form
B ×B → A, (a, b) 7→ trB/A(ab) is positive definite. This is an open set. 
We want to decude the statement of the previous lemma for not necessarily flat
morphisms X → Y which we will need later.
Lemma 3.3. Let f : X → Y be a finite morphism of schemes where Y is an
irreducible curve. The set
S = {y ∈ Y (R) : f−1(y) ⊂ X(R)}r f(SuppΩX/Y )}
is an open subset of Y (R).
Proof. First we consider the case where X is integral. We can restrict to the case
where f is surjective and Y = SpecA, X = SpecB and B is finitely generated
as A-module. Let K = Quot(A) and L = Quot(B). Let b ∈ B be an element
whose minimal polynomial has coefficients in A and degree [L : K]. Then the ring
extension A ⊂ A[b] is flat and L = Quot(A[b]). Letting X ′ = SpecA[b] we find that
f factors as f = g ◦h where h : X → X ′ is surjective and birational and g : X ′ → Y
is finite and flat. The set
S′ = {y ∈ Y (R) : g−1(y) ⊂ X ′(R)} r g(SuppΩX′/Y )
is an open subset of Y (R) by Lemma 3.2. Clearly, S is S′ minus a finite set of
points and thus is also open.
Now we consider the case whereX is irreducible. LetXred be the reduced induced
subscheme structure on X and let f ′ : Xred → Y be the induced morphism. By the
previous step, we have that the set
S′′ = {y ∈ Y (R) : f ′−1(y) ⊂ Xred(R)} r f ′(SuppΩXred/Y )
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is an open subset of Y (R). Since S = S′′r f(Supp(ΩX/Y )) and since the latter set
is closed, S is open.
In the general case let X1, . . . , Xr be the irreducible components of X and let
fi : Xi → Y be the induced morphisms. Then S is the intersection of the open sets
{y ∈ Y (R) : f−1i (y) ⊂ Xi(R)}r fi(SuppΩXi/Y )
minus a finite set of points and therefore open. 
The previous lemma extends to the case of finite morphisms between arbitrary
varieties by the curve selection lemma.
Lemma 3.4. Let f : X → Y be a finite morphism of varieties. The set
S = {y ∈ Y (R) : f−1(y) ⊂ X(R)}r f(SuppΩX/Y )
is an open subset of Y (R).
Proof. Let C ⊂ Y be an irreducible curve. By Lemma 2.7 it suffices to show that
C(R)∩ S is open in C(R). Let π : X ×Y C → C be the projection. Then C(R)∩ S
equals the set
{y ∈ C(R) : π−1(y) ⊂ (X ×Y C)(R)} r π(SuppΩX×Y C/C)
which is open. 
Now we are able to prove the main theorem of this section.
Theorem 3.5. Let E ⊂ Pn be a linear subspace of dimension n− k − 1. Let H be
the Hilbert scheme of closed subschemes of Pn with a given Hilbert polynomial. Let
H ′ ⊂ H be the open subset consisting of all points corresponding to k-dimensional
subschemes that do not intersect E. The subset S of H ′(R) corresponding to sub-
schemes which are hyperbolic with respect to E such that the projection from E is
unramified at real points is open with respect to the classical topology.
Proof. Let W ⊂ Pn × H ′ be a closed subscheme, flat over H ′, all of whose fibers
are closed subschemes of Pn with Hilbert polynomial P that do not intersect E.
Let π : Pn r E → Pk be the linear projection from center E. The induced map
f = (π × id)|W : W → Pk ×H ′ is quasi-finite and proper. Indeed, we have that f
composed with the projection Pk ×H ′ → H ′ is projective and then we can apply
[Har77, Cor. II-4.8(e)]. Thus it is finite by [Gro66, Thm. 8.11.1]. Therefore
U = {y ∈ Pk(R)×H ′(R) : f−1(y) ⊂W (R)} r f(SuppΩW/Pk×H′)
is an open subset of Pk(R) ×H ′(R) by Lemma 3.4. A point x ∈ H ′(R) is in S if
and only if the set Pk(R)× {x} is fully contained in U . Thus, since U is open and
Pk(R) is compact, S is open. 
Corollary 3.6. The set of equidimensional smooth hyperbolic subschemes is in the
interior of the set of all hyperbolic subschemes.
Proof. This follows from Theorem 3.5 and [KS, Thm. 2.19]. 
Remark 3.7. Let us stress another difference between the situation here and the
one in the previous section. In the previous section when reducing to the case
of curves smoothness was important. Since the curve selection lemma does not
necessarily give us a smooth curve we had to use the normalization. This was not
a problem because the normalization map is closed. But since it is not open this
argument would not work in this section. However, we are lucky and we get along
without smoothness of the target in this section.
Let us further remark that if both X and Y are smooth of the same dimension
in the crucial Lemma 3.4, then one can easily prove the statement using only the
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implicit function theorem: On the preimage of an open neighborhood of any point
y ∈ S the map f is a covering map since it is unramified. The same is true if
we restrict f to the real points of X . Since the fiber over y consists only of real
points and the number of sheets is the same, for every point in a neighborhood of
y the fiber consists of real points only. Thus S contains an open neighborhood of
y. However, since the Hilbert scheme is not necessarily smooth, even at points that
correspond to smooth varieties, this statement is not enough for our purposes.
The following two examples show that the set of smooth real subschemes of
Pn with the same Hilbert polynomial and hyperbolic with respect to E can be
disconnected and that one cannot always build even a topological isotopy between
the real points of two hyperbolic curves in P3.
Example 3.8. Consider the twisted cubic (t3 : st2 : s2t : s3) in P3, this curve is
hyperbolic with respect to the line spanned by (4 : 0 : 1 : 0) and (0 : 1 : 0 : 1) (see
[KS, Ex. 4.15] for details). Now consider another twisted cubic (t3−s2t : 12st2−s2t :
1
4st
2 : 2st2 − 2s2t − s3), it is also hyperbolic with respect to the same line as the
original one. However, by [Bjo¨11] there exists no deformation passing through only
smooth real curves that connects the two since the writhe of the first curve is 1 and
the writhe of the second is −1 (the second one is obtained from (t3 : st2 : s2t : −s3)
by applying a linear map with positive determinant).
Example 3.9. In [Sha92, §3.1] Shastri constructed a representation of a long trefoil
knot given by (t3s2−3ts4 : t4s−4t2s3 : t5−10ts4 : s5). It turns out that this curve is
hyperbolic with respect to the line spanned by (0 : 0 : 1 : −2) and (1 : −3 : 21 : −2).
To see this note that the projection from this line gives rise to the map
P1 → P1, (s : t) 7→ (t4s+ 3t3s2 − 4t2s3 − 9ts4 : 2t5 − 40t3s2 + 100ts4 + s5).
The Be´zout matrix of these two polynomials is given by

9 4 −3 −1 0
4 397 59 −100 −18
−3 59 60 −18 −8
−1 −100 −18 32 6
0 −18 −8 6 2

 .
It is easy to check that this matrix is positive definite. This means that the two
polynomials have interlacing zeros and thus the map is real fibered, cf. [KS, Ex.
2.5]. The same example from [KS] allows us to construct a degree 5 unknot, for
example if we consider the parametrization [s5 : ts4 : (t + 23s)(t +
1
3s)(t − 13s)(t −
2
3s)(t− 43s) : (t+s)(t+ 12s)t(t− 12s)(t−1)] we obtain a curve that is an unknot since
its encomplexed writhe is 0 (see [Bjo¨11] for the classification of rational knots of
low degree). The curve we obtain is hyperbolic with respect to the line x2 = x3 = 0
and of course we can rotate it to obtain an unknot hyperbolic with respect to the
same line as the Shastri trefoil knot.
4. Connectedness of the Hyperbolic Locus
In [Har66] Hartshorne showed that the Hilbert scheme is connected. More mod-
ern treatment of this result as appears in [Ree95] and [Par96] uses the technique
of Gro¨bner degeneration. We, however, will use the original ideas of Hartshorne
and thus some of his terminology. In particular, we will refer to a union of linear
subspaces as “fans”, we believe that no confusion with toric varieties will arise.
In this section, we will check that the connecting path obtained by Hartshorne’s
construction passes only through schemes hyperbolic with respect to a fixed linear
space. Let us denote by E ⊂ Pn the space spanned by the last n− k vectors of the
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standard basis, of dimension n − k − 1 and let E⊥ be the orthogonal complement
of E with respect to the standard inner product.
Lemma 4.1. Let X be a real scheme hyperbolic with respect to E, then there exists
a flat deformation of X into a scheme with support E⊥ over A1, such that the fiber
over every R-point is hyperbolic with respect to E.
Proof. For each a ∈ A1 r {0} consider the automorphism σa of Pn defined by
(x0, . . . , xn) 7→ (x0, . . . , xk, axk+1, . . . , axn). Then the Xa = σa(X) form a flat
family parametrized by A1 r {0} which extends uniquely to a flat family over A1.
The fiber X0 over 0 agrees set theoretically with E
⊥ and for every a ∈ R the fiber
Xa is hyperbolic with respect to E. 
Recall that in [Har66] Hartshorne defines for a coherent sheaf F on a noetherian
scheme X the functors:
Ri(F)(U) = {s ∈ Γ(U,F) | codimSupp(s) ≥ i} , F i(F) = F/Ri(F).
Now let F be a coherent sheaf on Pn. We denote by ni(F) the coefficient of zi in
the Hilbert polynomial of Rn−i(F) multiplied by i!. We write:
n∗(F) = (nk(F), . . . , n0(F)).
Lemma 4.2. Let X be a real scheme hyperbolic with respect to E and Y be the
scheme supported on E⊥ obtained in the previous lemma, then n∗(Y ) ≥ n∗(X)
(with respect to pointwise ordering).
Proof. We apply [Har66, Thm. 2.10], where Y = A1 and F = OX . 
Let write Bm ⊂ GLm(R) for the subgroup of upper triangular matrices. The
following lemma is a hyperbolic version of [Har66, Cor. 5.3].
Lemma 4.3. Let X be a real closed subscheme of Pn supported on E⊥, then there
exists a sequence of linear specializations X = X0, X1, . . . , Xr in P
n, such that each
Xj is supported on E
⊥ and Xr is invariant under Bn+1.
Proof. We can take a composition series for Bn+1, such that the intermediate quo-
tients are either the additive or multiplicative group of R and that at each step we
have semi-direct products. Now we would like to apply [Har66, Prop. 5.2]. We only
need to verify that the construction in [Har66, Prop. 5.2] preserves hyperbolicity
with respect to E. To see this we note that E⊥, which is the support of X , is in-
variant (as a set and not pointwise) under the action of Bn+1, so when we perform
the construction of [Har66, Prop. 5.2] the support of all the fibers is E⊥, hence the
scheme we obtain is hyperbolic with respect to E. 
A monomial ideal I ⊂ R[x1, . . . , xn] is an ideal that is an ideal generated by
monomials. Equivalently, if f ∈ I, then every monomial in f is also in I. The
monomials form an ordered semi-group with respect to the coordinate-wise order-
ing. If I is a monomial ideal, it is in fact generated by all the monomials in I that are
minimal with respect to this ordering. Let f ∈ R[x1, . . . , xn] and let 1 ≤ i < j ≤ n.
We define the polynomial fij to be the polynomial obtained from f by replacing
xi with xj . A monomial ideal I ⊂ R[x1, . . . , xn] is called Borel-fixed if whenever
f ∈ I and 1 ≤ i < j ≤ n are indices, we have that fij ∈ I.
Corollary 4.4. Let Xr be the scheme obtained from X in the previous lemma.
Then Xr is supported on E
⊥, hyperbolic with respect to E, it is cut out by a Borel-
fixed ideal and satisfies n∗(Xr) ≥ n∗(X).
Proof. This follows immediately from the above lemma, [Har66, Thm. 2.10] and
[Har66, Prop. 5.4]. 
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Consider R[tij ], where i and j are positive integers. A canonical distraction of a
monomial ideal I ⊂ R[x1, . . . , xn] is the ideal generated by the expressions:
s1∏
j=1
(x1 − t1jx0) · · ·
sn∏
j=1
(xn − tnjx0),
where xs11 · · ·xsnn is a minimal (with respect to divisibility) monomial in I.
A fan is a subvariety of Pn whose ideal is the intersection of prime ideals of the
form (xj1 − a1x0, xj2 − a2x0, . . . , xjr − arx0) where 1 ≤ j1 < j2 < · · · < jr ≤ n. A
tight fan is a subvariety of Pn whose ideal is the intersection of prime ideals of the
form (xj1 , xj2 , . . . , xjr−1, xjr − arx0) where 1 ≤ j1 < j2 < · · · < jr ≤ n.
Lemma 4.5. Let X be a real scheme supported on E⊥ cut out by a Borel-fixed
ideal. Applying distractions we obtain a fan Y hyperbolic with respect to E and
n∗(X) ≤ n∗(Y ).
Proof. We proceed along the lines of the proof of [Har66, Thm. 4.10]. We take the
ideal of X that is a monomial ideal generated by monomials in xk+1, . . . , xn (since
it is supported on E⊥). Let A = R[tij ]m, where i ranges between k + 1 and n and
for each i, the index j ranges between 1 and the maximal power of xi in a monomial
generating I and m is the irrelevant maximal ideal. Let R = A[x0, . . . , xn] and J
be the canonical distraction ideal of I in R. Then J cuts out a closed subscheme
X ′ ⊂ PnA that is flat over A and the closed point corresponds to X and the generic
point is a fan. This implies that for a generic choice of real numbers tij , the resulting
specialization of J is a fan in Pn and does not intersect E (since E is cut out by
x0 = · · · = xk = 0 and in particular the only possible intersection is when all
coordinates vanish). Since it is a fan and thus a union of linear subspaces that
do not intersect E, we conclude that it is hyperbolic with respect to E. The last
inequality follows from the observation after [Har66, Thm. 4.10]. 
Recall from [Har66] that if X is a fan in Pn and we write the ideal of X as
an irredundant intersection I =
⋂k
j=1 pj , each prime is of the form pj = (xℓ −
aℓ,jx0, . . . , xmj − am,jx0), then we set p = p(X) to be the largest integer, such that
for every j we have:
• If mj < p, then aℓ,j = · · · = amj−1,j = 0.
• If mj ≥ p, then aℓ,j = · · · = ap−1,j = 0.
In particular, if all of the ak,j 6= 0, then p = 1. Note that in the definition of
[Har66] ℓ = 1. We need this minor modification since the fans we obtain from the
construction in the previous lemma have ℓ = k + 1. Also note that for tight fans
p(X) is maximal.
We recall from [Har66] the definition of linear specializations. Let X be a scheme
over a field L. We say that x ∈ X specializes linearly to x′ if there exists an
extension L1/L and a morphism SpecL1[t](t) → X . Such that the generic point is
mapped to x and the closed point to x′.
Lemma 4.6. Let X ⊂ Pn be a fan hyperbolic with respect to E, and assume that
the ideal of X can be written as the following irredundant intersection:
I =
k⋂
j=1
(xk+1 − ad+1,jx0, . . . , xmj − amj ,jx0).
Then there exists a chain of linear specializations from X to Y , such that each
is hyperbolic with respect to E and the Y is either a tight fan, Y is a fan with
p(Y ) > p(X) or Y is a closed subscheme of Pn, satisfying n∗(Y ) > n∗(X).
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Proof. We only need to verify that the transformations applied in the proof of
[Har66, Prop. 3.6] preserve hyperbolicity with respect to E. Let p = p(X). First
note that from the proof of [Har66, Prop, 3.6] it follows that every change of coor-
dinates of the form x′p = xp − λx0, x′p+1 = xp+1 − µxp and x′j = xj for j 6= p, p+ 1
results in a fan with the same p and n∗. This is an automorphism of P
n and
preserves E (since p > k), hence we can conclude that every fan in this family is
hyperbolic with respect to E. Fix λ, µ ∈ R. Consider the fan in Pn
R[t] defined by
k⋂
j=1
(x′k+1 − bd+1,jx′0, . . . , x′mj − bmj ,jx′0).
Here the coefficients br,j are ar,j if r 6= p, p + 1 and bp,j = t(ap − λ), bp+1,j =
ap+1 − µap. It is flat over SpecR[t] and it does not intersect the subset of PnR[t]
cut out by x0, . . . , xk. Thus, the fiber over every t ∈ R is a scheme whose support
is a fan that does not intersect E. For t = 1 it is the fan that we obtained from
X by applying the linear transformation from the beginning of the proof and for a
suitable choice of λ and µ this limit is precisely the Y we have been looking for. 
Theorem 4.7. Let H be the Hilbert scheme of closed subschemes of Pn with given
Hilbert polynomial. The set of schemes hyperbolic with respect to E in H(R) is
connected in the classical topology.
Proof. Let X ⊂ Pn be a real subscheme with the prescribed Hilbert polynomial
that is hyperbolic with respect to E. We will show that X can be deformed into
a tight fan hyperbolic with respect to E, such that the path passes only through
schemes hyperbolic with respect to E.
To do this we apply Lemma 4.1 to get a subscheme X ′ that is supported on E⊥
and note that the Lemma guarantees that the path lies entirely in the closed set of
points hyperbolic with respect to E in H(R). Next we apply Lemma 4.3 to obtain
the subscheme X ′1 that is monomial and still supported on E
⊥. Now we apply
Lemma 4.5 to turn X ′1 to a fan X
′
2 still hyperbolic with respect to E. By virtue of
Lemma 4.6 we can deform X ′2 into X
′
3 that is hyperbolic with respect to E. If X
′
3
is a tight fan we are done. If X ′3 is a fan again we can repeat the last step, else X
′
3
is a close subscheme of Pn, such that n∗(X
′
3) > n∗(X
′
2) ≥ n∗(X) and thus we can
repeat the entire process starting with X ′3. Since the invariant n∗ only increases
and since by [Har66, Cor. 3.10] there are only finitely many possibilities for n∗(Z)
where Z is a fan, we will end up with a tight fan after a finite number of steps.
Now the claim follows from [Har66, Prop. 3.2] and its proof which shows that
for any two tight fans X1 and X2 with the same Hilbert polynomial there is a flat
family of tight fans over some Am which has X1 and X2 as fibers at some closed
points. 
5. Smoothing nodes
Definition 5.1. A hyperbolic subscheme X ⊂ Pn is said to be hyperbolically
smoothable if its corresponding point is in the closure (with respect to the clas-
sical topology) of the subset of all points corresponding to hyperbolic subschemes
without real singularities.
A result by Nuij [Nui68] says that every hyperbolic hypersurface is hyperbol-
ically smoothable. In general, we cannot expect that every hyperbolic scheme is
hyperbolically smoothable since it might not be contained in a connected compo-
nent of the Hilbert scheme with points corresponding to nonsingular varieties. This
is illustrated in the next example. However, if the variety is Cohen–Macaulay and
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if it has only ordinary double points for singularities, then we are able to give a
tractable criterion for hyperbolic smoothability.
Example 5.2. Let C ⊂ P3 be a hyperbolic plane quartic curve and let L ⊂ P3 be
a line that intersects C in one point. Then the curve C ∪ L is hyperbolic and it is
not smoothable since its arithmetic genus is three and its degree is five, cf. [HH85,
4.3.2].
Let B be a finitely generated R-algebra, I ⊂ B be an ideal such that A = B/I is
a finite dimensional R-vector space and such that SpecA consists only of R-points.
Let D = R[ǫ]/(ǫ2) be the ring of dual numbers, π : D → R the natural projection
and B′ = B ⊗R D. Consider ϕ ∈ HomB(I, B/I) and let
I ′ = {x+ ǫy : x ∈ I, y ∈ B, and the image of y in B/I is equal to ϕ(x)}.
Then, A′ = B′/I ′ is flat over D and we have the natural projection π′ : A′ → A.
The trace maps commute with the projection maps, i.e. π ◦ trA′/D = trA/R ◦π′.
Thus, we have that trA′/D(π
′−1(Nil(A))) ⊂ (ǫ) ⊂ D. We identify (ǫ) ∼= R via
ǫ 7→ 1. This is an isomorphism of D-modules. We define the R-bilinear form bϕ
on Nil(A) as follows: For f, g ∈ Nil(A) let bϕ(f, g) = trA′/D(f ′g′) ∈ (ǫ) ∼= R where
f ′ ∈ π′−1(f) and g′ ∈ π′−1(g). Note that the value of trA′/D(f ′g′) depends only on
the choice of f and g rather than on the particular choice of the preimages f ′ and
g′.
Definition 5.3. We say that ϕ ∈ HomB(I, B/I) is a strict hyperbolic deformation
if bϕ is positive definite.
Remark 5.4. If A is reduced, then every element of ϕ ∈ HomB(I, B/I) is a strict
hyperbolic deformation.
Remark 5.5. In the situation above let A = A0 × · · · ×Ar where the Ai are local
R-algebras. Let pi ∈ SpecA be the point corresponding to the maximal ideal of
Ai. Assume that Ai is reduced for 1 ≤ i ≤ r and that the vector space dimension
of A0 is two. Let f ∈
√
I r I. Note that f2 ∈ I. Let ϕ ∈ HomB(I, B/I). If
ϕ(f2)(p0) < 0, then ϕ is a strict hyperbolic deformation. Indeed, let g ∈ A′ be the
residue class of f . Then we have trA′/D(g
2) = −ϕ(f2)(pi)ǫ. Thus, bϕ is positive
definite.
Example 5.6. Let B = R[x, y] and I = (g1, g2) with g1 = 1 − x2 − y2 and
g2 = x
2 − x. The zero dimensional scheme SpecA where A = B/I consists of the
two reduced points at (0,±1) and one double point at (1, 0). In order to apply the
previous remark we consider xy ∈ √I r I. We have
x2y2 = −xg1 + (y2 − x− 1)g2.
Therefore, the strict hyperbolic directions are precisely those ϕ ∈ HomB(I, B/I)
with ϕ(g1 + 2g2)(1, 0) > 0.
Example 5.7. Let B = R[x] and I = (x3). Every flat deformation of A = B/I in
B over D is of the form B′/I ′ where B′ = B⊗RD and I ′ = (x3− ǫ · (ax2 + bx+ c))
for some a, b, c ∈ R. It is a strict hyperbolic deformation if the bilinear form defined
above is positive definite. A representing matrix of this bilinear form is(
2b 3c
3c 0
)
.
This matrix is not positive definite for any value of b, c ∈ R. Thus, there are no
strict hyperbolic deformations of A in B over D.
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Now let X ⊂ Pn be a closed Cohen–Macaulay subscheme of pure dimension k
which is hyperbolic with respect to a linear subspace E ⊂ Pn of dimension n−k−1.
Let E′ ⊂ Pn be a real linear subspace of dimension n− k which contains E and let
X ′ = X ∩E′ be the scheme theoretic intersection. Since X is Cohen–Macaulay, we
get a natural homomorphism
H0(X,NX/Pn)→ H0(X ′,NX′/E′).
Since X ′ is zero dimensional, we can make the following definition.
Definition 5.8. Let X ⊂ Pn be a closed Cohen–Macaulay subscheme of pure
dimension k which is hyperbolic with respect to a linear subspace E ⊂ Pn of
dimension n−k−1. A global section of the normal sheafNX/Pn is a strict hyperbolic
deformation if for every real linear subspace E′ ⊂ Pn of dimension n − k which
contains E its image in H0(X ′,NX′/E′) with X ′ = X ∩ E′ is a strict hyperbolic
deformation.
Lemma 5.9. Let T be an integral noetherian scheme, d ∈ Z and X ⊂ PnT a closed
subscheme such that for every t ∈ T we have that Xt = X ×T Specκ(t) ⊂ Pnκ(t)
is Cohen–Macaulay and has degree d. Then every finite surjective linear projection
π : X → PkT is flat.
Proof. It suffices to show that for every p ∈ PkT we have that the Hilbert polynomial
of X ×
P
k
T
Specκ(p) is constant d [Har77, Thm. III-9.9]. Let t ∈ T be the image
of p under the projection PkT → T . We have the following commuting diagram of
morphisms:
(Xt)κ(p) = Xt ×κ(t) Specκ(p) Pkκ(p)
Xt P
k
κ(t)
X PkT
.
Since Xt is Cohen–Macaulay of degree d, the linear projection Xt → Pkκ(t) is flat of
degree d. Thus, the same is true for the base change (Xt)κ(p) → Pkκ(p) and all of its
fibers have Hilbert polynomial d. 
Corollary 5.10. Let A be a discrete valuation ring and X ⊂ PnA be a closed
subscheme which is flat over A. If the fiber X0 over the closed point of A is Cohen–
Macaulay, then every finite surjective linear projection π : X → PkA is flat.
Proof. Since X is flat over A, the fiber X1 over the generic point has the same
degree as X0. Since having a Cohen–Macaulay fiber is an open condition [Gro66,
Thm. 12.2.1(vii)], X1 is also Cohen–Macaulay. Thus, we can apply the previous
lemma. 
Theorem 5.11. Let R = R{{ǫ}} be the field of Puiseux series over R. Let X ⊂ Pn
be a closed Cohen–Macaulay subscheme of pure dimension k which is hyperbolic with
respect to the linear subspace E ⊂ Pn. Let X ′ ⊂ Pn
R[[ǫ]] be a flat deformation of X
over R[[ǫ]]. If the induced flat deformation of X over D = R[[ǫ]]/(ǫ2) is a strict
hyperbolic deformation, then X ′R = X
′ ×R[[ǫ]] SpecR is a hyperbolic subscheme of
PnR without singular R-points.
Proof. Let π : X ′ → Pk
R[[ǫ]] be the linear projection from E. It follows from our
assumptions that π is finite and flat by the preceding corollary. Let v : R→ Q∪{∞}
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be the natural valuation on the field of Puiseux series. Letting p = (p0 : . . . : pk) ∈
PkR with pi ∈ R not all zero, we have to show that the trace bilinear form that
we get from the projection X ′R → PkR is positive definite at p. Without loss of
generality we can assume that v(p0) ≤ v(pi) for all 1 ≤ i ≤ k. In particular, p0 6= 0
and p = (1 : q1 : . . . : qk) where v(qi) ≥ 0 for 1 ≤ i ≤ k. Let U ⊂ PkR[[ǫ]] be the open
affine subset given by x0 6= 0 and let π−1(U) = SpecA1. We have U = SpecA0
with A0 = R[[ǫ]][x1, . . . , xk]. As an A0-module A1 is finitely generated and flat,
thus it is projective. By the Quillen–Suslin theorem (cf. e.g. [BG09, Thm. 8.5])
A1 is actually free as A0-module. Thus, after choosing a basis we can represent the
trace bilinear form of the A0-algebra A1 with a symmetric matrix H with entries
in A0. We can write
H = H0 + ǫH1 + ǫ
2H2,
where H0, H1 are symmetric matrices of some size d with entries in R[x1, . . . , xk]
and H2 is a symmetric matrix with entries in A0 of the same size. The trace bilinear
form of the projection X ′R → PkR at p is represented by the matrix H(q) that we
get from H by substituting xi by qi. Also note that the trace bilinear form of the
projection X → Pk
R
from E on the open affine subset x0 6= 0 is represented by H0.
Let 0 6= w ∈ Rd be some vector. We have to show that wTH(q)w > 0. Without loss
of generality we can assume that v(wj) = 0 for some 1 ≤ j ≤ d and v(wi) ≥ 0 for all
1 ≤ i ≤ d. Since X is hyperbolic, H0 is positive semidefinite. Thus, the symmetric
matrix H0(q) is positive semidefinite and in particular, if v(w
TH0(q)w) = 0, then
wTH(q)w > 0. Otherwise we still have wTH0(q)w ≥ 0 and since the induced
deformation over D is a strict hyperbolic deformation, we have v(wTH1w) = 0 and
wTH1(q)w > 0. This implies w
TH(q)w > 0. 
Corollary 5.12. Let X ⊂ Pn be a closed Cohen–Macaulay subscheme of pure
dimension k which is hyperbolic with respect to the linear subspace E ⊂ Pn. Assume
that the Hilbert scheme is nonsingular at the point x corresponding to X. If there
exists a strict hyperbolic deformation in H0(X,NX/Pn), then X is hyperbolically
smoothable.
Remark 5.13. Let X ⊂ Pn be a hyperbolic subscheme, let T be a smooth, irre-
ducible curve over R and let X ′ ⊂ Pn × T be a subscheme, flat over T such that
the fiber over t0 ∈ T (R) is X . Proposition 5.11 gives a criterion on the induced
flat deformation over the dual numbers to check whether t0 is in the closure of the
set of points t ∈ T (R) whose fiber is a smooth hyperbolic subscheme. In general,
for deciding this question it is not enough to look at the induced flat deforma-
tion over the dual numbers as the following example shows: Let B = R[x] and
I = (x2). The following two flat deformations of A = B/I in B over R[t] given
by I1 = (x
2 + t · x) ⊂ B[t] and I2 = (x2 + t · x + t2) ⊂ B[t] give rise to the same
deformation over D. But while in the first case every fiber over t 6= 0 consists of
two reduced real points, we find that in the second case no fiber consists of two
reduced real points.
6. Reciprocal linear spaces
Recall, for example from [SSV13], that a reciprocal linear space is the Zariski clo-
sure of the image of a linear space under the Cremona transform. These projective
varieties are hyperbolic [Var95], but usually very singular [SSV13]. In the following
two examples we will use the methods developed in the previous section to get new
examples of smooth hyperbolic varieties from reciprocal linear spaces. After that,
we will show that the reciprocal of a general two-dimensional linear space is not
hyperbolically smoothable given that its codimension is at least two.
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Example 6.1. We consider the reciprocal linear space X ⊂ P4 of dimension two
and degree four from [SSV13, Example 1]. We have that X is the common zero
set of the two polynomials f = x0x1 − x0x3 − x1x3 and g = x0x2 − x0x4 − x2x4.
It is hyperbolic with respect to the line E spanned by (1 : 1 : 0 : −1 : 0) and
(1 : 0 : 1 : 0 : −1). It has four singularities, all of them real and at infinity, namely
p1 = (0 : 1 : 0 : 0 : 0), p2 = (0 : 0 : 1 : 0 : 0), p3 = (0 : 0 : 0 : 1 : 0) and
p4 = (0 : 0 : 0 : 0 : 1). Let S = R[x0, . . . , x4] and I = (f, g) ⊂ S. Using Remark 5.5
we find that ϕ ∈ HomS(I, S/I) is a strict hyperbolic deformation if ϕ(g2)(p1) < 0,
ϕ(g1)(p2) < 0, ϕ(g2)(p3) < 0, ϕ(g1)(p4) < 0. Let q = (x1 + x3)
2 + (x2 + x4)
2.
The variety Xt ⊂ P4 cut out by the two polynomials ft = f − tq and gt = g − tq
is smooth and disjoint from E for all t > 0. Thus, by the Proposition 5.11 and
Corollary 3.6 Xt is hyperbolic for all t > 0.
Example 6.2. Let L−1 ⊂ P5 be the reciprocal of the row span L of the matrix

1 0 0 0 1 1
0 1 0 0 1 1
0 0 1 0 1 0
0 0 0 1 0 1

 .
The threefold L−1 has degree 7 and it is cut out by the three cubic forms
y0y1y2 − y0y1y4 − y0y2y4 − y1y2y4,
y0y1y3 − y0y1y5 − y0y3y5 − y1y3y5,
y2y3y4 − y2y3y5 − y2y4y5 + y3y4y5.
The singular locus of L−1 consists of all lines spanned by two standard unit vectors
except for the three lines e0e1, e2e4 and e3e5. The linear projection from L⊥ is
given by
π : L−1 → P3, y 7→ (y0 + y4 + y5 : y1 + y4 + y5 : y2 + y4 : y3 + y5).
We consider the intersection X of L−1 with the preimage of the hyperplane H =
V+(x0 − x1 + x2 + x3) under π. Then we get, in new coordinates zi, the variety
X ⊂ P4 cut out by the ideal I ⊂ S = R[z0, z1, z2, z3, z4] generated by the following
three cubic forms
f1 = z1z2z3 − z1z2z4 − z1z3z4 + z2z3z4,
f2 = z
2
0z2+z0z1z2+z0z
2
2+z0z2z3−z20z4−z0z1z4−2z0z2z4−z1z2z4−z22z4−z0z3z4
−z2z3z4 − z0z24 − z2z24 ,
f3 = z
2
0z1 + z0z
2
1 + z0z1z2 − z20z3 − 2z0z1z3 − z21z3 − z0z2z3 − z0z23 − z1z23 + z0z1z4
−z1z2z4 − z0z3z4 − 2z1z3z4 + z2z3z4.
The restriction of π to X is given by the linear projection
X → P2, z 7→ (z0 + z3 + z4 : z1 + z3 : z2 + z4),
i.e. X is hyperbolic with respect to E = V+(z0 + z3 + z4, z1 + z3, z2 + z4). The
singular locus of X consists of twelve nodes. Let
g1 = (−z2 + z4)(z22 + z24) + (z1 − z3)(z21 + z23),
g2 = (2z0 + z1 + 3z2 + z3 − z4)(z21 + z23) + (−z2 + z4)(z22 + z24),
g3 = 3(z1 − z3)(z21 + z23) + 2(z0 + z3 + z4)(z22 + z24).
Using a computer algebra system one checks that X is locally a complete intersec-
tion and that there is a ϕ ∈ HomS(I, S/I) satisfying ϕ(fi) = gi. Thus
Xt = {(p, t) ∈ P4 × A1 : fi(p) = t · gi(p), i = 1, 2, 3}
is a flat deformation of X in P4 over A1. The fiber over t ∈ A1 is nonsingular and
does not intersect E for every 0 < t < 0.08. Using Remark 5.5 and a computer
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algebra system it is not hard to show that the induced deformation over the dual
numbers is a strict hyperbolic deformation. Thus, by Proposition 5.11 and Corollary
3.6 the fiber over t ∈ A1 is a smooth hyperbolic variety whenever 0 < t < 0, 08.
The idea to the following arose in a discussion with Mateusz Micha lek and Kristin
Shaw. Let A ∈ R3×n with n ≥ 5 be a real matrix none of whose maximal minor
vanishes. Let L ⊂ Pn−1 be the plane spanned by the rows of A and L−1 its
reciprocal, i.e. the Zariski closure of the image of L under coordinatewise inversion.
We will show that L−1 is not hyperbolically smoothable. In L we have the lines
l1, . . . , ln that are the intersections of L with the coordinate hyperplanes. The
variety L−1 is the blow-up of L at the (n2) points where two of the li intersect. Its
singularities are the points pi which are the images of the li. The line gij which is
spanned by pi and pj for i 6= j is the exceptional divisor over the point qij = li ∩ lj .
The projection π : L−1 → P2 from L⊥ is real fibered [Var95]. Let H ⊂ P2 be a line
not intersecting the projections of the pi and whose preimage C = π
−1(H) ⊂ L−1
is smooth. Let C′ ⊂ L be the Zariski closure of the image of C under the Cremona
transform.
Lemma 6.3. The curve C′ intersects each li transversally in the n − 1 points qij
and in no more points. In particular, the degree of C′ is n− 1.
Proof. The line H intersects π(gij) transversally in exactly one point. Thus, C
intersects each gij transversally in exactly one point. Since C does not contain any
of the pi, the claim follows. 
In particular, the lemma implies that the curve C′ is smooth and thus isomorphic
to C. Furthermore, as shown in [DLSV12], the curve C′ ⊂ L is hyperbolic as it
is the derivative of a product of linear forms. Thus, the real part C(R) has ⌈n−12 ⌉
connected components.
Proposition 6.4. For n ≥ 5 the reciprocal L−1 of a generic two dimensional linear
space is not hyperbolically smoothable.
Proof. Let T be a smooth curve and consider a closed subscheme X ⊂ Pn−1T such
that the projection X → T is flat. Let t0 ∈ T (R) such that L−1 = Xt0 and assume
that every neighbourhood of t0 ∈ T (R) contains a t with Xt smooth and hyperbolic
with respect to L⊥. Without loss of generality we can assume that for all t ∈ T (C)
we have that Xt ∩ L⊥ = ∅. We can consider the projection π : X → P2T from
center L⊥. Let Y ⊂ Pn−1T be the preimage of the line H under this projection.
This gives rise to the flat family Y → T with C = Yt0 . Since C is smooth, the
fibers Yt for t in a sufficiently small neighbourhood U of t0 have real parts with
⌈n−12 ⌉ connected components. On the other hand, the degree of L−1 is d =
(
n−1
2
)
[PS06] meaning that Xt(R) is a d-sheeted covering space of RP
2 for t ∈ U . This
implies that Yt(R) for t ∈ U has at least ⌈d2⌉ connected components. Thus, we have
⌈ (n−1)(n−2)4 ⌉ ≤ ⌈n−12 ⌉. For n ≥ 5 this is impossible. 
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