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1. INTRODUCTION 
In numerical analysis, we distinguish explicit and implicit time integrators for partial differential equa-
tions. It is well known, that explicit methods are subject to a restriction on the time step. This restric-
tion is a drawback if the variation in time is so small that accuracy considerations would allow a 
larger time step. In this case, implicit methods are more appropriate because they do allow large time 
steps. However, in general, they require more storage and are more difficult to implement than expli-
cit methods. In this paper, we propose a technique by which it is possible to stabilize explicit 
methods for quasi-linear hyperbolic equations. The stabilization turns out to be so effective that expli-
cit methods become a good alternative to unconditionally stable implicit methods. More precise, the 
stabilized explicit methods are competitive with conventional implicit methods with respect to both 
accuracy and computational costs. In fact, we will show for some examples, that the technique also 
inherently appears in implicit methods and therefore provides an improved stability behaviour of 
implicit methods. In the fifties, explicit methods were quite popular because of their simplicity. 
Thereby, they were well suited for hand calculations and small computers. With the coming of more 
powerful computers in the sixties, having also a larger memory, implicit methods became popular. In 
the seventies, when the vector computers were introduced, the explicit methods became in scope 
again, because they allow a high degree of vectorization. Therefore, the stabilization technique given 
here may be of interest for the efficient use of explicit methods in a large variety of problems. In fact, 
our attention was focused on explicit methods when we started to construct a shallow-water equation 
solver for use on the vector computer CYBER 205. 
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In this paper, we restrict ourselves to hyperbolic problems, however the theory develops in a similar 
way for parabolic problems. In Section 2 the theory is presented together with a numerical illustra-
tion for an initial-value problem. 
2. THEORY 
Consider the equation 
(2.1) 
where u=(u 1,(x,t),u2(x,t), ... ,uN(x,t)), defining a first-order quasi-linear hyperbolic system with N 
equations [3]. Using explicit methods for (2.1), the time step is restricted by the Courant-Friedrichs-
Levy (C.F.L.) stability condition (see (2.15)). In many problems, this time step restriction is much 
more severe than the one following from accuracy considerations. For instance, in order to represent 
an irregular geometry a fine space mesh is needed. At the same time the variation of the solution in 
time may be very slow. In that case, one likes to use much larger time steps than the one allowed by 
the C.F.L. condition. In the following, we will make clear that small time derivatives of u imply, 
under certain conditions, small space derivatives of the right-hand side function in which the exact 
solution is substituted. We emphasize, that u itself may have large space derivatives. This observa-
tion is the basis of the technique, in which we will smooth f in order to stabilize the method. 
For the stabilization of explicit methods, smoothing is widely used before but then usually the grid 
function u is smoothed [11,12], rather than the right-hand side function f. This smoothing of u may 
only be applied, without danger of loss of accuracy, if u itself is smooth, i.e., if u has small derivatives 
with respect to space variables, which in general is not true. As an example, the famous variant of 
the Lax-Wendrof scheme proposed by Richtmyer and Morton[lO] may be regarded as a two-stage 
second-order Runge-Kutta method[?], where, in the first stage, the solution u is smoothed, in order to 
obtain a stable method. 
In the field of the boundary-value problems the stabilization technique is known under the name resi-
dual averaging[6]. In this case, explicit time stepping is used to solve a boundary-value problem. The 
explicit method is then stabilized by an implicit smoothing operator (see Section 2.2) in order to 
accelerate the convergence. Our contribution will be the explicit smoothing operators which are less 
expensive than the implicit smoothing operators, especially if we want to use a vector computer. 
However, in this paper we confine ourselves to initial value problems. 
We will give here some details about the smoothness of the right-hand side function. Trivially, if the 
variation in time of the solution u is zero(the stationary case), then, on substitution of this solution, 
the variation of the right-hand side function with respect to the space variables (and the time variable) 
is zero. In the case that u varies slowly in time, we have that all time derivatives of u are small. By 
differentiation of (2.1) with respect to time we find 
(2.2) 
= ';,(U,Ux ,Ux , .•• , Ux ,x,t) f(U,Ux llx , .. .,Ux ,x,t)+f1(U,Ux ,Ux , .•. , Ux ,x,t), Jt I 2 n I 2 n I 2 n 
where .fu(u,ux, ,ux,. ... , ux.,x,t) denotes the Jacobian matrix; hence, by substituting the solution u we 
conclude that the right-hand side in (2.2) is also small. Now, we make the following assumptions: 
I f1(u,ux, ,ux,,ux. ,x,t) is small with respect to Uu, 
2 the Jacobian can be written in the form 
n a 
.fu(u,ux ,ux , ... ,Ux ,x,t)= ~A;(u,x,t)-0 -+B(u,ux ,ux, ... ,Ux ,x,t), I 2 n i = I Xj I 2 n 
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where A;(i = l...n) and B are matrices, and 
3 f(u,ux ,ux , ... , Ux ,x,t) is locally one dimensional; a coordinate transformation, X-'>X, is made 
I 2 • 
such that x 1 is in this main direction. 
Using these assumptions, we have 
- - a -
u,, =A 1 (u,x,t)--f(u,ux ,ux , ... ,ux ,x,t)+ OX1 I 2 • (2.3) 
B(u,ux ,ux , ... , ux ,i,t) f(u,ux ,ux , ... , ux ,i,t)+t:, 
1 2 11 I 2 n 
where t: represents the terms negligible with respect to u11 • It follows from (2.1) that, if u, is small, 
then f(u,ux ,ux , ... , Ux ,x,t) is small. Hence, the second term in the right-hand side of (2.3) is 
I 2 n -
insignificant. Now, for non-singular A 1, we have that the derivative off in the main direction is small 
if uu is small. By assumption 3 we already have that the derivatives of f in the directions orthogonal 
to the main direction are small. Repeating the described process, by differentiation of (2.2) with 
respect to time, will give that all space derivatives off are small. For example, we consider the scalar 
equation 
(2.4) 
where 
(2.5) 
and g an arbitrary continuous function of x. Differentiating (2.4) with respect to time gives that the 
first derivative of f with respect to space is small. Repeating the differentiation with respect to time 
gives that all derivatives off with respect to space are small. 
The property of a smooth right-hand side function in space can be used effectively to stabilize an 
explicit time integration method by smoothing of the discretized form of f(u,ux, ,ux2 , ••• ,ux. ,x,t), 
obtained by the method of lines In this approach, the space discretization gives rise to a system of 
ordinary differential equations [7], 
d dt U=F(U,t), (2.6) 
where U is a grid function approximating u, and F(.,t) a vector function approximating f(.,x,t). 
Thereafter, an appropriate time integrator is used to solve this equation. Instead of (2.6), we propose 
to solve 
d dt U = SF(U,t), (2.7) 
where S is a smoothing operator, with property S -»I, the identity operator, when the mesh size tends 
to zero. 
In fact, many stable time integrators, applied to (2.6), can be written as a conditionally stable (expli-
cit) integrator applied to (2.7). We will illustrate this for Eulers backward method applied to the 
semi-discretization of equation (2.4). The right-hand side function f (ux,x) in (2.5) is discretized, on a 
grid with mesh size h, with the usual second-order central differences 
(2.8) 
where 
(DU)j=(lf;+1-U;-d/(2h}, (2.9) 
and U; approximates u (x ). When backward Euler is applied to (2.6), with F given by (2.8), we find 
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U'j+ 1 -6.t(DU)j+I = U'j +6.t g(xj), 
. (2.10) 
where un approximates the exact solution U(t) of (2.6) at tn=nf:..t. This can be rewritten to 
UJ + 1 - f:..t(DU)J + 1 = UJ - 6.t(DU)J + dt}j(Un). (2.11) 
As the operator (I-6.tD) is invertable, we find 
UJ+ 1=UJ+6.t{ (I-6.tD)- 1F(Un) }j, (2.12) 
which is simply forward Euler applied to (2. 7) with the smoothing operator S =(I -AtD )- 1• A dis-
cussion of this smoothing operator and another example can be found in appendix A. Here, we men-
tion that the time step appears in the smoothing operator. Because the magnitude of the time step 
determines the amount of smoothing needed to obtain a stable method, it will also appear in our 
smoothing operators. Moreover, the time step in the smoothing operator ensures the consistency of (2.7) with (2.6). 
In the remainder of this section, we will continue to illustrate the theory by using the scalar equation (2.4) and its semi-discretization (2.8). We will use linear stability theory[IO] to determine the max-
imum allowed time step for a particular explicit method in the case without smoothing and with 
smoothing, respectively. Therefore, we have to know the maximum eigenvalue of D for eigenfunctions 
V with property I Vj I =I. Clearly, these eigenfunctions of D are 
Vj=exp(ibjh) 
for all b ER. The corresponding eigenvalue is now found to be 
A.v =isin(bh) / h, 
(2.13) 
(2.14) 
which is maximal for bh =+'IT/ 2. This means, that the stability region of the time integrator should 
contain a non-zero part of the imaginary axis in order to perform a stable integration. For an explicit 
method, we then find the C.F.L. condition 
max( I A.v I )At<C ~At<C h, (2.15) 
where C is a positive constant depending on the time integrator used. 
2.1 Explicit smoothing operators 
2.1.l Derivation 
Consider the smoothing operator S defined by 
(S1F)/=(fj+1 +fj-i)/2. (2.16) 
In order to determine the maximum time step, we now need the eigenvalues of S 1 D. These are simply 
the product of the eigenvalues of S 1 and D, because S 1 and D have the same eigenfunctions (2.13). 
The eigenvalues of S 1 are 
A.s, =cos(bh), (2.17) 
and the product of the eigenvalues of S and D 
A.s,D =cos(bh)isin(bh) / h =isin(2bh) / (2h). (2.18) 
Hence, compared with {2.14) the maximum eigenvalues have been reduced by a factor two. However, 
this may still be very restrictive. Therefore, we will repeat the smoothing. Defining a second smooth-
ing operation by 
(2.19) 
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we have, along the same line, that again a factor two is won. In general, we apply the smoothing . 
n 
S:= IlSk (2.20) 
k=I 
where 
(2.21) 
The maximum eigenvalue is now reduced by a factor 2n This means that the time step can be 
increased exponentially, whereas the costs grow linearly. Hence, as 2n time steps are more expensive 
than one time step with n smoothings, smoothing makes the method much more efficient. 
The reader may have noticed, that in the case g-o the smoothing degenerates to a to a discretization 
on a coarser grid. This appears quite natural, because of the following reasoning. The solution is of 
the form 
u(x,t)=r(x +t), (2.22) 
where r is a function depending on the initial and boundary conditions. If in this case the time 
derivatives are small, then also the space derivatives are small. Hence, if for accuracy reasons the 
time step may be increased then also the mesh size may be increased. If, however, g is non-zero the 
discretization differs essentially from the one on a coarser grid. For example, a function g(jh)=(- l)i 
cannot be approximated on a coarser grid. 
We now will define the smoothing operator more generally by 
n 
S:= II Sb (2.23) 
k=k0 
where 
(2.24) 
Notice that the smoothing operator in (2.24) appears to be an identity operator plus a discretized 
form of a diffusion operator. For µk = ~ for all k and k0 =1 we have again (2.20). Another, special 
smoothing operator following from (2.23) is the case where where µk = ~ for all k and k 0 = 2. The 
eigenvalue of (2.24) for this value of µk is 
(2.25) 
Now, when (2.23) is applied to (2.8), again the corresponding eigenvalues may be multiplied and we 
find 
n AsD =ill cos(2k- 2bh)sin(2n-lbh) / (2n-lh). 
k=2 
In order to approximate the maximum eigenvalue we need the inequality 
lcos(x).sin(2x)l=l2(1-sin(x))sin(x) I<: VJ. 
(2.26) 
(2.27) 
Isolating cos(2n - 2 bh) from the product sequence (2.26) and combining it with sin(2n - I bh ), we can 
apply inequality (2.27) to find an expression for the maximum modulus of (2.26). This gives 
IXsDI<: VJ /(2n-lh)~.77 /(2n-lh). (2.28) 
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2.1.2 The smoothing error 
Here, we will give an approximation of the error due to the smoothing operation (2.23), for µk 
independent of k. This is achieved by comparing the smoothed and non-smoothed right-hand side function. We will see that the smoothness of the original right-hand side function and the time step, 
we want to use, determine the magnitude of the error. If in the following the subscript h is used in 
connection with a continuous function, then this denotes the restriction of that function to the grid. 
LEMMA I. Let A(gh) be a discretization of a(g(xMx(x),x). If A(gh) and gh satisfy the condition 
Aj(gh)=a(«xj),gx(xj),xj)+C1h 2 + O(h4), (2.29) 
CJ±! =C1+-D1h +O(h 2), (2.30) 
and, moreover, a(g{xMx(x),x)EC4, then the error due to the smoothing operator (2.23) is, with 
µk=µ, 
(2.31) 
PROOF Let </>(x)=a(g{xMx(x),x). Using Taylor expansions, we find by substitution of </>(x) into (2.24) 
k-1 2 a2 4 (Skcf>h)J=(l +µ(2 h) ax2 )cf>(xj)+O(h ). 
Hence, we have the following error due to the smoothing (2.23) for cp(x1) 
n a2 (Scph)1-(x1)= II (1 +µ(2k- 1)2-2 )c/>(xj)+O(h4)-<P(x1)= k =ko ax 
n a2 
=µh2( ~ (2k-I)2)-2 <P(xj)+O(h4)= 
k =ko ax 
22n -22k.-2 a2 
=µh2 3 -2 </>(x1)+0(h4). 
ax 
With (2.29 ) it follows that 
(SA(gh))1 -Aj(gh)=(Sah)1-a (g{x1Mx(xj),x1)+h 2((SC)1-Cj)+ O(h4). 
(2.32) 
(2.33) 
(2.34) 
It follows from (2.30) that (SC)1-c1 is of O(h 2 ). Furthermore, by assumption cp(x)=a(g(xMx(x),x), hence, the lemma follows by substitution of (2.33) into (2.34). 
COROLLARY The error due to the smoothing operator (2.23) is of O(h 2 ). 
THEOREM I. Let the conditions of Lemma l be satisfied. Let F be defined by (2.8). Let C be the ima-ginary stability boundary of an explicit method (see (2.15)). Then the error due to the smoothing 
operator (2.23) is, for the special case µk = ~, k 0 = 1, 
(2.35) 
and for the special case µk = ! , k 0 = 2, 
(2.36) 
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PROOF First we prove (2.35). Denote by flt 0 the maximum time step without smoothing. Hence, from 
(2.15) llt0 / h =C. In Section 2.1.1, we have found that the time step can be increased by a factor 2n. 
This gives (M / !lt0)=2n. Substituting this into (2.31) and setting «x)=u(x,t) for some time t, we 
have (2.35). The proof of (2.36) follows the same line, except that from (2.28), the time step can now 
be increased by a factor ! Y3 2n - 1• 
2.2 An implicit smoothing operator 
Another smoothing operator, we want to introduce, is an implicit one. This smoothing operator is 
implicitly defined by 
-µ.(SF)j+I +(l +2µ)(SF)j-µ.(SF)j-I =Fj, (2.37) 
For the eigenfunctions (2.13), the eigenvalues of this system are 
>-s = 1 /(I +4µsin2(bh / 2)). (2.38) 
The reduction factor is found by the multiplication of the eigenvalues of S and D giving 
>-sD=isin(bh)/(h(l+4µsin2(bh /2)))= (2.39) 
=2isin(bh / 2)cos(bh / 2) / (h(l +4µsin2(bh / 2))). 
Omiting cos(bh / 2), which is less than one, and writing x = sin(bh / 2) we find 
i>-snl<2x /(h(l+4µx 2)), O<x<l. (2.40) 
By differentiation with respect to x we find a maximum of the right-hand side for 
x = 1 / v'.4;, µ> ! , (2.41) 
I 
x=l, 0<µ<4. 
Substitution in (2.40) gives 
maxlXsn I< I / (2h Y;). 
Hence, increasing µ by a factor four will decrease the maximal eigenvalue by a factor two. 
Notice that from the C.F.L. condition (2.15) and from (2.42) it follows that 
I µ~4At2 /(C2h2). 
(2.42) 
(2.43) 
If µ satisfies this condition, then we have constructed an unconditionally stable method. Comparing 
with usual implicit time integrators, this method is simpler to implement. Especially if the right-hand 
side function (see(2.l)) becomes non-linear and complicated. 
THEOREM 2. Let the conditions of Lemma 1 (see Section 2.1.2) be satisfied. Let F be given by (2.8). 
Let C be the imaginary stability boundary of an explicit method (see (2.15)). Assume periodic boun-
dary conditions and equality in (2.43). Then the error due to the implicit smoothing operator is given 
by 
I At 2 o2 (SF(uh))j-Fj(uh)=4-2 - 2 f(ux,Xj)+O(h 4 ). (2.44) c ox 
PROOF Let f/>(x)= f (ux,x) for some fixed time t. Furthermore, we define sf/>(xj)=(S'f>h)j. Then 
sf/>E C4, if S has bounded eigenvalues. Using the Gerschgorin theorem [8], it can easily be established 
that the minimum eigenvalue of S - I (see (2.37)) is at least 1. Hence, the maximum eigenvalue of S is 
at most 1. The Gerschgorin theorem can only be applied to a finite matrix, which we have obtained 
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by the assumption of periodic boundary conditions. 
Using Taylor expansions, it follows from (2.37) that 
a2 (l -µh 2 - 2 )sc/>(_xj)=c/>(_xj)+O(h 4). OX 
On substitution into (2.45) it can be shown that the linear operator s is of the form 
sc/>(_x)=(l +µh 2 022 )c/>(_x)+O(h 4 ). OX 
Hence, 
>From (2.28) and (2.30) it follows that 
(SF(uh))j- Fj(uh)=(Sfi,)j -f (ux,xj) + h2( (SC)j- Cj) + O(h 4 ). 
(2.45) 
(2.46) 
(2.47) 
(2.48) 
, As Sis symmetric and Se=e, where e=[l,l, .. ,l]T, we have that (SC)j-Cj is of O(h 2 ). Using (2.47) and equality in (2.43), we have (2.44). 
2.3 Numerical illustration 
To illustrate the foregoing theory, we will give an example of the stabilization for a linear and a non-linear problem. 
2. 3.1 A linear problem 
The linear problem is defined by 
u1 =ux-16'1T/Lcos(32'1Tx/L), O<t<T, O<x<L, 
u(x, 0)=5sin(2'1Tx / L)+.5sin(32'1Tx / L), 
u(O,t)=u(L,t), 
where L = 100. The exact solution of this problem is 
u(x,t)=.5sin(2'1T(X +t)/ L)+.5sin(32'1Tx / L). 
(2.49) 
(2.50) 
Hence, the solution consists of a non-stationary part, which is slowly varying both in the time and in the space variable, and a stationary part which varies rapidly in the space variable only. 
Therefore, the numerical approximation of the stationary part needs a finer space mesh than the non-stationary part. This fine space mesh does, when no smoothing is used, severely restrict the time step. Here, we will give the accuracy results for five methods which all have the same semi-discretization (2.8). The basic time integrator we use, is the classical fourth order Runge-Kutta method [7]. This method, which is used by various others [5,9,6], is conditionally stable for h;yperbolic partial differential equations. The imaginary stability boundary of this method is C = 2 V2. The methods are: 
RK.4 
RK4El 
RK4E2 
the classical Runge-Kutta method without smoothing 
I 
where µk = 2 and the classical Runge-Kutta method with smoothing operator (2.23), 
k 0 =1, n =[l+logi(At /(2Vlh))], 
the classical Runge-Kutta method 
k 0 =2, n =[2+logi(At /(2Vlh))] 
I with smoothing operator (2.23), where Pk = 4 and 
for l<At /(2Vlh)< ~ and 
9 
n =[2+ logi(: Y3at / (2Vlh))] for M / (2Vlh)>;, 
RK.41 the classical Runge-Kutta method with the implicit smoothing operator (2.37), where 
µ.= !at2 /(2Vlh)2 for at /(2Vlh)>l, and 
CN the Cranck-Nickolson method. 
The brackets, [ ], in the expressions for the determination of n denote the entier function. Further-
more, no smoothing is performed for at /(2Vlh)<l in RK4El, RK4E2 and RK.41. In Table 2.1, 
we give the number of correct digits produced by these integration methods, i.e., the 
- Iog10(1maximum error!), and in parentheses the number of smoothings. 
At 
.7 
1.4 
1.866 
2.8 
3.733 
5.6 
7.466 
11.2 
14.933 
Correct digits, Correct digits 
N=384 on coarser grids 
RK4 RK4El RK4E2 RK41 CN RK4 N 
2.0 2.0(0) 2.0(0) 2.0(0) 1.9 2.0 384 
- 2.1(1) 2.0(1) 1.7 1.6 192 
- 2.0(1) 
- 1.9(2) 1.7(1) 1.4 .9 96 
- 1.7(2) 
- 1.4(3) 1.3(1) .9 .3 48 
-
1.2(3) 
- .8(4) .7(1) .4 -.1 24 
-
.6(4) 
Table 2.1: Numerical results using smoothing operators 
with T=2.8X 128, h =LIN. 
The main part of the table presents the results on a grid with 384 grid points. For reference, we also 
added results of the RK4 method on coarser grids using the corresponding maximum allowed time 
steps. These time steps are given in the first column. The hyphons in the column of RK4 denote that 
the method is unstable for the corresponding time step. The results of RK4El and RK4E2 are given 
for time steps At which are the maximum allowed for the corresponding integer n. For RK4El, this 
results in a doubling of the allowed time step, each time a new O£_erator is applied. If in RK4E2 the 
first operator of the product sequence is applied, a factor ; \13 is gained (see (2.26) and (2.28)). 
Thereafter, as with RK4El, a factor two is gained each time a new smoothing operator of the 
sequence is applied. RK.41 and CN were applied using the same step sizes as RK4El. Because n is 
an integer, the increase of the maximum allowed time step proceeds in a discreet way. However, for 
accuracy reasons it may be desirable to have a smooth increase of the time step as the right-hand side 
function is smoothed more and more. Without going into details, this can be established by varying 
the coefficient P.k of the last smoothing operator in the product sequence (2.24). 
The results on the fine grid (N = 384) develop in the same way for all methods when the time step 
increases: at first, the number of correct digits changes slightly; then, when the time step becomes 
larger than about 3.5 the number of correct digits decreases rapidly. This can be understood by the 
following reasoning. The error due to the stationary part of the solution is independent of the time 
step. For this problem, this error is rather large because of the large space derivatives of the station-
ary part of the solution. Of course, the error due to the non-stationary part is dependent on the time 
10 
step. Hence, for a certain time step the error due to the non-stationary part becomes larger than the 
one due to the stationary part of the solution. This time step is about 3.5 for this problem. 
The results on coarser grids clearly show the need for a calculation on the fine grid, because the 
number of correct digits rapidly decreases on coarser grids. This error is due to the stationary part of 
the solution. 
2.3.2 A non-linear problem 
In this section, we will use the stabilization technique for a non-linear equation. The problem is given 
by 
u1 =uux+g(x,t), O<t<T, O<x<L, (2.51) 
where L = 100. The forcing function g is chosen such that we have a solution consisting of a part, 
which is slowly varying both in the time and in the space variable, and a part which varies relatively 
rapidly in the space variable only. The solution is given by 
u(x,t)=.5sin(2?T(x +t) / L)+.5sin(8?Tx / L). 
Hence, the function g follows to be 
g(x,t)=2?T / L{.5cos(2?T(x +t) / L)-[.5sin(2?T(x +t) / L)+.5sin(8?Tx / L)] 
[.5cos(2?T(x +t) / L)+2cos(8?Tx / L)]} 
The initial condition is taken from the exact solution (2.52). 
We discretized the non-linear term uux by 
(2.)2) 
(2.53) 
{ (uj+1+2uj+uj-1)/4}.(uj+J -uj-1) / (2h)= { (uj+J +uj)2-(uj+uj-d} / (8h). (2.54) 
Due to the non-linear nature of equation (2.51), almost any time integration will become unstable 
after a certain time period. In our experiments, this discretization (2.54) performed quite well. For 
more details on discretizations for non-linear problems we refer to [4], [13], [l] and [2]. For the time 
discretization, we applied the same time integrators as in Section 2.3.1, except for the CN method. 
This method is modified to 
un+ 1 =u'!+.l~t [((u'! +2u'!+u'! )/4)·(u'!+ 1 -u'!+ 1)/(2h)] 1 1 2 1+1 1 1-I 1+1 1-I (2.55) 
+ ~ ~t [((uJtl +2uJ+ 1 +uJ~l)/4)·(uJ+1 -uJ-d /(2h)] 
This modification is linearly implicit and still second order in time. In the following this method is 
called MCN. We now give the results in the same form as in Table 2.1 
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Correct digits, Correct digits 
/).( N=384 on coarser grids 
RK4 RK4El RK4E2 RK41 MCN RK4 N 
.8 2.0 2.0(0) 2.0(0) 2.0(0) 1.8 2.0 384 
1.6 - 2.6(1) 2.4(1) 1.2 1.4 192 
2.1 - 2.4(1) 
3.2 - 2.3(2) 2.1(1) .2 1.0 96 
4.2 - 2.1(2) 
6.4 - 1.8(3) 1.6(1) .6 48 
8.4 - 1.6(3) 
12.8 - 1.3(4) .9(1) .0 24 
16.8 - 1.3(4) 
Table 2.2: Numerical results using smoothing operators with T = 128 X 8, h = L / N. 
Globally, we observe the same effect for the explicit methods as in the previous section: at first the 
error of the time stepping is negligible with respect to that of the space discretization; then, when the 
time step becomes larger than about 5, the error due to the time stepping becomes significant. 
Furthermore, we find that the application of the smoothing operators gives at first a slight increase of 
the number of correct digits. This is possibly due to an annihilation of errors. The MCN method per-
forms relatively bad for this problem, which is mainly caused by the linearization of the Cranck-
Nickolson method. 
The computational costs of the explicit smoothing operators are relatively low with respect to the 
right-hand side evaluation. This is due to the expensive sine and cosine evaluations in (2.49) and 
(2.51 ). But even in the case where the right-hand side function is as cheap as the smoothing opera-
tion, it pays to use smoothing as is made clear in Section 2.1.1. 
The implicit smoothing operator is of course more expensive than one explicit smoothing operator. 
However, as the time step increases, we need more and more applications of the explicit smoothing 
operators, whereas the implicit smoothing operator needs to be applied only once. Hence, after a cer-
tain number of applications of explicit smoothing operators, explicit smoothing becomes more expen-
sive than implicit smoothing. On a vector computer this number is of course much larger, because 
the explicit smoothing operators vectorize very well, which is not the case for the implicit smoothing 
operator. 
3. CONCLUSIONS 
In the previous section, we have set up the theory for the stabilization of explicit methods for purely 
initial-value problems. An analogous theory can be developed for initial-boundary-value problems 
[14). This will be subject of a future paper. 
Our experiences are that the described stabilization is easy to implement. In fact, by its simplicity, it 
can be added easily to an existing program. 
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Appendix A: Smoothing operators occurring in other time integrators 
In Section 2, we have rewritten the implicit backward Euler integrator to an explicit method in which 
a smoothing operator occurs. We will now show that the backward Euler method also can be con-
sidered, for problem {(2.6),(2.8)},as a two-stage first-order Runge-Kutta scheme where an implicit 
smoother of the form described in Section 2.3 occurs. Furthermore, applying the well-known Crank-
Nickolson method to problem { (2.6),(2.8) }, this method appears to be a second-order two-stage 
Runge-Kutta scheme, where the same implicit smoothing operator occurs. 
We rewrite (2.12) to 
U'j+I = U'j +At{(/-At2 D2)- 1(/ +AtD)F(Un)}j. (A.I) 
The term (/ - At2 D 2) is an implicit smoothing operator similar to the one described in Section 2.3. 
Furthermore, if this implicit smoothing operator is omitted from (A.I), then there remains a two-stage 
first-order Runge-Kutta scheme, applied to the linear problem{(2.6),(2.8)}. Proceeding in the same 
way for an application of Crank-Nickolson to {(2.6),(2.8)} we have 
U'j+ 1 =U'j+At{(I-At2D 2 /4)- 1(/+AtD /2)F(Un)}j. (A.2) 
Here, again the implicit smoothing operator occurs. Omitting this operator, a two-stage second-order 
Runge-Kutta method, applied to {(2.6),(2.8)} remains. However, this scheme, without smoothing 
operator, is unstable for hyperbolic problems. Hence, by smoothing it is possible to stabilize a method 
that otherwise would be unstable for all At. 
