Large amplitude solutions of asymptotically positively homogeneous perturbations of ha~uiltonian systems at resonance can be unbounded, either in the past, or in the future. We present conditions for boundedness or unboundedness, generalizing in particular the results obtained by Alonso and Ortega [I] for scalar second order equations with asymmctric nonlinearities.
Introduction and main results
Asymmetric oscillators modelled by second order scalar equations of the form
x" + /lx+ -ux-= g ( t . 2 ) .
(1.1) where , LL and v arc positive real numbers, a.+ = max{z. 0) and x-= max{-2: 01, despite their apparent simplicity, may surprisingly have a dynamics with a very rich structure. Assurning the function y to be periodic in its first variable. with a period 7'. many authors dedicated their efforts to particular aspects of it, e.g. periodic solutions 13, 4, 5, 6. 11, 131, bounded solutions [14, 151, or unbounded solutions [I, 2, 81. In the still simpler case g ( t . s) = e ( t ) , denoting by ~( t ) a nontrivial solution of .r" + pn.+ -U.T-= 0, with minimal period T = " + " . the T-periodic function vv fi first introduced by Dancer in [3] . happens to play a crucial role "at resonance", i.e. when T is a multiple of T (see, for instance, [9] and the references therein). With this respect, Alonso and Ortega [I] proved that. if the function 4, changes sign and only has simple zeros, then all solutions of ( I . I ) with sufficiently large amplitude are unbounded, either in the future, or in the past. On the contrary, Liu 1141 showed that, if the function 4 , has a constant sign and e ( t ) is sufficiently smooth, then all the solutions of (1.1) are bounded, both in the future and in the past.
In the present paper, following [7. 101, we are interested in studying the boundediless of the solutions of the more general system J~L = V H ( u ) + f (t. 11) .
(1. 2) Perturbed ~sochronous Harn~ltonian 
systenls
We assume that. for some n > 0.
for every t E I 3 and u E R< A finite number of directions being given.
we define thc set C = {pe7^? p 2 0. k = 1 . 2 . . . . , I ) , which is made of l rayr starting from the origin. We assume that there cxists a continuous function F : W x (RL \ C) + R2 such that f ( t . Xu) F ( t % 7~) = lim , X -+ x the above limit being uniform with respect to ( t , u ) when (1 varies in compact subsets of R ' ', C. It is easy to see that for e\ery t E IW. 71 E R2 \ C. and X > 0.
It is useful to fix a reference solution of the autonomous system (1 3). Let : R + R '
be such that . and H ( ; ( t ) ) = .
(1.9)
for every t E W. In order to describe our main results, we introduce like in [7] the two functions Because of the properties of p, the set { t t [O. r ] : p ( t ) E C) is finite, so that, by (1.8), @ and Q are well defined and they are continuous and r-periodic. We first state a rewlt in the case when the function does not change sign. Yang [17] . who considers a more general differential operator).
As a consequence of Theorem 1.1 and Massera's Theorem, system (1.2) always admits T-periodic solutions when (D has constant sign. This has already been shown in 171,
where the existence of T-periodic solutions was also proved in the setting of Corollary I . 1. provided that m # I.
Notice that, when @ has constant sign, the boundedness of all solutions of (1.2) implies, by Theorem 1 .l, that
The converse is not true, even in the particular case Q = a/. as we show by an example in Section 6. However, in the special case where the function f only depends on t and is sufficiently smooth, the boundedness of all solutions has been proved e.g. in [lo, 14, 1.51.
It is clear that the functions if, and Q play an important role in the study of the dynamics of the system (1.2), as shown also by the results on periodic solutions obtained by the authors in [7] . The proofs of our Theorems 1.1 and 1.2, in Section 5, will give much more information about the behaviour of the solutions. At the end of the paper, we will discuss an example where the sign is reversed with respect to the inequality (1.1 l), and the dynamics seems to be rather complicated.
The arguments treated in this paper can certainly be adapted in order to deal with some more general differential operators, like the so-called "p-laplacian" type operators (see e.g. 1171). However. for simplicity reasons, we prefer to deal only with this more elementary situation.
Some examples
In this section we show how to compute the functions if, and \T, in some special situations. 
Here. we take with p > 0 and 7 1 > 0. We can choose 3(t) = (~ ( t ) .
~' ( t ) )
. where o(t) is a nontrivial solution of r" + p.rf -u . r = 0. Such a wlut~on i\ periodic w~t h minimal period r = 5 + 5 and can bc wrilten explicitly:
The funct~on g(x y) I S assumed to be locally L~pschitz continuous, and the function e(t)
c o n t~n u o u~ and T-period~c Let LY be the integer for wh~ch T = ,VT We illustrate by an exdmplc tor wh~ch 7 = 0 in ( 1 6) Gradient systems deserve a particular attention. When I. '(t. 11) is the gradient of a function I'(t, u ) , with respect to u, by Euler's identity, (6') . In this case, Theorem 1.1 is not applicable, but Corollary 1.1 applies when 4D changes sign, only having simple zeros.
As a particular case. let T = r = 2.ii and F ( t . ~r )
where rj is any positive integer. Then, 
r ( t j y ( t + B ( t ) ) )
!p(t + Q ( t ) l ) dt = a(&) . r o -+ x o ~( t ) and .T liln r r J / ( f ( t .
r ( t ) y ( t + ~( t ) ) )

13(t + @ ( t i ) ) d t = ~( 0 0 )
. Comparing L e i m a s 3.1 and 3.2. and noticing that the assumptions of our Theorems 1.1 and 1.2 arc not affected ~f Q is multiplied by a constant, we lnay assume from now on, without locs of generality, that 3 = 0. Therefore, we are led to sludy the recurrence dcfined for r,, > r1 > 0, where HI and R2 are such that
Back in time
Recall that the PoincarC map ' P : R2 + R2 is a homeomorphism, and the recurrence (3.4) is a representation of its iterates, as long as r, > r1.
In order to study the dynamics for negative time, we make the change of variable ~( t )
The assumptions (1.3) and ( I .4) translate as for every .u! E W 2 and X > 0, and rnax H(w) < 0. Notice that, with respect to the forward recurrence (3.4), both functions and appear now with the opposite sign.
In this section, we adapt the arguments of Alonso and Ortega [ I ] 
( t ) is constantly equal to Hu, and the behaviour of p ( t ) is decided by the sign of Q(Ho).
Remembering that p = ( 6 r ) l . and using the fact that (5.1) is an approximation scheme for (5.2). we will give below, on the basis of the above arguments. the details of the proofs of Theorems I . 1 and 1.2.
Proof of Theorem 1.1
We restrict our attention to the casc where @ is positive, the other case being treated analogously. Define
We first consider the case q < 0 and \how that all solutions of (1.2), with sufficiently large ~nitial conditions. are unbounded in the future. 
where (13(t). p ( t ) ) denotes the solution of (5.2) with initial point 3 ( 0 ) = 00, p(0) = po. C 2C for every n = 1.2. . . . , n 1 . and r,, = (dp,)-l > Ti. We now consider the case q > 0, and show that all solutions of ( I .2) remain bounded in the future. Denote by u ( t : uo) the solution of (1.2) with starting point u(0: u O ) = wo = rap(Qo). We can thus consider the iterates of the Poincar6 map applied at uo, and obtain the points u ( n T ; uo) = u , = rr,p (8,) . which are represented by the recurrence (3.4) if r, > l-1. Adapting the arguments above, it is possible to find a constant r2 > T1 such that, if ro > r2. then, as long as r,, remains greater that r2 , the inequality holds, so that /un1l < Klluol/, for some constant K > 6 + 1. Now, let r3 > r2 be such that, if ro < T2. then l u l l = rl l p ( B l ) 11 < T3. Then, we can be sure that, for any uo, we will have l l~n l l I ~~~{ I I I C I I . J73}K, for every n > 0.
Concerning the boundedness or unboundedness of the solutions in the past, we are easily reconducted to the above by reversing the time and working with (4.2), as shown in Section 4.
Perturbed isochronous Harniltonian systems
Proof of Theorem 1.2
The following lemma has been proved in [I1 (see Propositions 2.1 and 2.2). It show\ the existence of positi~ely or negatively invariant sectors for the recurrence generated by the Poincark map P. The following two lemmas describe situations where the sequence defined by (3.4) eventually enters one of the invariant sectors introduced in Lemma 5.1.
Lemma 5.2 Let ~j , . w,-I he successzve zeros of such that z n d @ (~~, +~)
= -1 and 
2l-2
Taking r3 large enough, 6 = r.o1 < r i l is rmall enough so that the numerical scheme for all such n . Denoting by N the integer part of S/6, it follows from the above that
We mjill now complete the proof of Theorem 1.2. We are going to consider only the situation ( a ) , since (b) can be treated by reversing the time. as shown in Section 4. For convenience, we can think the sequence of zeros of as extended by periodicity:
for every j E Z. 
which leads to
Or, assunling ro sufficiently large. there is a n > 1 for which 10, -d~ 1 _< O. for 72 = 1 . 2 , . . . , n -1 , a n d
and we are back to the situation (5.13) considered previously.
Final remarks and examples
As shown by the proof of Theorem 1.2, if 9 happens to be negative at every zero of a, all the solutions with sufficiently large amplitude are unbounded in the future. Arguing as in the proof of Theorem 1.1, it can be seen that, in this situation, the solutions are bounded in the past. On the contrary, if 9 is positive at every zero of a, we are in a "dissipative" case. around the origin with growing amplitude, and are unbounded in the future. Clearly, in this example, the PoincarC map is not area-preserving, an assumption which is often made to prove the boundedness of all solutions by the use of some kind of twist theorem. All the results of this paper can be adapted to deal with the less restrictive assumption T and T are c.omrne~~sur'able.
Indeed, if T = ET. defining T = y T we have that T is an integer multiple of T , and it is sufficient to re-define the functions Q and 9 by taking T instead of T, so to recover the previous situation. The case when T and T are not commensurable has been treated, e.g. in [161.
As a last remark. we point out a particular behaviour of the \elutions of (1.2) when the sign is reversed in inequality (1.1 1). For the sake of definiteness, assume for instance that inda (see [I] ), it can be seen that the qequence (I-,,),, will decrea\e until it get\ below some fixed value R. Howel er, this does not imply that the sequence will remain bounded in the future.
Indeed, it may at some point enter a sector -0. U J~ + 0 1 for some even k , and later escape from it, perhaps with a large value of r,, or it could even remain "trapped" in it, in which case r,, will go to infinity, since 9 ( d k ) < 0. We will assume that A* + B " 0. Taking into account the form of Q and 9, it can be checked that the conditions (1.11) of Corollary 1.1 are satisfied if B2 -AC < 0, in which case we can assert that the solutions with large amplitude are unbounded, either in the past, or in the future. On the contrary, if B2 -AC > 0, we are in a situation where the sign is reversed with re5pect to inequality (1.1 1).
Observe ?]. This means that, with initial conditions far away from the origin, the iterates of the Poincark map will follow approximatively the one of these two curves which contains the point (ro. 8"). This will bring, after some time, the iterates close to the origin, in a region where the approximations leading to (5.3) are no longer valid. The iterates then escape our analysis; they might remain near the origin for some time and later move away from it, following another curve of type (6.1). possibly shifting from one sector to the other.
Numerical experiments performed on the equation
show solutions exhibiting indeed such a behaviour. Here, and the condition B ' --4C' > 0 is thus equivalent to
