Based on a recently introduced mapping formulation ͓G. Stock and M. Thoss, Phys. Rev. Lett. 78, 578 ͑1997͔͒, a classical phase-space description of vibronically coupled molecular systems is developed. In this formulation the problem of a classical treatment of discrete quantum degrees of freedom such as electronic states is bypassed by transforming the discrete quantum variables to continuous variables. Here the mapping formalism is applied to a spin-boson-type system with a single vibrational mode, e.g., representing the situation of a photo-induced electron transfer promoted by a high-frequency vibrational mode. Studying various Poincaré surfaces-of-section, a detailed phase-space analysis of the mapped two-state problem is given, showing that the model exhibits mixed classical dynamics. Furthermore, a number of periodic orbits ͑PO's͒ of the nonadiabatic system are identified. In direct extension of the usual picture of trajectories propagating on a single Born-Oppenheimer surface, these vibronic PO's describe nuclear motion on several coupled potential-energy surfaces. A quasiclassical approximation is derived that expresses time-dependent quantities of a vibronically coupled system in terms of the PO's of the system. As an example, it is demonstrated that vibronic PO's may be used to calculate the time-dependent population probability of the initially excited electronic state. For the system under consideration, already two PO's are sufficient to qualitatively describe the short-time evolution of the nonadiabatic process.
I. INTRODUCTION
Driven by significant progress in nonlinear dynamics, the investigation of the correspondence of quantum and classical dynamics represents an active field of research. [1] [2] [3] [4] [5] For example, there has been considerable interest in generalizing intrinsically classical concepts to the realm of quantum mechanics. Prominent examples include the description of dynamics in phase space, the condition of ergodicity, and the notion of deterministic chaos. On the other hand, one may be interested in the classical description of quantum systems which do not have an obvious classical analogon. For example, consider the well-known spin-boson problem, that is, an electronic two-state system ͑the spin͒ coupled to one or many vibrational degrees of freedom ͑the bosons͒. 6 Exhibiting nonadiabatic transitions between discrete quantum states, the model apparently defies a straightforward classical treatment.
In order to incorporate quantum degrees of freedom ͑DoF͒ into a classical formulation, a number of mixed quantum-classical models have been proposed. Following the work of Landau, Zener, and Stückelberg, 7 for example, one may employ a ''surface-hopping'' ansatz to describe nonadiabatic transitions between coupled potential-energy surfaces. 8, 9 Alternatively, a quantum-classical description may be derived by starting with a quantum-mechanical exact formulation for the complete system and performing a partial classical limit for the heavy-particle DoF. This procedure is not unique, however, since it depends on the particular dynamical formulation chosen as well as on the specific way to achieve the classical limit. Well-known examples are the Ehrenfest mean-field limit in the wave function formulation, 10 ,11 the quantum-classical Liouville equation for the density operator, 12 and the stationary-phase approximation in the path-integral formulation. 13, 14 Since electronic and nuclear dynamics are treated on a different dynamical footing, however, quantum-classical models may not necessarily provide a satisfying classical picture of nonadiabatic dynamics. For example, it is not clear how to define vibronic surfaces-of-section or vibronic periodic orbits.
To overcome this problem, one may invoke a classical model for the electronic DoF. This can be achieved, for example, by modeling the quantum-mechanical spin in terms of a classical angular momentum, [15] [16] [17] or by exploiting the formal equivalence of Schrödinger's equation for an N-level system and Hamilton's equation for N classical oscillators. 18 -20 Employing furthermore Ehrenfest's classical limit to the nuclear DoF, one formally obtains a classical treatment of both electronic and nuclear DoF. Most notably, this ansatz was pursued in various ''classical models of electronic DoF'' due to McCurdy, Meyer, and Miller. 15, 20, 21 Although the idea of a classical analogon of quantum DoF is conceptionally appealing, the approach is not completely satisfying from a theoretical point of view. Starting out with an approximate classical ͑rather than an exact quantum-mechanical͒ formulation, there are two interrelated problems: The nature of the approximations involved is difficult to specify and the formulations are not unique, i.e., various analogies result in different classical models. To a͒ avoid these problems, the equivalence of discrete and continuous DoF should be established on the quantummechanical ͑rather than on a classical͒ level. This can be achieved, for example, by employing quantum-mechanical bosonization techniques such as the Holstein-Primakoff transformation, 22 and Schwinger's theory of angular momentum. 23 Representing spin operators by boson operators, the discrete quantum DoF are hereby mapped onto continuous variables. Since the latter possesses a well-defined classical limit, the problem of a classical treatment of discrete quantum DoF is bypassed.
Exploiting this idea, recently a ''mapping approach'' to the semiclassical description of nonadiabatic dynamics has been proposed. 24, 25 The approach consists of two steps: A quantum-mechanical exact transformation of discrete onto continuous DoF ͑the ''mapping''͒ and a standard classical or semiclassical treatment of the resulting dynamical problem. On a purely classical level, it has been shown that the mapping formalism recovers the classical electron analog model of Meyer and Miller. 20 The ''Langer-like modifications'' that were empirically introduced in this model could be identified as zero-point energy term that accounts for quantum fluctuations in the electronic DoF. 26 This, in practice, quite important feature was found to be the main difference between the classical mapping formulation and standard quantumclassical mean-field models. On a semiclassical level, the mapping goes beyond the original classical electron analog model, because it is exact for an N-level system and unambiguously defines the Hamiltonian as well as the boundary ͑or initial͒ conditions of the semiclassical propagator. 24, 25 Employing an initial-value representation for the semiclassical propagator, 5 the approach has recently been shown to afford a semiclassical description of multidimensional internal-conversion dynamics. 27 In this work we are concerned with a phase-space analysis of the classical dynamics exhibited by a mapped vibroniccoupling problem. The outline of the paper is as follows. Section II briefly reviews the mapping formalism and applies the formulation to a spin-boson model with a single vibrational mode. The parameters of the model are chosen to reflect the situation of a photo-induced electron transfer promoted by a high-frequency vibrational mode. Studying the Poincaré surfaces-of-section of the nonadiabatic system under various conditions, Sec. III is concerned with a detailed analysis of the classical phase space. Furthermore, the periodic orbits of the vibronic problem are investigated in some detail. The possibility of defining these vibronic periodic orbits, as well as their direct observation in femtosecond timeresolved experiments, has been proposed in a recent communication. 28 Section IV employs the classical phasespace analysis developed to achieve an intuitive physical interpretation of nonadiabatic quantum dynamics. Section V concludes.
II. MAPPING FORMALISM
Consider a N-level system with basis states ͉ n ͘ and the
͑II.1͒
In order to represent this system by N oscillators, we introduce the following mapping relations for the operator and the basis states
͑II.3͒
Here X n , P n are position and momentum operators of the nth oscillator with commutation relations ͓X n , P m ͔ϭi␦ nm (បϵ1), and ͉0 1 , . . . ,1 n , . . . ,0 N ͘ denotes a harmonicoscillator eigenstate with a single quantum excitation in the mode n. According to Eq. ͑II.2͒, the bosonic representation of the Hamiltonian ͑II.1͒ is given by
It is easy to show that the mapping of the operators ͑II.2͒ preserves the commutation relations and leads to the exact identity of the electronic matrix elements of the propagator
͑II.5͒
The image of the N-level Hilbert space is the subspace of the N-oscillator Hilbert space with a single quantum excitation. This ''physical'' subspace is invariant under the action of any operator which results by the mapping ͑II.2͒ from an arbitrary N-level system operator. Furthermore, we notice that the transformation relation ͑II.2͒ maps the identity operator in the discrete Hilbert space onto the constant of motion
where
) represents the electronic occupation operator pertaining to the state ͉ k ͘. The existence of this constant of motion is utilized by the Holstein-Primakoff transformation to eliminate one boson DoF. 22 The transition to classical mechanics is performed by changing from the Heisenberg operators X n , P n obeying Heisenberg's equations of motion to the corresponding classical functions obeying Hamilton's equations. 25, 29 In order to eliminate one electronic DoF, it is advantageous to change to classical action-angle variables ͕N k ,Q k ͖ defined by
Employing To apply the above formalism to vibronically coupled molecular systems, we identify the ͉ n ͘ with diabatic electronic states and the h nm with operators of the nuclear dynamics. As a simple but nontrivial model system we adopt an electronic two-state system (nϭ1,2) with a single vibrational mode and constant interstate coupling h 12 ϭh 21 ϭg.
The diagonal electronic matrix elements h nn can be written as a sum of kinetic energy and diabatic potentials
Here x denotes the dimensionless position of the vibrational mode, is its vibrational frequency, and n denotes the linear coordinate shift in the electronic state ͉ n ͘. Choosing 1 ϭϪ 2 ϵ, the model ͑II.10͒ is equivalent to the wellknown spin-boson problem with a single vibrational mode. 6 Inserting Eq. ͑II.10͒ into the classical Hamiltonian ͑II.9͒, we obtain
which is the working equation used in the phase-space analysis below. For interpretational purposes it is often instructive to change from the diabatic electronic representation with basis states ͉ n ͘ to the adiabatic representation with basis states
͑II.12͒
The unitary transformation Sϭ(S nm ) diagonalizes the diabatic potential matrix to give the corresponding adiabatic potential-energy curves
͑II.13͒ Figure 1 shows the diabatic ͑full lines͒ and adiabatic ͑dashed lines͒ potential-energy curves of a model with the parameters gϭ0.1 eV, ϭg, ϭ0.5 g. At xϭ0, the diabatic potentials are seen to intersect, while the adiabatic potentials exhibit an avoided crossing. Assuming that the system is initially prepared in the state ͉ 0 ͉͘ 2 ͘, where ͉ 0 ͘ describes a nuclear Gaussian wave packet centered at xϭ3, the model may represent the situation of a photoinduced electron transfer promoted by a high-frequency vibrational mode.
The nonadiabatic dynamics exhibited by this system can be described by the time-dependent population probability P(t) of the initially prepared diabatic state ͉ 2 ͘, i.e.,
͑II.14͒
where (t) is the quantum-mechanical density operator of the system. As discussed elsewhere, 30 transitions between diabatic electronic states are important for the interpretation of spectroscopic data. This is because in the vicinity of a surface crossing the electronic dipole transition operator is only smooth in the diabatic representation. The adiabatic representation, on the other hand, is unique and is often advantageous for the interpretation of nonadiabatic relaxation processes. The corresponding time-dependent population probability of the upper adiabatic electronic state can be defined as
͑II.15͒
III. ANALYSIS OF THE CLASSICAL DYNAMICS

A. Surfaces-of-section
In the following we analyze the classical dynamics of the mapped two-state problem ͑II.11͒ by examining the Poincaré surfaces-of-section ͑SoS͒ of the problem. 31 Similar studies have been reported for the Ehrenfest mean-field formulation 11 and the classical electron analog model. 32 The SoS are obtained by fixing the total energy E and the electronic phase q and plotting the points of intersection of the classical trajectories with the x-p-surface, x,p being the nuclear phase-space variables. For fixed values of E,q,x, and p the initial electronic action n is determined ͓see Eq. ͑A9͔͒ and, employing these initial conditions, a long trajectory is run. As a first example, Fig. 2͑a͒ shows the SoS obtained for qϭ0 (q Ͼ0) and Eϭ0.65 eV. As explained above, this energy corresponds to an excitation of the system onto the ͉ 2 ͘ diabatic potential curve at xϭ3, i.e., EϭV 2 (xϭ3)ϩ 1 2 . In all SoS shown, the boundaries of the energetically accessible phase space are marked by thick full lines.
The SoS in Fig. 2 reveals that our model exhibits mixed classical dynamics: Most of the area of the energetically available phase space belongs to chaotic motion, but there are also some islands of integrability. As discussed by Percival, 33 the islands of regular motion may contribute in two ways to phase-space averages of dynamical correlation functions: First, as parts of phase-space volume to be integrated over and second, due to the fact that dynamical correlations corresponding to the irregular ͑ergodic͒ part are sig- nificantly influenced by trajectories sticking to hierarchical phase-space structures at the boundaries of the islands. 34 In order to discuss possible recurrences of quantum correlation functions in term of a classical phase-space analysis, it is therefore necessary to understand the dynamics associated with the regular islands.
To ensure that we do not miss important features of the phase space by restricting the discussion to a single value of the electronic phase (qϭ0), Fig. 2 also displays the SoS for ͑b͒ qϭ/2 and ͑c͒ qϭ. Upon changing q, we observe a deformation of the energetically accessible SoS as well of the integrable islands. A closer analysis shows, however, that no new information arises when q is varied, e.g., there are no further integrable islands. In the following, we therefore restrict the discussion to the case qϭ0.
It is interesting to study how the phase-space dynamics of the mapped two-state problem depends on the total energy of the system. Showing the SoS for various energies between 0.1 and 1.5 eV, Fig. 3 demonstrates that the phase space accessible to the dynamics increases with the available energy. As derived in the Appendix, the boundaries of the energetically accessible phase space are given by
where p max (x) describes the outer boundary, while p min (x) accounts for the energetically forbidden area in the middle. As the energy is increased, we observe two opposite effects: First, the resulting phase space projects onto the SoS in the approximate form of an ellipse because at high energies the motion is governed by the oscillator potential. Second, the ellipse consists of a narrow band of irregular motion. Decreasing the energy, on the other hand, leads to a higher ratio of integrable islands compared to the chaotic part of the SoS. For very low energies, Eр2gϭ0.2 eV, the qualitative picture changes: The motion is mostly integrable and the forbidden area in the middle of the ellipse has vanished, i.e., p min (x)ϭ0.
B. Periodic orbits
In order to identify the periodic orbits ͑PO's͒ of the problem, we need to extract the periodic points ͑or fixed points͒ from the Poincaré map. Adopting again the energy Eϭ0.65 eV, Fig. 4 displays the periodic points associated with some representative PO's of the mapped two-state system. The properties of the orbits are collected in Table I . The orbits are labeled by a Roman number that indicates how often the trajectory intersects the SoS during a cycle of the periodic orbit. 35 For example, the two orbits that intersect only a single time are labeled as Ia and Ib and are referred to as orbits of period I. The corresponding periodic points are located on the pϭ0-axis at xϭ3.330 and xϭϪ2.725, respectively. Generally spoken, most of the short PO's are stable, 36 and located in the isolated islands of phase space. Except for the orbits Ib and II, the majority of the stable PO's are found in the main island around (x,p) ϭ ͑3.3,0͒, which is shown as enlargement in Fig. 4͑b͒ . In this island, we have found stable PO's of period up to 13. Furthermore, we have identified a number of unstable PO's. Except for the orbit IIIb which is heteroclinic 31 and the shortest unstable PO found, the fixed points associated with the unstable orbits ͑e.g., VIa,b͒ are located in the chaotic region of phase space.
To represent the PO's for a vibronically coupled system in a intuitively clear way, we follow Ref. 28 and express the electronic dynamics in terms of the classical electronic population nϭ 
states ͉ n ͘, which are used to define the molecular Hamiltonian H. For interpretational purposes, on the other hand, it is often advantageous to change to the adiabatic electronic representation, defined as the eigenstate basis of H for fixed nuclei ͓cf. Eq. ͑II.12͔͒. Introducing the adiabatic population n ad , where n ad ϭϪ 1 2 corresponds to the lower and n ad ϭ 3 2 to the upper adiabatic electronic state, the vibronic PO can be viewed in the (n ad ,x) plane. Figure 5 shows the diabatic ͑left panel͒ and adiabatic ͑right panel͒ representations of some PO's of the vibronically coupled system. Except for the orbit VIb, all PO's shown are self-retracing. Furthermore, all orbits reflect the symmetry of the potentials drawn in Fig. 1 , that is, the diabatic potentials interchange (V 1 ↔V 2 ) upon reflection at the axis defined by xϭ0, while the adiabatic potentials are symmetric with respect to this axis. As a consequence, the diabatic orbits either are point symmetric with respect to (x,n)ϭ(0,0.5) ͑e.g., orbits Ia and Ib͒ or they occur as doublets, where one partner is related to the other through a reflection with respect to the xϭ0 axis and the interchange n↔1Ϫn ͑e.g., orbits II and V͒. The starting points (x,p) and (xЈ,pЈ) for these partner orbits are related by (xЈ,pЈ)ϭ(Ϫx,Ϫ p). Translating these findings to the adiabatic representation, one obtains that the adiabatic orbits either are symmetric with respect to the xϭ0 axis or possess a symmetry-related partner orbit.
Let us briefly discuss some features of the shortest PO's. As shown below, these orbits predominantly determine the short-time dynamics of the vibronically coupled system. The shortest PO, orbit Ib, is seen to vibrate between two turning points at xϷϮ2.725. Hereby, the PO oscillates between the diabatic states ͉ 1 ͘ and ͉ 2 ͘, while it is localized on the upper adiabatic electronic state. The latter finding explains the period time of 36.4 fs for the orbit, which is comparable to the period T 2 ad ϭ35 fs obtained by a quadratic fit of the upper adiabatic potential. Similarly, the two symmetryrelated orbits of period II are localized on the lower adiabatic surface, thus resulting in a period of 46.3 fs which is in good agreement with T 1 ad ϭ50 fs. Apart from PO's that virtually evolve on a single adiabatic potential-energy surface, there are numerous orbits that propagate on several or ''in between'' adiabatic surfaces. Orbit Ia is the shortest PO of this type with a period of 39.2 fs. While the adiabatic population stays around n ad ϭ0.5, the PO oscillates between the diabatic states with a Rabi-type frequency (x)ϭͱ(V 2 ϪV 1 ) 2 ϩ4g 2 . Averaging (x) over orbit Ia, we obtain Ϸ12 fs for the period of the diabatic oscillation, i.e., within one cycle the orbit oscillates about three times between the diabatic states. It turns out that orbit Ia is of particular importance because there are numerous PO's which are composed of this orbit with slightly shifted turning points. Orbits IIIa, V, and VIII represent examples with three, five, and eight repetitions, respectively.
It is well known that the number of existing PO's as well as their properties, may crucially depend on the energy of the system. At very low energies, for example, a twodimensional system will possess only two ''families'' of PO's, i.e., the normal modes of the system. With increasing energy, new families of PO's may emerge through bifurcation from the parent ones. 37 While a comprehensive study of these issues is beyond the scope of this work, we have investigated the energy dependence of selected vibronic PO's. As an example, Fig. 6 shows the period of the orbit Ia as a function of energy. The plot has been generated by an iterative procedure, in which the fixed point ͑x,p͒ associated with a certain energy E 0 is used as a starting point of the PO search-algorithm for the energy E 0 ϩ⌬E. Figure 6 demonstrates that for 0.3 eVрEр1 eV the period of orbit Ia varies only weakly with energy. The other orbit of period 1, on the other hand, cannot be traced to energies larger than 0.65 eV, since at this energy the fixed points would move out of the energetically accessible phase space.
IV. CLASSICAL DESCRIPTION OF NONADIABATIC QUANTUM DYNAMICS
In this section we investigate to what extent the classical phase-space dynamics studied above is reflected in quantummechanical observables of the vibronically coupled system. Hereby we focus on ͑A͒ the integral level density which is a measure of the energetically accessible phase-space volume of the system and ͑B͒ the time-dependent electronic population probability whose recurrences are shown to be caused by the periodic orbits of the system.
A. Level density
As a first test of the classical formulation we consider the integral level density N(E) of the model defined above, that is, the number of eigenstates at energy E. Quantum mechanically, this quantity is defined as
where ⌰ represents the Heaviside step function. Classically, N(E) can be approximated through the calculation of the classical phase-space volume enclosed by the energy shell, i.e.,
with the coordinates qϭ͕q 1 ,q 2 , . . . ,q f ͖ and their conjugated momenta pϭ͕p 1 ,p 2 , . . . ,p f ͖. Since the level density significantly determines the relaxation dynamics of a system, it is clear that a useful classical formulation should provide a good approximation of the quantum-mechanical level density.
As has been shown in Ref. 38 , the classical level density N C (E) of Hamiltonian ͑II.11͒ can be evaluated in analytical form for energies Eу2g, that is, for energies above the upper adiabatic potential-energy curve ͑cf. Fig. 1͒ . In this case we obtain
͑IV.3͒
where ⌫ϭ1. For lower energies the classical level density has to be evaluated numerically. Figure 7 compares this classical approximation ͑dashed line͒ to the exact quantummechanical staircase function N(E). For a one-mode spinboson model, the classical mapping result ͑IV.3͒ is seen to represent an excellent approximation of N(E). As shown elsewhere, 26,38 the agreement deteriorates for an increasing number of degrees of freedom, although the approximation still yields the correct quantum results in the high-energy limit.
Also shown in Fig. 7 is the classical level density as obtained for an Ehrenfest mean-field model of the vibronically coupled system. For energies Eуg this approximation can also be expressed by Eq. ͑IV.3͒, except that now ⌫ϭ0. As discussed in Ref. 26 , this is due to the fact that the mapping formalism accounts for the zero-point energy of the electronic oscillators while the mean-field approximation does not. Figure 7 shows that the result for the Ehrenfest model ͑dotted line͒ considerably underestimates the quantum data. In particular, the mean-field model does not converge to the quantum result for high energies, that is, in the classical limit. Nevertheless, so far only this model has been employed for phase-space studies of vibronic systems.
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B. Time-dependent nonadiabatic dynamics
To give a classical analysis of nonadiabatic quantum dynamics, we wish to derive a quasiclassical approximation that expresses time-dependent quantities of a vibronically coupled system in terms of the vibronic PO's of the system. We start with the standard quasiclassical expression for the time-dependent expectation value of an observable A,
where q(t),p(t) denote the 2 f phase-space variables of a trajectory at time t with initial conditions q, p. These initial conditions are sampled from the classical density function 0 (p,q), which is chosen to mimic the quantum-mechanical initial state.
To evaluate Eq. ͑IV.4͒ by means of the phase-space features discussed above, we assume that the integrable islands in phase space represent the most significant contributions to the dynamics of the observables considered. 33 Hereby, the importance of such an island can be estimated by the central or main PO, which is usually a short and stable orbit. 39 For example, orbit Ia is the central PO of the integrable island at (x, p) ϭ ͑3.3,0͒. A comparison of this orbit with its surrounding PO's ͑e.g., orbits III, V, VIII͒ reveals that the latter orbits are composed of repetitions of orbit Ia with slightly shifted turning points. This indicates that the main features of the dynamics can already be found in this single orbit. The same holds for the other integrable islands and their PO's. As a consequence, we may assume that the short-time dynamics of the system is determined by its shortest PO's and approximate the phase-space integral in Eq. ͑IV.4͒ by a time average over these orbits. Denoting the kth PO with period T k by ͓q k (t),p k (t)͔, we obtain
where A k denotes the single-orbit contribution to the observable A along the kth PO. The contribution of each PO is weighted by the integration over the initial distribution 0 and by the factor w k , which accounts for the phase-space weight of the integrable islands the respective orbit belongs to. Let us investigate to what extent this simple classical approximation is able to describe the nonadiabatic dynamics exhibited by our model. To this end we assume that at time tϭ0 the system has been excited to the diabatic state ͉ 2 ͘, and consider the diabatic electronic population probability P di (t) defined in Eq. ͑II.14͒. Since in the absence of vibronic coupling P di (t)ϭconst., this quantity is of particular interest as it directly reflects the non-Born-Oppenheimer dynamics of the system. As shown in Fig. 8͑a͒ , the quantum result for P di (t) ͑full line͒ exhibits an ultrafast initial decay followed by quasiperiodic oscillations with periods of Ϸ12 and 35 fs. To study the vibronic coupling dynamics in the adiabatic representation, Fig. 8͑b͒ furthermore displays the adia- batic electronic population probability P ad (t). This quantity is dominated by oscillations with a period of Ϸ19 fs. To evaluate the classical approximation ͑IV.5͒ for the electronic population probability, the quantum-mechanical initial state ͉ 0 ͉͘ 2 ͘ is described by its corresponding Wigner phase-space distribution. Assuming that the nuclear wave function ͉ 0 ͘ is a Gaussian wave packet centered at xϭ3 ͑see Fig. 1͒ and employing where the normalization constant c is chosen such that
Only orbits that overlap with these initial conditions may contribute to the classical expression. For example, the PO's of period I do contribute, while the period-II orbits do not, because they mainly occupy the state ͉ 1 ͘ at x ϭ 3. Furthermore, since the stable orbits of higher period are quite similar to orbit Ia, to a first approximation we only need to include the two shortest orbits. To account for the fact that the isolated island around orbit Ia is quite large and contains several similar PO's ͑e.g., orbits III, V, VIII͒, we have estimated a ratio of w Ia /w Ib ϭ20 for the corresponding phase-space weights. ͑Note that ͚ k w k ϭ1.͒ The resulting classical data for the diabatic and adiabatic population probability ͑dashed-dotted lines in Fig.  8͒ are seen to be in quite good agreement with the quantum results. For times up to 100 fs, only two vibronic PO's are therefore sufficient to account for the nonadiabatic dynamics of the two-state system. It is interesting to note that the Heisenberg time of the system is t H ϭ2ប/⌬ϭ125 fs (⌬ being the average level spacing͒, that is, in the same time range the approximation is found to be valid.
We are now in a position to interpret nonadiabatic quantum dynamics in terms of classical PO's. This can be done by relating the time evolution of the PO's shown in Fig. 5 to their contribution to the electronic population dynamics shown in Fig. 8 . Starting with orbit Ib, we recall that this PO reflects quasi-harmonic motion on the upper adiabatic potential-energy curve. This takes 36 fs for a complete oscillation, i.e., there and back. As a consequence, the corresponding adiabatic single-orbit contribution P ad (Ib) oscillates with Ϸ18 fs, i.e., with half of the period of the PO. Diabatically, the orbit changes one time between the diabatic states, thus resulting in the observed 36 fs beating of the diabatic population. Considering orbit Ia, on the other hand, Fig. 5 reveals that within the period of 39 fs, this PO oscillates three times between the diabatic states. The 12 fs period of the corresponding diabatic single-orbit contribution P di (Ia) can be therefore attributed to Rabi-type oscillations between the two diabatic states. Adiabatically, the population again oscillates with half of the period of the PO. All three oscillation periods observed in the quantum signal can therefore be explained in terms of two classical PO's.
We note in passing that the phase-space distribution ͑IV.6͒ describing the initial state ͉ 0 ͉͘ 2 ͘ includes a significant proportion of integrable phase space ͑see Fig. 4͒ . It is interesting to notice, though, that the method outlined above may also work if the initial state is located exclusively in the chaotic part of phase space. This situation is obtained, for example, by choosing the same vibrational wave function ͉ 0 ͘ but the other diabatic state ͉ 1 ͘ as initial state. In this case, the orbits of type II determine the quantum-mechanical short-time dynamics, which is reproduced by the classical approximation ͑IV.5͒ in a similar quality as in the case shown above.
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V. CONCLUSIONS
We have applied the mapping approach to study the classical phase-space dynamics of a vibronically coupled molecular system. As a model problem, we have adopted a spinboson-type system with a single vibrational mode, choosing the parameters such that the model represents the situation of a photoinduced electron transfer promoted by a highfrequency vibrational mode. Studying various Poincaré SoS of this model, we have performed a detailed phase-space analysis of the mapped two-state problem. It has been shown that the model exhibits mixed classical dynamics: While most of the energetically accessible phase space belongs to chaotic motion, there are also some islands of integrability. These integrable islands are particularly important for the classical and the quantum-mechanical dynamics, because they contain the periodic points associated with the stable PO's of the nonadiabatic system. In direct extension of the usual picture of trajectories propagating on a single BornOppenheimer surface, these vibronic PO's describe nuclear motion on several coupled potential-energy surfaces. The orbits may follow a specific electronic potential, exhibit Rabitype oscillations between two electronic states, evolve on several or ''in between'' potential surfaces, and also combine some of these features in a single PO.
Assuming that the short-time dynamics of the system is dominated by its shortest PO's, we have derived a quasiclassical approximation that expresses time-dependent quantities of a vibronically coupled system in terms of the vibronic PO's of the system. As an example, the approximation has been employed to calculate the time-dependent population probability of the initially excited electronic state. For the system under consideration it has been shown that already two PO's are sufficient to describe the time evolution of the electronic population. As this quantity can directly be measured in time-resolved experiments, vibronic PO's may emerge as a powerful tool for the interpretation of femtosecond coherence phenomena in nonadiabatic systems.
Finally it should again be stressed that there are various ways to construct a classical limit of a vibronically coupled quantum system. In other words, the same nonadiabatic quantum system may result in quite different classical formulations, which in general will also lead to quite different classical dynamics. To assess the applicability of a given theory, it is therefore important to study to what extent the classical formulation reproduces the observables of the quantum system. Considering the integral level density, for example, it has been shown that the classical mapping calculation is in excellent agreement with a quantum reference calculation, while the results pertaining to a mixed quantumclassical mean-field ansatz is found to significantly underestimate the quantum data. Since the integral level density is a direct measure of the energetically accessible phase-space volume of the system, this finding indicates that the standard mean-field formulation may not provide a satisfying classical phase-space description of a vibronically coupled two-state system.
