We consider the Kuramoto model of coupled oscillators with nearest-neighbor coupling and additive white noise. We show that synchronous solutions which are stable without the addition of noise become metastable and that we have transitions amongst synchronous solutions on long timescales. We compute these timescales and, moreover, compute the most likely path in phase space that transitions will follow. The timescales do not increase as the number of oscillators in the system increases and are roughly constant in the system size. The transitions correspond to a splitting of one synchronous solution into two communities which move independently for some time and which rejoin to form a different synchronous solution.
Introduction
The study of the propensity of coupled systems to synchronize has had a long history that has inspired many of the ideas in modern dynamical systems theory and in statistical physics. The specific study of oscillator synchronization has done much to explain the dynamics of many real systems, including cardiac rhythms [1] [2] [3] , circadian rhythms [4, 5] , biochemical kinetics and excitable media [6] [7] [8] [9] [10] [11] , earthquakes [12] [13] [14] , a wide variety of neural systems [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , and even synchronization of fireflies [26] [27] [28] . See [29] [30] [31] for reviews.
One of the most studied examples of synchronization is the Kuramoto model [11, 32] ; for some reviews and similar models see [31, 33, 34] . One of the reasons for the study of this particular model is its relative simplicity and analytic tractability; however, even a simple model such as this gives rise to a staggering amount of complexity. It is also considered a reasonable phenomenological model for various biological and physical processes in superconductivity [35, 35] and neuroscience [36] [37] [38] [39] (see [40] and the reviews mentioned above for more examples).
The original theoretical success of the Kuramoto model is that its synchronization properties in the N → ∞ limit can be understood using ideas from statistical physics [32, [40] [41] [42] [43] [44] . Most studies for finite N have concentrated on the existence (or lack thereof) of synchronous solutions [45] [46] [47] [48] [49] [50] , although there has been at least one study concerning the interaction of multiple synchronous solutions [51] . Stochastic perturbations of the Kuramoto system have been studied [15, [52] [53] [54] (also see [55, 56] ) with a view towards understanding their propensity to facilitate synchronization.
At the same time and more broadly, there has been a large body of work in both the statistical physics and mathematics communities on the broader questions involving synchronization of interacting elements and the wide variety of dynamics such coupled systems can display [57] [58] [59] [60] [61] [62] [63] [64] [65] . There has also been significant interest in understanding the effect of noise on such coupled systems [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] . In these examples, depending on the context, it is useful to either think of the noise as unresolved degrees of freedom of a complex system (most common in statistical physics approaches) or instead as a complex exogenous input to an open system (more common in biology, esp. neuroscience).
One of the nice properties a dynamical system gains when it is perturbed by noise is (under mild conditions) ergodicity and the existence of a unique invariant measure; together these can completely describe the system. However, even this has limitations, since the invariant measure is guaranteed to only give information when the system is considered over an infinite time interval. In general, such systems can exhibit metastability which traps them in some subset of the phase space for long but finite times. The original study of such questions in the limit of small stochastic perturbations is what is now known as the Freidlin-Wentzell (FW) theory [76] [77] [78] [79] [80] [81] [82] , which built upon the earlier successes of large deviation theory [83] [84] [85] . This theory has had a large success being applied to specific applied problems in recent years [86] [87] [88] [89] [90] [91] [92] [93] . The main moral of the FW theory is that if we perturb a dynamical system with small noise, then it will spend most of its time near the attracting structures of this dynamical system, then make rare excursions amongst these structures on long timescales (where "long" here will mean timescales which scale exponentially long in the size of the noise). The FW theory allows us to compute the typical timescales of such excursions and their typical shape.
The purpose of this paper is to study the Kuramoto oscillator when perturbed by noise and understand the long timescale behavior of this system, specifically through an application of the FW theory. We consider a case where there are multiple synchronous solutions and compute the likely transitions amongst these. It should be noted that the Kuramoto system has the property that stable configurations arise only through the interaction, and in general the individual oscillators do not have an internal stationary state.
In particular, we show how if one perturbs a "synchronizable" Kuramoto model by noise, then instead of observing one (or multiple) stable stationary configurations, the noisy system will transition amongst these configurations. These transitions have the qualitative form that some community of the oscillators breaks off, wraps around the system, and then forms a new stable configuration. Moreover, we can compute the timescales on which such transitions should occur and details of their dynamics during the transition. This paper can be thought of as something like an "orthogonal complement" to [51] : there what was studied was the "width" of the "sync basin", i.e. how many initial conditions fall into the basin of attraction of the most stable synchronous solution; this paper is, in this light, a study of the "depth" of this sync basin and how hard it is for the system to crawl out.
The rest of the paper is organized as follows. In Section 2 we give a statement of the problem we consider, present a concise overview of the results of the paper, and present some numerical simulations of the system. In Section 3, we review the relevant components of the FW theory and present precise statements of the theorems which we prove. We delay the proofs of these theorems to Section 4. Finally, we give some concluding remarks in Section 5 and discuss some possible generalizations of the current approach.
Results
This section is a quick overview of the remainder of the paper. In Section 2.1 we motivate and present the problem that we consider. In Section 2.2 we give intuitive overviews of the results of the paper. Finally, in Section 2.3, we present a series of numerical computations.
Statement of the problem
The standard formation of the deterministic Kuramoto problem is as follows. Consider a weighted (directed) graph Γ = (V, E) and denote γij as the weight of edge i → j. For any ω ∈ R N , define the dynamical system on θ ∈ T N by dθi dt
One stochastic generalization of (1) would be to consider an SDE whose drift term corresponds to (1),
Two common choices of interaction graphs are the all-to-all network γij = K/N or the nearest neighbor network γij = K(δj,i+1 + δj,i−1). We will concentrate on the case of nearest-neighbor symmetric coupling and additive noise, i.e. we consider
where we choose N not a multiple of 4. As we discuss further in Section 5, the methods we use in this paper are applicable to any interaction graph Γ, although different Γ would give rise to different specific computations throughout. We actually choose nearest-neighbor because this is the case which gives the richest possible structures (see Section 5), and we choose N not a multiple of 4 for technical reasons which we describe in Lemma 4.1 and Remark 4.2.
As is well known, (3) is invariant under two different group actions 1 , one continuous and one discrete, namely:
There are several ways to deal with the continuous group action which are usually not distinguished in the deterministic case, but which matter here. The choice we make here is done for the purposes of simplicity in notation and presentation, namely: we pin one of the oscillators at 0, thus adding a Dirichletlike boundary condition to the system:
where θn ∈ [0, 2π), dW (n) are independent Brownian motions, and n = 1, . . . , N − 1. To simplify the notation we write θN := θ0. This system now has N − 1 degrees of freedom, since we have pinned one oscillator. It is a small stochastic perturbation of the system
There are alternate ways we could have dealt with the continuous group action which we discuss in Section 5 below.
Summary of results of paper
To state our results we will need to introduce some notation. Solutions of (6) are invariant under translations in the lattice 2πZ N −1 . We define the projection
and the associated equivalence relation [·] on fibers. In particular, we have
It will be convenient below to specify a fundamental domain for the discrete action, so we choose
Finally, for simplicity of notation below, we define e k as the kth standard basis vector in R N and define
We are now ready to state the results of the paper. For an open set of ω containing ω = 0:
• System (5) will spend most of its time in a small neighborhood of [θ * ], where θ * = θ * (ω) ∈ DN is an attracting fixed point, and θ * (0) = 0. (θ * (ω) is in some sense the "most" attracting fixed point, see below.) More specifically, given a fixed open neighborhood U
[0] which is small enough and invariant under the 2πZ N −1 action, there is a C > 0 such that the proportion of time (5) spends in U c scales like e −C/ as → 0. This C depends on U but not on the initial condition.
• System (5) will make rare but rapid excursions between different elements of [0]. More specifically, if we choose U any open subset of U with U U , then whenever (5) enters U , it will remain inside U for a random time whose mean scales like e C / for some fixed C > 0 and which is distributed exponentially. Moreover, this C can be computed exactly. Finally, the time it takes to make a transition between when the system exits U and enters U has a mean which exponentially smaller than the residence time inside U .
• The most likely path of transition between elements of [0] can be computed for small; that is to say, when these rare transitions occur, they will do so, with high probability, in a small neighborhood of particular paths in the phase space. Moreover, these paths correspond to some community of the oscillators peeling off from the main pack, traversing the circle, and then rejoining the pack in a new synchronous collection (q.v. Remark 4.5).
In particular, we can state explicitly all of the cases where ω = 0, if we define τ to be the typical time that system (5) sits near an element of [0] before making a transition, then we show below that 2 for each N not divisible by 4,
where
We can also describe the path which the system takes through phase space from one element of [0] to another. Choose, for example, z1 = 0 and z5 = 2πf k for some k. Then there are five distinguished points: the two points 0, z1, the point z3 which is a local sink and is formed by placing N oscillators on the circle with equal spacing and in order, and two saddles z2, z4, each of which can be constructed by placing N + 1 oscillators on the circle with equal spacing, and then removing one. Then a path from z1 to z5 will be close to a path which passes z1 → z2 → z3 → z4 → z5. Moreover, the number IN is related to the points z2 and z4 in a specific sense (being the "relative energy" of z2,4 compared to z1,5, in a sense to be made precise below). Moreover, all transition paths from one element of [0] to another is either a path like those described above or a concatenation of such paths.
Numerical results
We present two sets of simulations of the solutions of (5) below, demonstrating that the system spends almost of all its time in a neighborhood of [0], and makes rare excursions between elements of this set. All simulations below use a first-order Euler-Maruyama method for 5 with timestep ∆t = 10 −1 . In Figure 1 we present one realization of the system with N = 3, = 0.1, K = 0.1. We have plotted the actual solution in blue and the elements of [0] as red circles. We can see that there is a neighborhood of [0] in which the system spends almost all of its time; otherwise the system makes rare excursions amongst these.
In Figure 2 we are plotting trajectories of (5) versus time for N = 5 and N = 17. We see again that the system spends most of its time in a small neighborhood of [0]; here we can also obtain a sense of the residence time that the system spends in a state between transitions. It is clear from these graphs that these residence times are random and quite irregular; e.g. in the N = 5 case it is clear to the eye that these residence times range over at least an order of magnitude. One of the consequences of Theorem 3.4 is that these residence times are distributed exponentially (we will present histograms of these times in Figure 4 below).
Analysis and Statements of Theorems
This purpose of this section is to state the theorems and main results of the paper precisely. Here we do two things: in Section 3.1 we give an overview of the classical results of the FW large deviation theory [76] which we will use; in Section 3.2 we state the results specific to this paper. Speaking loosely, in Section 3.1 we explain what it is we need to compute and why, and in Section 3.2 we explain the results of the computations for the system considered here.
FW Theory
The well-known FW theory [76] describes the behavior of stochastic processes which can be written as small stochastic perturbations of deterministic dynamical systems, and the main conclusions can be sum- Figure 1 : One realization of (5) with N = 3, = 0.1, K = 0.1. We have placed red circles at elements of [0]. As predicted, the system spends almost all of its time near these translates of the origin, and makes rare excursions between these points. This system was run until t = 10 6 .
marized as follows. We give a brief overview of this theory here for completeness 3 . An SDE of the form
will spend most of its time between the stable structures of the deterministic ODE
and process (11) will make transitions between these stable structures on exponentially long timescales. The statements can be made much more concrete and specific when the underlying deterministic dynamical system is a gradient system whose attracting set is a discrete union of attracting fixed points and the stochastic perturbation is additive white noise, and this is what we will state precisely below. We first introduce some terminology.
Definition 3.1. Consider an ODE on R N . An n-saddle is a hyperbolic fixed point whose Jacobian has exactly n eigenvalues with positive real part. We will call 0-saddles sinks and N -saddles sources. If x, y are two fixed points, we say that x leads to y (x → y) if the unstable manifold of x intersects with the stable manifold of y, i.e. if there is a trajectory of the system z(t) with limt→−∞ z(t) = x and limt→∞ z(t) = y. We will say the sinks x1, x2 are connected by the saddle y if x1, x2 are sinks, y is a 1-saddle, and y → x1, y → x2.
Notice that if x1 and x2 are connected by y, then since y is a 1-saddle, it has a one-dimensional unstable manifold, so that in one direction is approaches x1 and in the other x2; in short, any small perturbation of y will go to either x1 or x2 as t → ∞. One of the main results of [76] is that all we need to know to really understand the behavior of system (5) is the local neighborhoods of the sinks, the local neighborhoods of the 1-saddles, and which sinks are connected by which 1-saddles for system (6) . More specifically, consider a gradient system of the form
where 4 , and dWt is Ndimensional white noise. Assume that the attractor of V is a discrete union of attracting fixed points, and denote the attracting fixed points by z1, . . . , zM . It is not hard to verify that the unique invariant measure µ (dx) has the Gibbs distribution
3 a very well-written and accessible alternate exposition is contained in Section 2.2 of [88] 4 V (x) = O(|x|) is fast enough-what we need here is that V has compact level sets and that the Gibbs distribution is well-defined where Z is chosen so that R R N µ (dx) = 1. Note that this measure has a density, i.e. is absolutely continuous with respect to the Lebesgue measure. From this, we first note that (13) 
Moreover, the system will spend more time near the "deeper" fixed points: namely, if we choose Um zm open, then
where V * := minm V (zm). In particular, if there is a fixed point with energy strictly less than all of the others, then the system will spend an exponentially small amount of time outside a neighborhood of this point.
These statements about the invariant measure do not tell us much about the dynamics; for example, the system spends almost all of its time near attracting fixed points, but if we converge to a unique measure then there must be transitions amongst these points. The transitions between these attracting fixed points occur on exponentially long timescales. Consider two attracting fixed points z, z which are at the minimum energy V (z) = V (z ) = V * and which are connected by the n 1-saddles y1, . . . , yn. For the saddle y k , denote by U k an open tubular neighborhood of the union of two deterministic trajectories, the first being the (infinite-time) downhill trajectory from y k to z, and the other being the trajectory from y k to z . Choose 
Moreover, if we let Q be the set of 1-saddles with minimum energy, i.e. q ∈ Q if and only if V (yq) = mini=1,...,n V (yi), then there is a constant C > 0 such that
In short, to compute the transition time from z to z , we find all 1-saddles which connect z, z , and find which one of those has minimum energy, call this energy I z,z . Then the timescale of transition is exp( −1 I z,z ). If the minimum energy saddle is unique, then the system will pass near that saddle during the transition; if not, and there is a set of saddles with the same minimum energy, then the system will pass near one of them.
In short, to understand the small-noise asymptotics of a system of type (13), we need only compute two particular graphs Γ1, Γ2. Let Γ1 be the weighted undirected bipartite graph (A, B, E1) where A is the set of sinks, B the set of 1-saddles, and we say that (x, y) ∈ E1 if y leads to x. The weight on edge (x, y) is the positive real number wxy := V (y) − V (x). Define Γ2 as the weighted directed bipartite graph (A, E2) where A is again the set of sinks of (13), and we say that x1 → x2 ∈ E2 ⇐⇒ (x1, y) ∈ E1, (x2, y) ∈ E1 for some y ∈ B.
Moreover, we define the weight wx 1 →x 2 := min
(Notice by definition that Γ2 is directed, but only because of the weights; the underlying connection topology of Γ2 is symmetric.) Then [76, Theorem 6.5.2], we can approximate the dynamics of (13) by a continuous time Markov chain whose underlying transition graph is the same as Γ2, and where the rate of transition from x1 to x2 is given by exp( −1 wx 1 →x 2 ), i.e. consider the transition matrix Q on the sinks where
Finally, if we have two sinks xi, xj which are not connected by a saddle, then they are not connected by an edge in Γ2, but they could be connected by a path in Γ2 (and in general, they will be generically if V is proper). However, note that if a > b, then e −a/ e −b/ . The consequence of this is that if we want to compute the expected transition time from one minimum to another, we consider all paths connecting these two in Γ2; for each path, consider the maximum weight along that path, and then minimize over all paths.
We mention that one can be more precise than (16), using the Kramers-Eyring formula [79, 80, 90, 94, 95] . Assume the minimum energy connecting saddle is unique and denote it by y, then
where λ1(y) is the unique positive eigenvalue of ∇ 2 V (y). We will not need the more precise asymptotics here, since, as we see below, there will be a unique class of 1-saddles which have the minimum action and these corrections would not distinguish amongst them. Of course, as a predictor of transition times, (17) gives a better approximation than (16).
Statement of theorems
We will give an overview of the results in this paper by developing and stating the three main theorems of the paper. We delay the proofs of these theorems until Section 4.
We will show below that for N > 4 and some choices of ω, there are multiple attracting fixed points in the fundamental domain DN . Moreover, we need to know their relative depths and thus we need to know the potential in which they flow. Thus we define
where we denote θN = θ0. It is easy to check that −∇Vω is the right-hand side of (6) . Moreover, in the case where ω = 0, we have
We choose the constant term so that V0(0) = 0. Note that for ω = 0, a constant factor of K pulls out of formula (19) . We need to find the sinks and 1-saddles of (6), and we can find an explicit formula when ω = 0. 
Theorem 3.1. Choose N > 4 and N = 0 (mod 4) and ω = 0. The sinks and 1-saddles of (6) lying in the fundamental domain DN are:
• The sinks are sN (α) with N α ≡ 0 (mod 2π) and |α| < π/2,
• The 1-saddles are the points t Proof. First consider the sinks, and assume that 0 < α < π/2. We have
or < N 4
. Since we always choose N = 0 (mod 4), we have = 1, . . . , N/4 , giving N/4 fixed points. The symmetry α → −α gives twice as many points, and we single-count the α = 0 fixed point.
For the 1-saddles, we similarly want to solve the equation N α = π (mod 2)π with 0 < α < π/2, so we need to find ∈ Z with
Algebraic manipulations give us that < N/4 − 1, but note that we can choose = 0, so we have N/4 choices of α. Note also that once we have chosen α, we have N choices for the location of the gap, meaning that we obtain a total of N N/4 points. We do not double-count the α → −α symmetry, since t
Remark 3.3. Defining V as in (19) , if N α ≡ 0 (mod 2π), then
Thus the origin has the lowest energy of any sink and for small, (5) will spend most of its time in a neighborhood of [0]. The question which remains is to determine how long we expect transitions between elements of [0] .
From the theorem above, the situation is quite simple for N < 4: there is one sink in the fundamental torus, and there is either a unique saddle or multiple saddles with the same energy. For N > 4, there are multiple sinks, so the pathways can be complicated. In fact, we show that all transitions are basically governed as follows: Theorem 3.4. Consider N > 4, N = 0 (mod 4), and ω = 0. The most likely path from the origin to any translate is a concatenation of paths of the form
where 0 is some element of [0] and k1, k2 are integers. In particular, this means that the timescale of transition is governed by the action
i.e. if τ is the first-passage time from the origin to one of its translates, then τ e I N / .
Remark 3.5. Notice that
so that for N sufficiently large, the switching timescale is roughly e 2K/ . In particular, note that it does not become more difficult for the system to switch as more oscillators are added. Moreover, when N → ∞, V (sN (2kπ/N ) 
, so that the depth of the asynchronous solutions gets close to the synchronous solution at zero, even though the action of the saddle is always bounded below by 2. See Figure 3 for a schematic figure of the type of potential landscape a path sees. As N gets large, the middle well becomes about as deep as the two outer wells, so that the system (for large N ) will spend about as much time there. However, even as N → ∞, the height of the saddles is bounded below by 2. The above statements are specific to ω = 0. What we want to establish here is that for each N = 0 (mod 4), there is an open set ΩN 0 such that Theorems 3.1 and 3.4 still hold, with minor modifications in the statements. The statements of these theorems will be complicated by the fact that while we can be assured that the fixed points and connecting paths exist as they do in those theorems, we will no longer have a formula for these points. We first fix some notation. Definition 3.3. Let x be a fixed point for (5) with ω = 0. If x is hyperbolic, then for an open set of ω containing 0, there is a fixed point of (6) with the same index as x which moves continuously to x as ω → 0. We define x(ω) to be this point for all ω in this open set, and undefined otherwise; we will also say that x(ω) is the point corresponding to x.
We can now state the theorem which we prove below in Section 4. Theorem 3.6. For each N = 0 (mod 4), there is an open set ΩN such that for any fixed point x described in Theorem 3.1, and for all ω ∈ ΩN , x(ω) is defined and 0(ω) remains the lowest energy sink. Moreover, all mostlikely pathways from 0 to 0 are of the form analogous to those in Theorem 3.4, namely
where ti are points corresponding to t (k i ) N (±π/(N − 2)) for some ki and s is the point corresponding to sN (±2π/N ) (choosing the same sign throughout).
It looks as if little changes when ω is pushed off of 0, and this is more or less true, but some caveats exist. First note that in the case of Theorem 3.4, all of the pathways exhibited have the same total action; more specifically, the energy of the points t (k i ) N (±π/(N − 2)) are independent of choice of ki, and the system is symmetric. In contrast, a choice of ω can bias certain pathways due to asymmetry due to lowering the height of particular saddles with respect to others. Moreover, notice that when ω = 0, while the differential equations (6) are invariant under a 2πZ N action, the potential (18) is not. The effect of this is to lower the energy of certain members of [0] with respect to others, which will lead to a long-term "diffusive drift" in the system. These two effects are related but distinct, as we now discuss.
For example, if ω = 0, and we start the system at θ = 0, then it is just as likely to hit any of the saddles t N − 2) ) for k = 0, . . . , N as the other. However, once ω = 0, the perturbed saddles inside the fundamental domain can all have different energy and this can bias the system in a certain direction. To see the effect of this tilting, choose ω(s) some curve in the parameter space. Define θ * (ω(s)) as a continuous curve of fixed points as ω varies as a 1-parameter family. Notice that, by definition,
so then we have
If we consider, for example, a curve ω(s) with ω(s) = 0, then it is easy to see the effect of a perturbation in ω; we simply take the inner product of the particular fixed point θ * (0) we are interested in (and for which we have an explicit representation) with the direction in which we perturb. For example, it might be of interest to compute which ω give rise to a system which prefers t Only one of these is in the fundamental domain DN . Depending on which entries of ω (0) are largest, this will increase or decrease the relative heights of these saddles, biasing the direction in which 0 will first jump.
In a related but different issue, the potential is in general no longer invariant under the action of the group 2πZ N ; in short, the system will now have a preferred direction. For example, consider ω with ω k > 0; we then have Vω(θ + 2πe k ) < Vω(θ), meaning that the system is biased to move in the positive θ k direction. Here the pathway from one element of [0] to another becomes asymmetric, and we would be more prone to move in one direction than another.
Of course, this argument gives no estimate on the set ΩN , even about its size. These questions can be approached by other techniques beyond the scope of this paper, and will be considered in detail by this author and collaborators in future work.
Proof of Theorems
Here we state the proofs of Theorems 3.1, 3.4, 3.6.
Proof of Theorem 3.1.
The approach to prove Theorem 3.1 is relatively straightforward: we need to identify all of the fixed points of the system, check that they are hyperbolic, and check their index. , k even,
, k odd, and define
Then θ is a fixed point of (6). Conversely, every fixed point of (6) for N = 0 (mod 4) is in the form above, or is a 2πZ N −1 -translate of one of these. We are plotting the same data in both pictures; in frame (a) we plot the logarithm of the mean transition time (blue squares) versus 1.4 −1 (rd line) on a log-log plot; in frame (b) we plot the mean transition time versus e 1.4/ on a semilog plot. According to Theorem 3.4, the mean transition time τ satisfies τ e 1.4/ as → 0; that is to say, the curves should be the same up to a constant factor as → 0.
In contrast, if N = 0 (mod 4), then any point in the one-parameter family given by
where α ∈ [0, 2π], is a fixed point for (6) , in addition to those described above.
Proof. We write ηn = θn+1 − θn. From (6), sin(ηn) = sin(ηn−1), so that there is an β ∈ [−1, 1] with sin(ηn) = β for all n. There is of course the added constraint that
Therefore we have the following set of constraints: there exists a number α ∈ [−π, π] such that
The condition we have on α depends on how many of each choice we make. So let us assume that k of the η's are π − α, and N − k are α. Then the constraint reads
If N = 0 (mod 4), then either N = 2 (mod 4) and k = N/2, or the coefficient of α in (27) is nonzero. This leads to the definition of α as given above, and notice that the k gaps of size π − α can be arranged in any order, and this gives all fixed points described above.
If N = 2 (mod 4) and k = N/2, then k is odd, so this equation reads 0 = kπ (mod 2π), which has no solution.
Finally, if N = 0 (mod 4), and we choose k = N/2, then (27) is solved by any α ∈ R. The reason that we obtain a continuum of fixed points is due to the fact that sin α = sin(π − α) for all α; for example, consider N = 4, then the one-parameter family (0, α, π, π + α) works for any α, since the gaps are then η = (α, π − α, α, π − α), and for every term in this sequence, sin(ηi) are the same.
Remark 4.2.
We can see from the proof that the case of N where 4|N is special due to the fact that the saddles are no longer isolated points, but are now one-dimensional manifolds of saddles with a "soft" direction. The FW theory can deal with scenarios such as this [76, Chapter 6] but this would complicate the current picture considerably so we omit it in this paper. However, note that the generic ω near 0 would break this symmetry, so these problems could be studied by the approach taken in this paper.
Proof of Theorem 3.1. Recalling the construction described in Lemma 4.1, if we show that the sinks are those points obtained by choosing k = 0 and |α| < π/2, and those points obtained by choosing k = 1 and |α| < π/2 give 1-saddles, then we are done. For N = 2, 3 and using Lemma 4.1, we can compute all the fixed points and their index by hand, and the reader can see we obtain the result. So we only need consider N > 4.
The coordinates of the vector field are given by
and thus if J is the Jacobian matrix evaluated at our fixed point,
Notice, of course, that since θ0 = 0, we have η0 = θ1 and ηN−1 = −θN−1. J is symmetric and thus has real eigenvalues. Since sin(ηi) = β for all i, we have cos(ηi) = ± p 1 − β 2 , and we choose plus iff ηi ∈ (−π/2, π/2).
First consider the case k = 0. It is easy to see that we then have
where ∆N is the discrete Laplacian with Dirichlet eigenvalues and we choose the plus sign when |α| < π/2. It is easy to see (e.g. from Gershgorin's Theorem) that ∆N has all negative eigenvalues. Now consider k = 1, so that we have N − 1 gaps of size α and one of size π − α. Assume WLOG that η1 = π − α, so that
where P is the rank-one matrix xx t , with x = √ 2(1, −1, 0, 0, . . . ). Using Weyl's Inequality [96, 97] , we know that the eigenvalues of ∆N and ∆N + P interlace, i.e. if 0 = λ1 > λ2 > · · · > λN are the eigenvalues of ∆N , and µ1 ≥ · · · ≥ µN are the eigenvalues of ∆N + P , then µi ≥ λi ≥ µi+1. Thus ∆N + P has at most one nonnegative eigenvalue. To see that it must have one positive one, it is easy to compute that det(∆N + P ) = (−1) N −1 (N − 1) which means that it has an odd number of positive eigenvalues (and no zeros). Thus J has exactly one positive eigenvalue.
Proof of Theorem 3.4.
In Theorem 3.1, we have identified the sinks and 1-saddles. We will first show that the 1-saddles with minimum energy are exactly those which appear in the path in Theorem 3.4, and, second, that these saddles do connect the sinks as stated. Since these are connecting paths, and there is no saddle with lower energy, these must be the minimum energy paths. N (α) where (N − 2)α = π (mod 2π) and |α| < π/2. In particular, this means that we choose
We need consider only > 0 since V (−θ) = V (θ). We compute:
and
and thus this is an increasing function for α ∈ (0, π). Therefore if we choose α = (2 + 1)/(N − 2) for a positive integer, then this is an increasing function in as long as 2 + 1 < N − 2, i.e. < N/2 − 3/2, but we only need to consider those points with < N/4 − 1, and N/4 − 1 < N/2 − 3/2 if N > 2.
Lemma 4.4. The unstable manifold of t Proof. Since t
" is a 1-saddle, to prove the lemma we just need to show that there exist two different perturbations of this point which lead to sN`2 π N´a nd 2πf k respectively. It is clear by symmetry that if we show the statement of the theorem for k = 1, then it holds for all k. Recall that t
Our two perturbations will be to "kick" θ1, i.e. we take this point, replace θ1 with θ1 ± , and then consider the long-time behavior of that initial condition. We claim that if we kick θ1 in a positive direction, then it will limit on 2πf k , and if we kick it in a negative direction, it limits on sN`2 π N´.
To understand these dynamics, first note the following: Fix θi−1 and θi+1 and do not allow them to move. If |θi+1 − θi−1| = π, then there is a unique (up to 2π-periodicity) fixed point for θi, namely the arithmetic mean of its neighbors. If θi+1 − θi−1 < π, this fixed point is attracting, and if θi+1 − θi−1 > π, then this fixed point is repelling. If θi+1 − θi−1 = ±π, then every point is fixed for θi. To see this, notice that θ i = sin(θi+1 − θi) + sin(θi−1 − θi).
Choosing θi = 1/2(θi+1 + θi−1) will clearly fix θi. Writing θi+1 − θi−1 = q with q ∈ [0, 2π), we see that the derivative of the right-hand side is −2 cos(q/2) which is negative iff q/2 ∈ (0, π/2). Finally, since sin(θ) = sin(±π − θ), if θi+1 − θi−1 = ±π then all θi are fixed. If θi+1 − θi−1 < π, then θi is pulled toward the midpoint; if θi+1 − θi−1 < π, then θi is repelled from the midpoint and will approach the closer neighbor, and if θi+1 − θi−1 = ±π, then θi can be at rest anywhere. It is also easy to see that if points are lexicographically ordered on the circle, they cannot switch this order, i.e. if θi−1(0) < θi(0) < θi+1(0) and θi+1(t) − θi−1(t) < π, then θi(t) ∈ (θi−1(t), θi+1(t)). The reason is because if it is attracted to the midpoint it can never match with either neighbor with a larger derivative.
We can now understand the dynamics of perturbations of these fixed points. Consider t
but we now move θ1 to θ1 + . Since θ2 − θ0 = π, θ1 is happy to stay where it is. However, since θ1 is now closer to θ2 than θ3 is, θ2 will increase. Once θ2 has increased, we now have θ2 − θ0 > π, and θ1 > θ2/2, so θ1 will be attracted to θ2. Moreover, it is easy to see that θ1(t) will always be less than θ2(t): Since we have θ3(t) ∈ (π, 2π) for all t, then θ2(t) is attracted to the midpoint of θ1(t) and θ3(t), i.e.
but as long as θ1(t) > 2π/3, this means θ1(t) > θ2(t).
On the other hand, let us now move θ1 to θ1 − . Again, θ1 is happy to sit anywhere in (0, π), since θ2 − θ0 = π, but now θ2 is closer to θ3 than θ1, so it will decrease. Once it has decreased θ2 − θ0 < π and thus θ1 is attracted to θ2/2. By the lexicographic ordering above, and noting that the gap between θ1 and θ0 must always be the largest, the only possible long-term behavior of this solution is sN`2 π N´.
Proof of Theorem 3.4. This follows directly from the two lemmas. Lemma 4.4 shows that the connections as described in Theorem 3.4 exist in Γ1. Lemma 4.3 shows that t N (π/(N − 2)) and their translates are are the lowest energy saddles, and thus these must be the lowest energy pathways. Remark 4.5. We can think of these transition paths as the formation of "communities" inside the entire collection of oscillators. For example, when we start all the oscillators at 0, they are in one synchronous community. The pathway described in the theorem basically says that some sub-collection of these oscillators splits off from the main mass, diffuses around the circle, and rejoins the rest of the mass at the corresponding translated solution in [0].
Proof of Theorem 3.6
Proof. The proof is relatively straightforward using transversality arguments. More specifically, we proceed as follows.
Consider all of the sinks in the fundamental domain, computed in Theorem 3.1 above. If these points are nondegenerate, then the Implicit Function Theorem tells us that there is some open set of ω such that (6) has the same set of fixed points with the same indices (of course these points will have moved). Consider sN (α) ∈ DN , which is a sink for ω = 0. From the Implicit Function Theorem, there is an open neighborhood Ω 0 such that for every ω ∈ Ω, there is a point (sN (α))(ω) corresponding to this sink which is also a sink. An analogous statement exists for all of the saddles. In short, unless and until (6) undergoes a bifurcation, all of the points identified in Theorem 3.1 remain. Finally, note that all of these points are nondegenerate as a consequence of the fact that ∆N and ∆N + P are nonsingular in the proof of Theorem 3.1. Now consider any pathway as stated in Theorem 3.4. To establish such a pathway, we need to show that the sinks are connected, i.e. that the unstable manifold of the saddles in that path do in fact limit on the sinks. However, note that the basin of attraction of any sink is open by definition, and thus has full dimension. From this it follows that any intersection of the unstable manifold of a saddle with this set is transversal, and it must also persist under perturbation.
Finally, the energy of the saddle points change continuously with respect to ω and therefore the minimum energy 1-saddle in the fundamental domain must be a point corresponding to t
Incidentally, it follows from this that the transition times are continuous functions of ω as well.
Conclusions
We considered one special case of a Kuramoto oscillator subject to small noise, and determined the transition times and transition pathways of the system using the FW theory. We made several choices above which we now discuss, and also discuss various generalizations of the results here. The two main choices made above were that we chose a nearest-neighbor interaction graph and that we pinned one of the oscillators to remove the continuous symmetry.
The approach above does not fundamentally require that the interaction graph Γ is nearest-neighbor; if we chose any other symmetric graph Γ, the fundamental calculations would be of the same type as those performed above. If we choose a potential function of the form
As stated above, we considered the nearest-neighbor case here mostly because it would lead to the richest structures. Considering the other extreme-namely, all-to-all coupling where γij = 1-then we can only have one fixed point in DN , so that this system has only the one deep well and the transitions are much simpler. (In fact, one can compute explicitly for ω = 0 that the fixed points for the all-to-all case are exactly those points with θn = 2πkn/N for some k ∈ Z and that every one except θ = 0 is unstable.) Graphs with more edges will tend to have fewer fixed points, since there are more constraints. The nearest-neighbor case we consider here is, with one exception, the sparsest possible connected symmetric graph we can consider, with that exception being an undirected tree. We plan to consider more general interaction graphs in future work. We also point out that we could consider more general coupling between oscillators using the same framework (e.g. replace sin(·) with an odd function) and this fundamental approach would work as well (although, again, one would have to do different computations).
Any Kuramoto problem in the form (1) has a continuous group symmetry θ → θ + α1, and this is dealt with in a variety of ways in the deterministic setting. We pinned one of the oscillators above, but there are other possibilities: We could consider the diffusion restricted to a given submanifold in R N , we could consider the flow on the quotient space R N /{1}, or we could even consider a new coordinate system for R N which simplifies the process. As for the first possibility, notice that the deterministic system (6) has the property that the sum P θn is always conserved, so that the flow is naturally restricted to a submanifold (in fact, one element of R N /{1}). The restriction of a diffusion to a submanifold is a well-studied problem [98] [99] [100] and in this case we can explicitly compute the effective system. To proceed, we subtract off the mean position of the oscillators during the evolution, namely choose s = P N −1 n=0 θn, and define ζn = θn − s. We then have
If we define dZ (k) t as this last sum, then dZ
so we can replace dZ
with a single white-noise process; however, the different noise terms will now be correlated. Of course, there is no problem with applying the FW formalism to the case where we have correlated noises, but as it turns out, the formulas become more complicated. A complimentary idea to the above would be to consider an orthogonal transformation to a coordinate system which respects the foliation of R N by elements of R N /{1} (there are in fact many choices for this). The advantage in such a case would be that the forcing would still be Brownian motion in R N (and thus the components would be independent white noises) but the drift terms would be changed, and in particular would no longer have the nearest-neighbor structure. Another possibility would be to consider the flow on the quotient space R N /{1} (see e.g. [101, §36] ) but this adds difficulties in notation, at the very least, due to taking two different quotients. Also, the pinning of one oscillator makes the index theory a bit easier since we've removed the soft translation-invariant mode (q.v. the proof of Theorem 3.4).
Finally, we remark that everything done in this paper is in the asymptotic regime where N is fixed (but perhaps large) and → 0 for fixed N . As shown above, in this regime the limiting transition is always points of type t N (π/(N − 2)) since they have the smallest energy. However, if we consider a case where we fix small but then take N large, we would expect to see transitions across saddles whenever they got below a certain critical energy, and notice that as N → ∞ the energy of the saddles all converge to 2. Using (29) , the barrier as N → ∞ goes like and we take α = π/(N − 2) for some ∈ Z, we see that we obtain the same asymptotics as in (23). So we would expect, for fixed 1 and N → ∞, the system can find more complicated transitions. Of course, it is very difficult to make rigorous statements about transitions when one does not take the → 0 limit and we do not do so here.
