We investigate possible presence of time-varying risk premia in forward pound, yen, and Euro monthly exchange rates versus the US dollar over the last two decades. We study this issue using regression techniques and separately using a signal plus noise model. Our models account for time-varying volatility and non-normality in the observed series. Our regression model rejects the hypothesis that the forward rate is an unbiased predictor of future spot exchange rate, indicating the existence of time-varying risk premium under rational expectations. Our signal plus noise model reveals a time-varying risk premium component in yen and Euro. The same model provides evidence for the presence of risk premium in pound over a shorter sample period, though not over the entire sample. We conclude that risk premia exist, although we may fail to detect these for some currencies over specific time periods.
Introduction
The possible existence of risk premia in forward foreign exchange rates has been extensively investigated in the literature. Lewis (1995) , Engel (1996) , and Jongen et al. (2008) provide surveys of this literature. That forward rates do not provide conditionally unbiased forecasts of future spot exchange rates has been firmly established in a number of studies. This lack of unbiasedness implies the existence of risk premia in forward foreign exchange rates under rational expectations.
Several studies have attempted to measure the size of the risk premium and to characterize its time series properties. Several alternative approaches have been tried in this regard, including regression techniques (see, for instance, Fama 1984; Lewis 1995) , vector autoregressions (VARs) (Canova and Ito 1991) , signal extraction methods (Wolff 1987 (Wolff , 2000 Cheung 1993; Hai et al. 1997; Bhar et al. 2002; Bams et al. 2004) , and survey-based methods (Froot and Frankel 1989) .
Regression-based approaches involve regressing the ex post forward bias (or alternatively, the change in the spot exchange rate) on variables available in the information set, such as the forward premium. The choice of the explanatory variables is often arbitrary (Hansen and Hodrick 1980) .
Signal extraction methods obviate the need to specify explanatory variables. Wolff (1987) provides early estimates of the risk premium using a univariate version within this framework (see also Nijman et al. 1993 for a clarification). Signal extraction based on a bivariate model has been attempted in Hai et al. (1997) . Bams et al. (2004) propose a multivariate panel data approach to model three currencies jointly with one common state vector. In all these models, after obtaining maximum likelihood estimates of unknown parameters, full sample smoothed estimates of the state vector (see, for instance, Harvey 1992, p. 149) are generated that provide estimates of the unobservable risk premium.
Both regression and signal plus noise models adopt a homoskedastic Gaussian framework. However, several studies have documented that spot exchange rates are non-Gaussian (Boothe and Glassman 1987; Tucker and Pond 1988) and, as summarized by So (1987) , so are forward foreign exchange rates. Time-varying volatility in these rates has also been widely documented (see Frankel and Rose 1997) for a survey article on empirical research on nominal exchange rates.
Failure to take into account any potential non-normality and conditional heteroskedasticity results in estimation inefficiencies. Accurate and precise estimation and characterization of the time series properties of the risk premia are important. This is because intertemporal equilibrium models seeking to explain the behavior of forward foreign exchange rates are judged based on whether or not they can account for these time series properties (see, for instance, Backus et al. 1993 , for such an exercise and Engel 1996, for a survey on such efforts).
In this study, we investigate the possible presence of risk premia in monthly forward pound/dollar, dollar/yen, and Euro/dollar exchange rates for the past two decades using both regression and signal extraction methods, taking into account any non-normality and volatility persistence that may exist. Our estimation methods are more efficient, precisely because they take these features of the data into account. We compare the statistical outcomes from the two techniques and explore some reasons why the two methods draw differing conclusions on the presence of a risk premium component. We find time-varying risk premia in yen and Euro, but in pound only during a specific period. Our results are in contrast with the previous findings in the literature that risk premia exist in all currencies investigated and for all sample periods.
This article is organized as follows. Section 2 lays out the regression method and the signal extraction framework to identify risk premia in forward exchange rates. Section 3 provides summary statistics on the data and provides a description of estimation results of the two models. Section 4 presents results on the main hypotheses of interest regarding the nature and existence of the risk premium using the signal extraction model. Section 5 compares the empirical results of the two methods and provides a discussion of the (sometimes) differing conclusions. Section 6 concludes with some observations derived from our analysis.
Regression and signal plus noise models for the risk premium
In this section, we set out the regression and the signal plus noise models for the risk premium. We lay out the models and discuss their key features in Sects. 2.1 and 2.2, and in Sect. 2.3 discuss some issues that arise in estimation.
Regression model
A typical practice in an analysis of risk premia in forward rates using regression methods, as in Fama (1984) and several other studies (see Lewis 1995 for a survey), is to run a regression of the ex post forward bias on the forward premium. Let F t+1 t denote the forward foreign exchange rate observed at time t for currency to be delivered at time t + 1. Let S t denote the spot exchange rate observed at time t. Let lowercase letters denote the natural logarithms of these variables. The regression is as follows:
where u t+1 is a regression error. Unbiasedness of forward rate implies a = b = 0, whereas a constant risk premium implies a = 0 and b = 0. While most studies typically assume u t+1 ∼ iid N (0, σ 2 ), there is abundant evidence of volatility clustering and fat tails in the distribution of spot exchange rates (Boothe and Glassman 1987; Tucker and Pond 1988) , forward rates (see the references in So 1987) . We entertain these possibilities in the regression residual above. Thus, we assume u t+1 ≡ c t z t+1 , where z t+1 ∼ iid S α (0, 1). A random variable X is said to have a symmetric stable distribution S α (0, c), if its log-characteristic function can be expressed as:
The parameters c > 0 and δ ∈ (−∞, ∞) are measures of scale and location, respectively, and α ∈ (0, 2] is the characteristic exponent governing the tail behavior, with a smaller value of α indicating thicker tails. The normal distribution belongs to the symmetric stable family with α = 2 and is the only member with finite variance equal to 2c 2 . Appendix A provides additional details on stable distributions. Here, the term c t captures volatility clustering and follows the GARCH-like process:
When the errors u t+1 are normal (i.e., when α = 2 is imposed), this model for volatility persistence reduces to the familiar GARCH-normal process. Thus, our complete regression model is as follows:
We call this the stable GARCH regression Model 1. We also consider three restricted versions of this regression model. A homoskedastic version of Model 1 (by setting β = δ = 0) is termed stable regression Model 2. Gaussian versions of these two models (with the restriction α = 2 imposed) are referred to as Gaussian GARCH regression Model 1 and Gaussian regression Model 2, respectively.
Signal plus noise model
Using the above notation, we have
where p t is interpreted as an unobservable risk premium. Here, E t (.) represents the mathematical expectation conditional on all the information available at time t. Subtracting s t+1 from both sides of Eq. 5, we get
which can be rewritten as:
or, defining the ex post forward bias y t+1 ≡ f t+1 t − s t+1 , as:
where Canova and Ito 1991; Engel 1996) . Therefore, following Wolff (1987) and Nijman et al. (1993) , we choose a simple first-order autoregression to characterize the dynamics of p t :
Equations 7b and 8 together constitute our state space model. We need to specify the distribution of the errors ν t+1 and η t in order to complete the description of the state space model. Wolff (1987) assumes homoskedastic Gaussian distributions for these errors. Hai et al. (1997) and Bams et al. (2004) assume homoskedastic Gaussian errors, respectively, for their bivariate and multivariate models for spot and forward rates that feature a common unobserved component. However, in addition to the evidence of volatility clustering and fat tails in exchange rates mentioned in the previous section, there is also similar evidence in risk premia (Canova and Ito 1991; Engel 1996) . Our specification of the signal plus noise model is therefore designed to reflect these twin features. Accordingly, we model ν t+1 ≡ c t z 1t+1 , where z 1t+1 ∼ iid S α (0, 1). The timevarying volatility c t is again posited as following a GARCH(1,1)-like process:
with the restrictions ω > 0, β ≥ 0, and δ ≥ 0.
The state error driving the risk premium is modeled as η t ≡ c η c t z 2t , where z 2t ∼ iid S α (0, 1) and is completely independent of z 1t+1 at all leads and lags. Here, c η ≥ 0 is the signal to noise scale ratio.
To summarize, our signal plus noise model for extracting risk premium in forward rates is the following:
We shall refer to this most general model described in Eqs. 10a, 10b, and 10c as Model 1. We also consider five restricted versions of Model 1, following the same naming convention of the regression models. Setting β = δ = 0 in GARCH Models 1, 3 and 5 yields homoskedastic Models 2, 4 and 6, respectively. To obtain Models 3 and 5, we impose the following restrictions: restricting φ = c η = 0 in Model 1 gives Model 3 with constant risk premium; setting μ = 0 in Model 3 yields Model 5 with constant risk premium. Finally, we get Gaussian versions of Models 1-6 by restricting α = 2.
Estimation issues
Although the regression model parameters can be estimated via maximum likelihood without complications, the conditionally non-normal nature of the state space model in Eqs. 10a, 10b, and 10c creates difficulties in estimation, even without the presence of conditional heteroskedasticity (Bidarkota and McCulloch 1998) . This is because the Kalman filter is no longer optimal due to the non-Gaussian nature of the shocks. However, the general recursive filtering algorithm due to Sorenson and Alspach (1971) provides the optimal filtering and predictive densities under any given distributions for the errors, and a formula for computing the likelihood function. Appendix B gives these formulae. The recursive equations for computing the filtering and predictive densities are given in the form of integrals, whose closed-form analytical expressions are generally intractable, except in very special cases. In this article, we numerically evaluate these integrals. Details on the numerical implementation procedure adopted are given in Appendix C.
The stable distribution and density may be evaluated by using Zolotarev (1986, pp. 74, 78) proper integral representations or by taking the inverse Fourier transform of the characteristic function. McCulloch (1996a) has developed a fast numerical approximation to the stable distribution and density that has an expected relative density precision of 10 −6 for α ∈ [0.84, 2]. We therefore restrict ourselves in this article to stable distributions with α in this range for computational convenience.
There is some empirical evidence of skewness in risk premia (Canova and Ito 1991) . Although asymmetric stable distributions exist and are well defined, the fast numerical approximation to the stable distribution and density functions developed by McCulloch (1996a) works only for the symmetric stable distributions. Hence, we restrict ourselves to these symmetric distributions in this article. Lumsdaine (1996) shows that the effect of initial values in the GARCH volatility process on the properties of the parameter estimators in GARCH(1,1) and IGARCH(1,1) models is asymptotically negligible. Diebold and Lopez (1995) suggest setting the initial conditional variance (equal to 2c 2 0 , when it exists) equal to the sample variance at the first iteration and at subsequent iterations to the sample variance from a simulated realization with the estimated parameters (from the previous iteration). Engle and Bollerslev (1986) suggest initializing the GARCH process using estimates of c 0 based on sample values. Here, we set the value of c 0 equal to its unconditional value obtained from the volatility process in Eq. 10c.
Empirical results

Summary statistics
We work with monthly British pound, Japanese yen, and Euro exchange rates versus the US dollar from Bloomberg. One month forward and subsequently observed spot rates of pound and yen span the period January 1989 through September 2009, whereas Euro starts from January 1999. − s t+1 that is composed of a risk premium and an expectational error, as given in Eq. 7a. Summary statistics indicate mean biases of −0.12, −0.12, and −0.14% per month for pound, yen, and Euro, none of which are statistically significant at the 0.05 level. Their respective series have the skewness coefficients of 0.70, 0.48, and 0.08 ( p values for pound and yen are below 1%, 4% for Euro) and kurtosis of 5.83, 5.25, and 4.32 ( p values for kurtosis = 3 are well under 1%). The Jarque-Bera tests (with statistics of 103.69, 62.09, and 9.51) reject normality strongly for pound and yen and mildly for Euro. In fact, Euro forward bias clearly exhibits less non-normality.
Results of regression models
The maximum likelihood (ML) estimates of regression models for pound, yen, and Euro are presented in Table 1 . For each currency, we report the parameter estimates, log likelihood values, Akaike Information Criterion (AIC), and Bayesian Information Criterion (BIC) for Models 1 and 2 with stable and Gaussian innovations.
We determine whether stable or Gaussian models fit the data better for each currency. A test for normality can be conducted by testing α = 2. However, the likelihood ratio (LR) test statistic has a non-standard distribution, since the null hypothesis lies on the boundary of admissible values for α, and, hence, the standard regularity conditions are not satisfied. The small-sample critical values for such a test have been tabulated in McCulloch (1997) . Given the log likelihood values in Table 1 , we can compute the LR statistics (comparing stable and Gaussian versions of Models 1 and 2). The LR statistics for Model 1 are 15.94 and 17.34 for pound and yen, and the null hypothesis is rejected at better than the 0.01 significance level using critical value from McCulloch (1997). However, the LR statistic for Euro is less than 0.01 and the null hypothesis cannot be rejected at any classical significance level. We confirm the findings from Model 2. Therefore, we shall adopt stable models for pound and yen, and Gaussian models for Euro.
We move on to test for homoskedasticity by comparing Models 1 and 2. The LR statistics are 9.52, 2.08, and 12.56 for pound, yen, and Euro, respectively. We can reject the null hypothesis for pound and Euro, but not for yen.
From the findings above, we conclude that the best fitting models for pound, yen, and Euro are stable GARCH Model 1, stable homoskedastic Model 2, and Gaussian GARCH Model 1, respectively. Estimated intercept for pound is not statistically significant, but those for yen and Euro are statistically significant at the 0.05 level. However, the regression slope coefficients for all three currencies are statistically significant at the 0.05 level.
Figures 2 and 3 plot the time series of risk premia estimated with the best-fitting regression model (fitted line in the regression). Risk premia from the regression model show a great deal of persistence. Premia take mostly negative (sometimes positive) values for prolonged successive periods of time. Estimated scales from the regression Model 1 are plotted in Fig. 4 . The figure shows large persistence in volatility. There is evidence of substantial reduction in volatility after pound reaches its peak in 1993 and yen in 1999. On the other hand, Euro remains less volatile until the end of the sample.
Overall, our regression results confirm the findings in several prior studies of forward bias (or alternatively time-varying risk premia under rational expectations) in the pound, yen, and Euro forward exchange rates.
Results of signal plus noise models
The ML estimates of signal plus noise stable and Gaussian Model 1 are presented in the first row of each panel in Tables 2 and 3 , respectively. The stable model results the ex post forward bias. The figures show the risk premia for pound and Euro to be generally smaller than 1% in magnitude, but the risk premium for yen to be larger than 5%. There are exceptional periods of high risk premia for the three currencies, notably, over 3.5% for pound in December 1992 and in January 2009, over 8% for yen in December 1998. All three currencies show noticeable increase in premium in early 2009 following the collapse of the US stock market. The premia switch signs often, taking positive and negative values at various times. As evident in Fig. 5 , these currencies show different degrees of variability in estimated mean premia than the variability of the ex post forward bias. We also plot the mean estimate of the risk premium for Gaussian model 1 in Fig. 7 . A comparison between Figs. 7 and 5 shows that the magnitudes of the risk premium in the Gaussian model are different from those in the stable model for pound and yen, but similar for Euro. This indicates the importance of testing for non-normality of the data series in the three currencies.
Hypotheses tests of signal plus noise models
In this section, we first find the best fitting model for each of the three currencies. We then describe in detail several hypotheses of interest concerning the risk premium. The most general Gaussian model is Model 1 given in the equations below
Setting β = δ = 0 in GARCH Models 1, 3, and 5 yields homoskedastic Models 2, 4, and 6, respectively. To obtain Models 3 and 5, we impose the following restrictions: Restricted models under the null hypotheses are set up in each instance. Empirical estimates of the restricted models, and results of hypotheses tests based on the best-fitting model, are reported and discussed.
Which model represents the data best?
Following the same procedure of model selection for the regression model in Sect. 3.2, we investigate whether non-normality and conditional heteroskedasticity should be featured in the signal plus noise models. First, we test for normality by comparing stable Models 1-6 in Table 2 and their corresponding Gaussian Models 1-6 in Table 3 . The LR statistics for pound and yen fall in the range between 11.21 and 26.38, which clearly reject the null hypothesis at the 0.01 significance level (critical value = 4.76) according to McCulloch (1997) . The LR statistics for stable GARCH Models 1, 3, and 5 for Euro are barely different from those for Gaussian counterparts. We cannot reject Gaussian models for Euro. The LR statistics for stable homoskedastic Models 2, 4, and 6 for Euro are between 3.92 and 5.16, which reject normality with p values less than 2%. The conflict between Models 1, 3, 5 and Models 2, 4, 6 will be resolved by testing for homoskedasticity in the following. Second, we test for homoskedasticity by comparing Models 1 and 2 (featuring time-varying premium), Models 3 and 4 (featuring constant premium), and Models 5 and 6 (featuring zero premium). By setting β = δ = 0 in Model 1, we obtain a homoskedastic time-varying risk premium Model 2 in the following form:
Restricting β = δ = 0 in Model 3 yields Model 4, which can be written as:
Setting the same restriction in Model 5 gives Model 6 in the following:
Based on the asymptotic χ 2 2 distribution, the critical value for rejecting the null hypothesis is 5.99 at the 0.05 significance level. For pound, the LR statistics are 7.76, 10.24, and 9.92 for the three respective pairs of models. For yen, the statistics are 3.48, 2.88, and 3.34. For Euro, the statistics are 7.64, 6.8, and 5.7 for stable models and 13.74, 10.8, and 9.62 for Gaussian models. Therefore, we can reject homoskedasticity for pound and Euro, but not for yen.
In sum, we choose stable GARCH Model 1 as the best-fitting for pound, stable homoskedastic Model 2 for yen, and Gaussian GARCH Model 1 for Euro. The subsequent hypothesis tests for risk premium are based on these selected models.
Is the risk premium constant?
In the first instance, we ask whether the risk premium is constant rather than time varying. To test the null hypothesis of a constant risk premium, we consider a restricted version of stable Model 1 for pound, stable Model 2 for yen, and Gaussian Model 1 for Euro. We present the three restricted models and perform the hypothesis tests in the following.
For pound, we consider the following restricted (φ = c η = 0) version of stable Model 1 given in Eqs. 10a, 10b, and 10c:
Under this null hypothesis, the ex post forward bias is simply equal to a constant risk premium μ plus the expectational error in the conditional forecast of the spot exchange rate ν t+1 . In what follows, we shall refer to this model with a constant risk premium described in Eqs. 14a, 14b as Model 3. For yen, we apply the same restriction to stable Model 2 and obtain stable Model 4 given in Eq. 12.
For Euro, we again restrict Gaussian Model 1 to get Gaussian Model 3. The functional form is the same as Eqs. 14a and 14b with α = 2.
Maximum likelihood estimates of stable and Gaussian models with constant risk premium are given in Tables 2 and 3 . Estimates of common parameters are very similar to those obtained with the time-varying risk premium models. The only exception is the estimate of the volatility parameter ω which is now two times larger for pound. This is understandable: given the similar estimates for β and δ, all the variation in the ex post forward bias is now solely attributed to the expectational errors, rather than to a combination of expectational errors and time-varying risk premia.
The constant risk premium model imposes the two restrictions φ = c η = 0 on the time-varying risk premium model. A test of the validity of these restrictions can be conducted with an LR test. However, the standard LR test is not applicable in this case. The reason is that, under the null hypothesis, the value of c η lies on the boundary of admissible values for it. The derivation of the asymptotic χ 2 distribution of the LR statistic requires that the likelihood function be approximately quadratic in the region in which the null hypothesis and the global optima lie. This is clearly violated on the boundary. Therefore, standard asymptotic distribution theory does not go through.
Since estimation of the alternative Model 1 or 3 in our case is computationally very intensive, we generate small sample critical values for this test by Monte Carlo simulations from Gaussian homoskedastic versions of the null and alternative models.
We compare stable Models 1 and 3 for pound, stable Models 2 and 4 for yen, and Gaussian Models 1 and 3 for Euro. The LR test statistics for the null hypotheses φ = c η = 0 are 1.16, 3.18, and 4.4, respectively, for pound, yen, and Euro. Critical values derived from the Monte Carlo simulation are 3.23 and 2.36 at the 0.05 and 0.10 significance levels, respectively. Thus, we fail to reject constancy of the risk premium even at the 0.10 significance level for pound, but can reject the null hypotheses for yen at a close to 0.05 significance level and Euro at a better than 0.05 significance level.
Given the ambiguity in results for yen, we further test the more general stable Model 3 against Model 1. The LR statistic is 3.78, which rejects the null hypothesis at the 0.05 significance level. Therefore, we reject constancy of the risk premium for yen.
Is there a (constant) risk premium?
Given the evidence against time variation in the risk premium for pound, we go on to ask whether a risk premium actually exists in the forward pound exchange rate. However, we find time-varying risk premia for yen and Euro and therefore the question of "constant vs. zero risk premium" is irrelevant to these two currencies. To test the null hypothesis of no risk premium in pound, we consider the following restricted version of the constant risk premium Model 3 given in Eqs. 14a and 14b:
This restricted model is obtained by setting μ = 0 in Model 3. Under this null hypothesis, the ex post forward bias is simply equal to the expectational error in the conditional forecast of the spot exchange rate ν t+1 . Henceforth, the model in Eqs. 16a and 16b will be referred to as Model 5. ML estimates of Model 5 are presented in the fifth row of the pound panel in Table 2 . Most parameter estimates are similar to the corresponding estimates obtained for Model 3. The LR test statistics for μ = 0 is 2.93, with a p value of 0.09 from the asymptotic χ 2 1 distribution. Thus, in the pound forward exchange rate, there does not appear to be any statistically significant risk premium at the 0.05 significance level (although it is significant at the 0.10 level).
Consequences of ignoring fat tails and time-varying volatility
We base our analysis of risk premium on stable GARCH Model 1 for pound, stable homoskedastic Model 2 for yen, and Gaussian GARCH Model 1 for Euro. We assess the changes in inferences drawn on the risk premium if we omit the presence of non-normality and/or conditional heteroskedasticity. Regarding pound, we evaluate the consequences of ignoring non-normality and heteroskedasticity. First, the new benchmark will be Gaussian Model 1 if we do not model fat tails through stable distribution. To test for time-varying risk premium, we compare it to Gaussian Model 3. The LR test statistic is 1.7, which cannot reject the null hypothesis of constant premium at the 0.05 significance level (critical value = 3.23). Therefore, there is no change in the conclusion. Second, we consider stable Model 2 as the alternative benchmark if we ignore homoskedasticity. We compare it to stable Model 4 to obtain the LR test statistic 3.64, which rejects the null hypothesis at the 0.05 significance level. This inference is contrary to the original conclusion based on stable Model 1.
Regarding yen and Euro, we choose Gaussian homoskedastic Model 2 as the new best-fitting model to examine the consequences of ignoring non-normality (for yen) and heteroskedasticity (for Euro). Again, we compare Model 2 to Model 4 with the LR statistics, which are 1.54 and 1.46 for yen and Euro, respectively. Both are smaller than the critical value 3.23, therefore we can no longer reject the null hypothesis of constant risk premium. A further test of constant versus zero risk premium (Model 4 vs. Model 6) reveals that there is no significant risk premium. Thus, ignoring either non-normality or conditional heteroskedasticity (or both) leads to a completely different statistical inference.
Comparison with the Wolff (1987) model
Our results on detecting risk premium component in forward exchange rates based on signal plus noise models vary across currency pairs. We find no significant risk premium components in pound within conditionally heteroskedastic non-Gaussian (and Gaussian) setup, which is contrary to the findings in other studies such as Wolff (1987) using a similar methodology in a homoskedastic Gaussian setting. We document significant risk premia for yen and Euro in our heteroskedastic models, which are consistent with other findings in the literature.
To help understand our different estimation results (especially for pound) for the signal plus noise model, we look at the autocorrelations of the ex post forward bias y t+1 ≡ f t+1 t −s t+1 . All the autocorrelation and partial autocorrelation coefficients are less than 0.1 in magnitude and statistically insignificant at the 0.05 significance level.
However, it needs to be emphasized that lack of strong autocorrelations in y t+1 need not signal the absence of any time varying risk premium components. It is possible that the predictable component is obscured by a large white noise expectational error ν t+1 .
For instance, with the homoskedastic Gaussian Model 2, one can easily show that the first order autocorrelation coefficient is given by φ/ 1 + 1 − φ 2 /σ 2 η . Even with a φ as large as 0.9, this coefficient is only 0.05 when c η is 0.1. This point is also emphasized by Fama (1984) .
With the homoskedastic Gaussian Model 2 (comparable to Wolff 1987) estimates, variances of the risk premium for pound, yen, and Euro work out to be 2.69e−4, 1.58e−4, and 3.78e−5, of which an overwhelming portion turns out to be the variance of noise in it (variances of η t are 2.32e−4, 1.19e−4, and 5.69e−6). Furthermore, variances of the expectational error ν t+1 are 2.69e−4, 4.48e−4, and 4.34e−4, which are generally no smaller than the variances of the risk premium. These variance decompositions are qualitatively very different from those reported in Wolff (1987) , who finds the variance of the risk premium to be larger than the variance of the expectational error. Thus, this provides further clues as to why our results regarding risk premia might be so different.
Most significantly, statistical inferences in Wolff (1987) are based on asymptotic χ 2 1 critical values for the LR test for the significance of the autoregressive coefficient in the risk premium dynamics, as in our Gaussian version of Eq. 11b. However, as emphasized in Sect. 4.2 earlier, these χ 2 1 critical values are invalid. The magnitude of the LR test statistic in Wolff (1987) is quite large (9.857 for the pound/dollar exchange rate and 5.621 for the dollar/yen exchange rate). Therefore, even with Monte Carlo critical values, it is quite likely that his LR test would in fact still reject no time-varying risk premium. Two reasons may explain the discrepancy between our results and those in Wolff (1987) . The sample period in our study is different from that is used in the latter. In fact, there is no overlap in period between the two studies. A visual inspection of Fig. 1 reveals that there might exist two regimes (pre and post 1991/1992) for pound, although it is not obvious for yen and Euro. Spagnolo et al. (2005) document empirical evidence for two switching regimes in pound for the period from 1987 to 2000. Ignoring switching regimes may lead to a higher probability of (incorrectly) rejecting the existence of time-varying risk premium, since risk premia in different regimes may cancel each other when they are modeled in a single regime.
Comparison between regression models and signal plus noise models
We can document evidence for time-varying risk premia in yen and Euro from the best-fitting signal plus noise and regression models. However, we find no consensus for pound based on the two models. In this section, we attempt to find a consistently superior model based on three criteria, including AIC and BIC, misspecification tests, and out of sample performance. We then present and explain the discrepancy between signal plus noise models and regression models.
Model comparison
Given the discrepancy of these two types of models, we employ three approaches to judge the superiority of the models: likelihood-based criteria (AIC and BIC), misspecification test, and out of sample performance. We present comparisons based on these three approaches below.
In the first approach, we report AIC and BIC for all models in the last two columns of Tables 1, 2 , and 3. We compare stable models (model 1 and model 2) to corresponding regression models based on Tables 1 and 2 . AIC and BIC for all three currencies are less for regression models than for signal plus noise models. In fact, AIC and BIC for regression models are the smallest among all models considered. We further compare the criteria for regression models within Table 1 . Stable models are preferable to Gaussian models for pound and yen, while the reverse is true for Euro. To summarize, regression models are superior to signal plus noise models, of which stable models dominate Gaussian models for pound and yen.
In the second approach, we analyze residuals of each model for potential misspecification. For the sake of brevity, we report results on regression models and signal plus models 1 and 2 based on the Ljung-Box and Jarque-Bera tests. Regarding the Ljung-Box test, the results are mixed. Regression models for pound and both models for yen show various degrees of autocorrelation (significant at the 0.05, but not at the 0.01 level) in their residuals. There is no significant autocorrelation in any model for Euro. Regarding the Jarque-Bera test, we find that all residuals exhibit strong nonnormality (mild non-normality for Euro). The p values for Jarque-Bera test statistics on residuals of signal plus noise models 1 are 1.34e−16 for pound, 2.69e−14 for yen, and 1e−3 for Euro, which are consistent with the model setting that allows for fat tails.
The p values of Jarque-Bera test statistics of signal plus noise model 2 are smaller for all three currencies than those of model 1, and hence sufficient to reject normality.
The p values for Euro of Gaussian signal plus noise model 2 are significantly smaller than those for pound and yen. Finally, we find similar results for regression models: models for pound and yen suffer from misspecification (non-normality) more than Euro.
In the third approach, we compare out of sample performance of signal plus noise and regression versions of model 1 and model 2 that feature time-varying risk premium. We estimate the model parameters using the sample excluding the last five observations and calculate the sum of absolute prediction errors for the last five observations. The errors for signal plus noise and regression versions of stable model 1 are 0.164 and 0.166 for pound, 0.123 and 0.105 for yen, and 0.113 and 0.107 for Euro. The respective values for stable model 2 are 0.164 and 0.166 for pound, 0.121 and 0.105 for yen, and 0.114 and 0.112 for Euro. Both results show that regression models outperform signal plus noise models for yen and Euro, while the two models are comparable for pound. We find the same results for Gaussian models 1 and 2.
Based on the comparisons above, we can conclude that (1) regression models match the data better than signal plus noise models; (2) signal plus noise models for pound are less subject to misspecification than regression models; both models for yen are equally subject to misspecification, while both models for Euro clearly have less degree of misspecification; (3) regression models generate less out-of-sample prediction errors than signal plus noise models for yen and Euro. The reverse is (arguably) true for pound. Therefore, there is no complete dominance of one model over the other.
Explaining the discrepancy of empirical results for pound
Although there is no clear empirical advantage of either model, we can still conclude that time-varying risk premia exist for yen and Euro. However, we cannot detect either time-varying or even non-zero risk premium for pound. We investigate the reasons behind the discrepancy of empirical results for pound.
First, we ask whether the results for pound are time sensitive. We re-estimate the signal plus noise models over the same sample period as for Euro (1999 Euro ( -2009 . 2 The statistical test of the best fitting Model 2 versus Model 4 reveals a significant timevarying risk premium for the new sample (LR ratio = 3.76 > 3.23). 3 We also find the same result from the regression model (t stat = 6.14 for β = 0). Hence, the discrepancy of the findings about risk premium disappears among currencies. We can conclude that the pound results are time sensitive.
Second, the difference in the information structure of the two models may contribute to the discrepancy. The signal plus noise model may not be very powerful at discriminating between a time-varying risk premium component and noise. One likely reason for the low power in our signal plus noise models lies in its inherently univariate framework. The model only uses information on the ex post forward bias f t+1 t −s t+1 . 4 On the other hand, the regression model uses information on the forward premium f t+1 t − s t as well. A second important reason has to do with the information set available at time t in the context of the two models. While the regression model incorporates at time t the available information on forward prices f t+1 t in the explanatory variable on the right hand side, the specific version of the signal plus noise model used in this article (which was motivated by Wolff (1987) does not. In this model, information on the forward price f t+1 t is in effect used only at time t + 1 in the form of the ex post forward bias.
Finally, the assumption of rational expectations underlying both models may be too strong. Our conclusions on the existence of time-varying risk premium are based on rational expectations. However, different degrees of irrationality in different foreign exchange markets may make the detection of risk premium difficult. Jongen et al. (2008) provide evidence for irrational expectations in foreign exchange markets based on survey data.
Conclusions
In this article, we investigate the possible presence of time-varying risk premia in forward pound/dollar, dollar/yen for the period 1989:1 through 2009:9 and Euro/dollar monthly exchange rates for the period 1999:1 through 2009:9. We study this issue using two different methodologies. One is the classical regression of the ex post forward bias on the forward premium. The other is the univariate signal plus noise model, used in Wolff (1987 Wolff ( , 2000 , Nijman et al. (1993), and Cheung (1993) . We improve on previous studies by explicitly taking into account time-varying volatility and non-normality documented in earlier studies on exchange rates.
Our regression method documents a statistically significant risk premium component for all three currencies, in accord with results from several studies on this issue. Our signal plus noise model also reveals a statistically significant risk premium component in yen and Euro forward rates. In contrast to the results in Wolff (1987) , we cannot find time-varying (non-zero) risk premium in pound for the full sample. We nonetheless do find evidence for the presence of risk premium in a sub-sample covering the period 1999-2009. Unlike his study, our inference is based on small sample critical values of the LR test statistic generated by Monte Carlo simulations. We are led to conclude that time-varying risk premium exists in all the currencies investigated here. However, detecting such existence may sometimes depend on the sample period chosen.
When α < 2, stable distributions have tails that behave asymptotically like x −α and give the stable distributions infinite absolute population moments of order greater than or equal to α.
Let X ∼ S(α, β, c, δ) and a be any real constant. Then A2 implies:
aX ∼ S(α, sign(a)β, |a|c, aδ).
Let X 1 ∼ (α, β 1 , c 1 , δ 1 ) and X 2 ∼ (α, β 2 , c 2 , δ 2 ) be independent drawings from stable distributions with a common α. Then Y = X 1 + X 2 ∼ S (α, β, c, δ) , where
for α = 1 δ 1 + δ 2 + 2(βc ln(c) − β 1 c 1 ln(c 1 ) − β 2 c 2 ln(c 2 ))/π for α = 1.
When β 1 = β 2 , β equals their common value, so that Y has the same shaped distribution as X 1 and X 2 . This is the "stability" property of stable distributions that leads directly to their role in the central limit theorem and makes them particularly useful in financial portfolio theory. When β 1 = β 2 , β lies between β 1 and β 2 .
For α < 2 and β > −1, the long upper Paretian tail of X ∼ S(α, β, c, δ) makes Ee X infinite. However, when β = −1, ln Ee X = δ − c α sec(π α/2), α = 1, δ + (2c/π ) ln c, α = 1.
This formula greatly facilitates asset pricing under log-stable uncertainty. See also (Zolotarev, 1986, p. 112) and McCulloch (1996b) .
Appendix B: Sorenson-Alspach filtering equations
Let y t , t = 1, . . . , T , be an observed time series and x t an unobserved state variable, stochastically determining y t . Denote Y t = {y 1 , . . . , y t }. The recursive formulae for obtaining one-step ahead prediction and filtering densities, due to Sorenson and Alspach (1971) 
These formulae have been applied to non-Gaussian data and extended to include a smoother formula by Kitagawa (1987) . When shocks are normal (α = 2 in our models), this filter collapses to the Kalman filter.
In the model given in Eqs. 10a, 10b, and 10c in the main text, y t+1 is the observed series, where c 0 is the unconditional mean of c t which evolves according to the volatility process given in Eq. 10c. Starting points for the hyperparameter estimation are obtained from the Kalman filter under normality.
Appendix C: Numerical implementation of filtering equations
The Sorenson-Alspach filter and predictive densities were evaluated at a grid of 100 points equally spaced on a truncated portion of the real line. The left truncation point was chosen to lie 4 standard deviations (of the ε shock as measured by a preliminary Kalman filter) below the minimum observed excess return and the right truncation point 4 standard deviations above the maximum observed return. The likelihood and the predictive density integrals (Eqs. B3 and B1, respectively) were evaluated numerically by a piecewise cubic quadrature technique, as follows: Integration between any two interior nodes was performed by fitting a piecewise cubic function through the four nearest nodes and approximating the required area under the integrand between those nodes by the area under the cubic. The outermost intervals employ the same cubics as the adjacent intervals. For equispaced nodes, 8 or more in number, this quadrature procedure yields the weights 8/24, 31/24, 20/24, 25/24, 1, 1, . . . , 1, 25/24, 20/24, 31/24, 8/24 for the ordinates. The numerically computed predictive density was normalized in order to ensure that it integrated to unity. The piecewise linear interpolation and the trapezoidal rule for integration suggested by Kitagawa (1987) was not employed. Hodges and Hale (1993) propose an integration by parts procedure to speed up the Kitagawa procedure, but this was not employed either. The accuracy of our numerical quadrature can be gauged by a comparison of the maximized log-likelihood value for Model 3 in Eqs. 14a and 14b obtained from our numerical integration with α restricted to be 2, with that obtained from the Kalman filter (which is optimal in this Gaussian case), for given values of the other hyperparameters. We verified that, with 100 nodes, our numerical approximation gives log-likelihood values accurate to one decimal place at the estimated hyperparameters of the Gaussian Model 3. In light of this, our numerical integration appears to be sufficiently accurate for drawing valid inferences from data. Calculations were carried out in GAUSS on a Pentium personal computer.
