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Abstract
Population connectivity is a fundamental process that governs the spatial and tempo-
ral dynamics of marine ecosystems. For many marine species, population connectivity
is driven by dispersal during a planktonic larval phase. The ability to obtain accu-
rate, affordable, and meaningful estimates of larval dispersal patterns is therefore a
key aspect of understanding marine ecosystems. Although field observations provide
insight into dispersal processes, they do not provide a comprehensive assessment.
Individual-based models (IBMs) that couple ocean circulation and particle-tracking
models provide a unique ability to examine larval dispersal patterns with high spatial
and temporal resolution. Obtaining accurate results with IBMs requires simulating
a sufficient number of particles, and the sequential Bayesian procedure presented in
chapter 2 identifies when the number of particles is adequate to address predefined
research objectives. In addition, this method optimizes the particle release locations
to minimize the requisite number of particles. Even after applying this method, the
computational expense of IBM studies is still large. The model in chapter 3 seeks
to increase the affordability of IBM studies by transferring some of the calculations
to graphics processing units. Chapter 4 describes three algorithms that assist in in-
terpreting IBM output by identifying coherent geographic clusters from population
connectivity data. The first two algorithms have existed for nearly a decade and re-
cently been applied separately to marine ecology, and we provide a direct comparison
of the results from each. Additionally, we develop and present a new algorithm that
simultaneously considers multiple species. Finally, in chapter 5, we apply these tools
and a trait-based modeling framework to assess which species traits are most likely
to impact dispersal success and patterns in the Gulf of Maine. We conclude that the
traits influencing spawning distributions and habitat requirements for settlement are
most likely to influence dispersal.
Thesis Supervisor: Rubao Ji
Title: Associate Scientist with Tenure
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Chapter 1
Introduction
Effectively managing marine resources in the face of climate change, resource ex-
ploitation, and other anthropogenic disturbances requires a thorough understanding
and accurate description of the marine environment (Fogarty and Botsford, 2007).
For marine fisheries, this description must include the geographic distribution of each
species (Fogarty and Botsford, 2007). These distributions may vary widely in time
due to fluctuations in the biotic and abiotic environment and between species that
have different life history strategies (Cowen and Sponaugle, 2009). Although marine
species exhibit a wide variety of life history strategies, many species share a common
trait that broad scale geographic dispersal primarily occurs during a pelagic larval
phase (Cowen and Sponaugle, 2009). This dissertation examines how the diversity
of spawning, larval, and settlement traits influences larval dispersal in the Gulf of
Maine. In doing so, it describes a suite of new methods for simulating larval disper-
sal, assessing the robustness of the results, and synthesizing the simulated patterns
into a coherent message.
Population connectivity is defined as the intergenerational movement of individ-
uals among geographically separated subpopulations and is a fundamental process
in marine population dynamics (Cowen and Sponaugle, 2009). The scale and pat-
terns of population connectivity help to determine the appropriate spatial scales for
management, where management boundaries should be placed, and how robust the
species will be to local and regional disturbances (Fogarty and Botsford, 2007; Cowen
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and Sponaugle, 2009). For many marine species, population connectivity patterns
are largely determined by the dispersal of planktonic larvae (Cowen and Sponaugle,
2009). Although dispersal patterns are predominately driven by ocean circulation
patterns, species traits may exert considerable influence over them. Circulation pat-
terns often vary in time, and so species that spawn continuously over the year may
have substantially different connectivity patterns than species that only at a specific
time or in response to a specific event (Cowen et al., 2007). Once in the water column,
larvae may swim vertically or horizontally to influence their exposure to predators
and prey or to influence their destination (Pineda et al., 2007). Later in life, larvae
must find suitable habitat for settlement and survive recruitment into the juvenile or
adult population (Pineda et al., 2007). Connectivity patterns emerge from the com-
plex interactions among these processes, the physical environment, and survival to
reproduction (Cowen et al., 2007; Pineda et al., 2007; Cowen and Sponaugle, 2009).
Field methods provide insight into larval dispersal patterns, but are generally lim-
ited in spatial resolution, temporal resolution, or level of detail. Direct methods of
observation provide unambiguous evidence of dispersal trajectories, but are highly
labor intensive and thus limited in the level of detail that is financially attainable.
These methods include in situ observation of individual larvae in the field (Cowen
and Guigand, 2008), using stable isotopes to mark the otolith of larval fish prior
to dispersal (Thorrold et al., 2007), or identifying parent-juvenile offspring from ge-
netic similarity (Planes et al., 2009). Indirect methods of observation instead infer
population connectivity patterns from other variables and provide information about
connectivity patterns over broad spatial scales, but with low spatial and temporal
resolution. These methods may include inferring connections strengths from the ge-
netic similarity among subpopulations (Lowe and Allendorf, 2010) or identifying the
presence of natural geochemical markers in the otoliths of fish and calcified structures
of invertebrates (Thorrold et al., 2007). Although observational methods of assessing
larval dispersal patterns provide valuable insight, it is difficult to comprehensively
summarize population connectivity patterns using them alone.
Biophysical models that couple Eulerian circulation models to Lagrangian particle-
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tracking models provide a cost-effective method to estimate connectivity patterns with
high spatial and temporal resolution and complement observational methods. Com-
puting power, observation data, and our understanding of ocean dynamics have vastly
increased over the past few decades, and ocean circulation models can now produce
accurate, high resolution predictions of circulation patterns (Lynch et al., 2015). The
output from these circulation models may then be used to force Lagrangian particle-
tracking models, which numerically integrate the trajectories of many small particles
as they move through the circulation fields. Individual-based models (IBMs) are an
extension of Lagrangian particle-tracking models that allow individual traits to be
prescribed to each particle. IBMs have been developed and are widely used to pre-
dict the dispersion of pollutants (e.g. Le Henaff et al., 2012), development of marine
holoplankton (e.g. Ji et al., 2012), and dispersal of marine larvae (e.g. Mitarai et al.,
2009; Paris et al., 2007; Petrik et al., 2014). Although Eulerian advection-diffusion
models can and have been used as well for these same problems (e.g Cowen et al.,
2000; Treml et al., 2008, 2012), there are a number of advantages to IBMs. Most
prominently, IBM structure is easily and clearly relatable to the transport processes
being modeled. Each individual in the IBM reacts to and changes its state in re-
sponse to the local environment, and these changes remain with the individual for
the duration of the model run. Some examples of processes that are often included
in IBMs within marine ecology are growth and mortality in relation to predator and
prey fields (e.g. Petrik et al., 2014), homing behavior of individual larva to appropri-
ate settlement regions (e.g. Staaterman et al., 2012), or diel vertical migration (e.g.
Churchill et al., 2011). Although Eulerian models may also include these same pro-
cesses, there is necessarily an averaging that occurs every timestep within each grid
cell. As a result, IBMs can better retain the stochasticity of small scale processes and
complex interactions that occur throughout an individual’s life than their Eulerian
counterparts.
Although IBMs provide a vast amount of information about larval dispersal pat-
terns at reasonable expense, their application to research questions does not come
without difficulties. For the results of IBMs to be useful for marine management,
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managers must be confident that the results from the IBM are robust and accurate.
Accuracy must be assessed through comparison against observations, but robustness
can be assessed through examination of the IBM results alone and is often achieved
by simulating a large number of larvae. Chapter 2 presents a novel statistical method
that simultaneously reduces the number of larvae required and assesses the robust-
ness of the results. Even using this method, tens of millions of larvae or more may
be required, and the simulation of these larvae may require thousands of computer
hours. Chapter 3 presents an attempt to reduce this computational expense by sim-
ulating larvae on an alternative computing architecture. The high resolution trajec-
tories that are produced by IBMs include a vast amount of information regarding
Lagrangian transport, but they provide little understanding until distilled into more
meaningful forms. Chapter 4 presents a new method to summarize IBM results in a
meaningful way. Using the trajectories from an IBM to estimate the probabilities of
transport among regions in the ocean, this method creates maps that depict coherent
geographic clusters. In contrast to existing methods, it simultaneously considers mul-
tiple datasets that may represent different times or species and generates estimates
of spatial structure, temporal dynamics, and species similarity. Finally, chapter 5
applies the methods from the prior chapters using a trait-based modeling framework
to provide insight into the role of individual species traits in structuring dispersal
patterns in the Gulf of Maine.
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Chapter 2
Resource allocation for Lagrangian
tracking
This chapter was previously published as Jones et al. (2016) and is governed by the below
copyright policy.
©Copyright 2016 American Meteorological Society (AMS). Permission to use figures,
tables, and brief excerpts from this work in scientific and educational works is hereby granted
provided that the source is acknowledged. Any use of material in this work that is deter-
mined to be “fair use” under Section 107 of the U.S. Copyright Act or that satisfies the
conditions specified in Section 108 of the U.S. Copyright Act (17 USC §108) does not re-
quire the AMS’s permission. Republication, systematic reproduction, posting in electronic
form, such as on a website or in a searchable database, or other uses of this material, except
as exempted by the above statement, requires written permission or a license from the AMS.
All AMS journals and monograph publications are registered with the Copyright Clearance
Center (http://www.copyright.com). Questions about permission to use materials for which
AMS holds the copyright can also be directed to the AMS Permissions Officer at permis-
sions@ametsoc.org. Additional details are provided in the AMS Copyright Policy statement,
available on the AMS website (http://www.ametsoc.org/CopyrightInformation). .
Abstract
Accurate estimation of the transport probabilities among regions in the ocean provides
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valuable information for understanding plankton transport, spread of pollutants, and
movement of water masses. Individual based particle-tracking models simulate a
large ensemble of Lagrangian particles and are a common method to estimate these
transport probabilities. Simulating these particles is computationally expensive, and
appropriately allocating resources can reduce the cost of this method. Two universal
questions in the design of studies that use Lagrangian particle-tracking are how many
particles to release and how to distribute particle releases. We present a method
for tailoring the number and release location of particles to most effectively achieve
the objectives of a study. Our method is a sequential analysis procedure that seeks
to minimize the number of particles that are required to satisfy a predefined metric
of result quality. We assess result quality as the precision of our estimates for the
elements of a transport matrix, and also describe how our method may be extended
for use with other metrics. Applying our methodology to both a theoretical system
and a particle-transport model of the Gulf of Maine results in more precise estimates
of the transport probabilities with fewer particles than from uniformly or randomly
distributing particle releases. The application of our method can help reduce the cost
of and increase the robustness of results from studies that use Lagrangian particles.
2.1 Introduction
Particle transport has implications throughout oceanography. Phytoplankton and
zooplankton that form the base of the marine food web cannot overcome ocean cur-
rents and are transported as small particles (Miller and Wheeler, 2012). Higher
trophic levels, including many invertebrates and fish, are transported as planktonic
larvae (Pineda et al., 2007). Oil and other chemical pollutants often assemble into
droplets that are transported as small particles (Lynch et al., 2015). Understanding
the movement of these particles is critical to understanding marine ecosystems.
Our knowledge of particle transport may be represented as a connectivity ma-
trix whose elements give the probability of transport among discrete geographic re-
gions (Cowen and Sponaugle, 2009). One commonly used method to estimate con-
nectivity matrices is to simulate many Lagrangian particles with an individual-based
model (IBM) and compute the ensemble average of the particle trajectories. IBMs
simulate particle transport through Eulerian velocity fields that are produced by ocean
circulation models. Because some computational overhead is required to produce the
Eulerian velocity fields, IBMs operate most efficiently when simulating large batches
of particles. Each particle responds to its local environment based on the attributes
that have been prescribed to it, which may include buoyancy, swimming behavior,
growth, or other relevant processes (Irisson et al., 2009). This feature allows IBMs
to be configured for a variety of particle types and has resulted in their use across
multiple disciplines of marine science (Lynch et al., 2015).
Accurate predictions with IBMs are dependent on correct specification of the
input parameters. In addition to individual particle attributes that may be estimated
from field and laboratory data, IBM studies universally require that the researcher
choose how many particles to release and how to distribute particles among multiple
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origin sites. The number and distribution of particle releases regulates the tradeoff
between computational time and result accuracy. Brickman and Smith (2002) present
a discussion of the errors that may arise from releasing too few particles. The first
type of error, which Brickman and Smith (2002) term U-I error, is that the number
of particles is insufficient to capture the underlying statistics of the Eulerian velocity
field. In the event of U-I error, an identically configured replicate trial will likely
give different results. The second type of error, U-II error, is that the particle release
distribution does not adequately sample a subarea of particular importance. When
U-II errors occur, replicate trials with the same release locations will provide similar
results, but the results do not accurately describe the properties of the region as a
whole. Both Brickman and Smith (2002) and Simons et al. (2013) present methods
to avoid these and similar errors. However, as we explain further in Section 2.5, the
methods presented by Brickman and Smith (2002) and Simons et al. (2013) require
that the researcher first simulate extra particles, then retrospectively identify how
many particles would have been required. IBM studies may simulate tens of millions
of particles and consume vast computational resources (e.g. Watson et al., 2012; Jones
et al., 2015), and so we seek an alternative method that reduces the required number
of particles.
The second design issue, how to distribute particles across origin sites, is more
difficult and has been less thoroughly explored in existing literature. One option is
to uniformly distribute releases across origin sites (e.g. Watson et al., 2012; Jones
et al., 2015). In the case of ecological studies, an alternative is to distribute particle
releases based on known spawning distributions (Gallego and North, 2009). However,
knowledge of spawning distributions is often poor (Gallego and North, 2009). As
we will show, the choice of release distribution may have substantial implications for
the number of particles that are required for statistical confidence, and the issue of
optimizing this release distribution is not addressed by previously published methods.
We propose a sequential method to optimize the particle release distribution across
the origin sites.
We demonstrate our innovative method by estimating the elements of a transport
matrix. Our method addresses the following questions. First, how many particles
must be simulated to robustly estimate the transport probabilities? Second, to min-
imize the number of particles required, how should particles be distributed across
origin sites? Although our presentation is in the context of estimating the connection
probabilities, the method may be applied to other objectives, such as parameteriz-
ing models of population dynamics or assessing the contamination risk from pollutant
spills. In addition to the description of our method here, we are also releasing multiple
software packages that implement it.
2.2 A sequential Bayesian procedure
Consider a study system with 𝑛𝑜 origins and 𝑛𝑑 destinations. Let 𝑝𝑖𝑗 be the unknown
probability that a particle released from origin 𝑖 is at destination 𝑗 at a specified
time and let 𝑃 = [𝑃𝑖𝑗] be the 𝑛𝑜x𝑛𝑑 matrix of these probabilities (Table 2.1). Our
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goal is to estimate 𝑃 to a specified precision using a minimal number of particles.
Under the sequential Bayesian approach proposed here, the matrix 𝑃 is treated as a
random variable. Throughout our description of this procedure, we follow the common
statistics convention that random variables are indicated by capital letters (e.g. 𝑃𝑖𝑗),
and realizations of these variables by lowercase letters (e.g. 𝑝𝑖𝑗). As described in
more detail below, at each step of the sequential procedure, the current value of an
objective function measuring estimation precision is compared to a stopping criterion
(Figure 2-1). If the criterion is met, the procedure terminates and each element
of 𝑃 is estimated by its current expected value. If the criterion is not met, the
current distribution of 𝑃 is used to allocate a new batch of particles to the origins,
these particles are released, the current distribution of 𝑃 is updated based on their
observed destinations, and the procedure is repeated. In this section, we describe the
basic statistical model, the stopping criterion, and the allocation rule.
Statistical model
Let 𝑚(𝑘)𝑖 be the number of particles through step 𝑘 of the sequential procedure that
have been released from origin 𝑖 and let the random variable 𝑋(𝑘)𝑖𝑗 be the number
of these with destination 𝑗. Under the assumption that the destinations of different
particles are independent and conditional on 𝑝𝑖 = (𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝𝑖,𝑛𝑑), the vector
𝑋
(𝑘)
𝑖 = (𝑋
(𝑘)
𝑖1 , 𝑋
(𝑘)
𝑖2 , . . . , 𝑋
(𝑘)
𝑖,𝑛𝑑
) has a multinomial distribution with 𝑚(𝑘)𝑖 trials
and probability vector 𝑝𝑖 with probability mass function given by Equation 1. The
probability mass function below describes the likelihood of observing any realization,
𝑥
(𝑘)
𝑖 , of the random variable 𝑋
(𝑘)
𝑖 .
𝑝𝑟(𝑥
(𝑘)
𝑖 |𝑝𝑖) ∝
𝑛𝑑∏︁
𝑗=1
𝑝
𝑥
(𝑘)
𝑖𝑗
𝑖𝑗 (2.1)
To implement the Bayesian approach, it is necessary to specify a prior distribution
for the probability vector 𝑃𝑖. A natural choice is the Dirichlet distribution with
probability density function:
𝑝𝑟 (𝑝𝑖) ∝
𝑛𝑑∏︁
𝑗=1
𝑝
𝛼𝑖𝑗−1
𝑖𝑗 (2.2)
with parameters 𝛼𝑖1, 𝛼𝑖2, . . . , 𝛼𝑖,𝑛𝑑 . In the absence of prior information, it is
again natural to take 𝛼𝑖𝑗 = 1 for all 𝑖 and 𝑗 so that all possible values of 𝑃𝑖 are
equally likely. It follows that the distribution of 𝑃𝑖 after step 𝑘 is itself Dirichlet
with updated parameters 𝛼(𝑘)𝑖𝑗 = 1 + 𝑥
(𝑘)
𝑖𝑗 . This reflects the fact that the Dirichlet
distribution is the conjugate prior distribution for multinomial data.
Stopping criterion
At step 𝑘, for each origin 𝑖, the current distribution of 𝑃𝑖 is Dirichlet with parameters
𝛼
(𝑘)
ij = 1 + 𝑥
(𝑘)
ij , 𝑗 = 1, 2, . . . , 𝑛𝑑. The decision whether to terminate the procedure
32
Symbol Description
𝑛𝑜 The total number of origin sites where particles are released.
𝑛𝑑 The total number of destination sites where particles may arrive.
𝑃 = [𝑃𝑖𝑗] The connectivity matrix. 𝑝𝑖𝑗 is the unknown probability that a
particle released from origin 𝑖 will arrive at destination 𝑗. 𝑃 is the
matrix of these probabilities, and the random variable 𝑃𝑖 is the 𝑖𝑡ℎ
row of 𝑃 .
𝑝𝑖 A single realization of the random variable 𝑃𝑖.
𝑚
(𝑘)
𝑖 The number of particles that have been released from origin 𝑖 up
to and including step 𝑘.
𝑋
(𝑘)
𝑖𝑗 A multinomially distributed random variable representing the num-
ber of particles released from origin 𝑖 that arrive at destination 𝑗
up to and including step 𝑘 of the procedure. The vector 𝑋(𝑘)𝑖 =
(𝑋
(𝑘)
𝑖1 , 𝑋
(𝑘)
𝑖2 , . . . , 𝑋
(𝑘)
𝑖,𝑛𝑑
).
𝑥
(𝑘)
𝑖𝑗 A single realization of the random variable 𝑋
(𝑘)
𝑖𝑗 that gives the ob-
served number of particles released from origin 𝑖 and arriving at
destination 𝑗 up to and including step 𝑘 of the procedure.
𝛼
(𝑘)
𝑖 The vector of parameters for the Dirichlet distribution for 𝑃𝑖 at the
end of step 𝑘. 𝛼(𝑘)𝑖 is composed of 𝛼
(𝑘)
𝑖1 , 𝛼
(𝑘)
𝑖2 , . . . , 𝛼
(𝑘)
𝑖,𝑛𝑑
.
𝜇
(𝑘)
𝑖𝑗 The mean of the Dirichlet distribution for 𝑃𝑖 after step 𝑘.
𝜎
(𝑘)
𝑖𝑗 The standard deviation of the Dirichlet distribution for 𝑃𝑖 after step
𝑘.
𝐶𝑉
(𝑘)
𝑖𝑗 The coefficient of variation of the Dirichlet distribution for 𝑃𝑖 after
step 𝑘.
𝐻(𝑘) The objective function used to determine when to terminate sam-
pling and how to allocate particle releases.
𝛿 A threshold that determines when 𝑝𝑖𝑗 are too small to be relevant
to the study goals.
𝜋 A probability threshold that determines when 𝑝𝑖𝑗 are too small to
be relevant to the study goals.
𝜖 The threshold value for 𝐻(𝑘) that determines when sampling ter-
minates.
𝑏 The number of particles simulated in each batch.
Table 2.1: The parameters for our sequential analysis routine are collected and
defined here. Following common statistics convention, random variables are indicated
with capital letters and realizations of these variables are indicated with lower case
letters.
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and estimate 𝑝𝑖𝑗 by its current mean:
𝜇
(𝑘)
𝑖𝑗 =
𝛼
(𝑘)
𝑖𝑗∑︀𝑛𝑑
𝑗=1 𝛼
(𝑘)
𝑖𝑗
(2.3)
or to release additional particles must be made on the basis of this distribution.
One measure of the current uncertainty in 𝑃𝑖𝑗 is its coefficient of variation:
CV(𝑘)𝑖𝑗 =
𝜎
(𝑘)
𝑖𝑗
𝜇
(𝑘)
𝑖𝑗
(2.4)
where:
𝜎
(𝑘)
𝑖𝑗 =
⎯⎸⎸⎸⎸⎸⎸⎸⎸⎷
𝛼
(𝑘)
𝑖𝑗
(︃
𝑛𝑑∑︀
𝑗=1
𝛼
(𝑘)
𝑖𝑗 − 𝛼(𝑘)𝑖𝑗
)︃
(︃
𝑛𝑑∑︀
𝑗=1
𝛼
(𝑘)
𝑖𝑗
)︃2(︃
𝑛𝑑∑︀
𝑗=1
𝛼
(𝑘)
𝑖𝑗 + 1
)︃ (2.5)
is the current standard deviation of 𝑃𝑖𝑗. We take as a measure of overall precision
the objective function:
𝐻(𝑘) = max
𝑖,𝑗
(︁
𝐶𝑉
(𝑘)
𝑖𝑗 : 𝑝𝑟
(𝑘) (𝑃𝑖𝑗 > 𝛿) > 𝜋
)︁
(2.6)
where 𝑝𝑟(𝑘)(𝑃𝑖𝑗 > 𝛿) is the current probability that 𝑃𝑖𝑗 exceeds 𝛿. 𝛿 and 𝜋 are
small user-specified probabilities. The side condition is required because 𝐶𝑉 (𝑘)𝑖𝑗 be-
comes excessively large if the current distribution of 𝑃𝑖𝑗 is concentrated near 0. The
procedure terminates when 𝐻(𝑘) first falls below a specified value 𝜖. The choice of the
constants 𝛿 and 𝜋 is discussed below in Section 3.6.
Allocation rule
If the stopping criterion is not satisfied in step 𝑘, step 𝑘 + 1 begins by sequentially
allocating each of a batch of 𝑏 particles to an origin site. Consider allocating the
first such particle under the assumption that, for each origin, the destination of this
particle is known. For each origin, we would update the current distribution of 𝑃 to
include this particle via Bayes’ Theorem, compute the value of the objective function
𝐻(𝑘), and allocate the particle to the origin for which the value of 𝐻(𝑘) is smallest.
In practice, the destination of the particle released at a particular origin is unknown
until the entire batch has been allocated and the IBM has been run. For this reason,
the particle is allocated to the origin with the smallest expected value of the stopping
criterion, where this expected value is computed by integrating over the entire pre-
dictive distribution for the destination. For a single particle released from origin 𝑖,
this predictive distribution is Dirichlet-multinomial with 1 trial and parameters 𝛼(𝑘)𝑖𝑗 ,
𝑗 = 1, 2, . . . , 𝑛𝑑.
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A simulation approach to approximating the expected value of the stopping crite-
rion for a single particle released from origin 𝑖 proceeds as follows. Simulate a realiza-
tion 𝑝*𝑖 of 𝑃𝑖 from the Dirichlet distribution with parameters 𝛼
(𝑘)
𝑖𝑗 , 𝑗 = 1, 2, . . . , 𝑛𝑑.
Simulate a destination from the multinomial distribution with 1 trial and probability
vector 𝑝*𝑖 . Update the current distribution of 𝑃𝑖 based on this simulated destination
and compute the new value of the stopping criterion. Repeat the process many times
and approximate the expected value of the stopping criterion by the average of its
new values generated from these simulated destinations.
The same general approach is used to allocate the second particle except that des-
tinations are simulated for both the first and second particles. However, in allocating
the second particle, the origin of the first particle remains fixed at the origin selected
as described above. The process is repeated for each particle in the batch. Because
the origins of previously allocated particles are not reconsidered when allocating later
particles, this procedure is not guaranteed to identify the optimal allocation of the
batch of particles. Pseudocode to implement this allocation rule is provided in Ap-
pendix A.
2.3 Validation using artificial data
We validated our procedure using artificial data based on ecological networks (e.g.
Kininmonth et al., 2010; Watson et al., 2011; Jones et al., 2015). For each replicate,
we constructed a connectivity matrix, then drew multinomial samples from it that
represent Lagrangian particles. Because we know the underlying connectivity matrix,
this test ensures convergence to the correct solution.
Our objective function measures the precision of each 𝑝𝑖𝑗, which may also be mea-
sured by the percent error in the estimated connectivity matrix when the true con-
nectivity matrix is known. Because the connectivity matrix that was used to generate
the artificial data is known, the artificial data may be used to assess the relationship
between the objective function 𝐻(𝑘) and the percent error. We randomly generated
25 connectivity matrices with each of 𝑛𝑜 = (4, 9, 16, and 25) origins and 𝑛𝑜 + 1 desti-
nations. The first 𝑛𝑜 destinations were the same as the origins, and between 0% and
10% of the particles returned to these origins. Destination 𝑛𝑑 represented everywhere
else. Each row of these connectivity matrices gives the probability vector for a multi-
nomial distribution from which we took samples that represent Lagrangian particles.
We treated these samples as a single run of a Lagrangian particle tracking model and
estimated the connectivity matrix, then computed 𝐻(𝑘) from this estimate. 𝐻(𝑘) pro-
vides an upper bound on the percent error (Figure 2-2), indicating that it is a valuable
error metric. The value of 𝐻(𝑘) is inversely related to the number of particles that
followed each possible pathway. When few particles have been simulated relative to
the number of destinations, 𝐻(𝑘) is large, indicating that these few particles may not
provide a good estimate for the connectivity matrix. However, as the number of par-
ticles increases, both 𝐻(𝑘) and the percent error decrease, and so small 𝐻(𝑘) correctly
indicates that the percent error is small. Fewer particles are required for connectivity
matrices with fewer destinations because having fewer destinations results in larger
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transport probabilities under our connectivity matrix generating scheme. Although
the expected value of the posterior percent error could have been used instead of the
CV based objective function, the CV has the practical benefit of an analytic solution
and accurately indicates when the percent error is small.
We also tested that the allocation rule results in faster convergence of 𝐻(𝑘) than
either uniformly or randomly distributing particle releases. The uniform distribution
represents the null case where particles are released throughout the domain, and the
random distribution mimics particle releases based upon criteria that do not correlate
well with the flow patterns (e.g. species distributions). Our method consistently out-
performed both alternatives in 10 simulations, and the simulations revealed interesting
aspects of 𝐻(𝑘) (Figure 2-3). The objective function initially reacts only to the miss-
ing connections which have the largest CV, and 𝐻(𝑘) reduces to
√︁
𝑚
(𝑘)
𝑖 (𝑚
(𝑘)
𝑖 + 2)
−1
for these connections. Therefore, the objective function initially increases asymp-
totically towards 1 until these missing connections are identified, then subsequently
decreases. Because our allocation rule assumes that the objective function monotoni-
cally decreases as more particles are simulated, this property of the objective function
is problematic. The threshold number of particles required to satisfy 𝑃 (𝑝𝑖𝑗 ≥ 𝛿) < 𝜋
may be computed by solving the relation 𝜋 = 𝐹 (𝛿, 1, 𝑛𝑖), where 𝐹 (𝛿, 1,𝑚
(𝑘)
𝑖 ) is the
cumulative distribution function of the beta distribution with shape parameters 1 and
𝑚
(𝑘)
𝑖 evaluated at 𝛿, and we recommend that users release this number of particles
from each origin in the first batch. Once the missing connections are identified, the
allocation rule outperforms the alternatives, and 𝐻(𝑘) decreases in proportion to the
square root of the number of particles. 𝐻(𝑘) may also increase when 𝑝𝑖𝑗 are approxi-
mately equal to 𝛿. In this scenario, connections alternate between satisfying and not
satisfying 𝑃 (𝑝𝑖𝑗 ≥ 𝛿) ≥ 𝜋, and rapid changes in the value of 𝐻(𝑘) occur as shown by
the uniform allocation scheme in Figure 2-3. However, these changes are transient
features, and so the allocation rule performs well in spite of them. In all trials, the
random distribution resulted in poor convergence of the objective function, suggest-
ing that allocation schemes based on spawning distributions should be avoided when
the objective is to precisely estimate the connectivity matrix.
Overall, our method performs well on artificial networks that represent ecological
networks. It converges to the correct solution, and converges more quickly than either
null distribution of particle releases.
2.4 Validation using a realistic tracking simulation
We further validated our method using a simulation of the Gulf of Maine as a repre-
sentative IBM study. Our simulation is based upon that of Huret et al. (2007). For
brevity, we describe only where our study differs from the original. We used a particle
tracking model to simulate cod larval dispersal during January 1995. We forced the
particle-tracking model with hourly output from the Finite-Volume Coastal Ocean
Model (FVCOM, Chen et al., 2003). FVCOM was configured using the 3𝑟𝑑 genera-
tion of the Gulf of Maine mesh, which contains 48451 nodes and 90415 elements that
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smoothly transition from 200 m resolution at the coastline to 15 km resolution in the
central Gulf of Maine and extends from Maryland to Nova Scotia (Figure 2-4).
Particles that represent cod larvae were released from three spawning sites along
the coast of New England (Figure 2-4) throughout January 1995. The spawning
grounds were taken from the map published in Huret et al. (2007). Particle release
locations within each spawning region were randomly selected in time and space from
a uniform distribution. Particle destinations were computed from the position of the
particle at 60 days age.
Our first test validated the use of a multinomial distribution. The multinomial
distribution assumes independence between particles, which may not be appropriate if
particles are released closely in space and time. We released 1000 particles from each
spawning ground and estimated the connectivity matrix. We repeated this process
100 times with different release locations and timing and obtained 100 estimates for
each element of the connectivity matrix. We assumed that the mean of these 100
trials represents the expected outcome, and tested this assumption using the variance
test from Brickman and Smith (2002). The variance of the mean leveled off after 40-
60 trials, indicating that our use of 100 trials is sufficient (Figure 2-5). We computed
the 𝜒2-statistic for each element,
100∑︀
𝑘=1
(𝑝𝑖𝑗 − 𝑝(𝑘)𝑖𝑗 )2𝑝−1𝑖𝑗 , where 𝑝(𝑘)𝑖𝑗 is the estimate of 𝑝𝑖𝑗
from the 𝑘𝑡ℎ trial and 𝑝𝑖𝑗 is the mean of these estimates across all 100 trials. The
observed distributions of the 𝜒2-statistics did not differ from those that would result
from multinomial sampling (Figure 2-6).
Our second test evaluated the allocation rule. We sequentially released batches of
500 particles whose distribution was determined by our allocation rule, by a uniform
distribution, or by a randomly chosen distribution until our computational budget
of 50,000 particles was exhausted. During these tests, we set 𝜖 = 0.1, 𝛿 = 0.005,
and 𝜋 = 0.05. In 3 repetitions, our methodology consistently increased the conver-
gence rate of 𝐻(𝑘) (Figure 2-7). Only the optimized distribution scheme satisfied the
stopping criterion within the budget by reaching the threshold value of 0.1. Upon
exhausting the budget, 𝐻(𝑘) = 0.11 ± 0.0039 (mean ± std. dev.) for uniformly
distributed particles and 𝐻(𝑘) = 0.28 ± 0.030 for the random distribution. The op-
timized distribution satisfied the stopping criterion after simulating 26,666±3,253
particles. At the point where the optimized distribution satisfied the stopping crite-
rion, 𝐻(𝑘) = 0.14 ± 0.008 for the uniform distribution and 𝐻(𝑘) = 0.40 ± 0.017 for
the random distribution. A detailed presentation of this evaluation, including source
code, is presented in Appendix B.
2.5 Alternative methods
Choosing the number of Lagrangian particles is a fundamental component of IBM
studies, and previous publications have described alternative methods to address this
issue. Brickman and Smith (2002) proposed the variance test as a method to identify
the presence of both U-I and U-II errors. To apply the variance test, researchers first
generate a set of release locations that evenly distributes 𝑏 particles throughout a sin-
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gle origin site. The researchers then perform 𝑡 replicate simulations using this release
distribution. Variability among the trials emerges due to a stochastic component in
the particle velocities, and this variability is quantified with the test statistic, 𝑉 (𝑘).
To compute 𝑉 (𝑘), the researchers draw a random sample of 𝑘 trials from the 𝑡 trials
available. 𝑉 (𝑘) is the mean variance in a sample of size 𝑘 divided by 𝑘. 𝑉 (𝑘) decays
with increasing 𝑘, and the researchers may be confident that their results are not sub-
ject to U-I error when the 𝑉 (𝑘) vs. 𝑘 curve levels off. To protect against U-II error,
they suggest modifying the variance test to use increasing 𝑏 instead of increasing 𝑘.
Simons et al. (2013) propose an alternative method to test the related question:
how many particles are required to ensure that a simulation closely approximates a
reference solution? The first step in their method is to compute a single large trial
with 𝑏 particles and compute a reference solution. Because this solution is computed
from the largest number of particles available, they assume that it provides the best
representation of the underlying flow and seek to replicate it with a reduced number
of particles. They begin by drawing a random subset of 𝑠 particles from the pool or
𝑏 particles, and compute a sample solution from this subset. They then compare the
sample solution to the reference solution by computing the fraction of unexplained
variance (FUV) between the solutions as FUV(𝑠) = 1 − 𝑟2, where 𝑟 is the linear
correlation coefficient between the solutions. Repeating this process many times for
multiple values of 𝑠, they obtain a curve that plots FUV(𝑠) against 𝑠. Finally, they
threshold this curve when FUV(𝑠) is sufficiently small to identify an appropriate value
of 𝑠.
Although our procedure, the variance test, and the FUVmethod all address similar
questions, our method is structured differently from the others in order to reduce
the required number of particles. Both the variance test and FUV method begin
by simulating a large pool of trials or particles, then subsample from this pool to
estimate the variability in the results. For the variance test, 𝑡 must be greater than 𝑘
to subsample and compute 𝑉 (𝑘). For the FUV method, 𝑏 must be greater than 𝑠 to
estimate FUV(𝑠). In contrast, our method alternates between simulating particles and
assessing convergence, then terminates as soon as convergence is achieved. However,
this design choice prohibits subsampling from a larger pool to estimate the variability
in the results, and instead we estimate the variability from the properties of the
posterior distribution for each 𝑝𝑖𝑗. Each of the three proposed methods has merits
in addressing issues related to the number of required particles for IBM studies, but
differs slightly in how each does so.
2.6 Discussion
We provide a flexible and reliable method to match particle release counts and distri-
butions to the specific objectives of a particular study. The method avoids both U-I
and U-II errors discussed in Brickman and Smith (2002). U-I errors occur when repli-
cate simulations would result in substantially different results. Our method avoids this
error by evaluating a stopping criterion and continuing the simulation until variabil-
ity in the results is sufficiently small. U-II errors occur when the release distribution
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skips over subregions of particular importance. Whereas Brickman and Smith (2002)
evenly distribute particle releases throughout each origin and reuse the same release
locations for each trial, we draw a new set of release locations from a uniform dis-
tribution for each step. This procedure avoid U-II errors altogether, because a large
number of randomly drawn points will represent the underlying structure of each
origin. Although we draw the release locations within each origin from a uniform
distribution in our examples, egg production models or fine-scale field data may be
used to generate these distributions when such information is available (Gallego and
North, 2009). Our method also addresses how to distribute releases among multiple
origins in order to minimize the number of particles required to achieve statistical
confidence, which has not been done by prior studies.
Although our method assumes that 𝑏 particles are simulated in each batch, choos-
ing 𝑏 is dependent on the specific IBM being used. IBMs may be operated in online
mode and load the Eulerian velocity fields directly from a hydrodynamic model, or
in offline mode and read the velocity fields from archived output of a hydrodynamic
model. In either case, there is a computational cost to operating the hydrodynamic
model or reading the circulation fields. This cost is incurred every time a batch of
particles is simulated, but is largely independent of the number of particles being
simulated in each batch. A tradeoff emerges where small 𝑏 allows our method to most
effectively allocate particles among origins and terminate most quickly, but large 𝑏
increases the efficiency of the IBM and reduces the cost per particle. Choosing an op-
timal value of 𝑏 may reduce the computational cost required to achieve convergence,
but the choice of 𝑏 does not influence when our method deems that convergence has
been achieved. The computational overhead of loading the velocity fields is specific
to each IBM and hydrodynamic model configuration, and so we recommend that re-
searchers choose 𝑏 such that their IBM operates with a reasonable level of efficiency.
Our method also assumes that the multinomial distribution is an appropriate
model for the particle destinations, which implies that the trajectories are indepen-
dent. Multiple releases that are closely located in time and space may result in
correlation among trajectories. However, randomly chosen release locations within
an origin, releases separated by at least the velocity decorrelation scale, or tracking
durations longer than the Lagrangian decorrelation time will likely avoid this concern.
Each particle may only contribute to one destination, which excludes settlement cri-
teria based on the proportion of time that a particle spends within a destination
region (e.g. Huret et al., 2007). An alternative is to assign each particle a probabil-
ity of settling during each timestep, then remove it from further consideration after
settlement (e.g. Tian et al., 2009b).
Our examples focus on a single objective function and stopping rule that reflect our
objectives from applying this procedure. Because the CV responds to the uncertainty
in each 𝑝𝑖𝑗 relative to the value of that 𝑝𝑖𝑗, it is appropriate for use when the estimates
for 𝑝𝑖𝑗 are multiplied together and errors would be multiplicative (e.g. in a matrix
projection population model). Likewise, ignoring very small 𝑝𝑖𝑗 was chosen to reflect
that very low connectivity rates among subpopulations may not substantially impact
population demographics (Hastings, 1993; Lowe and Allendorf, 2010). Choosing the
parameters 𝛿 and 𝜋 for this objective function is study specific, but here we present
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some examples for consideration. In ecology, only a few migrants per generation are
necessary to maintain genetic homogeneity, and many fish spawn millions of eggs each
year (Slatkin, 1987). Therefore, studies examining genetic connectivity must quantify
even rare connections, and 𝛿 = 10−6 may be appropriate. However, more frequent
exchange of individuals is required for connectivity to influence population dynamics,
and so studies examining population demographics may set 𝛿 = 10−2 (Hastings, 1993;
Lowe and Allendorf, 2010). The second parameter, 𝜋, is analagous to the significance
level in frequentist statistical tests, and so we suggest 𝜋 = 0.05 as a default value.
However, these are merely default suggestions, and researchers may alter them based
upon the goals of individual studies.
More broadly, users may replace Equation 2.6 with an appropriate representation
of what is important in their system. The objective function must take the param-
eter vectors 𝛼 as an argument and return a single scalar value that quantifies the
quality of 𝛼. For example, ecological studies that include population connectivity
as one component of a population model may quantify the variability of the results
differently. Realized population connectivity patterns include spawning distributions
and postsettlment survival (Watson et al., 2010). Researchers seeking to estimate
these patterns may develop a population model that includes these processes, eval-
uate the population model using many credible values for the connectivity matrix,
𝑃 , and seek to minimize the variance in the evaluations. Either the output of the
particle-tracking model or the objective function must include all processes relevant
to the study, including, for example, survival and growth of larvae and loss of parti-
cles to the model boundaries. The allocation rule relies on two assumptions that any
choice of objective function must satisfy. First, the objective function must decrease
as the quality of the estimated connectivity matrix increases. Second, releasing more
particles from an origin must reduce the contribution of that origin to the value of the
objective function. We suggest that practioners test these assumptions when using
a new objective function. The software package associated with this publication in-
cludes methods for performing this test. Our allocation rule is a greedy heuristic that
provides an improved, but suboptimal, particle distribution. In the future, we hope
to provide theory that bounds the difference between the output of our allocation
rule and the optimal solution.
Particle counts in particle tracking studies vary widely from a few thousand (e.g.
Huret et al., 2007; Tian et al., 2009a) to tens of millions (e.g. Watson et al., 2012;
Jones et al., 2015). Field research that relies on parentage, tagging, or drifter data
may be limited to only a few hundred sample points (Almany et al., 2007; Planes
et al., 2009). The appropriate number of particles is dependent on the study goals,
and readers and authors must take care to avoid drawing conclusions beyond those
that can be justified by the number of particles. Our method provides a robust and
quantitative way to determine the count and distribution of particle releases, which
can help researchers to obtain more precise estimates of transport probabilities with
reduced costs, draw appropriate conclusions from tracking experiments, and thus
better understand marine ecosystems.
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2.7 Code availability
An online interface to our method is available at http://btjones.scripts.mit.edu/
index.fcgi/research/sequential-analysis-method. Source code and instruc-
tions for installing and accessing our method is available from https://github.com/
btjones16/sequential-analysis-software. The source code repository includes
R and C++ libraries, together with a SWIG interface file that allows access to the
C++ library from Python, Octave, and other scripting languages (Beazley, 1996).
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Figure 2-1: The sequential analysis procedure is an iterative process. Each iteration,
it first assesses if enough particles have been simulated based on the stopping rule. If
not and if additional particles are within the computational budget, then the particles
are distributed according to the allocation rule. If at any time the stopping rule
is satisfied or the budget is exhausted, the procedure is terminated with either a
successful or failed result.
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Figure 2-2: The objective function (vertical axis) is plotted against the mean percent
error in the estimated connectivity matrix (horizontal axis). Each data point was
computed by randomly generating a matrix 𝑥(𝑘) from one of the artificially gener-
ated connectivity matrices. The color indicates the number of particles that were
included in 𝑥(𝑘), and the plotting symbol indicates the number of destinations in the
connectivity matrix.
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Figure 2-3: Ten sequential simulations were run using 9 node artificially generated
connectivity matrices. The results of all ten were similar, and so only 1 of them is
plotted here. The number of particles included for the estimate for 𝐻(𝑘) is depicted
on the horizontal axis, and the particle allocation scheme is given by the color of the
line.
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Figure 2-4: The study regions are depicted here. The numbered sites are the particle
release locations. The straight boundary lines indicate the destination regions, and
the black line nearshore indicates the 30m isobath that was used to determine suitable
habitat. The blue background mesh is the FVCOM mesh.
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Figure 2-5: The variance of the mean estimate for each 𝑝𝑖𝑗 is plotted as a function of
the number of trials included in the estimate. Each line represents one of the 12 𝑝𝑖𝑗
in the connectivity matrix that we estimate in Section 4. This figure was constructed
using the method described for the variance test in Brickman and Smith (2002) with
250 subsamples being drawn for each data point.
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Figure 2-6: The expected quantiles from a Chi-squared distribution are plotted
against the observed quantiles of the Chi-squared statistic from many particle-tracking
simulations. The dashed lines indicate a 95% confidence interval, and the solid line
indicates a one-to-one relationship. For origins 1 and 2, we observed 5 possible des-
tinations, and so there are 4 degrees of freedom in the Chi-squared distribution. For
origin 3, particles only went to three destinations due to strongly directional southern
flow, and so there are only 2 degrees of freedom.
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Figure 2-7: Particles were released particles uniformly, randomly, and using the al-
location rule 3 times in a particle-tracking model for the Gulf of Maine. Particles
were simulated in batches of 500, which are indicated by the shaded regions, and a
total budget of 50,000 particles was permitted. The colored lines display the decrease
in value for the objective function during each simulation and under each particle
release scheme.
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Chapter 3
A CPU and GPU capable Lagrangian
particle-tracking model
Abstract
Describing the movement of Lagrangian particles in the ocean is a crucial component
of describing ocean currents, developing response plans to pollutant spills, and un-
derstanding marine larval dispersal patterns. Individual-based models (IBMs) that
track Lagrangian particles as they move through Eulerian circulation fields are a com-
mon method to simulate particle transport in the ocean. Because IBMs rely on the
ensemble average of millions of particles, computational performance is a paramount
concern in IBM design. Although other scientific applications have benefited by per-
forming some of the calculations on graphics processing units (GPUs), most current
IBMs execute solely on more traditional central processing units (CPUs). We present
here a new IBM that has been designed and optimized for performance on both GPUs
and CPUs. Averaged throughout the entire run for a representative configuration, we
find that operating the model on the GPU is 2.15x faster than on the CPU alone.
However, the performance benefits are unevenly distributed throughout the model,
and certain procedures are hundreds of times faster on the GPU than the CPU. We
discuss why this uneven distribution of performance benefits emerges, what implica-
tions it may have for IBM performance on GPUs and CPUs, and how the performance
of our IBM could be further improved. We conclude with the recommendation that
IBMs execute on both CPUs and GPUs for optimal performance.
3.1 Introduction
Accurately describing the movement of plankton, pollutants, and other materials in
the ocean is an important component of effectively managing marine resources and
responding to disasters (Lynch et al., 2015). However, in many cases, the nature of
the material being transported or the desired management objective inhibits using
field observations alone to describe transport patterns. For instance, the geographic
spread of many marine species is regulated by a short, planktonic, larval phase, but
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the broad geographic scale, small size of each individual, and high mortality rates
render comprehensive field sampling prohibitively expensive (Cowen and Sponaugle,
2009). In the case of contaminants, response plans to contamination events must be
developed in advance, so methods to estimate the likely dispersal trajectories prior
to a contamination event are necessary. In each of these cases and others, numerical
models provide a cost effective and feasible method to explore transport processes.
Methods to model and describe ocean circulation and transport patterns may be
broadly divided based on their representation of the physical environment. Eulerian
descriptions use a coordinate system that is fixed relative to the Earth, and the data
often consist of repeated observations of the environmental state at predetermined
geographic coordinates. In contrast, Lagrangian descriptions use a coordinate system
that is fixed relative to the water, so the data are observations of the same water
parcel as it moves through time and space. Eulerian descriptions of the ocean en-
vironment are analogous to a grid of moored buoys, and mesoscale and global scale
hydrodynamic models generally use an Eulerian coordinate system due to compu-
tational considerations (e.g. Bleck et al., 2002; Shchepetkin and McWilliams, 2005;
Chen et al., 2006). However, many materials that are transported through the ocean
are impacted by their local environment, and Lagrangian descriptions of their move-
ments may be better able to capture important local scale processes (Grimm and
Railsback, 2005; Lynch et al., 2015). Particle-tracking models that track the posi-
tion of Lagrangian particles as they move through an Eulerian circulation field are
an effective way to explore transport processes in the ocean (Lynch et al., 2015).
Individual-based models (IBMs) extend particle-tracking models to simulate not only
the location of each individual in time and space, but also biological traits such as
age and swimming behaviors (Grimm and Railsback, 2005).
IBM studies often rely on the ensemble average of millions of individuals to de-
scribe transport patterns, and simulating these individuals requires efficient utilization
of computational resources (e.g. Watson et al., 2012; Jones et al., 2015; Treml et al.,
2015). Although existing IBMs differ in the details of their implementation and the
features available to users, the computational challenges facing IBM developers and
the solutions to them are highly similar across oceanographic IBMs. Broadly, the
computational challenges facing IBM developers are to quickly load snapshots of the
circulation patterns, interpolate the circulation fields to the exact time and location
of each individual, and advance the state of each individual. Oceanographic IBMs
commonly address the first challenge by running in offline mode, where an Eulerian
circulation model is first run to completion, and then the archived output is read
back into the IBM (e.g. North et al., 2011; Ji et al., 2012; Paris et al., 2013). In con-
trast to online mode, where the circulation model and IBM are linked in real-time,
offline mode permits multiple IBM scenarios to be run without the computationally
intensive task of rerunning the circulation model. However, the high resolution circu-
lation datasets may contain millions of velocity observations for each snapshot, and
efficiently loading these snapshots demands high performance file formats and hard-
ware. The second and third challenges are primarily related to the speed at which
computations may be performed, and addressing them demands the use of high per-
formance computing hardware together with efficient code. To meet these demands,
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IBMs have traditionally been designed as Fortran programs that operate on Linux
based clusters of central processing units (CPUs) and rely on binary NetCDF files for
data storage (North et al., 2011; Paris et al., 2013). Although models following this
design have been successfully applied to scientific problems for decades and continue
to support cutting-edge oceanographic research, alternative designs may be better
suited to individual based modeling on modern computing platforms. The software
presented in this chapter is an alternative to the traditional IBM design, and the per-
formance analyses support our hypothesis that this alternative design is well suited
to conducting research in a modern computing environment.
Transitioning scientific models to graphics processing units (GPUs) has recently
garnered attention as a method to improve computational performance (Lee et al.,
2010; Herault et al., 2010; Couturier, 2014). Although the two principal processing
units within a computer, CPUs and GPUs, are similar in many ways, they have been
optimized for different tasks. CPUs have largely been optimized to reduce latency,
which is the lag between when a operation is requested and when the CPU com-
pletes that operation (Owens et al., 2008; Couturier, 2014). Incredible feats have
been achieved to make CPU cores smaller and faster over the past few decades, but
the clock speed of individual CPU cores has largely stagnated in the past decade
due to limitations on heat dissipation and transistor sizes (Moore, 1998; Sanders and
Kandrot, 2010). Partially in response to these limitations, engineers have packed
multiple cores onto a single chip to create parallel processors that can simultaneously
complete multiple tasks. GPUs take this approach to an extreme and pack hundreds
or thousands of relatively slow cores into each GPU to optimize bandwidth, or the
volume of data that can be processed (Sanders and Kandrot, 2010; Couturier, 2014).
Whereas CPUs are ideally suited for tasks that require quick responses to unknown
commands (e.g. processing keystrokes from a user), GPUs are well suited to per-
forming predefined tasks quickly on large amounts of data (e.g. rendering videos).
Because IBMs perform the same relatively simple tasks on many pieces of data to
advance the state of millions of particles, there is good reason to believe that they will
run efficiently on GPUs. However, to the best of our knowledge, there is no published
implementation of a GPU-based IBM for ocean modeling, nor is there a published
description of the challenges and solutions to implementing one.
This chapter and the associated model seek to fill this void in three ways. First,
we hope to present a summary of the challenges of implementing a GPU-based IBM
together with a set of solutions for them. Second, we hope to present an objective
comparison between the cost of operating GPU-based and CPU-based IBMs and the
efficiency of each solution. Finally, we hope that by presenting our model to the
ocean modeling community, we may encourage others to use it in their own research.
Together, we hope that this presentation will allow researchers to make more informed
decisions and choose more efficient solutions regarding their own modeling efforts.
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3.2 GPU Computing Overview
Although originally designed for graphics processing and rendering, GPUs have re-
cently become a popular option for computationally intensive general purpose com-
puting. However, general purpose computing on graphics processing units (GPGPU)
presents a unique set of challenges. To facilitate better understanding of these chal-
lenges, we present an informal and simplified comparison of CPUs and GPUs here
with a focus on the specific models that we used for performance testing our IBM. The
details of computing technology change rapidly, and we refer the reader to the doc-
umentation provided by manufacturers (e.g. NVIDIA Corporation, Advanced Micro
Devices, Inc., and Intel Corporation) for the technical details of current technology.
Our presentation focuses on NVIDIA Corporation’s proprietary Compute Unified De-
vice Architecture (CUDA).
At the hardware level, CPUs and GPUs differ in their allocation of resources
among subcomponents. Both CPUs and GPUs consist of control units (CUs) that
translate software instructions into electrical signals, arithmetic logic units (ALUs)
that perform arithmetic or logical operations based upon the signals received from
the control unit, and a small amount of fast cache memory to store data.1 However,
whereas CPUs bundle a CU together with a few ALUs to create general purpose
cores, GPUs bundle many ALUs with a few CUs to create specialized, parallelized
cores (Figure 3-1; Couturier, 2014). Under the GPU computing model, the cache
memory is shared among a much larger number of ALUs, so the amount available
to each ALU is substantially lower. Additionally, the clock speed, or number of
instructions processed per minute, is generally lower for GPUs than CPUs (Couturier,
2014). For comparison, the Intel Xeon E5-2650 CPU contains 8 cores running with a
base clock speed of 2 GHz and 20 MB of cache memory (Intel Corportation, 2017).
In contrast, the NVIDIA K20 GPU contains 2496 ALUs (CUDA cores) running at a
clock speed of 706 MHz (NVIDIA Corportation, 2012). The K20 ALUs are grouped
into 13 streaming multiprocessors that each contain 192 ALUs and 6 CUs. Assuming
that each ALU takes a single clock cycle to perform each instruction2, the K20 is
capable of executing 1.76 · 1012 instructions per second, and the E5-2650 is capable of
1.6 · 1010 instructions per second. As a result, CPUs, which seek to minimize latency,
can complete each instruction faster due to the higher clock speed, but GPUs, which
seek to maximize bandwidth, can complete more instructions per unit time due to
the larger number of ALUs.
The hardware differences between CPUs and GPUs result in different software ex-
ecution patterns for each. Multi-core CPUs such as the Intel E5-2650 execute using
what is known as the multiple instruction, multiple data (MIMD) pattern. Under
the MIMD pattern, each processor core operates independently and asynchronously,
and each core may execute a different stream of instructions on a different piece of
1Note that the exact terminology used differs among manufacturers. For instance, NVIDIA’s
CUDA cores are effectively equivalent to ALUs as defined here.
2This assumption is a simplification of reality. In practice, the type of data being processed and
processor architecture may increase or decrease this rate. However, an in-depth discussion of the
topic is beyond the scope of this study.
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DRAM
Cache
ALU
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DRAM
ALU
Figure 3-1: Simplified diagrams of the CPU (left) and GPU (right) computing archi-
tectures highlight the differences between them. Control units dispatch instructions
to arithmetic logic units (ALUs) that perform the computations. Recently accessed
variables are stored in fast cache memory, and other data is stored in slower DRAM.
In practice, multiple levels of cache are used and the control flow is more complex
than that depicted here. This figure was based on one that appears throughout the
CPU-GPU comparison literature.
data simultaneously (Rauber and Runger, 2012). In contrast, GPUs operate using
the single instruction, multiple data (SIMD) pattern, where each ALU operates on a
different piece of data, but all of the ALUs within each streaming multiprocessor are
required to execute the same instruction stream simultaneously (Couturier, 2014). A
function containing instructions that will execute on the GPU is known as a kernel,
and the CUDA framework achieves the SIMD pattern by creating threads of execu-
tion within each kernel. Each thread contains the same set of instructions, but also
contains a unique identifier so that code in the thread may locate the correct data
on which to operate. The CUDA runtime environment groups threads together into
warps of 32 threads, and each warp is mapped onto a single streaming multiprocessor.
When branching statements (e.g. if {...} else {...}) cause divergence between
the threads in a warp, some of the ALUs on each streaming multiprocessor sit idle.
As a result of this, efficient GPU code is characterized by predictable execution pat-
terns with minimal divergence. The memory structure of GPUs generates additional
implications for GPU program design. Modern processing units have multiple levels
of memory that generally decrease in size and increase in speed moving up the hi-
erarchy (Tanenbaum and Bos, 2015). The CUDA memory hierarchy as exposed to
the programmer may be split into 3 levels (Sanders and Kandrot, 2010). The fastest
and smallest level is thread local memory, which can only be accessed from within
a single thread and is usually stored in registers. The second level in the hierarchy
is user configurable as a combination of L1 cache and shared memory. L1 cache is
automatically used by the CUDA runtime environment when an insufficient number
of registers are available, and shared memory may be accessed by the user code to
allow cooperation among threads. When the user launches each kernel, the user may
specify a number of thread blocks to execute, and the number of threads within each
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block.3 All of the threads within each block will be assigned to the same multipro-
cessor and access the same block of shared memory. Finally, global memory is the
largest, but slowest, option on the GPU and may be accessed by any thread. There
are two primary ways that the memory hierarchy can be exploited to create more
efficient CUDA programs. First, when many threads within each block will reuse
a small amount of data, it can be loaded into shared memory to reduce the access
time. Second, when many threads simultaneously request data from adjacent places
in memory, the GPU device coalesces the read request into a single operation, which
is substantially faster than many independent read requests.
Finally, the placement of GPUs within a computer with regards to other com-
ponents requires additional computational considerations beyond CPU only code.
Whereas code executing on CPUs may directly request data from hard disks and
other long term storage devices at any time during the execution, code executing on
the GPU can only request data that already exists on the GPU device (Sanders and
Kandrot, 2010). As a result, any data that will be needed during a kernel must be
preloaded into global memory prior to launching the kernel. The process of loading
the data generates more complex software and consumes additional runtime.
Overall, the GPU platform provides a high performance computing platform, but
is more sensitive to the software design than CPU only code. In particular, the level
of branching and data locality may substantially impact performance. Ideal programs
for the GPU have highly predictable execution and data access patterns that can be
exploited to reduce branching and increase data locality.
3.3 Model structure
Although the principal objective of writing a GPU based IBM was to improve the
computational performance, we sought to do so without compromising the ability to
easily understand and modify the source code. Following the precedent established
by similar models, our IBM is targeted towards Linux or similar systems and uses
the NetCDF file format for data storage (Ji et al., 2012; Schlag and North, 2012;
Paris et al., 2013). However, in contrast to other IBMs that are written as a col-
lection of Fortran subroutines, the model is structured following the object-oriented
programming paradigm using C++. The model may be broadly decomposed into the
FVCOMDataset class that implements the data structures and algorithms to store and
process the environment data and circulation patterns, the ParticleGroup collection
of classes that do the same for the particles themselves, and the IBM class that ties
them together (Figure 3-2). Our description of the model that follows describes the
data structures and algorithms that were used in more detail for each of these classes.
The model requires the C++ standard library and BOOST libraries for data struc-
tures, the Thrust library and CUDA framework for GPU operation, and the NetCDF
C++ library for data input and output (I/O).
3To summarize, the assignment of threads to blocks is done by the user and is independent of
the assignment of threads to warps, which is done automatically by the runtime environment.
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IBM
Regulates the 
overall flow of 
the model.
CudaFVCOMDataset
Extends the FVCOM-
Dataset to perform 
some operations on 
the GPU.
FVCOMDataset
Sets up the physical 
environment and 
provides information 
about it to the 
ParticleGroup classes.
CudaFVCOMMesh
Extends the FVCOM-
Mesh to perform some 
operations on the 
GPU.
FVCOMMesh
Represents the 
time-invariant proper-
ties of the physical 
environment and 
performs spatial 
interpolation.
FVCOMFrame
Represents the 
time-varying proper-
ties of the physical 
environment and 
performs temporal 
interpolation.
ParticleGroup2d
Sets up the particles 
and performs 2D 
advection.
CudaParticleGroup2d
Extends the 
ParticleGroup2d to 
perform some 
operations on the 
GPU.
LarvaGroup
Extends the 
ParticleGroup3d to 
include swimming 
behaviors, variable 
spawning times, and 
settlement.
ParticleGroup3d
Extends the 
ParticleGroup2d to 
perform 3D advection.
CudaParticleGroup3d
Extends the 
ParticleGroup3d to 
perform some 
operations on the 
GPU.
Figure 3-2: A simplified representation of the main classes composing our IBM is
presented here. Arrows that terminate with a circle indicate that the origin class
is a member variable in the other class. Arrows that terminate with an arrowhead
indicate that the origin class inherits from the other class. Dashed lines indicate that
although one class is a member of another, the member class is stored as a shared
pointer and is neither created nor destroyed by the other class.
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The IBM class has the greatest impact in regulating the overall flow of execution
in the model. This class takes the name of a configuration file in JSON format as its
input, and creates a set FVCOMDataset and ParticleGroup instances based on the
contents of this file. From there, the IBM class initiates the computationally intensive
main loop in which circulation fields are loaded, particle states are advanced, and
the output is written to disk using a fixed, user-specified timestep, ∆𝑡. Appendix C
presents an example configuration file and explains the configuration options in detail.
The objective of running our IBM is to generate a set of particle trajectories
from Eulerian circulation patterns, and the ParticleGroup classes implement the
data structures and algorithms necessary to perform this task. The particle group
classes include the base ParticleGroup2d class and various subclasses that implement
increasingly complex particle behaviors. All of the classes load the initial particle
states, (𝑥, 𝑦, 𝑧, 𝑡), from disk and advance the states in time using a modified 4𝑡ℎ-
order Runge-Kutta predictor-corrector scheme. Whereas a traditional Runge-Kutta
algorithm would compute the velocity vectors for the 2𝑛𝑑-4𝑡ℎ steps using the velocity
field at time 𝑡 + 0.5∆𝑡 or 𝑡 + ∆𝑡, our algorithm uses the velocity field at ∆𝑡 for
all four steps to simplify the codebase and reduce runtime. Because the velocity
decorrelation time is expected to be much longer than ∆𝑡, the approximation is
unlikely to substantially influence the results. Inspecting the source code of other
widely used ocean IBMs (e.g. Connectivity Modeling System, Paris et al. (2013);
FISCM, Ji et al. (2012)) reveals that this approximation is standard for the field. In
order to prevent particles from being advected out of the model domain, particles
that otherwise would leave the model domain are returned to their previous position
within the domain and continue to be advected in subsequent timesteps. The base
ParticleGroup2d class implements advection in the horizontal dimensions only, and
particles that would be advected deeper than the water depth (e.g. a deep particle
moving onto a shallow shoal), track 1 m above the bottom until they return to
their original release depth. A set of subclasses extend advection to 3 dimensions
and provide options to specify various behaviors that are documented further in
Appendix C and chapter 5.
Particle advection requires a representation of the physical environment, which is
provided for our IBM by archived output from the Finite-Volume Community Ocean
Model (FVCOM, Chen et al., 2006). FVCOM is a free-surface, data-assimilating
model that uses the finite volume approach to numerically solve the primitive equa-
tions. The FVCOM mesh consists of a set of 𝑛 triangular elements in the horizontal
plane, 𝑚 nodes that form the vertices of these elements, and 𝑠 𝜎-layers in the vertical
dimension. Vector quantities such as velocities are reported at each 𝜎-layer and the
center of each element, and scalar properties such as temperature or sea surface height
are reported at the nodes and 𝜎-layers where applicable. Within our IBM, the phys-
ical environment is represented by the FVCOMDataset class, and each particle group
is provided with a pointer to a FVCOMDataset instance from which it may request ve-
locity vectors, bathymetry information, etc. The FVCOMDataset class loads data from
one or more archived FVCOM output files in NetCDF format. The time-invariant
mesh data is managed using the FVCOMMesh class, and the time-varying environmental
variables are managed using the FVCOMFrame class.
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FVCOM archives the environmental variables at a fixed timestep that is often
longer than the timestep used for particle-tracking and at fixed grid points, so a three
step interpolation is necessary to obtain a value at a target point (𝑥, 𝑦, 𝑧, 𝑡). First, the
value at each FVCOM mesh element (or node) is computed by linearly interpolating
between the archived values immediately preceding and following 𝑡 at that element
(or node). Although interpolating in time at every grid point may seem computa-
tionally inefficient, IBM runs often include many particles that reuse these values,
so precomputing all of them saves time later. Second, values are interpolated hori-
zontally at the 𝜎-layers (or levels) immediately above and below (𝑥, 𝑦, 𝑧). For vector
quantities, this interpolation takes place using the value at the center of the element
containing the point (𝑥, 𝑦) and the values at the centers of the surrounding 3 elements.
The model fits a linear plane to these 4 values, then computes the values above and
below the target point. For node based quantities, the interpolation algorithm uses a
linear plane fitted to the value of the quantity at the nodes that compose the element
containing (𝑥, 𝑦). The coefficients to fit the linear planes for horizontal interpolation
are read from the FVCOM output when available, and otherwise precomputed to
save runtime. Finally, the values immediately above and below (𝑥, 𝑦, 𝑧, 𝑡) are linearly
interpolated to the target.
The spatial interpolation uses the values from the element containing the target
point, which requires locating the point within the mesh. Three algorithms are avail-
able in our model to locate the element containing each point. When the particles
are loaded the beginning of each model run, the element containing each particle is
unknown, and the model iterates through each element in the mesh until it finds one
that contains the target point. This search operates in 𝑂(𝑛) time where 𝑛 is the
number of elements in the mesh, but is only necessary once at the beginning of each
IBM run. During each subsequent timestep, we assume that each particle is near its
location from the prior timestep. The element containing the particle at the prior
timestep is known, and the first local search algorithm searches only that element and
the elements that share a node with that element. The second local search algorithm
follows the trajectory of the particle during the prior timestep and records each time
that it crosses the boundary of an element, up to a maximum of 5 crossings. Both
algorithms achieve the same goal of locating the element containing a particle, given
that it has moved no more than 1 element from the prior timestep, in near constant
time, and we provide additional analysis of the performance later in section 3.5. Par-
ticles that transition across multiple elements within a single timestep indicate that
∆𝑡 is too large.
The model may be configured to run either entirely on the CPU or using a GPU
to accelerate some of the calculations. When the model is run using the GPU, three
CUDA kernels are executed. The first kernel implements the initial search to identify
the element containing each particle in the mesh. The second kernel implements the
time interpolation of velocity vectors and other quantities and maps each mesh ele-
ment to a separate thread. The third kernel implements the Runge-Kutta integration
method. Within this kernel, each particle is mapped to a separate thread within which
the spatial interpolation, trajectory integration, and boundary condition checks are
executed. Due to the size of the FVCOM mesh relative to the size of shared memory
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on the GPU device, only thread local and global memory are used by both kernels.
3.4 Verification and Validation
Verification and validation may be informally described as insuring that the model
solves the equations correctly, and that it solves the correct equations (Roache, 1998).
More formally, the model verification process ensures that the algorithms described
are correctly implemented, and the model validation process evaluates how well these
algorithms represent the real world (Versteeg and Malalasekera, 2007). Although
linked, these processes address fundamentally different goals and so we have addressed
each separately.
Model verification is achieved through a comprehensive suite of unit test cases
that are packaged together with the source code. These unit tests use artificially
generated meshes, particle locations, forcing fields, and other parameters for which
the solutions are known to check that individual methods, functions, and subroutines
in our model return the correct value. For additional details about these tests, please
see section 3.7 and the source code.
To validate our model, we conducted simulations using artificially generated flow
fields with known solutions as well as a simulation of the Gulf of Maine using hourly
archived output from FVCOM (Chen et al., 2006).
3.4.1 Flow around an obstacle validation
Our first validation test case is based on the “Flow around an obstacle” simulation
described by Brickman et al. (2009) and simulates time-invariant circulation patterns.
The simulation takes place on a 100 km x 50 km rectangular domain with a circular
obstacle of radius 𝑅 centered at the point (𝑥0, 0). Flow far away from the obstacle
moves in the positive x-direction at a speed 𝑢0, and the streamfunction Equation 3.1
describes the velocity field.
Ψ =
𝑢0𝑅
2𝑦
(𝑥− 𝑥0)2 + 𝑦2 − 𝑢0𝑦 (3.1)
For our simulation, we set 𝑢0 = 1 m · s−1, 𝑅 = 16 km, 𝑥0 = 50 km, and rep-
resented the domain using a mesh with 754 nodes and 1395 elements (Figure 3-3).
Our model successfully reproduced the results from Brickman et al. (2009), Section
2.2.2.5 (Figure 3-3).
3.4.2 Traveling wave validation
Our second validation case describes a traveling wave that steadily translates in the x
direction and represents a simple, but time-varying flow field (Samelson and Wiggins,
2006). The simulation again takes place on a 100 km x 50 km rectangular domain,
but in this case there are no obstacles. The streamfunction for this flow, Equation 3.2,
describes a wave with amplitude 𝐴, wavenumber 𝑘, and propagation speed 𝑐.
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Figure 3-3: Top left: Streamlines for the flow around an obstacle validation case are
plotted here. The black lines depict the mesh, and the velocity vectors were saved
at the center of each triangular element. Bottom left: Trajectories for the flow
around an obstacle test case as computed with our model match the streamlines.
Top right: Streamlines for the traveling wave validation case are plotted here. The
black lines depict the mesh, and the velocity vectors were saved at the center of each
triangular element. Bottom right: Trajectories for the traveling wave validation
case as computed with our model are plotted here.
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Figure 3-4: The FVCOM model domain consists of 60998 triangular elements that
extend from Maryland to Cape Breton, Nova Scotia. The white lines depict the mesh
elements, and the color indicates the bathymetry in meters as it is represented by
FVCOM.
Ψ = 𝐴sin𝑘(𝑋 − 𝑐𝑡)sin𝑌 (3.2)
For our validation case, we set 𝑘 = 2𝜋 · 10−5, 𝑐 = 0.5𝑘−1, and 𝐴 = 𝑘−1 and
used a mesh with 1467 nodes and 2774 elements (Figure 3-3). Trajectories that orig-
inate within the jet should follow a sinusoidal pattern, and trajectories within the
recirculating regions should spiral. Our model successfully reproduced these trajec-
tories (Figure 3-3).
3.4.3 Gulf of Maine validation
Our final validation test case used archived circulation fields from FVCOM for the
Gulf of Maine and surrounding areas. Whereas the first two examples were idealized
flow fields on small grids with known solution trajectories, this final test is represen-
tative of a real world use case and does not have a known solution.
The circulation fields used to force the simulation were generated by FVCOM
using the 3𝑟𝑑-generation mesh, which represents the northwest Atlantic Ocean from
Maryland to Cape Breton with 60998 triangular elements, 48451 nodes, and 45 sigma
layers (Figure 3-4). The mesh elements range in size from a few hundred meters
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Figure 3-5: This figure shows the trajectories of 500 randomly selected particles from
the Gulf of Maine validation case. The red dots indicate the release location for the
particles, and the black lines are the recorded trajectories.
nearshore to 15 km in the central Gulf of Maine, and the circulation fields were
archived hourly. Meshes of this size and resolution are representative of the output
from state of the art circulation models for the coastal ocean.
Our particle-tracking configuration was based on the simulation of cod dispersal
from chapter 2. The simulation included 150,000 passive particles that were released
at midnight on 15 January 1995 at randomly chosen locations within the three spawn-
ing grounds presented in chapter 2, and each particle was advected in 2-dimensions
for 60 days using a 10 minute timestep. The particle positions were recorded every 6
hours.
Overall, the particle trajectories appeared to follow the expected dispersal trajec-
tories (Figure 3-5). Particles released from the coast of New England mostly moved
south within the Maine Coastal Current. Upon reaching the coast of New Hampshire,
particles either moved offshore towards Wilkinson Basin and were trapped there, or
moved into Cape Cod Bay, then were swept out of the Great South Channel and south
of Nantucket. Overall, these patterns replicate the expected result for the simulation.
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3.5 Computational Performance
Although there are a variety of metrics available to assess computational performance
of IBMs, the most important to many users is the time difference between the start
and end of each run. This time difference is called the wall clock time, and we use it
to quantify the performance of our model while running the Gulf of Maine validation
case.
Our analysis can be split into 4 levels of detail. First, we measure the total runtime
of our model running exclusively on the CPU as a serial program and compare this
against the runtime of the GPU model. This test case assesses the overall performance
of the model on a realistic use case. Next, we insert non-intrusive timers to time
individual functions during the first 6 days of the simulation. The shorter duration
of this simulation permits us to test many different configurations, and the timers
provide insight into the key computational bottlenecks for IBMs. Third, we insert
timers into the Runge-Kutta kernel itself to better understand which subtasks run
efficiently on the GPU. Finally, we time the subroutines that identify which element in
the mesh contains each point using a variety of algorithms and data structures. The
results of this test help with generating hypotheses about how model performance
could be further improved. Overall, the four performance testing cases range from
broad scale assessment of the model as a whole to detailed optimization that highlights
the specific challenges of GPU modeling.
With the exception of the element identification routines that were tested in detail,
we made moderate efforts to avoid the use of costly programming language features,
but did not attempt to optimize the performance of the model in depth. IBMs for
ocean research are dynamic pieces of software that continually change to test new
hypotheses and incorporate new processes, so detailed optimization of the full model
would not be representative of their typical use patterns. We expect that additional
performance gains are possible and highlight some ways that they could be achieved
in section 3.6.
All of our performance testing took place on a shared supercomputing cluster
equipped with Intel Xeon CPU E5-2650 CPUs running at 2 GHz and NIVIDIA K20
GPUs that contain 2496 cores running at a maximum clock rate of 706 MHz. This
machine represents a typical configuration where our model would be used for research
applications.
Overall, we found that the computational performance of our model is similar to
other state of the art models (e.g. FISCM), and that the GPU yielded moderate
speedups relative to the CPU. As a baseline, we ran a serial CPU only run. To
compare the performance on the GPU, we conducted runs with a variety of kernel
configurations. We report the results here for the slowest (1 thread per block) and
fastest (128 threads per block) runs. Overall, the slowest GPU run was 1.4x slower
than the baseline run, and the fastest GPU run was 2.1x faster than the baseline
run (Table 3.1). However, much of the setup code could be parallelized on the GPU
but has not been, so the results are biased towards having similar runtimes on the
CPU and GPU. Considering only the timestepping routine, the slowest GPU run was
1.5x slower than the baseline run, and the fastest GPU run was 2.9x faster than the
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Configuration Total runtime Setup runtime Timestep runtime
CPU only 1831.9 414.0 1417.9
GPU; 1 thread per block 2495.8 411.3 2084.5
GPU; 128 threads per block 853.0 364.2 488.8
Table 3.1: The number of seconds consumed by each subprocess for the serial run
on the CPU is reported here.
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Figure 3-6: The runtime of our model on the CPU is decomposed according to the
task that was being performed. The left panel shows timing results for the whole
model, the center panel for tasks specific to the forcing dataset, and the right panel
for tasks specific to the particle-tracking. The height of each bar is the wall clock
time (the time that a user would observe using a clock external to the program) and
the white outline indicates the the system time (the time spent performing memory
allocations, data I/O, and other tasks that transfer control to the operating system).
baseline run.
Timers within the model revealed which tasks consumed most of the runtime. The
timers themselves did not significantly increase the runtime of the model relative to
equivalent runs without the timing code (Wilcoxon Rank Sum Test, n=38, V=440.00,
p=0.16). Based on the CPU timers, it is possible to identify how broad categories
of subtasks contribute to the model runtime. As shown in Figure 3-6, the majority
of the runtime for these runs was consumed during the model setup phase. This
result was expected because the number of timesteps was reduced to permit many
configurations to be tested. Setting up the forcing dataset took longer than setting up
the particles, and the similarity between the wall clock and system time for the forcing
dataset indicates that much of the runtime here is consumed on memory allocation,
data I/O, and other system tasks. In contrast, setting up the particles was dominated
by user time, particularly locating the particles within the mesh. As expected, the
particle setup and run times increased as the number of particles was increased, but
the forcing dataset runtime was largely independent of the number of particles.
The GPU configuration with 128 threads per block took substantially less time
63
Main Forcing Particles
IO Iteration Memory Setup Total IO Iteration Memory Setup Total IO Iteration Memory Setup Total
0
100
200
300
Operation
R
un
 ti
m
e 
(se
c)
Number of particles
1
100
1000
2500
5000
10000
25000
50000
75000
100000
125000
150000
Figure 3-7: The runtime of our model on the GPU is decomposed according to the
task that was being performed. The left panel shows timing results for the whole
model, the center panel for tasks specific to the forcing dataset, and the right panel
for tasks specific to the particle-tracking. The height of each bar is the wall clock
time (the time that a user would observe using a clock external to the program) and
the white outline indicates the the system time (the time spent performing memory
allocations, data I/O, and other tasks that transfer control to the operating system).
than the CPU simulation, but the performance improvements were not evenly dis-
tributed throughout the model and varied based on the number of particles being
simulated (Figure 3-7). Setting up the forcing dataset was not converted to run on
the GPU, so the time spent on that process remained unchanged. In contrast, setting
up the particles was substantially faster on the GPU. For the runs with 1000, 5000,
75000, and 150000 particles, setting up the particles was 12.15x, 77.93x, 164.10x, and
180.37x faster respectively. The bulk of the runtime for particle setup is consumed by
locating the element containing each particle, and we discuss why this process is so
efficient on the GPU in section 3.6. The performance increase during the timestep-
ping on the GPU was more moderate and was 2.31x, 9.38x, 12.46x, and 13.81x faster
for the 4 runs mentioned above.
To gain additional insight into how the particle runtime is allocated among the
various subtasks for particle advection, we inserted timers into the Runge-Kutta ker-
nel itself and ran the model with a variety of kernel block sizes. The timing code
for GPU kernels used a different, more intrusive approach than the other timers and
added 2.0 - 2.3% (interquartile range) to the runtime of the kernels. The timers
highlighted that updating the particle states, which we call advection, was the least
time consuming part of the process (Figure 3-8). Computing the velocity vectors,
which requires interpolating in both time and space on the FVCOM mesh, took the
greatest proportion of runtime. The runtime per particle increased as the number of
particles increased for all of the operations, indicating that other resource limitations
(e.g. memory load times), may become limitations when there are many particles.
In addition to timing the execution of the model itself, we also conducted detailed
timing and optimization of one function to examine how the runtime is influenced
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Figure 3-8: The number of clock cycles spent on each subtask per timestep of particle
advection is plotted as a function of the number of threads in each CUDA block. Each
data point is a single particle within the run and the color of each boxplot indicates
the number of particles in the run. Each box contains 50% of the relevant data, the
line in the center of each box is the median, the whiskers indicate the remaining data,
and the dots are outliers.
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Location Algorithm 𝛼 𝛽 𝛾 𝛿 Adj-R2
CPU Robust 1.1 · 100 1.2 · 10−3 −1.6 · 10−1 −4.9 · 10−5 0.86
CPU Neighborhood 1.5 · 10−3 3.9 · 10−7 3.8 · 10−3 8.9 · 10−8 0.96
CPU Edge 4.2 · 10−4 1.6 · 10−7 3.6 · 10−4 1.9 · 10−8 0.99
GPU Robust 7.4 · 10−2 6.5 · 10−6 1.0 · 10−2 7.9 · 10−7 0.97
GPU Neighborhood 3.6 · 10−4 2.9 · 10−8 1.2 · 10−6 1.1 · 10−9 0.98
GPU Edge 1.2 · 10−4 9.1 · 10−9 −2.3 · 10−6 6.5 · 10−10 0.98
Table 3.2: The coefficients for the regression models used to predict the runtime
for the search routines are presented here. Assuming that 𝑛 points were located and
that 𝑠 is an indicator variable that takes value 1 if the SOA data type was used for
the mesh and 0 if not, the model fit was time= 𝛼 + 𝛽𝑛 + 𝛾𝑠 + 𝛿𝑛𝑠. Coefficients are
reported as the estimate ± standard error.
by the number of particles, the choice of algorithm, and the data structures. The
function we tested identifies the element within the FVCOM mesh that contains each
point. We generated 100000 points within the Gulf of Maine mesh and searched for
varying number of these points using the robust search, the neighborhood search,
and the edge search algorithm. In each case, we tested the search routines both
using an array of structures (AOS) storage type and a structure of arrays (SOA)
data storage type. The choice to use AOS vs. SOA data structures influence how
the coordinates of the nodes and the indices of the element vertices are stored in
memory. Whereas the AOS data type interlaces the x and y coordinates of the nodes
and the vertex indices for the element in memory (e.g. 𝑥0, 𝑦0, 𝑥1, 𝑦1, ...), the SOA data
type would result in all of the x-coordinates being stored adjacent to one another,
followed by the y-coordinates, then the first vertex of each element, and so on (e.g.
𝑥0, 𝑥1, 𝑥2, ..., 𝑦0, 𝑦1, ...). We ran 3 replicate simulations for each combination data
structure type, number of points being searched for, run location (CPU or GPU),
and search algorithm. After separating the runs based on the run location and search
algorithm, we fit linear regressions that model the wall clock time as a function of
the other terms plus the interaction between them. The coefficients for these models
are reported in Table 3.2. Overall, the robust search algorithm was the slowest on
both the CPU and GPU, and the edge search was the fastest. The robust search
took 1.2 · 10−3 seconds per particle on the CPU, and was 3 order of magnitude faster
on the GPU at 6.5 · 10−6 seconds per particle. The neighborhood and edge searches
were 4 orders of magnitude faster than the robust search on the CPU, but only 2
orders of magnitude faster on the GPU, indicating that the GPU is more effective
at accelerating the robust than local search. The effect of the AOS vs. SOA data
structure was 1 to 2 orders of magnitude less than the overall runtime in all cases,
indicating that it has a small, but potentially meaningful effect on the runtime.
Overall, the GPU offered modest acceleration relative to a CPU-only run. The
performance improvements were most extreme for the robust search that takes place
during the setup phase, and less meaningful for the local search and interpolation
processes that happen each timestep.
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3.6 Discussion
This study presents evidence that GPU-based modeling has the potential to improve
the performance of IBMs, but that the benefits are not evenly distributed throughout
the software. Our results suggest that IBMs which distribute the workload across
both the CPU and GPU may most efficiently make use of computing resources.
Overall, the performance improvements that we observed by transitioning subtasks
to the GPU were similar to other studies. Herault et al. (2010) found that executing
their smooth particle hydrodynamics model on a GPU resulted in speedups ranging
from 3.2x for some subtasks to 207x for others. Engsig-Karup et al. (2014) tested
a non-linear, dispersive free surface water wave model on a heterogeneous system
that included multiple GPUs and observed speedups of up to 2 orders of magnitude
depending on the model configuration and subtask being considered. Lee et al. (2010)
presents the efforts of a group of engineers from the CPU manufacturer Intel to
compare CPU and GPU performance after carefully optimizing the code for both,
including parallelizing the CPU code to fully exploit its computational ability. They
observed an average speedup of 2.5x across a range of possible applications, and the
performance ranged from 2x slower to 15x faster on the GPU.
One of the key findings from this study and from prior ones (e.g. Lee et al., 2010;
Herault et al., 2010; Engsig-Karup et al., 2014) is that the performance improvement
from executing code on the GPU is highly dependent on the application. In the case
of our IBM, tasks with a high compute intensity to memory access ratio, such as the
robust element search, were up to 3 orders of magnitude faster on the GPU than CPU.
However, other tasks, such as the local search algorithms, were accelerated substan-
tially less by the GPU. This result emerges because GPUs dedicate resources to ALUs
that perform calculations. Accordingly, they have smaller memory caches and less
memory bandwidth per core than CPUs. To make efficent use of this architecture,
software must perform many computations on each piece of data that is loaded. For
example, our robust search algorithm loads the coordinates of each element, then uses
these coordinates to simultaneously check if many particles are within that element.
In contrast, the neighborhood and edge based search routines search a different ele-
ment for each particle under consideration, and so the coordinates of many elements
must be read. Expending effort to parallelize compute intensive tasks such as the
robust search is likely to result in substantial performance improvements for existing
IBMs with minimal effort.
The size of the forcing datasets used by oceanographic IBMs also limits the poten-
tial for GPU-based modeling. Many IBMs rely on high resolution circulation fields to
represent the physical environment. The circulation patterns can be most accurately
and efficiently calculated when the hydrodynamic model mesh tracks bathymetric or
density gradients. Unfortunately, these meshes also require that the coordinates of
each node and element be loaded into memory before accurate interpolation is pos-
sible, and the meshes are often too large to fit into the fast shared memory banks
on GPUs. Together with the largely random access pattern that is dependent on the
location of each particle in the mesh, local search and interpolation routines on GPUs
may result in many independent and inefficient read operations from global memory.
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Both of the above mentioned limitations on GPU-based IBM performance may
be partially alleviated through changes to the software. In the current version of our
model, the mesh nodes and elements are stored in the SOA format and are organized
to minimize the amount of memory used. That is, the nodes are stored as three arrays
that contain the 𝑥, 𝑦, and ℎ coordinates for each node, and the mesh elements are
stored as arrays containing the index of the first, second, and third node bounding each
element. As a result of this storage format, loading an element requires first reading
the the indices of the three nodes that bound it, then reading the 𝑥-coordinate and 𝑦-
coordinate of each nodes. The results of the linear regressions presented in Table 3.2
suggest that switching to the AOS format may reduce the runtime of the search
routines on the GPU. Extending this change further would involve creating a new
array to store the coordinates of all three nodes that border each element adjacent to
one another in memory. Although this change would increase the memory footprint
of the IBM, it would also reduce the bandwidth required to load the elements and
may decrease the runtime.
A more complex option to improve performance would be to decompose the mesh
into a set of smaller submeshes, each of which is small enough to fit in shared memory.
Particles may then be tracked as they transition among submeshes, and the GPU
kernels could be designed so that each kernel block processes only particles residing
on a specific submesh. Although this approach could potentially improve the GPU-
based IBM performance substantially, it would add a nearly unmanageable amount
of complexity to the code.
The most promising approach is most likely to run IBMs on both CPUs and
GPUs. Certain tasks that run efficiently on the GPU, such as the initial search to
identify the element containing each particle, could be run there. Other tasks benefit
less from GPU acceleration and could continue to be executed on the CPU. This
approach would yield much of the performance benefit of GPU-based modeling and
would result in substantially fewer modifications to existing IBMs than running the
entire model on the GPU. Overall, our results suggest that GPUs may be a useful
tool to improve IBM performance, but are unlikely to completely displace CPUs as
the primary architecture in the near future.
3.7 Code availability
The source code for our model is available at https://github.mit.edu/btjones/
nemo. Installation instructions are also available as part of that repository.
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Chapter 4
Identifying coherent geographic
regions from population connectivity
data
Abstract
Mathematical graphs are abstractions that represent discrete objects and the relation-
ships among those objects. Within marine ecology, graphs may be used to represent
the probability of larval transport among discrete geographic regions in the ocean,
and graph theory may be used to analyze the transport patterns. The development
and analysis of these graphs has recently been used in oceanography to identify im-
portant populations for conservation and to describe hydrodynamic provinces from
population connectivity data. A fundamental component of this analysis is choosing
appropriate boundaries between the geographic regions, and this discretization pro-
cess may be influenced by preconceived opinions of the researchers. One method to
address this issue is to initially discretize the study area into smaller regions than
necessary, then cluster these small regions together based on the connections between
them. The resulting larger, coherent regions can then be used for later analyses. This
study compares two different algorithms that have been separately used for marine
ecology studies and presents a techinque for generating equivalent clusters from the
different algorithms. It also extends one of the existing algorithms to consider mul-
tiple species when choosing the clusters and demonstrates the operation of this new
algorithm using 4 species that live in the Gulf of Maine. Overall, we find that the
existing algorithms identify similar clustering patterns, but the ease of relating their
parameters to ecology varies between methods. The clusters resemble published stock
structure patterns, and our new method supports hypothesized relationships between
the species.
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4.1 Introduction
Marine population connectivity, or the movement of individuals among geograph-
ically separated subpopulations, is a fundamental process that governs ecosystem
structure (Cowen and Sponaugle, 2009). Often, it is studied by discretizing the study
region into a set of discrete geographic regions, then estimating the probability that
each individual will transition from one region to another. Using this approach, it has
been possible to highlight potential avenues of species expansion (Treml et al., 2008),
identify important sites for conservation efforts (Watson et al., 2011), and hypothesize
about potential impacts of contamination events on population connectivity (Jones
et al., 2015). One of the core requirements for this approach to be successful is that
the geographic discretization process yields meaningful regions. This study focuses
on this process and examines multiple algorithms that have been used in marine ecol-
ogy to identify coherent geographic clusters from population connectivity data. We
seek to elucidate and reconcile the differences among different clustering algorithms
that have been used, demonstrate the capabilities of existing clustering algorithms,
and describe a new algorithm that permits automated inter-specific comparisons of
transport patterns.
Graph theory is the study of mathematical graphs that encode the relationships
among a set of discrete objects and has emerged as a promising technique for analyzing
population connectivity data (Baranyi et al., 2011). Each graph is composed of a set of
nodes that represent the objects and edges that represent pairwise connections among
the nodes. When applied to population connectivity, each graph node represents one
of the origin or destination sites, and the edges represent the probability that a larva
released from a particular origin will settle at a particular destination (Thomas et al.,
2014). In this case, the edges are directed so that the connection from a to b may
differ from the one from b to a, and the graph may include self-links that begin
and end at the same node. Graphs may encode the same information as and are
interchangeable with the connectivity matrices discussed in chapter 2.
A number of methods have been developed to extract ecologically relevant infor-
mation from connectivity matrices and graphs at varying levels of detail. Graph level
metrics such as the clustering coefficient, diameter, and self-recruitment rate summa-
rize properties of the graph as a whole (Baranyi et al., 2011). These metrics provide
insight into the the graph structure, scales of dispersal, and openness of the popu-
lation. Other metrics, such as the betweenness and eigenvalue centrality, highlight
individual nodes that are particularly important for maintaining connectivity or sus-
taining the population. Many of the graph and node level metrics are redundant, and
Baranyi et al. (2011) describes how a subset of them may be used to summarize many
of the graph properties. Although computing an appropriate subset of the available
summary metrics can create a concise description of the important population connec-
tivity patterns within a graph, this summary is dependent on the assumptions that
went into constructing the graph. The nodes, which represent geographic regions,
are particularly influenced by researchers’ opinions and are generally chosen based on
preconceptions of the oceanographic and ecological structure. For example, splitting
a particularly important spawning site into multiple nodes or merging it with a less
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important spawning area will downplay the importance of that site. Unfortunately,
however, understanding the properties of the nodes, not the edges, is the central focus
of population connectivity studies because resource managers may regulate the usage
of geographic areas, but the transport among them is largely driven by uncontrollable
ocean circulation patterns and species traits. Before computing the summary metrics,
it is therefore useful to ensure that the nodes have been appropriately specified.
One objective way to discretize the study domain is to compute coherent geo-
graphic regions from connectivity patterns. Efforts to identify geographic regions
that are internally well connected but largely separated from one another may be
broadly split into two categories. The first of these, manifold-based methods, seek
to identify the boundaries that exist between regions (Ser-Giacomi et al., 2015). La-
grangian coherent structures (LCS) are manifolds that move with the flow and divide
the flow into dynamically consistent regions (Haller, 2015). LCS are often computed
from the deformation and stretching of a unit cube of fluid, and may be quantitatively
described using a mathematical quantity known as the finite-time Lyapunov expo-
nent (FTLE, Shadden et al., 2005). The flux across sharply defined and well-behaved
positive forward-time FTLE surfaces is negligible, and particles released on opposite
sides of the surface may be expected to move apart over time (Shadden et al., 2005;
Harrison and Glatzmaier, 2012). Harrison et al. (2013) used an LCS-based analysis to
evaluate larval transport patterns in the California Current System. They found that
FTLE ridges are associated with filamentation and eddy-eddy interactions, and that
these features of the circulation patterns aggregate larval into dense packets. The
larval density within the packets may be up to 2 orders of magnitude greater than
release densities and are robust to larval behavior, suggesting that FTLE fields may
provide valuable insight into population connectivity patterns. Unfortunately, as we
explain further in Appendix D, computing meaningful FTLE fields can be difficult
for variable resolution circulation models.
The second type of method for identifying coherent geographic regions, set-based
methods, focuses on identifying the geographic regions themselves instead of the
boundaries between them (Ser-Giacomi et al., 2015). Fortunately, this topic, iden-
tifying coherent clusters from mathematical graphs, has recently been the subject
of great interest from multiple fields. Recent applications of clustering procedures to
mathematical graphs include diverse topics such as identifying clusters from telephone
records, examining political alliances based on politicians voting patterns, and anal-
ysis of gene regulatory networks in biology (Fortunato, 2010). Within oceanography,
clustering algorithms have recently been developed and applied to estimate circulation
patterns from observations of scalar variables (Molkenthin et al., 2016), to describe
bioregions from multiple species distributional patterns (Edler et al., 2015), and to
identify hydrodynamic provinces from population connectivity patterns (Jacobi et al.,
2012; Thomas et al., 2014; Rossi et al., 2014; Ser-Giacomi et al., 2015).
Beginning with a large number of small geographic cells, set-based methods seek
to cluster the cells together into larger coherent regions. Multiple set-based algo-
rithms are available, and each algorithm seeks to identify a clustering of graph nodes
that minimizes a predefined objective function (Rosvall and Bergstrom, 2008; Traag
et al., 2011; Schaub et al., 2012). The objective function quantifies the quality of the
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clustering, and some that have been used include modularity (Blondel et al., 2008)
and the constant Potts model (CPM) that is discussed later in subsection 4.2.2 (Traag
et al., 2011; Thomas et al., 2014). Although the details of the objective function differ
among methods, most define a good clustering as one where the density of edges that
originate and terminate in the same cluster is much higher than the density of edges
that cross between clusters (Rosvall and Bergstrom, 2008; Traag et al., 2011; Jacobi
et al., 2012). The objective functions also often include a tunable parameter that
regulates the size of the detected clusters (Jacobi et al., 2012; Thomas et al., 2014).
In subsection 4.2.1 and subsection 4.2.2, we present further details about two such
algorithms and objective functions that have been used for marine ecology research.
Jacobi et al. (2012) optimized the CPM to detect coherent geographic regions from
the results of an individual-based model (IBM) simulation for cod in the Baltic Sea.
By sweeping across a range of values for the tuning parameter, they constructed a
suite of possible clusterings with varying numbers of clusters but with similar compo-
sitions. In doing so, they found that the marine protected areas (MPAs) in the area
were not evenly distributed across the clusters, and so some subpopulations may be
better protected than others. Thomas et al. (2014) applied the CPM to identify clus-
ters from simulated data for multiple species in the Great Barrier Reef. They again
compared MPA placement against larval dispersal information, and although they
found that the MPA placement is generally higher in nearshore areas with shorter
dispersal distances, they did not directly compare the MPA placement against the
identified clusters. Other studies have used a different algorithm called Infomap to
study connectivity patterns in the Mediterranean Sea (Rossi et al., 2014; Ser-Giacomi
et al., 2015). Rossi et al. (2014) used the Infomap program to evaluate the structure of
an MPA network in the Mediterranean Sea, and Ser-Giacomi et al. (2015) built upon
their results to compare Infomap against other methods for characterizing geophysi-
cal flow transport. Rossi et al. (2014) found that the clusters identified by Infomap
are highly coherent and match the mean streamlines of the flow well, but that the
MPAs are not evenly distributed across the clusters. Ser-Giacomi et al. (2015) found
that the Infomap clusters were different from those that would result from an older
set-based method, spectral partitioning and that the Infomap clusters were less uni-
form in size and contained greater detail. Overall, the set-based methods appear to
perform well at detecting ecological clusters.
Both the manifold-based and set-based algorithms have the potential to be highly
useful for ecological studies, but some enhancements would greatly increase their
utility. Ser-Giacomi et al. (2015) compare the results of LCS, Infomap, and spec-
tral partitioning, and although they conclude that Infomap performs well, they also
note that the objective function and tuning parameter do not have a clear ecological
meaning. We seek to build upon their results by clarifying the relationship between
Infomap and ecology and by comparing the results of the Infomap and CPM-based
approaches. Finally, these approaches are limited to a single connectivity matrix, but
the marine environment is a dynamic and constantly changing environment. Even
with a common set of ocean circulation patterns, the transport patterns between
species differ. We conclude with a new algorithm that considers the dynamic envi-
ronment and inter-specific differences to simultaneously cluster nodes geographically
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into coherent clusters and among species according to the similarity in their transport
patterns.
The objectives of this study are to clarify the ecological meaning of Infomap
and CPM-based methods for identifying coherent clusters in graphs, to reconcile the
differences among these methods, explaining when and why they may be expected to
arrive at different results, and to present and demonstrate a new multigraph method
that can be used to simultaneously compare graphs while clustering the nodes within
each.
4.2 Clustering Algorithms
Consider a study system that consists of 𝑚 discrete geographic regions, and let 𝑝𝑖𝑗
be the probability of a larva that was spawned in region 𝑖 settling in region 𝑗. In
chapter 2, we represented this study system using a connectivity matrix, 𝑃 = [𝑝𝑖𝑗],
and developed a method to estimate 𝑃 from IBM output. In this chapter, we rep-
resent the system using an alternative abstraction known as a mathematical graph.
Applied to population connectivity data, each node within the graph represents a
geographic region, and each edge represents a transport probability, 𝑝𝑖𝑗. Mathemati-
cal graphs that represent population connectivity data are thus interchangeable with
and contain equivalent information to connectivity matrices. Each of the algorithms
that we describe next seek to cluster nodes together such that the nodes within each
cluster are strongly connected to one another and only weakly connected to nodes in
other clusters. Although Infomap, the modified Louvain method, and the multigraph
method all use an optimization heuristic to minimize the value of an objective func-
tion that quantifies the clustering quality, the details of the optimization heuristic
and objective function differ among them.
4.2.1 Infomap
The first algorithm that we describe, Infomap, seeks to form coherent clusters based
on the multi-generational flow of larvae through the geographic regions (Rosvall and
Bergstrom, 2008). We provide only a brief summary of Infomap here and focus on its
ecological relevance, but the full details of the algorithm are available from Rosvall
and Bergstrom (2008). Consider an individual that originates from a randomly chosen
node within the graph. Each generation, this individual produces a single offspring
that transitions to one of the other nodes based upon the transport probabilities,
and the original individual passes away. Over the course of many generations, the
descendents of the original individual follow a random path through the network that
is influenced by the transport probabilities. Infomap simulates this process for a large
number of individuals and attempts to concisely encode the paths that are followed
by each lineage. It has been long known that a Huffman code, where frequently
visited nodes are assigned short names and rarely visited nodes assigned longer names,
provides a concise encoding of the path. The novel feature of Infomap is that instead of
using globally unique identifiers for each node, Infomap uses identifiers that are unique
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within each cluster together with codewords that indicate a transition among clusters
to shorten the encoding. The size and number of identified clusters is regulated by the
Markov time, which is the number of times each individual transisitions among nodes
before including its position in the path followed by that individual. For example, the
default Markov time of 1 results in every node visited by the individual being included
in the path, a Markov time of 2 would result in every other node being included, and
a Markov time of 0.5 would result in every node being included twice. Infomap then
chooses the clustering that results in the fewest number of bits required to encode
the trajectories through the graph. This clustering may include multiple nested levels
of clusters. Rosvall and Bergstrom (2008) provide additional details about how the
clusterings are created and refined, but those details are not relevant to its ecological
application.
4.2.2 Modified Louvain Method
The second algorithm that we describe uses the CPM as an objective function and the
Louvain method as an optimization scheme (Blondel et al., 2008; Traag et al., 2011;
Thomas et al., 2014). The CPM expresses a tradeoff between the density of edges
within each cluster and the size of the clusters. Its value is given by Equation 4.1,
where 𝑝𝑐𝑐 are the transport probabilities that originate and terminate in cluster 𝑐,
𝑚𝑐 is the number of nodes in cluster 𝑐, and 𝛾 is a tuning parameter that regulates
the size and number of clusters. Under the optimal clustering, the mean connection
strength between nodes within each cluster will be at least 𝛾, and the mean connection
strength between nodes in different clusters will be no more than 𝛾 (Thomas et al.,
2014).
ℋ = −
∑︁
𝑐
𝑝𝑐𝑐 − 𝛾𝑚2𝑐 (4.1)
Although a variety of techniques could be used to optimize the value ofℋ, Thomas
et al. (2014) use the simple but effective Louvain method for their marine population
connectivity study. The Louvain method consists of two phases that are repeated
and was originally designed to optimize a different metric called modularity (Blondel
et al., 2008). Initially, each node is assigned to a unique cluster. The first phase of
the algorithm consists of iterating through the nodes and moving the nodes among
clusters to minimize the value of ℋ. Let 𝑐𝑖 be the cluster that contains node 𝑖, and
consider the change that would result in the objective function from moving this node
to the cluster containing node 𝑗, 𝑐𝑗. If the change in the objective function is negative
from this change, then setting 𝑐𝑖 to 𝑐𝑗 would improve the value of the objective
function. The Louvain method iteratively considers this movement for every node 𝑖
and cluster 𝑐𝑗, provided that the connection between nodes 𝑖 and 𝑗, 𝑝𝑖𝑗, is positive.
Once the algorithm completes one full pass through all of the nodes without any
movements, it then moves onto the second phase. During the second phase, all of the
nodes within each cluster are merged together into a single node. All of the edges
that originate from a node within cluster 𝑖 and terminate at a node in cluster 𝑗 are
summed together and used to create a single edge that connects the clusters. The
74
Graph 1
Node 1
Node 2
Node 3
Node 4
Node 5
Graph 2
Node 1
Node 2
Node 3
Node 4
Node 5
Graph 3
Node 1
Node 2
Node 3
Node 4
Node 5
Graph 4
Node 1
Node 2
Node 3
Node 4
Node 5
Figure 4-1: Four graphs, each containing the same 5 nodes, are used to demonstrate
the multigraph method. The width of each arrow indicates the strength of each edge,
and the color of each node indicates the cluster to which it belongs. Each node here
has been assigned to a unique cluster.
first phase is then repeated on the reduced size graph to generate a nested hierarchy
of clusters. Because the Louvain method as used by Thomas et al. (2014) and in
this paper is used to optimize the CPM instead of modularity, we refer to it as the
modified Louvain method.
4.2.3 Multigraph Method
Whereas the Infomap framework and Louvain method cluster the nodes within a sin-
gle graph, the multigraph method operates on multiple graphs simultaneously. In
addition to clustering the nodes within each graph, the multigraph method clusters
the graphs together into regimes based on their similarity to one another. As with
the other methods, the multigraph method is a hierarchical clustering algorithm that
results in a dendrogram. Previously, each node in the resulting dendrogram repre-
sented a cluster of graph nodes and contained only the indices of the graph nodes in
that cluster. Under the multigraph method, each dendrogram node represents both
a cluster of graph nodes and a regime of graphs that are similar to one another.
Assume that the study system consists of 𝑛 graphs, 𝐺 = {𝑔1, 𝑔2, ..., 𝑔𝑛}, and that
each graph contains 𝑚 nodes. Further, let 𝑛𝑖𝑗 be node 𝑗 in graph 𝑖, and assume that
𝑛𝑖𝑗 = 𝑛𝑘𝑗 for any 𝑖 and 𝑘. That is, the geographic regions that correspond to each node
are the same across all of the graphs, and only the edge weights differ between graphs.
To make the description of this method more concrete, we rely on a visual example
using 4 graphs with 5 nodes each. Initially each graph node is assigned to a unique
cluster within that graph, and each graph is assigned to a unique regime (Figure 4-1).
The multigraph method is an iterative algorithm that involves repeating a se-
quence of three steps until the entire sequence is completed without any further
changes to the results. Each iteration begins by executing the first phase of the
modified Louvain method on each graph. As a reminder, this process involves clus-
tering the nodes together within each graph to minimize the value of the CPM, ℋ.
The value of 𝛾 is chosen separately for each graph to generate equivalent clustering
patterns as described in subsection 4.3.2. At the end of this step, each graph con-
tains a set of clusters, and the member nodes within each cluster may differ between
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Figure 4-2: The graphs used to demonstrate the multigraph method are replotted
here after completing the first step of the multigraph method. The width of each
arrow indicates the strength of each edge, and the color of each node indicates the
cluster to which it belongs.
graphs (Figure 4-2).
The second step of the multigraph method seeks to cluster the graphs into regimes,
where each regime is a set of graphs that have similar population connectivity pat-
terns. This step occurs in two substeps. First, a distance matrix, 𝐷 = [𝑑𝑖𝑘], is
computed where each element of this matrix, 𝑑𝑖𝑘, gives a quantitative estimate of the
difference between graphs 𝑔𝑖 and 𝑔𝑘. To compute this matrix, we rely on the condition
that each graph in 𝐺 was required to have the same nodes. As a result, it is possible
to assign the clustering pattern from 𝑔𝑘 to the nodes in 𝑔𝑖 (Figure 4-3). Because the
clustering pattern for 𝑔𝑖 was chosen to minimize the value of ℋ, this projection of the
clustering pattern from 𝑔𝑘 onto 𝑔𝑖 will increase the value of ℋ for 𝑔𝑖. We set 𝑑𝑖𝑘 to
the difference between the new value of ℋ and the original value of ℋ, then normalize
the values in 𝐷 to span the range [0, 1]. This normalization assists in setting a tuning
parameter for the second substep where 𝐷 is converted to a mathematical graph and
the first phase of the Louvain method is run once on this new graph. As a result
of this procedure, the graphs themselves are clustered together into regimes. In our
example, we would find that graphs 1, 2, and 3 all belong to regime 1 and that graph
4 belongs to regime 2.
The third step of the multigraph method merges all of the graphs within each
regime into a single graph. Ideally, this merged graph would preserve both the clus-
tering patterns and edge weights of the member graphs. To meet these ideals, the
graph merge step is broken into three substeps where the first two substeps merge the
clustering patterns and the third substep merges the edge weights. It is possible that
graphs within a regime with identical clustering patterns will use different cluster ids
for each node (e.g. graphs 1 and 2 in Figure 4-2), and the first substep attempts
to rectify this issue. The graph within each regime with the most unique clusters
is treated as a reference, and the cluster ids within this graph are held constant.
The cluster ids for each other graph within the regime are renumbered to minimize
the pairwise mismatch rate between nodes in the reference graph and each other
graph (Figure 4-4). In the second substep, the member graphs of each regime are
merged into a single graph. The nodes in this graph are the same as for each member
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Figure 4-3: The edge weights for the regime clustering graph are computed by
projecting the clustering from each graph onto each other graph. The graph on the
right is formed by projecting the clusters from graph 3 onto graph 1 and would be
used to compute 𝑑13.
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Figure 4-4: In the left 3 plots, the clusters within graphs 1 and 2 have been recolored
so that they match the cluster colors from graph 3 as closely as possible. The colors
for each of these graphs were determined during the first step of the multigraph
algorithm. In the far right plot, the graphs have been merged into a regime averaged
graph.
of the regime, the cluster id for each node is chosen by a voting procedure by the
regime members, and each edge weight, 𝑝𝑖𝑗, is the mean of the corresponding 𝑝𝑖𝑗s from
the member graphs (Figure 4-4). The third substep is equivalent to the second phase
of the Louvain method. In this substep, the nodes within each cluster are merged
into a single node and the edge weights are summed across these nodes (Figure 4-5).
The three steps are then repeated on the newly formed graphs. After each itera-
tion, there are as many or fewer regimes than at the start of the iteration, and each
graph has as many or fewer clusters than at the start of the iteration. The procedure
terminates when there is only a single regime or when an iteration completes with
the same number of regimes as it started with.
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Agglomerated Graph
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Node 3
Figure 4-5: The graph on the right is formed from the graph on the left. Each cluster
was merged into a single node, and the edges for that node were summed.
4.3 Application to the Gulf of Maine
4.3.1 Biophysical Model
Each of the clustering algorithms takes one or more connectivity matrices as its input,
and we estimated the connectivity patterns using the biophysical model described
in chapter 3. The model was forced using hourly archived output from the Finite
Volume Community Ocean Model (FVCOM). FVCOM is a data-assimilative, free-
surface, 3D model that solves the finite volume form of the primitive equations on a
variable resolution mesh (Chen et al., 2006). The FVCOM output used in this study
was generated using the 3𝑟𝑑-generation mesh for the Gulf of Maine, which spans from
Cape Hatteras to Nova Scotia and represents the vertical structure using 45 𝜎-layers.
Additional details about the FVCOMmodel configuration and validation are provided
in chapter 5. In addition to the FVCOM output, we used a sediment composition
database from Poppe et al. (2005) to classify the bottom substrate as fine sand, coarse
sand, gravel, or bedrock.
The biological components of the model were developed in support of the trait-
based modeling study described later in this dissertation. We describe them in detail
in chapter 5 and highlight the most relevant aspects of them here. Briefly, we simu-
lated 4 species that span a broad range of dispersal strategies: sea scallops, haddock,
yellowtail flounder, and Atlantic herring. Whereas sea scallops and herring spawn
their young over gravel substrate, yellowtail flounder spawn over sand, and haddock
spawn over a variety of substrates. Spawning occurs in early spring for haddock, late
spring for scallops and flounder, and fall for herring. Flounder and haddock larvae
drift passively in our model, but scallop larvae actively swim towards to pycnocline,
78
and herring larvae engage in diel vertical migration. The larvae drift for periods rang-
ing from as short as 30 days for sea scallops to as long as 240 days for herring larvae
before settling. Settlement occurs as a stochastic process. The settlement probability
varies among species and is a function of water depth and bottom substrate type.
The parameters for the 4 species are listed in Appendix F, the processes are detailed
in chapter 5, and the process of parameterizing the model is presented in Appendix E.
The IBM was used to generate high resolution connectivity matrices for each of
the 4 species in 1995. Each connectivity matrix gives the transport probabilities
among 10 km x 10 km square grid cells in the Gulf of Maine and surrounding areas.
Each matrix was estimated using the procedure from chapter 2 so that each transport
probability that was at least 5% likely to be greater than 0.01 was estimated so that
the coefficient of variation was no larger than 0.1. Equivalently, using the notation
of chapter 2, we set 𝜋 = 0.05, 𝛿 = 0.01, and 𝜖 = 0.1. Particles were tracked using a
timestep of 10 minutes and the particle states were archived daily. At the end of each
timestep, particles were settled based on the output of a random number generator
and the settlement probabilities. Particles that settled were frozen in their current
position for the remainder of the simulation and the settlement time was noted.
4.3.2 Clustering
We used Infomap, the modified Louvain method, and the multigraph method to
identify coherent clusters from the connectivity data for each species. Prior studies
that have attempted to cluster population connectivity data suggest sweeping across
a range of values for the tuning parameter to explore a variety of possible cluster
counts and sizes (Jacobi et al., 2012; Thomas et al., 2014). In theory, this approach
should work well because the detected clusters will become larger and fewer as the
Markov time increases and as 𝛾 decreases. In practice however, we find that this
relationship does not necessarily hold for population connectivity data. We propose
an alternative method for parameterizing Infomap and the modified Louvain method,
and we use this method to compare and contrast the results between the clustering
algorithms.
Thomas et al. (2014) suggest that studies using the modified Louvain method
sweep across a range of values for 𝛾, and Figure 4-6 presents the results of this sweep
for our study system. At small values of 𝛾, there are few clusters, and these clusters
contain nearly all of the nodes. As 𝛾 increases, the number of clusters increases, and
the number of nodes included in these clusters decreases. At large values of 𝛾, the
number of nodes included in clusters continues to fall, but the number of clusters
declines as well. This result is expected based on the properties of the CPM. At low
values of 𝛾, many connections are larger than 𝛾, so many nodes are aggregated into
a few clusters. At high values of 𝛾, most connections are less than 𝛾, so there are few
connections strong enough to drive aggregation into clusters. These results are not
sensitive to the threshold chosen to identify non-trivial clusters.
In contrast, Infomap does not exhibit clear relationships between the number of
clusters detected and the Markov time or between the size of the detected clusters and
the Markov time (Figure 4-7). At long Markov times, Infomap generally identifies
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only a single cluster. For three of the species, the cluster contains approximately half
of the spawning nodes, and for Atlantic herring, it contains only a few nodes. As the
Markov time decreases, the number of identified clusters and number of nodes within
these clusters generally increase, but the relationships are not nearly as smooth as
for the modified Louvain method. The relationship may be moderately smoothed by
considering only clusters containing at least 10 nodes as non-trivial. However, even
the smoothed relationships are not predictable and monotonic, so setting the Markov
time based on the number or size of the clusters is unlikely to be reliable for Infomap.
An alternative metric for measuring the strength of clustering is the proportion
of edges that originate and terminate in the same cluster. Viewing each cluster as
a subpopulation, this metric is equivalent to the commonly used self-recruitment
rate in marine ecology. Previous studies that apply clustering methods to marine
population connectivity data have used this metric by definition (Thomas et al., 2014)
or referring to it as the coherence ratio (Rossi et al., 2014). For both the modified
Louvain method and Infomap, the relationship between the log-transformed value of
the tuning parameter and the coherence ratio is a sigmoid function (Figure 4-8).When
the Markov time is sufficiently small, the pathway followed by each random walker
in the Infomap algorithm effectively becomes random, and the coherence ratio jumps
to a constant value of approximately 0.7. Based on these relationships, we suggest
that researchers choose a desired coherence ratio based on the ecological goals of their
study, then compute parameters for Infomap and the modified Louvain method based
on this target value. Using this procedure, they may identify clusterings under each
method that are equivalent according to an ecologically relevant metric.
Using this approach, we identified equivalent clusters using Infomap and the mod-
ified Louvain method. Overall, the clusters identified by both methods were simi-
lar (Figure 4-9). When 𝛾 and the Markov time were chosen so that the coherence
ratio was near 0.25, the modified Louvain method identified 9 non-trivial clusters,
and Infomap identified 6 clusters. The clusters were structured similarly, except that
the modified Louvain method identified a cluster on Georges Bank and split the East-
ern Maine Coastal Current (EMCC), Bay of Fundy, and southwest of Nova Scotia
into separate clusters, but Infomap did not identify a cluster on Georges Bank and
grouped the other regions into a single cluster. When we increased 𝛾 and reduced
the Markov time so that the coherence ratio was approximately 0.50, the number of
identified clusters decreased and the size of each cluster increased. In this case, the
modified Louvain method separated Georges Bank into a unique cluster and grouped
Massachusetts Bay together with the Western Maine Coastal Current (WMCC), but
Infomap identified a unique cluster in Massachusetts Bay and grouped Georges Bank
together with southern New England (SNE). In this case, Infomap again separated
Massachusetts Bay into its own cluster with one cluster each to the north and south
of it. The modified Louvain method instead identified only two clusters and placed
the boundary between them at the approximate division between the EMCC and
WMCC. In each of our test cases, the overall patterns identified by each method were
similar, but differences between them did exist.
We also used the modified Louvain method to identify clusters for each of the
four species individually (Figure 4-10). The individual species plots revealed that the
80
0
50
10
0
15
0
Tuning parameter
# 
of
 n
on
−t
riv
ia
l c
lu
st
er
s
1e−05 1e−04 0.001 0.01 0.1
llllllllllllllllllllllllllllllllllll
llllllllll
llll
l
l
l
l
l
l
l
l
l
l
ll
lll
l
l
l
l
l
l
l
l
l
lllll
llllllllllll 0
50
0
10
00
15
00
20
00
Tuning parameter
# 
no
de
s 
in
 n
on
−t
riv
ia
l c
lu
st
er
s
1e−05 1e−04 0.001 0.01 0.1
lllllllllllllllllllllllllllllllllllllll
lllllllllllllllllllll
lll
lll
l
ll
l
lllllllllllllllllllll
0
5
10
15
Tuning parameter
# 
of
 n
on
−t
riv
ia
l c
lu
st
er
s
1e−05 1e−04 0.001 0.01 0.1
llllllllllllllllllllllllllllllllllll
lllllll
lll
ll
llll
l
l
ll
ll
l
l
l
ll
l
ll
ll
ll
lll
llll
l
l
ll
llllllllll 0
50
0
10
00
15
00
20
00
Tuning parameter
# 
no
de
s 
in
 n
on
−t
riv
ia
l c
lu
st
er
s
1e−05 1e−04 0.001 0.01 0.1
lllllllllllllllllllllllllllllllllllllll
lllllllllll
l
l
ll
l
lll
l
l
lll
llllllllllllllllllllllllllll
l Yellowtail Flounder
Sea Scallops
Haddock
Atlantic Herring
Figure 4-6: The number of non-trivial clusters (left column) and number of nodes
belonging to these clusters (right column) is plotted as a function of the tuning
parameter, 𝛾, for the modified Louvain method. A non-trivial cluster was defined as
a cluster containing at least 2 nodes in the top row and a cluster containing at least
10 nodes in the bottom row. The color and symbol used for plotting indicates the
species for which the clustering algorithm was run.
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Figure 4-7: The number of non-trivial clusters (left column) and number of nodes
belonging to these clusters (right column) is plotted as a function of the Markov time
for the Infomap algorithm. A non-trivial cluster was defined as a cluster containing
at least 2 nodes in the top row and a cluster containing at least 10 nodes in the
bottom row. The color and symbol used for plotting indicates the species for which
the clustering algorithm was run.
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Figure 4-8: The average coherence ratio across all clusters is plotted as a function
of 𝛾 for the modified Louvain method (left) and the Markov time for the Infomap
algorithm (right). The color and plotting symbol indicates the species for which the
algorithm was run.
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Figure 4-9: The clusters as identified by the modified Louvain method (top row) and
Infomap algorithm (bottom row) for yellowtail flounder are plotted. The left column
depicts clusters that were chosen to achieve a mean coherence ratio of 25%, the center
column is for 50% and the right column for 75%. Areas on land are plotted in white,
each color corresponds to a different cluster, and black areas are areas that were not
clustered together with at least one other node including water that is outside of the
study area. Spawning areas for the species are plotted in full color, and non-spawning
areas are plotted in a lighter shade.
clustering patterns differ between the species. Although the habitat requirements and
species traits for yellowtail flounder and haddock are similar, the clusters identified
for haddock are generally smaller than those for yellowtail flounder. In addition, the
modified Louvain method applied to haddock splits SNE into separate clusters for
the inner and outer shelf in the 50% coherence ratio case and places the boundary
between the two clusters at Cape Cod for the 75% coherence ratio case. For yellowtail
flounder, it does not split SNE and places the split between clusters further north.
The species that spawn exclusively over gravel have far less spawning than settlement
habitat, and the clusters are much more patchy and scattered as a result. We revisit
the spatial structuring of the clustering patterns in more detail in chapter 5.
Finally, we used the multigraph method to group the species into regimes. For each
of the three coherence ratios, we applied the multigraph method using two different
tuning parameters for the regime clustering step. The smaller value of the tuning
parameter was chosen so that three species would be joined into a single regime with
a single species excluded. This procedure resulted in tuning parameter values of 0.80,
0.70, and 0.60 for the 25%, 50%, and 75% coherence ratios. In the 25% case, Atlantic
herring was clustered separately from the others. In the other two cases, haddock was
clustered separately from the others. The regime averaged clustering patterns for the
regimes with 3 species are similar to those for the individual species, but generally
depict fewer clusters (Figure 4-11). The second tuning parameter was chosen so that
two species would cluster into a single regime, and the values used were 0.85, 0.75,
and 0.65 for the three coherence ratios. For the 25% and 50% coherence ratio cases,
83
Figure 4-10: The clusters as identified by the modified Louvain method for haddock
(top row), sea scallops (center row), and Atlantic herring (bottom row) are plotted.
The left column depicts clusters that were chosen to achieve a mean coherence ratio
of 25%, the center column is for 50% and the right column for 75%. Areas on land
are plotted in white, each color corresponds to a different cluster, and black areas are
areas that were not clustered together with at least one other node, including water
that is outside the study area. Spawning areas for the species are plotted in full color,
and non-spawning areas are plotted in a lighter shade.
the sand spawning species (yellowtail flounder and haddock) clustered together and
the gravel spawning species (sea scallops and Atlantic herring) clustered together.
In the 75% coherence ratio case, yellowtail flounder clustered together with Atlantic
herring and the other species each formed a unique regime.
4.4 Discussion
Overall, both the modified Louvain method and Infomap identify similar structuring
patterns, but the interpretation of the patterns differs between the methods. The
Infomap algorithm uses the pathway followed by random walkers through the graph to
quantify the connectivity patterns, which simulates multiple generations of movement
with time-invariant connectivity patterns and each individual producing exactly one
offspring that survives to reproduce. This process captures multiple step transitions
and weights each node according to the amount of time that it is visited. In contrast,
the CPM examines only a single level of connections and simulates the transport
process during a single generation.
84
Figure 4-11: The clustering patterns identified by the multigraph algorithm are
plotted here. In each case, three different species are included in the regime. The
tuning parameter for the individual species clustering step was specified to obtain a
coherence ratio of 25%, 50%, and 75% in the left, center, and right plots respectively.
In each case, areas on land are plotted in white, each color indicates a different cluster,
and areas depicted in black do not belong to a cluster.
Although the algorithms examine different processes, the clustering patterns that
they identify are similar. This result reassures us that the clustering patterns that
emerge are primarily driven by the underlying connectivity data, and not by the
researcher’s choice of algorithm. In most cases, most of the breaks between clusters
aligned well with stock structures that have been identified by genetic and other
studies. Van Wyngaarden et al. (2017) examined genetic differentiation among scallop
populations in the northwest Atlantic. They found that within US waters, scallops
are relatively well mixed, but that a boundary between stocks appears off the coast
of Nova Scotia. Comparing 4 sites along the Maine coast and one on Georges Bank,
Owen and Rawson (2013) found more genetic differentiation between the Georges
Bank site and the other sites than among the sites on the Maine coast. Kenchington
et al. (2006) also found that scallops on Georges Bank are distinct from those in
other regions in the Gulf of Maine. Cadrin (2010) found a similar result from an
interdisciplinary analysis of stock structure of yellowtail flounder. He concluded that
three separate stocks exist in the northeastern US waters: one around Cape Cod
and in the Gulf of Maine, a second on Georges Bank, and a third for southern New
England and the Mid-Atlantic region. Our results followed a similar pattern, and one
of the prominent boundaries between clusters that remained even at higher coherence
ratios was between the Maine Coastal Current and southern New England.
Although the results from the different clustering algorithms were similar, there
were some differences between them. Most notably, the modified Louvain method was
more likely to identify a cluster on Georges Bank, and Infomap was more likely to
identify one in Massachusetts Bay. One potential hypothesis for why this difference
emerges is that Massachusetts Bay is likely a transitory location that receives particles
from the Maine Coastal Current and disperses particles to SNE. Because Infomap
simulates random walkers that visit multiple nodes, keeping the node names short for
transition nodes is important to minimizing the objective function. If Massachusetts
Bay is indeed a transition cluster that links other regions, then one way to optimize
the the objective function would be create a small cluster with all short node names.
Georges Bank is along the edge of the domain and less likely to be a transition
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cluster between nodes. The modified Louvain method only considers single step
connections, and so it is more likely to cluster Massachusetts Bay with the region
to which it is more strongly connected (i.e. include it in either the Maine Coastal
Current or SNE cluster). This hypothesis could be tested by computing the graph
theoretic metrics betweenness centrality and eigenvalue centrality for each cluster.
Clusters that are frequently visited by Infomap walkers would have high values of
either metric. Unfortunately, this hypothesis was not supported by computing the
centrality metrics, so additional research into this topic may be warranted.
Our model simulated dispersal using a simplified representation of transport dur-
ing the larval phase, which excludes other processes that may be important in deter-
mining transport patterns. One of the differences between our study and prior ones
that apply Infomap or the modified Louvain method to population connectivity data
is that our species may have different spawning and settlement sites. When comput-
ing the connectivity matrices, we estimated movement from settlement to spawning
sites by assuming that particles are equally likely to move to any spawning site. We
tested the sensitivity of the clustering algorithms to this assumption and found that it
did not substantially change the results for most of the species. However, for Atlantic
herring, this assumption resulted in odd clustering patterns. In particular, for the
threshold chosen to result in a 50% coherence ratio, the boundaries between clusters
were straight vertical lines in many cases (Figure 4-10). These odd boundaries most
likely occurred because many of the 10 km x 10 km grid cells are settlement sites
only for this species, so all of the transport probabilities originating from these cells
were filled with an identical value. Each of these cells therefore contain highly similar
transport probabilities and are treated nearly identically by the clustering algorithm.
As a result, the boundary between clusters was predominantly driven by the order
in which the cells were processed by the clustering algorithm for Atlantic herring,
and the cells that were processed around the same time would be more likely to be
placed in the same cluster than those processed later. Our algorithm processes the
cells in columns moving from south to north before moving onto the next column,
so the boundaries between clusters are aligned between columns. Because 32%, 84%,
and 92% of the cells where settlement took place were also spawning sites for scal-
lops, flounder, and haddock respectively, versus 18% for herring, this issue did not
impact the results for flounder and haddock and had less severe impacts on scallops
than herring. One promising approach to alleviate this issue would be to estimate
juvenile and adult movement patterns from field data, then use these estimates to
compute a connectivity matrix for the full life cycle. In addition, we excluded or
simplified processes such as growth, predation, and directed swimming, which may
alter the transport patterns during the larval stage (Cowen et al., 2000; Paris et al.,
2007; Petrik et al., 2014).
The multigraph method appears to do a good job of identifying which clustering
patterns are most similar to one another and of maintaining the overall spatial pat-
terns for each regime while averaging clustering patterns among the member species.
Although the multigraph method was originally designed to consider the connectiv-
ity patterns from many species or from the same species during different years, our
analysis here only considered 4 species during a single year. This restricted com-
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parison allowed us to visually compare the clustering patterns from the individual
species analyses against those from the multigraph method and assess the ability of
the multigraph method. We look forward to exploiting the full potential of the multi-
graph method in the future using a sufficiently large number of species that visual
comparisons alone would not be practical. Chapter 5 presents one such use.
Although we only examined the first level of clustering here, all three clustering
algorithms result in a nested hierarchy of clusters. As with the Louvain method on
which they are based, both the modified Louvain method and multigraph method
result in few nested levels (Blondel et al., 2008). In our case, all three algorithms
generally produced at most three levels of clusters.
Overall, we found that the three clustering algorithms give similar but not identical
results. For single species studies, we suggest the use of both the modified Louvain
method and Infomap together. Although the resulting patterns will likely be similar
from both methods, the computational cost of the clustering algorithms is trivial
compared to the cost of running a biophysical model, and differences in the results
between algorithms may highlight areas that warrant further investigation. For multi-
species studies, our multigraph algorithm is an effective way to compare clustering
patterns among species. Although we developed it by extending the modified Louvain
method, it could easily be modified to use other clustering algorithms (e.g. Infomap)
as well.
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Chapter 5
Trait-based modeling
Abstract
Identifying the drivers of population connectivity is a key component of understanding
ecosystem function and predicting how it may respond to environmental perturba-
tions. For many marine species, population connectivity is primarily influenced by
the dispersal that occurs during a pelagic larval phase. The Gulf of Maine ecosystem
contains a variety of species that exhibit a diverse set of larval dispersal strategies,
and this study seeks to simulate many of these strategies. We develop a generalized
representation of larval dispersal, and parameterize it to represent 4 real-world and
100 artificially generated species. Based on the output from the model, we find that
the species traits responsible for determining the spawning and settlement habitat
requirements are most influential for regulating larval dispersal success and patterns.
We conclude with the recommendation that future work examine how these traits
may be influenced by environmental variability.
5.1 Introduction
The marine ecosystem includes a complex and dynamic set of inter-related processes
that vary in space, time, and between species. Spatial variability emerges both from
geographic variability in fundamental processes such as growth, mortality, and re-
production and from the movement of individuals among geographically separated
subpopulations (Cowen and Sponaugle, 2009). This movement is known as popula-
tion connectivity, and for many marine species, it is largely controlled by a pelagic
larval stage (Cowen and Sponaugle, 2009; Pineda et al., 2007). Temporal variabil-
ity in population connectivity patterns results from fluctuations in environmental
conditions, food availability, and circulation patterns among other processes (Cowen
and Sponaugle, 2009). Because each species has a unique combination of spawning
patterns, larval traits, and settlement requirements, the impact of these fluctuations
may vary among species. Trait-based modeling (TBM) is a framework that seeks to
understand how the individual traits that define each species interact with the biotic
and abiotic environment to regulate ecological processes, including population con-
nectivity (Barton et al., 2013). This chapter describes the application of trait-based
89
modeling to better understand how environmental conditions and life history traits
interact to shape larval dispersal patterns in the Gulf of Maine and surrounding areas.
Larval dispersal patterns emerge from the complex interactions between individ-
ual larvae and the physical environment that they inhabit. Although the dispersal
patterns are strongly driven by ocean circulation patterns, the traits that define each
species also exhibit substantial influence over them. At the beginning of the disper-
sal stage, the distribution of spawning intensity in time and space determines the
environmental conditions and circulation patterns to which their larvae are exposed,
and the overall spawning strategy varies widely between species. Some species, such
as the sea scallop Placopecten magellanicus, spawn within a short window of time
following an environmental cue, presumably to expose all of their larvae to a favor-
able set of environmental conditions (Posgay and Norman, 1958; Hart and Chute,
2004). Other species such as haddock, Melanogrammus aeglefinus, spawn over a pe-
riod of months (Cargnelli et al., 1999a). Haddock spawning takes place in the spring
roughly in accordance with the spring phytoplankton bloom, but the months long
window hedges against slightly mistiming spawning. However, it also exposes larvae
to a range of food conditions and circulation patterns, some of which may be more or
less favorable to successful survival and dispersal. Continuous spawning throughout
the year is largely restricted to tropical species in locations without strong seasonal
differences in environmental conditions.
Spatially, spawning may be restricted by adult habitat needs, the location of
spawning aggregations, or requirements for egg survival. Sedentary species such as
scallops do not travel long distances to spawn, and so spawning is restricted to habi-
tat that is suitable for adult survival and reproduction. In contrast, Atlantic herring,
Clupea harangus, are highly migratory fish that spawn demersal eggs over gravel sub-
strates because the bottom roughness helps to retain the eggs until they hatch (Reid
et al., 1999). Within our study region, many of the most important spawning areas
lie on Georges Bank or in the Great South Channel, and a number of studies have
examined the processes that lead to successful dispersal for larval spawned within
this region. Tian et al. (2009a) simulated the dispersal of fall spawned sea scallop
larvae from Georges Bank over an 11 year period from 1995-2005. They found that
many of the larvae spawned between the 60 m and 100 m isobaths were retained
over Georges Bank, and that 1995 was a particularly strong year for retention in the
area (Tian et al., 2009a). Ultimately, they concluded that scallop dispersal is primar-
ily determined by the circulation patterns and locations of spawning populations, and
that the strong tidal mixing recirculation was a major reason for the strong retention
during 1995. Gilbert et al. (2010) also simulated the dispersal of sea scallop larvae
from Georges Bank, but concluded that spring spawned larvae were less likely to be
retained than fall spawned ones and that pycnocline-seeking behavior increased the
likelihood of retention. Boucher et al. (2013) investigated retention of haddock on
Georges Bank during the period from 1995 through 2009. They found that reten-
tion during 1995 was above average, but not the highest observed during their study
period.
Once larvae enter the water column, their interactions with the physical environ-
ment, predators, and prey determine their dispersal patterns. At least initially, marine
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larvae are planktonic organisms that drift passively with ocean currents (Cowen and
Sponaugle, 2009). Pelagic larval duration (PLD), or the amount of time that a larva
spends in the water column before recruiting to a settlement site, has been identified
as one of the most important determinants of dispersal patterns. Because marine lar-
vae are primarily transported by ocean currents and the PLD is the time that larvae
are exposed to these currents, PLD regulates the maximum distance that larvae may
be dispersed (Shanks et al., 2003; Shanks, 2009). As a result, species with longer
PLDs tend to be better connected over greater spatial scales and coherent clusters
of habitat sites are larger for these species (Thomas et al., 2014; Ser-Giacomi et al.,
2015).
However, an increasing amount of evidence shows that many marine larvae may
substantially influence their dispersal patterns by swimming in either the horizontal
or vertical directions (Paris et al., 2007; Staaterman et al., 2012; Staaterman and
Paris, 2014). Diel vertical migration (DVM) is a commonly observed pattern where
planktonic organisms rise to the surface at night, then sink to deeper depths during
the day. DVM may be a mechanism to find prey at night and avoid predation dur-
ing the day when light allows predators to see better at the surface, or it may be a
retention mechanism that helps larvae remain in the vicinity of suitable settlement
habitat (Stephenson and Power, 1988). Some larvae may also be able to sense the
location of suitable settlement habitat and swim horizontally towards it later in their
development (Dixson et al., 2008, 2011). Prior studies examining vertical movements
within our study region have found that the impacts of swimming vary geographically
and between species. Boucher et al. (2013) found that haddock larvae advected in
2-dimensions were least likely to be retained on Georges Bank when released at the
surface of the water and that 3D transport increased retention. Churchill et al. (2011)
found that dispersal success for cod larvae released in the western Gulf of Maine and
tracked at 2.5 m water depth was strongly tied to the presence of downwelling condi-
tions. Introducing DVM and pycnocline-seeking behavior has generally increased the
proportion of larvae that successfully settle in prior studies. Churchill et al. (2011)
found that DVM behavior increased transport success rates over a multi-year times-
pan, and Gilbert et al. (2010) found that pycnocline-seeking behavior increased larval
retention. However, Gilbert et al. (2010) also found that the impacts of swimming
varied geographically. In addition to the behaviors that we have listed here, there are
a variety of others. The intensity and associated stimuli for each behavior may also
change as each larva develops, and modeling swimming behavior may include a large
number of highly species specific parameters.
As larvae transition out of the water column, habitat requirements restrict where
larvae may settle. Many tropical larvae live their adult lives on coral reefs that
punctuate an otherwise unsuitable oceanic environment. In this case, the settlement
requirements are simple; larvae simply must return within a certain distance from
a coral reef. However, the definition of suitable settlement habitat for the conti-
nental shelf of temperate regions is less clear. Habitat suitability in these regions
is determined by a variety of factors, including water temperature, bathymetry, and
substrate type. Recently, multiple studies have observed northward shifts in species
distributions and tied these shifts to ocean warming and thermal tolerances (Perry
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et al., 2005; Nye et al., 2009).
Finally, when using IBMs to simulate larval dispersal, the configuration of the
model itself may influence the results. Previous studies have both compared different
configurations of the same physical models to explore the impact of the inclusion or
exclusion of physical processes on larval dispersal and compared different hydrody-
namic models for a single region. Tian et al. (2009c) simulated scallop larval dispersal
from Georges Bank using three different configurations of the same hydrodynamic
model and found that models based on the residual flow or relying on a weak non-
linearity assumption did not adequately represent the complex circulation patterns
in the region. They suggest that studies in this region use fully non-linear hydrody-
namic models driven by spatially realistic and time-varying forcing fields (Tian et al.,
2009c). Hufnagl et al. (2017) recently compared IBM simulations of larval dispersal
using 11 different hydrodynamic models of the North Sea and found high variability
between the models. Ultimately, they concluded that the interannual trends in pop-
ulation connectivity patterns were similar between models, but the absolute values
for each year differed widely. Therefore, in order to accurately and systematically
explore how the traits that define each species influence dispersal patterns, a frame-
work that simulates many species using the same modeling environment is necessary.
Trait-based modeling (TBM) provides this framework.
Trait-based modeling involves defining a set of virtual species by specifying com-
binations of life history traits for each, then using a simulation to evaluate how the
traits and the interactions between them determine ecological processes and ecosys-
tem structure (Barton et al., 2013). In contrast to targeted studies that faithfully
represent the details of a few study species, TBM studies often use a more restricted
set of traits to represent a variety of species (Barton et al., 2013). The parameter val-
ues for each trait may be chosen from a limited range of plausible values for species in
the region. Although the simplified representation used by TBM studies may provide
a less accurate portrayal of connectivity patterns for any given species, it facilitates
quantitative analysis of the role of individual traits in determining connectivity pat-
terns and allows a thorough exploration of the trait space. The computational species
in this exploration may be representative of real-world species or may be completely
abnormal for the region. As a result, TBM studies may highlight both successful
and unsuccessful dispersal strategies. The TBM framework has been successfully
used for simulating phytoplankton (Follows et al., 2007; Ward et al., 2014), copepod
community structure (Maps et al., 2012), and larval fish transport Treml et al. (2015).
Using a trait-based model, this study seeks to answer the following two questions.
First, which traits and combinations of traits result in a high probability of successful
dispersal. Specifically, we seek to identify traits that are generally associated with high
success rates, regardless of the other trait parameters exhibited by the species. Species
that exhibit these traits are less likely to be strongly impacted by environmental
changes. Conversely, species with traits that are successful only in association with
certain environmental conditions or other traits are more likely to experience changes
to their dispersal patterns or success rates with environmental changes. We expect
that species with a short PLD or with spawning that is broadly distributed in time
and space will exhibit success rates and dispersal patterns that are only minimally
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impacted by environmental conditions and other traits. In contrast, we expect that
species with restricted spawning distributions and long PLDs will require specific
larval behaviors to be retained over suitable settlement habitat and will be more
sensitive to the spawning time and location.
Second, we seek to identify how the traits exhibited by each species influence
subpopulation structure. This analysis includes two parts. First, we seek to identify
coherent geographic regions from the population connectivity data. Second, we seek
to identify which of these regions are most important for maintaining connectivity
throughout the region. We expect that long PLD, broadly distributed spawning in
time and space, and minimal or no larval behavior will result in fewer, larger regions.
These populations will likely contain a greater diversity of habitat types, including
both source and sink regions and more varied bathymetric and circulation features.
The Gulf of Maine is a diverse ecosystem with a variety of successful dispersal strate-
gies, and we explore these questions there.
5.2 Methods
We simulated the dispersal of marine larvae in the Gulf of Maine and surrounding
areas using a coupled biological-physical model. Our model uses archived output
from the Finite Volume Community Ocean Model (FVCOM, Chen et al., 2006) to
represent the physical environment. Within this environment, we used the individual-
based model IBM from chapter 3 to simulate larval transport in the Gulf of Maine and
surrounding areas. We then summarized the dispersal patterns using the multigraph
clustering algorithm from chapter 4. This study focused on the year 1995, which
was chosen to be representative of a typical year for the Gulf of Maine based on the
analysis in Li et al. (2014).
5.2.1 Physical environment
FVCOM is a data assimilative, free-surface model that solves the finite volume form
of the primitive equations on a variable resolution triangular mesh. The output that
we used relies on the 3𝑟𝑑-generation mesh for the Gulf of Maine, which spans the
region from Cape Hatteras to Nova Scotia with 48451 vertices and 90415 triangular
elements (Figure 5-1). Velocity vectors are produced at the center of each element
and are archived hourly, and the elements smoothly transition in horizontal resolution
from 200 m near the coast and over steep bathymetry to 15 km in the central Gulf
of Maine. Vertical structure was represented using a 𝜎-coordinate system with 45
layers. FVCOM is forced with the tidal elevation at the open boundary and with
surface momentum, heat, and moisture fluxes at the surface using output from the
MM5 atmospheric model (Sun et al., 2013). Time stepping is accomplished using a
modified 4𝑡ℎ-order explicit Runge-Kutta scheme (Cowles, 2008). This configuration
has been extensively validated against observed data for the region (Chen et al.,
2005, 2006; Cowles et al., 2008; Sun et al., 2013, 2016) and has been used to simulate
ecological processes for a variety of marine species (Huret et al., 2007; Tian et al.,
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Figure 5-1: The Gulf of Maine and surrounding areas as represented by our model are
plotted here. The background color indicates the bathymetry in meters. The white
mesh overlaid on the water is the mesh used by FVCOM, and the black mesh is the
10 km x 10 km mesh used for calculating the connectivity matrix. Some important
areas are noted in red text.
2009a; Boucher et al., 2013). In addition to the output from FVCOM, a sediment
composition database from Poppe et al. (2005) was used to classify each FVCOM
mesh element as fine sand, coarse sand, gravel, or bedrock (Figure 5-2).
5.2.2 Particle-tracking model
The proximate goal of the larval dispersal simulation was to estimate a connectivity
matrix for each of the species under consideration. The connectivity matrices were
computed using a regular 10 km grid to define the origins and destinations (Fig-
ure 5-1), and the sequential Bayesian procedure from chapter 2 was used to ensure
convergence. We sought to estimate each transport probability that was at least 5%
likely to be greater than 0.01 such that the coefficient of variation was no larger than
0.1. Equivalently in the notation of chapter 2, we set 𝜋 = 0.05, 𝛿 = 0.01, and 𝜖 = 0.1.
All of the larval simulations were completed using the individual-based model
(IBM) described in chapter 3. To briefly summarize, this model linearly interpo-
lates environmental properties in both time and space, then uses a modified 4𝑡ℎ order
Runge-Kutta algorithm and fixed timestep to compute the particle trajectories. For
this study, we used a 10 minute timestep after testing that shorter timesteps did not
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Figure 5-2: The Gulf of Maine and surrounding areas as represented by our model
are plotted here. The color of each FVCOM element represents the substrate type
for that element.
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appreciably change the resulting trajectories. The spawning time and location for
each particle were randomly drawn from the specified distributions for the species.
The specification for the distribution of spawning time is discussed in subsection 5.2.3,
and the distribution of spawning locations was uniform across all of the suitable habi-
tat for the species within each 10 km by 10 km spawning cell. The trajectory of each
particle was then integrated without including horizontal or vertical diffusion, but
potentially including one of the vertical swimming behaviors described in subsec-
tion 5.2.3. Each species was assigned a unique, but fixed, pelagic larval duration
(PLD) and competency window (CW), and larvae were eligible to settle beginning at
PLD days age and ending CW days later. Settlement was modeled a probabilitistic
process. At each timestep, larvae over suitable habitat settled with a fixed proba-
bility, and this probability was chosen so that a larva over suitable habitat for its
entire CW had a 99% probability of settlement. The 99% probability was chosen to
be large enough so that most of the particles eligible for settlement would settle, but
small enough so that particles would not always settle immediately upon encounter-
ing suitable habitat. Allowing particles to transition over suitable habitat without
settling was a necessary component of implementing settlement habitat preferences
whereby a larva may be more likely to settle on some substrates than others. When
each particle settled, it no longer moved for the remainder of the simulation and the
time of settlement was noted.
5.2.3 Biological model
Our biological model is a generalized representation of marine larvae that can be
parameterized to represent many species and includes the traits that we believe are
most likely to influence larval dispersal in the Gulf of Maine. For this analysis, we
simulated 4 real-world species and 100 artificially generated species that represent
a diversity of life history strategies. The four real-world species are sea scallops,
Atlantic herring, yellowtail flounder (Pleuronectes ferruginea), and haddock. The
sea scallop is a benthic, bivalve species with a moderate length PLD and active
vertical swimming behavior (Tian et al., 2009a; Gilbert et al., 2010). Although both
spring and fall spawning has been recorded in our study area, we only simulate spring
spawning (Hart and Chute, 2004; Gilbert et al., 2010). Atlantic herring larvae also
swim vertically, but spawning occurs throughout the fall, the PLD is much longer, and
juveniles recruit directly into the pelagic environment (Reid et al., 1999; Stephenson
and Power, 1988). Whereas both scallops and herring spawn preferentially over gravel
substrates and have behaviorally active larvae, the other two study species spawn over
sand or a variety of habitat types and their larvae drift more passively (Reid et al.,
1999; Cargnelli et al., 1999a; Johnson et al., 1999; Hart and Chute, 2004). Yellowtail
flounder are more likely to be found over sandy bottoms, and haddock live over a
variety of habitat types (Johnson et al., 1999; Cargnelli et al., 1999a). Overall, these
four species exhibit 4 different reproductive strategies that are all successful in the
Gulf of Maine.
The traits that we include in our model may be broadly split into spawning, larval,
and settlement traits. We modeled spawning intensity as normally distributed in time
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and restricted spawning locations based upon water depth and bottom substrate type.
Haddock were modeled to spawn on 15 Mar±21 days (mean ± std. dev. ) scallops on
15 May±7 days, flounder on 15 May±21 days, and herring on 15 Oct±21 days. All
four species spawn over shallow banks and shelves, but the preferred bottom substrate
varies by species. Both flounder and scallops were restricted to spawn in water less
than 100 m depth, but scallops spawned only over gravel and flounder only over sand.
These preferred substrates were chosen based upon the substrates where adults live.
Haddock were likewise depth restricted to 90 m, but were allowed to spawn over either
gravel or sand. Herring are a drastically different species from the other three in that
they are pelagic and highly mobile, but migrate to spawning grounds. Presumably
because they spawn demersal eggs and increased bottom rugosity helps prevent the
eggs from washing away, herring spawn over gravel substrates in less than 80 m deep
water. After spawning, each larva is advected for a species specific PLD, and in
the case of scallop and herring, swims vertically towards a variable target depth.
Scallop larvae actively swim towards the pycnocline where their food aggregates,
which in the case of this study, was approximated by the mixed layer depth. The diel
vertical migrations undertaken by herring larvae were simulated using the movement
formulation from Zakardjian et al. (1999) and approximate depths from Stephenson
and Power (1988). Finally, settlement was implemented as a probabilistic process as
described above, and the origin site, destination site, and location of each particle were
recorded every 6 hours. The parameters for each species are listed in Appendix F,
and the process of choosing these four species is presented in Appendix E.
In addition to the 4 real-world species discussed above, we generated 100 artifi-
cial species. The parameters for these species were generated by randomly sampling
from the range of plausible values for species in the Gulf of Maine. The process of
generating distributions of plausible distributions for each trait is presented in Ap-
pendix E and the parameters for each species are reported in Appendix F. Although
the sheer number of possible trait combinations makes it impossible to comprehen-
sively evaluate the trait space, these randomly generated species provide insight into
how individual traits and combinations of traits influence larval dispersal success rates
and subpopulation structure.
5.2.4 Analysis
We computed 104 connectivity matrices 𝑃𝑠 and analyzed these matrices to assess the
drivers of both dispersal success and the spatial patterns of dispersal in the Gulf of
Maine. Each element 𝑝𝑠,𝑖𝑗 of 𝑃𝑠 gives the likelihood that a larva of species 𝑠 that was
released from origin cell 𝑖 will settle in destination cell 𝑗.
To provide a baseline against which individual species can be compared, we first
computed general statistics that summarize the number of larvae simulated for each
species, likelihood of success for each larva, and expected destination for each larva.
Because the simulations were configured to ensure convergence based on the algorithm
from chapter 2, the distribution of particle releases was not uniform geographically or
across species. To avoid potential biases from this property, we first normalized the
connectivity matrices based on the assumptions that spawning intensity is uniform
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across all suitable habitat for each species and that each species should be given equal
weight in the analysis.
To identify the role of each trait in determining dispersal success, we used a re-
gression analysis. Our regression model attempted to predict the proportion of larvae
that would successfully settle for each species as a function of the trait parameters for
that species. Visual inspection of the results revealed that some of the traits did not
directly or linearly correlate with dispersal success, so we synthesized additional pre-
dictors that may be more meaningful. The maximum spawning and settlement depths
for each species were drawn from lognormal distributions, so we log transformed those
variables before using them. Dispersal success also showed an annual pattern, so we
cosine transformed the mean spawning time for each species. The spawning time was
originally expressed as the number of days since 1 Jan 1995. Finally, we computed
the standard deviation of the settlement probability on gravel, coarse sand, and fine
sand for each species. Because these settlement probabilities sum to 1, large values of
this variable indicate strong preferences for a specific substrate type. The regression
model was fitted using an ad hoc step up approach. Beginning with a regression that
contained no predictor variables, we added the single predictor variable that showed
the strongest relationship with the residual variance based on visual inspection. We
repeated this process until there no longer appeared to be any relationships between
the residual variance and any unused predictor variables or combinations of predictor
variables.
To examine geographic structure in the connectivity patterns, we applied the
multigraph clustering algorithm from chapter 4. The multigraph algorithm attempts
to identify coherent geographic clusters from multiple graphs, where each graph repre-
sents the population connectivity patterns for a given species. In addition, it clusters
the graphs together based upon the similarity in clustering patterns between each pair
of graphs. It operates using two tuning parameters: 𝛾, which regulates the number
and size of the geographic clusters for each species, and 𝜒, which regulates the num-
ber and size of the regimes when the species are clustered together. For this study,
we chose three values of 𝛾 for each species so that each choice of 𝛾 would result in a
target coherence ratio. The coherence ratio is the sum of all 𝑝𝑠,𝑖𝑗 that originate and
terminate in the same cluster divided by the sum of all 𝑝𝑠,𝑖𝑗 for that species. The
values of 𝛾 were chosen so that the coherence ratio would be 0.25, 0.5, and 0.75. For
each target coherence ratio, we swept across a range of values for 𝜒 to explore how the
species clustered together. Finally, we used the rpart function in R (R Core Team,
2016) to fit a classification tree that predicted the regime identity for each species
based on the traits exhibited by that species.
Finally, as a brief sensitivity analysis to consider one possible impact of climate
on our results, we explored how the overall probability of dispersal success and the
results of the linear regression analysis would change if we excluded the southernmost
10% and 25% of the spawning cells for each species. For this sensitivity analysis,
we removed any particles that were spawned within the southernmost cells from the
results, and assumed that any particles that settled within these cells would not have
otherwise settled. This procedure is not strictly accurate because the particles which
settled in the southernmost cells may have otherwise moved north again and settled
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Figure 5-3: Left: This histogram depicts the probability that a larva will successfully
settle for each species. The height of each bar indicates the number of species with a
success rate contained within that bin. The red line is the probability density function
for a normal distribution that was fitted to the data. Right: This histogram depicts
the probability that a larva will successfully settle in the same 10x10 km grid cell
where it was released for each species. The height of each bar indicates the number
of species with a self-recruitment rate contained within that bin. The red line is the
probability density function for a normal distribution that was fitted to the data.
elsewhere. However, the dominant flow direction at the southern range of our domain
is towards the south, so this procedure gives a good initial approximation of the
potential effect from northward species range contractions.
5.3 Results
Overall, we simulated a total of 959 million larvae. However, these larvae were not
uniformly distributed across the 104 species, and were instead chosen to satisfy the
termination criterion of the procedure from chapter 2. The number of larvae for each
species ranges from a minimum of 1 million larvae to a maximum of 36 million larvae.
The distribution of dispersal success rates for each species may be approximated by
a truncated normal distribution with mean 43.63% and standard deviation 13.06%
(Figure 5-3). The self-recruitment rate for each species is the mean proportion of
particles that settled in the 10 km by 10 km grid cell where they were spawned
averaged across all grid cells. For our study, the self-recruitment rates were mostly
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Figure 5-4: The probability of a particle being lost to the open ocean (far left),
Mid-Atlantic Bight (center left), Scotian Shelf (center right), or unsuitable habitat
within the study area (far right) is plotted here. The height of each bin indicates
the number of species for which the probability of loss, given that a particle did not
settle, falls into the indicated bin.
below 1% and ranged from less than 0.1% to 1.25%. The median dispersal distance
for successful particles for each species was 125±46 km (mean±std. dev), so the low
self-recruitment rates are unsurprising. Larvae that did not successfully settle may
have moved offshore out of suitable habitat, south past the Hudson Canyon and out
of the study area, north into the Scotian Shelf and out of the study area, or have
remained within the study area but not found suitable habitat. For many of the
species, unsuccessful larval settlement was most strongly driven by washout to the
Mid-Atlantic Bight (Figure 5-4). A substantial number of larvae also remained within
the Gulf of Maine area but were not over suitable settlement habitat, which suggests
that retention of larvae near the spawning region alone is not sufficient to ensure
successful dispersal. As could be expected from the regional circulation patterns,
very few larvae moved north onto the Scotian Shelf.
5.3.1 Trait influences on dispersal success
In order to explain how the species traits determine the dispersal success rates, we
fit a linear regression model. Overall, this model explained 62% of the inter-specific
variability in larval success rates (Table 5.1) using 5 of the species traits together with
1 additional feature that we synthesized from these traits. Three of the species traits
were used directly in the regression model, including the vertical swimming behavior,
the spawning substrate, and the minimum PLD length. The cosine-transformed mean
spawning date and log-transformed maximum settlement depth were also included in
the model. The final predictor variable for our model was the the standard deviation
of the settlement probabilities for fine sand, coarse sand, and gravel for each species.
The two most influential predictor variables were the vertical swimming behavior and
spawning habitat, and a regression using these two variables alone predicted 44%
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Coefficient Estimate Std. Error t-value Pr(>|t|)
Intercept 0.2980160 0.0851619 0.000715 3.499 ***
Gravel only spawning 0.0799935 0.0203620 3.929 0.000163 ***
Sand only spawning -0.0034063 0.0205311 -0.166 0.868585
Surface-tracking -0.1728278 0.0228729 -7.556 2.70e-11 ***
Pycnocline-seeking 0.0307545 0.0222325 1.383 0.169844
DVM Behavior -0.0104130 0.0228424 -0.456 0.649539
cos(mean spawning time) 0.0362392 0.0115678 3.133 0.002309 **
log10(max settlement depth) 0.1779067 0.0411789 4.320 3.86e-05 ***
Minimum PLD -0.0021059 0.0005814 -3.622 0.000474 ***
Std. dev in settlement probs -0.3015379 0.0695159 -4.338 3.62e-05 ***
Table 5.1: The fitted coefficients for a linear regression that attempts to predict
the probability of larval settlement success are reported here. The regression was fit
treating each species as an independent observation. * indicates significance at the
0.05 level, ** at the 0.01 level, and *** at the 0.001 level.
of the variability in the settlement probabilities. Relative to passively dispersing
particles, surface-tracking particles were 17.3±2.28% less likely to successfully settle.
Species that spawned over gravel only were predicted to have dispersal success rates
8.0±2.00% higher than species that spawned over either gravel or sand. The other
spawning habitats and swimming behaviors had non-significant impacts in the model.
Unsurprisingly, species with a greater maximum settlement depth, shorter PLD, or
more uniform settlement habitat preferences were predicted to have higher success
rates. The coefficients for all of the predictor variables are reported in Table 5.1. Al-
though we examined the possibility of including interaction terms between variables,
doing so did not improve the quality of the fit so they were not included in the final
model.
5.3.2 Geographic structure
To explore how the species traits give rise to geographic structure, we applied the
multigraph clustering algorithm using three different sets of values for the tuning
parameter 𝛾 and sweeping across a range of values for 𝜒. Regardless of how 𝛾 was
specified, the number of regimes increased from 1 when 𝛾 was small to 104 when
𝛾 was large (Figure 5-5). The value of 𝜒 at which multiple regimes formed varied
between the choices of coherence ratio, indicating that the clusters identified by the
larger coherence ratios were more similar between species than those for the smaller
coherence ratios. The result reflects that the broad scale dispersal patterns are more
strongly driven by circulation patterns, but the fine scale details may be more strongly
influenced by species traits. The distribution of species between regimes was highly
uneven and most species were included in only a few large regimes. This feature
was particularly apparent when there were only a few regimes, the largest regime
contained most of the species.
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Figure 5-5: The number of regimes identified by the multigraph algorithm is plotted
as a function of the tuning parameter, 𝜒. The color of each line indicates the coherence
ratio that was used to choose 𝛾. The values of 𝜒 tested span from 0.30 to 0.97 with
a uniform spacing of 0.01.
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We chose two values of 𝜒 for the 75% coherence ratio case and examined the
regimes in detail to better understand how species traits influence the clustering
patterns at broad spatial scales. The first value chosen, 𝜒 = 0.69, resulted in 4 regimes
and was chosen to highlight the traits the resulted in vast differences between the
clustering patterns. The largest regime contained 73 of the 104 species and resulted
in a single cluster that contained nearly all of the spawning habitat (Figure 5-6). A
second regime containing 25 species identified one large cluster containing Southern
New England (SNE) and Georges Bank (GB), two smaller ones containing the New
England coast and the Canadian coast, and a fourth along the shelf break of SNE.
Two smaller regimes containing 2 and 4 species also emerged.
The second value chosen, 𝜒 = 0.73, resulted in 14 regimes, many of which con-
tained only one or a few species (Figure 5-7). This value was chosen to provide
detail into the traits that result in specific boundaries between clusters. For instance,
regimes 8 and 14 both contain a single cluster that encompasses nearly the entire
spawning area for the species. However, whereas the cluster for regime 14 includes
Cape Cod Bay and the waters south and east of Long Island, the cluster for regime
8 does not include the areas off of Long Island and Cape Cod Bay forms a separate
cluster. Likewise, regimes 3, 5, 9, and 10 all depict clustering patterns with two
large clusters. The break between these clusters for regimes 5 and 10 occurs at Cape
Cod, but regime 10 includes substantially less habitat and is restricted to near the
coast. For clusters 3 and 9, GB is included with the northern cluster and SNE forms
a separate cluster. Regimes 6, 7, and 13 all depict patterns with 3 clusters, but the
layout of these clusters differs widely between regimes. Regimes 6 and 13 include
nodes in SNE, GB, and along the coast of New England and Canada, but regime 7
also includes a vast portion of the central Gulf of Maine. Regime 6 also separates the
coast of Massachusetts, New Hampshire, and southern Maine into a distinct cluster,
but regime 13 includes these areas within the SNE and GB cluster.
To better understand how the clustering patterns were driven by the species traits,
we visually examined the distribution of trait values for each regime and attempted
to predict the regime for each species using a recursive partitioning classification
tree. This analysis focused on the regimes identified by the multigraph method using
our second value for 𝜒, 0.73. In total, the classification tree contained 11 binary
splits (Figure 5-8). Each split considered only a single species trait and the splits
were nested to a maximum depth of 6 splits. Five of the 11 splits considered the
maximum spawning depth and 3 considered the maximum settlement depth. The
spawning substrate, mean spawning time, and vertical swimming behavior were each
considered for 1 split. Overall, the classification tree correctly predicted the regime
for 83 of the 104 species (80.5%). Of the 50 species in regime 14, the largest regime,
43 were partitioned from the other species on the basis of a maximum settlement
depth deeper than 84.43 m, a maximum spawning depth shallower than 175.4 m, and
a mean spawning time earlier than Nov 26. Eight other species were classified in this
group, including all three of the species in regime 1. The species in regime 1 were
partitioned from those in regime 14 based on their surface-tracking behavior. Regime
8, which exhibited similar clustering patterns to regime 14 except in the Cape Cod
Bay and SNE areas, was generally distinguished from regime 14 by having deeper
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Figure 5-6: The clusters are plotted for each of the 4 regimes detected by the multi-
graph method. The tuning parameter 𝛾 was set such that the coherence ratio for each
species was 75% and 𝜒 was set to 0.69. Each color indicates a different cluster, white
areas are land, and black areas were not part of a non-trivial cluster. Non-trivial
clusters were defined as those containing at least 10 nodes, and the number of species
within each regime is noted within each subplot.
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Figure 5-7: The clusters are plotted for each of the 14 regimes detected by the
multigraph method. The tuning parameter 𝛾 was set such that the coherence ratio
for each species was 75% and 𝜒 was set to 0.73. Each color indicates a different
cluster, white areas are land, and black areas were not part of a non-trivial cluster.
Non-trivial clusters were defined as those containing at least 10 nodes, and the number
of species within each regime is noted within each subplot.
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Figure 5-8: The classification tree for the regimes depicted in Figure 5-7 is plotted
here. In each case, nodes that satisfy the condition listed at each split are listed under
the left branch and nodes that do not satisfy the condition are under the right branch.
The most likely regime for each terminal leaf is listed below the leaf. The variables
and units for each are maximum settlement depth (MSTD, m), maximum spawning
depth (MSPD, m), spawning substrate (SS, grvl=gravel-only), spawning time mean
(STM, yearday), and behavior (B, srfc=surface-tracking).
spawning depths. Regime 6 and 13, which were generally similar but differed in their
clustering of the coast of central New England, were partitioned largely based on their
settlement depth. Ten of the eleven species in regime 6 had maximum settlement
depths shallower than 61.11 m, but 14 of the 17 species in regime 13 were deeper
than this depth. However, 11 of the species in regime 13 had maximum settlement
depths between 61.11 m and 84.43 m, highlighting that even slight changes in this
parameter may change the clustering patterns.
5.3.3 Sensitivity Analysis
Based on the results of our sensitivity analysis, the mean proportion of larvae that
successfully dispersed, averaged across all of the species, decayed from 43.6% when
all of the habitat was included to 11.3% when the southernmost 80% of the grid
cells were excluded from the simulation. The decay was approximately linear, but
there was initially little change when 0-15% of the cells were excluded, followed by a
more rapid decay when 15-25% of the cells were excluded. This result is most likely
due to a boundary effect where larvae from the southernmost grid cells would have
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Coefficient Estimate Std. Error t-value Pr(>|t|)
Intercept 0.2522567 0.0783118 3.221 0.00175 **
Gravel only spawning 0.0293697 0.0187241 1.569 0.12011
Sand only spawning -0.0465554 0.0188796 -2.466 0.01548 *
Surface-tracking -0.0690678 0.0210331 -3.284 0.00144 **
Pycnocline-seeking -0.0038768 0.0204442 -0.190 0.85001
DVM Behavior -0.0307991 0.0210050 -1.466 0.14591
cos(mean spawning time) 0.0154313 0.0106374 1.451 0.15020
log10(max settlement depth) 0.1640898 0.0378666 4.333 3.68e-05 ***
Minimum PLD -0.0024413 0.0005346 -4.566 1.50e-05 ***
Std. dev in settlement probs 0.1640898 0.0378666 4.333 3.68e-05 ***
Table 5.2: The fitted coefficients for a linear regression that attempts to predict the
probability of larval settlement success are reported here after removing the south-
ernmost 25% of the spawning cells for each species. The regression was fit treating
each species as an independent observation. * indicates significance at the 0.05 level,
** at the 0.01 level, and *** at the 0.001 level.
been more likely to disperse to areas south of the study area. After removing the
southernmost 10% of the grid cells for each species, the coefficients for the linear
regression presented in Table 5.1 were nearly unchanged, and there was substantial
overlap in the 95% confidence interval for all of the coefficients. After removing the
southernmost 25% of the spawning cells for each species, there were more differences
in the coefficients for the regression model, but the overall role of each trait remained
unchanged (Table 5.2). The direction of the impact for DVM and surface-tracking
behaviors remained unchanged, but pycnocline seeking behavior exhibited a non-
significant negative effect under the new regression instead of the non-significant
positive effect under the original. Overall, the magnitude of the effect of vertical
swimming behavior was reduced. The direction of the impacts for spawning substrate,
minimum PLD length, and the spawning time also remained unchanged, but the
magnitude differed from the original. Finally, the impact of the maximum settlement
depth and variance in the settlement probabilities did not change. Overall, these
regressions indicate that our results are not sensitive to northward species range
contractions. However, as we discuss further in section 5.4, the issue of predicting the
impacts of climate change on larval dispersal is substantially more complex than we
have portrayed it in out analysis.
5.4 Discussion
The primary objective of this study was to identify the traits and combinations of
traits that are most influential in determining dispersal success and spatial structure.
We identified a number of traits that influence dispersal success rates, but did not ob-
serve any statistically significant interaction terms between the traits. The clustering
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algorithm from chapter 4 also identified a number of regimes that highlight the role of
specific traits in determining the spatial patterns of dispersal. These results provide
insight into the relationships between species traits and larval dispersal patterns, and
the framework used here could be used to explore other study systems or to evaluate
how the Gulf of Maine system may respond to different a forcing regime.
Of the traits that influence the spawning distribution, the spawning substrate had
the strongest influence on dispersal success, the mean spawning time had a lesser
impact, and the maximum spawning depth did not significantly influence the results.
This result is largely driven by a strong correlation between the location of gravel
substrate and shallow regions, also highlights important spawning areas for species
in the Gulf of Maine. Species that spawned exclusively over gravel were associated
with a significantly higher proportion of successfully dispersing larvae, and the gravel
substrate is primarily found in the Great South Channel, on Georges Bank, and along
the southern and western sides of Nova Scotia. At least two of these regions, the Great
South Channel and Georges Bank, are common spawning areas for a variety of species,
and our results help to provide insight into why species may preferentially spawn here.
Because many species spawn in these areas, a number of studies have examined the
processes that lead to successful retention and larval dispersal here, and many of these
studies are highlighted in section 5.1. The second area that consisted of largely gravel
habitat was along the coast of Nova Scotia, and our analysis of Lagrangian coherent
structures in Appendix D suggests that there is a persistent barrier to transport at
the mouth of the Bay of Fundy. Overall, our result that species who spawn exclusively
over gravel have higher dispersal success highlights important spawning areas in the
region.
After spawning, we found that the minimum PLD length and vertical swimming
behavior were the most important traits for determining dispersal success. As we
predicted, species with shorter PLDs were significantly more likely to successfully
disperse than those with longer PLDs. Logically, this result makes sense because
an important aspect of successful dispersal is retention within the vicinity of suit-
able settlement habitat. Notably, the duration of the competency window did not
emerge as a significant trait in determining dispersal success. This result suggests
that once a larva exits the vicinity of suitable habitat, it is unlikely to return. Con-
sidering that the Gulf of Maine contains recirculating flow patterns, but is bounded
by southward moving continental slope and shelf waters that would swiftly sweep
larvae away (Townsend et al., 2004), this result is unsurprising. Our simulation also
predicted that surface-tracking behavior significantly decreased the proportion of lar-
vae that successfully settled relative to passive particles, presumably because faster
moving surface currents are more likely to transport larvae away from the study re-
gion. We also found that pycnocline-seeking behavior non-significantly increased the
proportion of larvae that successful dispersal, which did not agree with our initial
hypothesis that active swimming behaviors, including pycnocline-seeking and DVM,
would increase retention for species with long PLDs. Although prior studies often
indicated that swimming behaviors may increase larval retention, those same stud-
ies also indicated that the results may vary geographically and based on the current
oceanographic conditions (Gilbert et al., 2010; Churchill et al., 2011). As with some of
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the processes that we chose not to include in our model, notably growth and mortal-
ity, swimming behaviors vary widely between species. It is likely true that swimming
behaviors for each species are adapted to work well with the dietary demands, preda-
tion pressure, and specific attributes of that species, so including it in a generalized
model such as ours is unlikely fully capture the complexity of the process. Nonethe-
less, the strong effect of surface-tracking as opposed to the other behaviors helps to
shed insight into the importance of dispersal depth overall, and further work into
parameterizing and simulating complex behaviors may be warranted.
As expected, we found that that traits which increase the available settlement
habitat for a species also increase the dispersal success rate. We modeled suitable
settlement habitat based on the substrate composition and bathymetry, so species
with deep maximum settlement depths and minimal substrate preference resulted
in the highest levels of dispersal success. These traits, together with the maximum
spawning depth that determines the availability of spawning habitat, were also the
primary traits that determined the spatial clustering patterns for each species. These
results indicate that the location and abundance of spawning and settlement habitat
has a strong impact on dispersal success rates and population spatial structure. For
many species, suitable habitat is also characterized by other variables, particularly
water temperature (Pearce et al., 2004; Simpson and Walsh, 2004; Nye et al., 2009),
and changes to these variables may drive changes to both the rates of dispersal suc-
cess and spatial structure in the region. We conducted a simple sensitivity analysis
that explores the possibility of a northward range contraction in species distribu-
tion patterns, and found that it had a fairly minor impact on the dispersal success
rates. Although poleward distribution shifts have been observed for many species in
multiple geographic regions and it is hypothesized that they will continue into the
future (Perry et al., 2005; Nye et al., 2009; Kleisner et al., 2017), simply shrinking
the size of the study domain by cutting off the southern end may not be sufficient to
adequately capture the full complexity of the issue. For many of the species that have
shifted north, it is believed that the underlying cause of species distribution shifts is
the interaction between warming global oceans and static themal tolerances (Perry
et al., 2005; Nye et al., 2009; Kleisner et al., 2017). Thermal influences have also
been observed to result in movement to deeper waters (Perry et al., 2005), and the
interactions between bathymetry and latitude may result in distributions shifting in
other directions than only poleward. A more accurate way to assess the impact of
climate change on larval dispersal would be to include thermal tolerances for each
species or add other indicators of habitat quality and directly model how these traits
influence dispersal patterns. Although this work is beyond the scope of this study, it
would be a useful extension.
In addition to directly impacting species distribution patterns, changes to the
physical environment are likely to have indirect effects through other processes. Both
the intensity and direction of physical processes naturally vary in time, and changes to
the environmental properties that regulate species distributions are likely to impact
these processes as well. Churchill et al. (2011) demonstrated that the retention of
cod larvae on the New England coast is substantially impacted by the presence of
upwelling vs. downwelling regimes, and Tian et al. (2009b) related the retention
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of Georges Bank scallop larvae to the strength of the tidal mixing front. Further
analysis of the robustness of our results to variability in these processes and other
forcing properties would be highly informative, and may be possible using available
forcing data. The FVCOM forcing that we used to drive our IBM has been generated
for 1978 through the present, and our simulation could theoretically have been run
for multiple years that represent different forcing regimes. The results of that exercise
would provide insight into the relationships between larval success, spatial patterns
of dispersal, and physical processes, and from those results it may be possible to infer
how the results may change in response to future focing regimes. Although running
multiple years of simulations at the scale of this study is not computationally practical
with our current resources, the rapid development of new technology will likely make
it possible within the near future.
Although this study provides valuable insight into how species traits influence
dispersal patterns in the Gulf of Maine, we would caution against using the results
of this study alone to steer management decisions. Our model is necessarily a sim-
plification of reality and excluded a number of processes, including some potentially
important ones. The most prominent processes excluded from our model were larval
growth, mortality, and the processes governing the juvenile and adult stages. Some of
the processes that we included, such as the DVM and pycnocline-seeking behaviors,
are likely to be driven by responses to food availability and predation. As a result,
notwithstanding our observations that they did not significantly influence dispersal
success and the population connectivity patterns, they may do so indirectly by in-
fluencing larval survival. For example, Petrik et al. (2014) simulated larval haddock
dispersal using an IBM that includes bioenergetics and found that DVM actually
decreased larval survival. Much of this study focused on examining the spatial pat-
terns of dispersal during the larval stage, but adult movement may also influence
the results. For instance, Atlantic herring are highly migratory and adult movement
patterns may substantially alter the connectivity patterns. Explicitly modeling these
processes may appreciably change our results, but also has the potential to result in
a model with unmanageable complexity. Finally, population connectivity patterns
are an emergent property of the ecosystem that result from the interaction between
many physical, chemical, and biological factors. Although the TBM framework is
an effective technique for systematically assessing the role of many different factors
across a broad range of potential species, it does so by excluding potentially impor-
tant details and should be complemented with species specific studies that faithfully
represent these details.
Overall, this study identified a set of traits that regulate the dispersal success and
patterns for species in the Gulf of Maine, and these traits align well with the results
of other TBM studies. In contrast to prior studies that examined a single or few
species in detail, this study explored a variety of species that exhibit vastly different
reproductive strategies. We are aware of only one other published TBM study for
marine larval dispersal, and it arrived at similar conclusions to ours. Treml et al.
(2015) examined the dispersal of reef fish in the mostly enclosed Port Phillip Bay,
Australia, and they concluded that larval mortality, PLD duration, and the traits
that regulate spawning and settlement habitat requirements were the most influential
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for determining population connectivity patterns. Although we did not include larval
mortality, we came to the same conclusion about the other traits. Moving forward,
we hope to see the TBM framework applied to a variety of other study systems and
forcing regimes, and we would include larval mortality in future work. We expect to
see that the traits identified by Treml et al. (2015) and by this study will emerge as
the primary drivers of larval dispersal patterns across a wide range of study systems,
and that information would help steer complementary observational and modeling
work into promising areas of research.
111
112
Chapter 6
Concluding Remarks
Larval dispersal and population connectivity may have important effects on the de-
mographics, spatial structure, and choice of management protocols for marine ecosys-
tems. Individual-based models (IBMs) provide complementary data to field observa-
tions and assist in developing a comprehensive understanding of the mechanisms and
patterns of larval dispersal. This thesis presents 3 new technologies for IBM studies
and an application of these technologies to modeling larval dispersal in the Gulf of
Maine.
In chapter 2, we present a novel procedure for identifying the minimum number of
particles required to achieve statistical convergence in IBM studies. This procedure
both identifies when statistical convergence has been achieved and allocates particles
among multiple release sites to minimize the computational requirements. Using this
procedure, we achieved convergence after simulating 959 million particles in chapter 5.
Had we used only the statistical model, but not the optimization heuristic, from
our procedure, it would have required 3.3 billion particles to achieve the same level
of statistical confidence. The absence of our statistical model would have required
multiple replicate simulations to assess the robustness of our results, and the study
would have been beyond our current computational capabilities.
Chapter 3 presents a second, complementary attempt to reduce the computational
expense of IBM studies. In that chapter, we present an IBM that was capable of run-
ning on either central processing units (CPUs) or graphics processing units (GPUs).
Ultimately, we found that some tasks execute more efficiently on CPUs, and others on
GPUs. As a result, models that utilize both computing architectures are likely to be
the most efficient users of computational resources. Although we ultimately ran our
IBM simulations on CPUs due to pragmatic concerns about the computing resources
available to us, the exploration of GPU-based IBMs provides valuable insight into
IBM design. However, as we describe in chapter 3, additional optimization of the
data structures and development of algorithms that run efficiently on GPUs would
likely further improve the performance of IBMs.
In chapter 4, we present a clustering algorithm that seeks to identify coherent ge-
ographic regions from population connectivity data while simultaneously considering
multiple species. We compare the results of this algorithm with results from two ex-
isting algorithms for processing single species data. We find that all three algorithms
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identify similar clustering patterns, and that the new algorithm effectively identi-
fies similar species and maintains the geographic clustering patterns for each species
when averaging over them. Applying the multigraph algorithm from this chapter to
the trait-based model in chapter 5, we find that it provides useful insight into the role
of individual traits in determining connectivity patterns.
Finally, in chapter 5, we apply a trait-based modeling (TBM) approach to simulat-
ing larval dispersal in the Gulf of Maine. Under this approach, species are represented
by a generalized model that includes only the most important traits. We simulate a
wide variety of trait combinations using this model, and find that the geographic dis-
tribution of spawning and habitat requirements for settlement are the most important
for determining dispersal success and patterns.
Although this thesis provides valuable insight into the Gulf of Maine ecosystem
and presents new tools for individual-based modeling in general, additional research
could enhance all of the chapters. Chapters 2 and 4 both present novel algorithms
for addressing optimization problems. Although the algorithms presented in both
chapters appear to work well for the study systems on which they were tested, the
development of additional theory would strengthen the support for both. In partic-
ular, it would be helpful to provide a theoretical upper bound on the limit between
the optimal solution to the particle allocation and clustering problems and the sub-
optimal solutions that are provided by our optimization heuristics. For chapter 3,
additional optimization of the model implementation may be useful. Although we at-
tempted to reasonably improve the model performance, additional performance test-
ing and refinements to the data structures and algorithm choices would likely result
in reduced runtime. These efforts could result in a highly efficient core codebase that
implements the particle-tracking, but allows for biological processes to be layered on
top easily. Finally, chapter 5 provides the greatest possibility to enhancement. The
coupled biological and physical processes that shape population connectivity patterns
are incredibly complex, and our model only includes a very limited subset of them.
Both adding additional complexity to our model and applying it to different regions
would increase the robustness and utility of the predictions from it.
Overall, this thesis presents a collection of algorithms, software, and simulation
results that assist in understanding marine larval dispersal processes. We hope that
these tools and insights are useful to other researchers in the field and that they can
be built upon in the future.
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Appendix A
Sequential Analysis Pseudocode
This appendix provides pseudocode for a naive implementation of the allocation rule.
We recommend that readers refer to the software packages referenced in the main
text for more computationally efficient implementations.
function computeExpectedPosteriorCost(𝛼(𝑘)𝑖 , 𝑛)
while estimate for 𝐻(𝑘+1) not converged do
𝑝*𝑖 ← draw from a Dirichlet distributions with parameters 𝛼(𝑘)𝑖
𝑑← draw 𝑛 particles from a multinomial distribution with parameters 𝑝*𝑖
𝛼
(𝑘+1)
𝑖 ← 𝛼(𝑘)𝑖 + 𝑑
estimate 𝐻(𝑘+1)
end while
return estimated 𝐻(𝑘+1)
end function
𝑏← number of particles to allocate
𝑚← (0, 0, . . . , 0) (release distribution)
for 1, 2, . . . , 𝑏 do
for i in origins do
𝐻
(𝑘+1)
𝑖 ← computeExpectedPosteriorCost(𝛼(𝑘)𝑖 , 𝑚𝑖 + 1)
end for
𝑖← arg min(𝐻(𝑘+1)𝑖 )
𝑚𝑖 = 𝑚𝑖 + 1
end for
115
116
Appendix B
Sequential Analysis Demonstration
In section 2.4, we described the application of our method to a simulation of the Gulf
of Maine. This demonstration traces the details of that process for the first replicate
simulation and may serve as a template for other researchers who seek to apply our
method. After the description of each step, we provide R code that implements it
using our package.
We begin by specifying 3 origin regions (1, 2, & 3), and 5 destination regions
(Mid-Maine, Three States, Mass Bay, Nantucket, & Other). The objective of our
simulation is to estimate the matrix P so that the value of the objective function
defined in Equation 6 is less than 0.1 (𝜖 = 0.1) and excluding any 𝑝𝑖𝑗 for which we
are at least 95% confident that 𝑝𝑖𝑗 ≤ 0.005 (𝛿 = 0.005, 𝜋 = 0.05). We specify that
we would simulate batches of 500 particles, up to a maximum of 50,000 particles
total based upon the estimated computer time to complete each simulation and the
computational resources available to us.
1 # Load the l i b r a r y .
l i b r a r y ( j s j 2 0 1 6 )
3 # Set the ba s i c s imu la t i on parameters .
o r i g i n s = as . f a c t o r ( c (1 , 2 , 3) )
5 d e s t i n a t i o n s = c ( 'Mid−Maine ' , 'Three Sta t e s ' , 'Mass Bay ' , 'Nantucket ' , '
Other ' )
batch_s i z e = 500 # p a r t i c l e s .
7 budget = 50000 # p a r t i c l e s .
# Save the ob j e c t i v e func t i on and the parameter l i s t f o r i t .
9 obj_fn = j s j 2 0 1 6 : : obj_fn_p r o b a b i l i t i e s # Object ive func t i on
obj_fn_arg = l i s t ( e p s i l o n = 0 . 1 , d e l t a = 0 .005 , p i = 0 . 05 )
11 # Create the i n i t i a l p r i o r v e c t o r s and save them as a matrix .
alpha = matrix (1 , l ength ( o r i g i n s ) , l ength ( d e s t i n a t i o n s ) )
13 # Create the i n i t i a l count ve c to r s and same them as a matrix .
x = matrix (0 , l ength ( o r i g i n s ) , l ength ( d e s t i n a t i o n s ) )
15 a lphas = 1 + x
For the first step, we have no prior knowledge of the connectivity matrix that
we will estimate. Therefore, we uniformly allocate particles across the 3 origin sites
and create the initial priors, 𝛼0𝑖 = (1, 1, 1, 1, 1), 𝑖 = 1, 2, 3. After simulating the first
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1,000 particles, we computed the vectors, 𝑥(1)𝑖 , 𝑖 = 1, 2, 3, which give the number of
particles released from origin 𝑖 that arrived at destination 𝑗 in this first simulation. In
this case, 𝑥(1)1 = (5, 3, 15, 2, 142), 𝑥
(1)
2 = (0, 1, 30, 1, 135), and 𝑥
(1)
3 = (0, 0, 57, 2, 107).
Using these results, we update our prior vectors to 𝛼(1)1 = 1 + 𝑥
(1)
1 = (6, 4, 16, 3, 143),
𝛼
(1)
2 = 1 + 𝑥
(1)
2 = (1, 2, 31, 2, 136), and 𝛼
(1)
3 = 1 + 𝑥
(1)
3 = (1, 1, 58, 3, 108).
1 # Evaluate the ob j e c t i v e func t i on .
i f ( obj_fn ( alpha , obj_fn_arg ) < obj_fn_arg $ ep s i l o n ) {
3 pr in t ( ' Simulat ion completed s u c c e s s f u l l y . ' )
} e l s e {
5 pr in t ( 'Continue s imu la t i on ' )
}
7 # Assess i f we can a f f o r d more p a r t i c l e s .
i f (sum(x ) >= budget ) {
9 pr in t ( ' Simulat ion f a i l e d , budget exceeded . ' )
} e l s e {
11 pr in t ( 'Continue s imu la t i on . ' )
}
13 # Al lo ca t e the p a r t i c l e s .
r e l e a s e_d i s t r i b u t i o n = opt imiza t i on_h e u r i s t i c ( alpha , batch_s i z e , obj_fn ,
obj_fn_arg )
15 pr in t ( ' Release d i s t r i b u t i o n : ' )
p r i n t ( r e l e a s e_d i s t r i b u t i o n $ d i s t )
17 # Simulate the next batch o f p a r t i c l e s us ing an i nd i v i dua l based model .
# Update x and alpha .
19 x [ 1 , ] = x [ 1 , ] + c (5 , 3 , 15 , 2 , 142)
x [ 2 , ] = x [ 2 , ] + c (0 , 1 , 30 , 1 , 135)
21 x [ 3 , ] = x [ 3 , ] + c (0 , 0 , 57 , 2 , 107)
alpha = 1 + x
To begin step 2, we first assess if more particles need to be simulated. We compute
the value of the objective function defined by Equations 3-6, 𝐻(2) = 0.994. 𝐻(2) is
greater than our threshold value of 0.1, so a second simulation is required. We are still
within our computational budget of 50,000 particles, so we proceed to allocate the
particles among origin regions. Our allocation scheme suggests releasing 43 particles
from origin 1, 228 particles from origin 2, and 229 particles from origin 3. Using a
particle-tracking model, we simulate this batch of particles. Observing that of the
43 particles released from origin 1, 2 went to Mid-Maine, 1 to Three States, 4 to
Mass Bay, and 0 to Nantucket, 𝑥(2)1 = 𝑥
(1)
1 + (2, 1, 4, 0, 36) = (7, 4, 19, 2, 178) and
𝛼
(2)
1 = 1 + 𝑥
(2)
1 = (8, 5, 20, 3, 179). The count and parameter vectors for origins 2 and
3 are updated in an identical fashion.
# Evaluate the ob j e c t i v e func t i on .
2 H = obj_fn ( alpha , obj_fn_arg )
i f (H < obj_fn_arg $ ep s i l o n ) {
4 pr in t ( ' Simulat ion completed s u c c e s s f u l l y . ' )
} e l s e {
6 pr in t ( s p r i n t f ( 'Continue s imulat ion , H = %f ' , H) )
}
8 # Assess i f we can a f f o r d more p a r t i c l e s .
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i f (sum(x ) >= budget ) {
10 pr in t ( ' Simulat ion f a i l e d , budget exceeded . ' )
} e l s e {
12 pr in t ( 'Continue s imu la t i on . ' )
}
14 # Al lo ca t e the p a r t i c l e s .
r e l e a s e_d i s t r i b u t i o n = opt imiza t i on_h e u r i s t i c ( alpha , batch_s i z e , obj_fn ,
obj_fn_arg )
16 pr in t ( ' Release d i s t r i b u t i o n : ' )
p r i n t ( r e l e a s e_d i s t r i b u t i o n $ d i s t )
18 # Simulate the next batch o f p a r t i c l e s us ing an i nd i v i dua l based model .
Then repeat .
# Update x and alpha .
20 x [ 1 , ] = x [ 1 , ] + c (2 , 1 , 4 , 0 , 36)
x [ 2 , ] = x [ 2 , ] + c (0 , 4 , 45 , 1 , 178)
22 x [ 3 , ] = x [ 3 , ] + c (0 , 0 , 85 , 1 , 143)
alpha = 1 + x
We repeat the same process for steps 3, 4, · · · , 53. At the end of step 53,
26,500 particles have been simulated. Using 𝛼(53)1 = (326, 121, 1644, 103, 15447),
𝛼
(53)
2 = (2, 101, 1162, 27, 4582), and 𝛼
(53)
3 = (1, 1, 1060, 15, 1923) to compute 𝐻(54)
at the beginning of the next step, we find that 𝐻(54) is below our threshold of 0.1,
and so we conclude the simulation with a successful result.
1 # Update alpha .
alpha [ 1 , ] = c (326 , 121 , 1644 , 103 , 15447)
3 alpha [ 2 , ] = c (2 , 101 , 1162 , 27 , 4582)
alpha [ 3 , ] = c (1 , 1 , 1060 , 15 , 1923)
5 # Evaluate the ob j e c t i v e func t i on .
i f ( obj_fn ( alpha , obj_fn_arg ) < obj_fn_arg $ ep s i l o n ) {
7 pr in t ( ' Simulat ion completed s u c c e s s f u l l y . ' )
} e l s e {
9 pr in t ( 'Continue s imu la t i on ' )
}
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Appendix C
Example IBM Configuration File
This appendix presents an example configuration file for the individual-based model
presented in chapter 3 and used throughout the dissertation. Each option is docu-
mented immediately before it appears. The configuration is stored in JSON format.
The text offset in C style comments (e.g. /* comment */) is provided for illustation
purposes only.
{
/* The number of OpenMP threads or CUDA threads per block. */
"n_threads": 1,
/* One or more FVCOMDataset objects may be included. Each one
* corresponds to an instance of the FVCOMDataset class and should
* be given a unique name. */
"FVCOMDataset": {
/* The name of this dataset. */
"name": "fvcom_gom3",
/* The name of the file containing the FVCOM mesh. */
"mesh_filename": "/scratch/gom_hourly/gom3_199501.nc",
/* The name of the file containing the bottom substrate data and
* mixed layer depth. */
"extra_filename": "/scratch/data/extra_data.nc",
/* An array of filenames for the forcing data. */
"filenames":
["/scratch/gom_hourly/gom3_199501.nc",
"/scratch/gom_hourly/gom3_199502.nc"]
/* One or more ParticleGroup2d, ParticleGroup3d, or LarvaGroup
* objects may be included. Each one will result in a single
* instance of the corresponding class in our model. */
}, "LarvaGroup": {
/* The name of the input file containing the release coordinates
* and time for each particle. */
"input_filename": "init_000.nc",
/* The name of this LarvaGroup instance. */
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"name": "igroup",
/* The frequency at which the particle states should be written
* to the output file (e.g. every 144th timestep).
"output_frequency": 144,
/* The timestep to use for particle trajectory integration
* (units: seconds). */
"timestep": 600,
/* The name of the forcing dataset to use. A FVCOMDataset object
* with this name must also appear in this file. */
"forcing_dataset": "fvcom_gom3",
/* The name of the output file. */
"output_filename": "out_001.nc",
/* The end time for this run (units: modified Julian date). */
"end_time": 50024.230000,
/* The settlement probability on fine sand. This option is only
* applicable to the LarvaGroup class and will be ignored by
* the ParticleGroup2d and ParticleGroup3d classes. */
"settlement_prob_fine_sand": 0.476191,
/* The settlement probability on coarse sand. This option is only
* applicable to the LarvaGroup class and will be ignored by
* the ParticleGroup2d and ParticleGroup3d classes. */
"settlement_prob_coarse_sand": 0.476191,
/* The settlement probability on gravel. This option is only
* applicable to the LarvaGroup class and will be ignored by
* the ParticleGroup2d and ParticleGroup3d classes. */
"settlement_prob_gravel": 0.047619,
/* The minimum PLD before settlement. This option is only
* applicable to the LarvaGroup class and will be ignored by
* the ParticleGroup2d and ParticleGroup3d classes (units: days).
*/
"min_pld": 55.000000,
/* The duration of the competency window. This option is only
* applicable to the LarvaGroup class and will be ignored by
* the ParticleGroup2d and ParticleGroup3d classes (units: days).
*/
"competency_window": 20.000000,
/* The maximum settlement depth. This option is only
* applicable to the LarvaGroup class and will be ignored by
* the ParticleGroup2d and ParticleGroup3d classes (units: m).
*/
"settlement_max_depth": -100.000000,
/* Should this species engage in diel vertical migration?
* This option is only applicable to the LarvaGroup class and
* will be ignored by the ParticleGroup2d and ParticleGroup3d
* classes. */
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"dvm": false,
/* The maximum swimming speed for this species. This option is
* only applicable to the LarvaGroup class and will be ignored
* by the ParticleGroup2d and ParticleGroup3d classes
* (units: m / s). */
"max_swim_speed": 0.000000,
/* Should this species remain fixed at the release depth?
* This option is only applicable to the LarvaGroup class and
* will be ignored by the ParticleGroup2d and ParticleGroup3d
* classes. */
"fixed-depth": false,
/* Should this species swim towards the mixed layer depth
* specified in the extra file? This option is only applicable
* to the LarvaGroup class and will be ignored by the
* ParticleGroup2d and ParticleGroup3d classes. */
"variable-target-depth": false
}
}
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Appendix D
Lagrangian coherent structures in the
Gulf of Maine
Lagrangian Coherent Structures Lagrangian coherent structures (LCS) may
be defined as material surfaces in fluids that move with the flow and organize the
flow into ordered patterns (Haller, 2015). LCS analyses have recently been applied
to a variety of problems in oceanography including characterizing larval transport
patterns (Harrison et al., 2013). This appendix describes our analysis of LCS in the
Gulf of Maine as it applies to larval transport.
Finite-time Lyapunov exponents (FTLEs) are a common method to numerically
identify LCS (Shadden et al., 2005). FTLEs quantify the stretching and deformation
of a unit volume of fluid as it is advected. Computing the value of the FTLE at
any point (𝑥0, 𝑦0, 𝑡0) is a three step process that involves first particle-tracking, then
approximating the strain tensor from the particle trajectories, and finally computing
the FTLE value from the strain tensor. Consider 4 particles that are released at the
points (𝑥0 + ∆𝑥, 𝑦0, 𝑡0), (𝑥0 − ∆𝑥, 𝑦0, 𝑡0), (𝑥0, 𝑦0 − ∆𝑦, 𝑡0), and (𝑥0, 𝑦0 + ∆𝑦, 𝑡0).
After advecting these particles for 𝑇 days, the new positions are (𝑥1, 𝑦1, 𝑡0 + 𝑇 ), (𝑥2,
𝑦2, 𝑡0 + 𝑇 ), (𝑥3, 𝑦3, 𝑡0 + 𝑇 ), and (𝑥4, 𝑦4, 𝑡0 + 𝑇 ). The strain tensor, 𝐴, may then be
approximated by Equation D.1.
𝐴 =
(︂ 𝑥2−𝑥1
2Δ𝑥
𝑥4−𝑥3
2Δ𝑦
𝑦2−𝑦1
2Δ𝑥
𝑦4−𝑦3
2Δ𝑦
)︂
(D.1)
The FTLE is then given by Equation D.2.
FTLE = log
𝜆max(𝐴
′𝐴)
𝑇
(D.2)
When 𝑇 is specified to be a positive time, the forward-time FTLE (FFTLE) results
from these calculations, and conversely, the reverse time FTLE (RFTLE) is computed
when 𝑇 is a negative time (i.e. particle-tracking backwards in time). Computing the
FTLE values at a grid of spatial locations results in a map, and ridges of strongly
positive values in this map indicate the location of LCS. Ridges of FFTLEs indicate
the boundary between divergent regions in the flow field, and ridges of RFTLEs
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indicate curves towards which particles will be attracted.
Particle-tracking We computed daily FTLE field snapshots for the Gulf of Maine
during 1995. Particles were released daily at midnight on a 1 km grid at 1 m depth,
then tracked for up to 20 days using a 10 minute timestep. The particle-tracking
was completed using FISCM, which integrates trajectories with a modified 4𝑡ℎ-order
Runge-Kutta timestep. Neither horizontal nor vertical diffusion was included. FISCM
was forced using the hourly archived output from FVCOM that is described in detail
in chapter 5.
We then computed daily snapshots of the FTLE field are various choices of 𝑇 and
using ∆𝑥 = ∆𝑦 = 500 𝑚. To better understand how the LCS patterns may vary
over the course of the year, we applied a form of principal components analysis. We
reshaped each FTLE field into a column vector, then stacked the column vectors to
form a matrix with 1 column for each particle release time and 1 row for each spatial
location. After computing a singular value decomposition (SVD) of this matrix, we
reconstructed the FTLE fields using only the minimum number of singular values
required to represent 50% of the variance in the original data.
Results The distribution of FTLE values is strongly influenced by the choice of 𝑇 ,
and we explored a variety of possibilities for 𝑇 (Figure D-1). After only 1 day, the
FTLE field reveals only the strongest LCS (e.g. surrounding Georges Bank), and is
dominated by small values. Two days later, these LCS continue to strengthen and new
LCS appear along the southern edge of Browns Bank and at the mouth of the Bay of
Fundy. After 1 week of integration, these LCS become stronger and a tangled mess
of LCS appear in the nearshore areas and along the shelf break. Longer integrations
times (e.g. 2 weeks) strengthen the patterns from the 1 week integration.
The SVD based reconstruction of the FTLE fields highlighted regions that con-
sistently exhibited LCS Figure D-2. For both the 2D and 3D integration, the most
extreme values of the RFTLEs and FFTLEs are located along the shelf break, at the
northern edge of Georges Bank, and at the mouth of the Bay of Fundy. Theses values
are more extreme for the 3D than 2D advection case. Many of the northern areas
also contain moderately strong FTLE values.
Discussion Although the LCS analysis highlighted some regions that commonly
contain strong LCS, it suffers from a fatal flaw that renders it unsuitable for inclusion
in our analysis of larval dispersal. Comparison of the locations of extreme FTLE val-
ues with the FVCOM mesh revealed that the strong FTLE values occur near small
FVCOM mesh elements. This correlation makes intuitive sense because complex cir-
culation patterns with many small scale features are likely to result in large FTLE
values, and small mesh elements are better able to capture small scale complexity
in the flow regime than larger elements. However, these small mesh elements were
deliberately placed in regions where the real-world flow is expected to be complex,
and it is impossible to differentiate between LCS complexity due to real-world flow
complexity and LCS complexity due to the mesh structure in our model configura-
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Figure D-1: The values of the FFTLE field are plotted for multiple integration times
and for a release time of 1 Jan 1995. Clockwise from top left, the particle trajectories
were integrated for 1 day, 3 days, 14 days, and 7 days before computing the strain
tensor.
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Figure D-2: The reconstructed FTLE fields are plotted for the 7 day integration
period (top row) and 20 day integration time (bottom row). The left column depicts
FTLEs that were computed from particles integrated in 2D at 1 m depth, and the
bottom row depicts FTLEs from 3D integration. Red regions indicate strongly pos-
itive FFTLEs and blue regions indicate strongly positive RFTLEs. The grey areas
indicate more moderate FTLE values, and the white areas indicate FTLE values near
0.
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tion. Prior to assessing larval dispersal patterns using LCS and a variable resolution
hydrodynamic model, we would suggest that additional research into the relationship
between mesh resolution and LCS calculations be explored.
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Appendix E
Species Trait Parameterization
This appendix provides details about how the individual-based model from chapter 5
was parameterized. It describes the both process for selecting the 4 real world species
and the distributions from which each parameter value was drawn for the artificial
species.
The analysis is based on the life history for 24 species that live in the Gulf of Maine
and surrounding areas. These species include Atlantic cod (AC), haddock (HD),
pollock (PO), silver hake (SH), red hake (RH), white hake (WH), yellowtail flounder
(YF), winter flounder (WT), American plaice (AP), witch flounder (WF), ocean pout
(OP), goosefish (GO), Acadian redfish (AR), little skate (LS), winter skate (WS),
thorny skate (TS), barndoor skate (BS), smoth skate (SS), Atlantic mackerel (AM),
butterfish (BF), Atlantic herring (AH), spiny dogfish (DF), ocean quahog (OQ), and
sea scallop (SS). For the most part, the parameter values for each species were taken
from the Essential Fish Habitat Technical Memorandums that are published by the
NOAA Northeast Fisheries Science Center. The full list of parameter values for each
of these species and the citations for their sources are reported in Table E.1, Table E.2,
Table E.3, and Table E.4.
E.1 Variables
We considered 3 taxonomic and 16 other variables for each species. This section
defines each variable and describes how it was estimated. In many cases, the variables
were not reported in the existing literature and were inferred from other variables.
Taxonomic variables Each species was identfied by its common name, latin name,
and the grouping given in Liu et al. (2012).
Adult movement potential The adult movement potential describes the level of
geographic movement for adults of each species. It is a categorical variable that takes
one of three values: low, medium, or high. Species with low adult movement potential
are those that do not undertake seasonal or other migrations. Species with medium
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potential are those that undertake some seasonal migrations (e.g. nearshore to off-
shore), but have limited mixing on broad scales. Species with high adult movement
potential are those that have demonstrated high levels of movement and are mostly
pelagic species such as Atlantic herring.
Egg size The egg size is reported as the mean of the minimum and maximum
reported egg diameter in 𝜇m. For species that give live birth (e.g. dogfish), the egg
size was recorded as the size at birth.
Larval depth The larval depth is recorded as the minimum and maximum depths
at which larvae are usually found for each species.
Longevity The longevity is the maximum age for the typical adult female in years.
Maturation age and length The maturation age (𝐴50) and maturation length
(𝐿50) are the age in years and size in mm at which the 50𝑡ℎ percentile of females
mature. Multiple estimates were often available for each species. When available,
the 𝐴50 and 𝐿50 estimates from the NOAA NEFSC surveys were used, and estimates
local to Georges Bank or the Gulf of Maine were preferentially chosen.
Maximum clutch size The maximum clutch size is the number of eggs that may
be produced in a single year by the largest females of the species. This variable was
not available for all species, and leaving it blank would result in the species being
eliminated from the PCA. To avoid the exclusion of some species, it was filled with a
value from a similar species when an estimate of fecundity was not available.
Maximum length The maximum length in the length of the largest observed indi-
vidual in in mm. The maximum observed value is unlikely to be typical of individuals
within the species, so it was not used for the principal components analysis (PCA)
described later.
Pelagic larval duration limits The pelagic larval duration (PLD) is defined by
the minimum and maximum length in days. This value describes the number of days
that each species is expected to spend within the water column before recruiting as
a juvenile. For many species, the PLD limits were not directly reported in existing
literature and were instead calculated from the larval growth rate and size at maturity.
Spawning dates The start of the spawning season and end of the spawning season
were identified for each species. In addition, a spawning season duration was com-
puted as the number of days during the year during which a species usually spawns.
There is a high level of uncertainty associated with the spawning season start, end,
and duration variables.
132
E.2 Principal Components Analysis
We used principal components analysis (PCA) to choose a few species that represent
the diversity of life history strategies in the region. The analysis focused on the adult
and reproductive portions of the life cycle, but excluded most larval traits. As a result,
it included only the duration of the primary spawning season, maximum clutch size,
longevity, maturation age, egg size, maturation length, and adult movement potential.
All variables were rescaled to have mean 0 and unit variance prior to applying the
PCA procedure.
Our first iteration of PCA identified ocean quahogs, dogfish, and the skates as
the most distinct species (Figure E-1). Ocean quahogs are an outlier species due
to their longevity. Dogfish and skates formed a separate cluster because they give
live birth (dogfish) or lay exceptionally large eggs (skates). However, none of these
species are good candidates for individual-based modeling. The parameter values for
ocean quahogs are poorly known, skate eggs tumble on the bottom, and dogfish give
live birth, so simulating the larval stage of these species is not feasible. We therefore
excluded these species from the remainder of the analysis.
A second iteration of PCA excluded the species noted above and highlighted a few
candidates for individual-based modeling (Figure E-2). The first principal component
captured 36% of the variance and positive values of this component described migra-
tory, rapidly maturing, small species with small eggs. This component is similar to
the second principal component in Winemiller and Rose (1992), Table 5. The second
principal component captured an additional 25% of the variability in the data, and
positive values of this component described species that mature at large sizes, are
somewhat migratory, and spawn few eggs over a prolonged spawning season. Based
on the results of the PCA, we modeled sea scallops, haddock, Atlantic herring, and
yellowtail flounder in chapter 4 and chapter 5. These species capture a variety of life
history strategies and have been well enough studied to parameterize an individual-
based model.
E.3 Distributions
Based on the parameter values reported in section E.4, we used the following distri-
butions to generate artificial species for chapter 5.
Spawning time The mean was generated by sampling from a uniform distribution
across the entire year. The standard deviation was generated by drawing from a
lognormal distribution with mean 21 days and a standard deviation of 𝑒0.75 days.
Spawning substrate The spawning substrate was chosen by randomly drawing
one of sand, gravel, or both.
Maximum spawning depth The maximum spawning depth was chosen by sam-
pling from a lognormal distribution with mean 𝑒4.5 m and standard deviation 𝑒0.5 m.
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Behavior The vertical swimming behavior was chosen by randomly choosing either
passive particles, surface-tracking, pycnocline-seeking, or diel vertical migration.
Minimum PLD The minimum PLD was generated by sampling from a lognormal
distribution with mean 60 days and standard deviation 𝑒0.25 days.
Competency Window The competency window was generated by sampling from
a normal distribution with mean equal to 20% of the minimum PLD for the species
and a standard deviation of 2 days.
Settlement substrate The probability of settling on each of gravel, coarse sand,
and fine sand was generated by sampling from a Dirichlet distribution with parameter
vector (1, 1, 1).
Maximum settlement depth The maximum settlement depth was chosen by
sampling from a lognormal distribution with mean 𝑒4.5 m and standard deviation
𝑒0.5 m.
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Figure E-1: The abbreviation for each species is plotted at its location along the first
2 principal components. The color of each abbreviation indicates the group to which is
belongs, and the ovals encapsulate the species of that group. The axes corresponding
to the original variables are plotted and labelled in brown.
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Figure E-2: Two possible pairings of the first 4 principal components are plotted.
The location of each species is indicated by the appropriate abbreviation, and the
color of the abbreviations and ovals indicates the group to which the species belongs.
The axes corresponding to the original variables are plotted and labelled in brown.
The cluster at (0, -1.5) on the right plot includes Atlantic herring, Atlantic cod, and
haddock. Yellowtail flounder are located near (0, 0) in both plots.
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E.4 Data
Table E.1: The taxonomic and grouping variables for each species are presented here.
The groups were primarily taken from Liu et al. (2012)
Common name Scientific Name Family Group
Atlantic cod Gadus morhua Gadidae gadid
Haddock Melanogrammus aeglefinus Gadidae gadid
Pollock Pollachius virens Gadidae gadid
Silver hake Merluccius bilinearis Gadidae gadid
Red hake Urophycis chuss Gadidae gadid
White hake Urophycis tenuis Gadidae gadid
Yellowtail flounder Limanda ferruginea Paralichthyidae flatfish
Winter flounder Pseudopleuronectes americanus Pleuronectidae flatfish
American plaice Hippoglossoides platessoides Pleuronectidae flatfish
Witch flounder Glyptocephalus cynoglossus Pleuronectidae flatfish
Ocean pout Macrozoarces americanus Zoarcidae groundfish
Goosefish Lophius americanus Lophiidae groundfish
Acadian redfish Sebastes fasciatus Sebastidae groundfish
Little skate Leucoraja erinacea Rajidae skate
Winter skate Leucoraja ocellata Rajidae skate
Thorny skate Amblyraja radiata Rajidae skate
Barndoor skate Dipturus laevis Rajidae skate
Smooth skate Malacoraja senta Rajidae skate
Atlantic mackerel Scomber scombrus Scombridae pelagic
Butterfish Peprilus triacanthus Stromateidae pelagic
Atlantic herring Clupea harengus Clupeidae pelagic
Spiny dogfish Squalus acanthias Squalidae dogfish
Ocean quahog Arctica islandica Arcticidae bivalve
Sea scallop Placopecten magellanicus Pectinidae bivalve
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Table E.2: The first of two subsets of the variables for each species is reported here.
AMP is the adult movement potential, 𝐴50 is the age at which the 50𝑡ℎ percentile
of females mature, 𝐿50 is the length in mm at which the 50𝑡ℎ percentile of females
mature, the maximum observed length is recorded in 𝑚𝑚, and egg size is reported in
𝜇m. The maximum clutch sizes for AH and SS were used for BF and OQ respectively
because values could not be located for the latter species.
Abbrv. AMP Long. 𝐴50 𝐿50 Max Length Egg size Max clutch size
AC med 20 2 36 1450 9000000
HD med 17 2 35 1000 1460 800000
PO high 18 2 404 1200 1450 4000000
SH high 14 2 275 780 457 391700
RH high 14 1 269 630 800 400000
WH high 20 1 350 1350 0 30000000
YF med 12 2 290 600 900 200000
WT high 14 1 256 795 3300000
AP low 20 3 298 700 2290 1500000
WF low 18 7 335 780 1075 900000
OP med 20 2 313 980 3495 4200
GO high 11 5 300 1400 1700 3200000
AR low 50 5 223 450 6000 20000
LK med 8 4 500 53500 30
WS low 21 7 850 1500 125500 52
TS high 20 7 840 1020 72000 20
BS med 18 8 1020 128000 47
SS low 14 5 560 577 55500 51
AM high 17 1 257 1145 1980000
BF high 3 1 120 305 750 200000
AH high 18 3 26 390 1200 200000
DF high 40 12 780 1250 265000 7
OQ low 225 12 49 140 87 270000000
SC low 12 4 80 170 66 270000000
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Table E.3: The second of two subsets of the variables for each species is reported
here. Depth is the depth or range of depths ([min, max]) in m at which larvae are
generally observed, PLD is the range of pelagic larval durations in days, the spawning
seasons give the days during which spawning is likely to take place, and the primary
spawning season is indicated when more spawning occurs during one season than the
other. Note that scallops generally seek the pycnocline, but a representative depth of
40 m was used here instead to facilitate quantitative analysis.
Abbrv. Depth PLD Spring Spawning Fall Spawning Primary
AC [30, 90] [15-Nov, 15-May] Spring
HD [10, 50] [30, 42] [01-Jan, 30-Jun] Spring
PO [50, 90] [90, 120] [01-Sep, 30-Apr] Fall
SH [60, 130] [34, 35] [01-May, 31-Oct] Spring
RH 60 [01-Apr, 30-Nov] Spring
WH [10, 150] [10, 36] [01-Apr, 31-May] [01-Aug, 30-Sep] Fall
YF [10, 90] [60, 61] [01-Mar, 31-Aug] Spring
WT [35, 56] [01-Nov, 30-Apr] Spring
AP [50, 90] [01-Mar, 15-Jun] Spring
WF [10, 210] [120, 365] [01-Mar, 30-Nov] Spring
OP [01-Sep, 30-Nov] Fall
GO [30, 90] [01-Apr, 30-Sep] Spring
AR [0, 30] 120 [01-Apr, 31-Aug] Spring
LK [01-Apr, 31-May] [01-Oct, 31-Jan] Both
WS [30-Jun, 31-Jan] Fall
TS [720, 900] [01-Aug, 30-Nov] Fall
BS [01-Dec, 31-Jan] Fall
SS [01-Jan, 31-Dec] Both
AM [10, 50] [36, 60] [01-Apr, 31-Aug] Spring
BF [10, 120] [33, 55] [01-Jun, 31-Aug] Spring
AH [50, 90] [120, 240] [01-Jul, 31-Dec] Fall
DF [01-Aug, 30-Nov] Both
OQ [1, 40] [32, 60] [01-May, 30-Nov] Spring
SC [0, 40] [30, 45] [01-May, 30-Jun] [01-Aug, 15-Oct] Fall
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Table E.4: The sources for the data presented in Table E.2 and Table E.3 are listed
here.
Abbrv Sources
AC (Food & Agriculture Organization of the United Nations, 2017a)
HD (Blanchard et al., 2003)
PO (Food & Agriculture Organization of the United Nations, 2017b)
SH (Col and Traver, 2006; Lock and Packer, 2004; Cornell University Cooper-
ative Extension, 2017; Steves and Cowen, 2000)
RH (Steimle et al., 1999a)
WH (Beacham and Nepszy, 1980)
YF (Cadrin, 2010; Johnson et al., 1999; Zamarro, 1991)
WT (Pereira et al., 1999)
AP (Johnson, 2004)
WF (Cargnelli et al., 1999a)
OP (Steimle et al., 1999b)
GO (Steimle et al., 1999c)
AR (Pikanowski et al., 1999)
LK (Packer et al., 2003b)
WS (Centre for Marine Biodiversity, 2017)
TS (Packer et al., 2003c)
BS (Packer et al., 2003a)
SS (Centre for Marine Biodiversity, 2017)
AM (Studholme et al., 1999)
BF (Cross et al., 1999)
AH (Kelly and Stephenson, 1985)
DF (Stehlik, 2007)
OQ (Cargnelli et al., 1999b)
SC (Tian et al., 2009a)
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Appendix F
Species Parameters
This appendix presents the parameters for the species simulated in chapter 5.
Table F.1: The spawning parameters for each species are presented here. The spawn-
ing time is reported as the mean ± standard deviation of the normal distribution for
the spawning time in days after midnight on 1 Jan 1995.
Species Spawning Time Spawning Substrate Max Spawning Depth
1 157.80± 32.98 both 68.93 m
2 5.62± 27.21 sand 100.60 m
3 235.25± 6.30 sand 50.08 m
4 239.56± 40.57 sand 94.69 m
5 33.42± 98.87 sand 179.42 m
6 270.09± 50.39 both 102.40 m
7 357.89± 32.47 sand 59.80 m
8 179.16± 31.67 both 95.05 m
9 88.99± 75.97 both 110.68 m
10 37.68± 15.07 both 78.65 m
11 249.17± 15.87 sand 151.42 m
12 168.06± 21.61 sand 163.36 m
13 286.50± 58.23 sand 87.56 m
14 278.55± 14.95 sand 93.33 m
15 82.66± 8.11 sand 33.45 m
16 143.38± 12.32 gravel 26.28 m
17 309.78± 8.32 both 98.40 m
18 341.29± 7.52 gravel 99.32 m
19 92.07± 25.47 both 42.00 m
20 215.44± 29.86 gravel 33.99 m
21 175.27± 53.81 both 128.65 m
22 213.55± 19.84 gravel 112.28 m
23 290.61± 17.89 gravel 137.88 m
24 267.87± 15.43 gravel 80.74 m
25 317.82± 30.95 gravel 77.45 m
Continued on next page
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26 312.08± 18.03 gravel 155.64 m
27 4.13± 9.65 gravel 108.97 m
28 240.17± 19.31 gravel 151.36 m
29 343.99± 99.75 gravel 200.86 m
30 77.49± 37.34 both 67.11 m
31 215.37± 26.84 sand 74.24 m
32 312.77± 24.26 sand 62.48 m
33 102.25± 151.43 both 78.80 m
34 78.09± 9.09 sand 57.90 m
35 119.20± 24.40 gravel 108.90 m
36 102.95± 17.78 both 125.35 m
37 124.93± 40.46 gravel 115.20 m
38 89.24± 35.32 both 117.02 m
39 10.69± 10.06 gravel 161.17 m
40 92.85± 15.79 both 66.31 m
41 226.14± 28.53 sand 35.16 m
42 161.89± 53.14 gravel 107.57 m
43 17.65± 9.37 gravel 74.16 m
44 329.90± 8.33 gravel 63.42 m
45 196.08± 33.61 sand 144.75 m
46 349.43± 27.85 sand 182.49 m
47 281.27± 78.92 sand 91.21 m
48 111.40± 9.79 sand 150.28 m
49 110.13± 3.32 gravel 173.92 m
50 262.73± 12.87 sand 71.33 m
51 330.69± 51.04 both 70.08 m
52 186.67± 18.91 sand 56.28 m
53 186.96± 44.40 sand 71.80 m
54 155.76± 22.45 sand 146.42 m
55 143.72± 5.54 sand 105.19 m
56 300.20± 24.36 gravel 137.59 m
57 102.16± 25.41 both 51.58 m
58 121.74± 85.36 sand 131.81 m
59 269.05± 8.51 both 68.71 m
60 30.38± 13.93 both 90.67 m
61 131.57± 7.04 both 62.46 m
62 214.65± 19.96 gravel 80.00 m
63 256.15± 19.14 gravel 336.46 m
64 155.80± 20.70 both 120.96 m
65 326.52± 7.92 gravel 44.46 m
66 343.84± 5.97 sand 144.37 m
67 69.76± 11.57 both 142.23 m
Continued on next page
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68 270.35± 15.54 sand 154.46 m
69 116.38± 35.32 both 54.12 m
70 219.99± 42.21 gravel 95.75 m
71 212.82± 91.26 both 56.59 m
72 141.94± 4.60 gravel 60.16 m
73 197.17± 49.45 sand 72.10 m
74 135.60± 13.87 gravel 46.51 m
75 69.90± 35.41 gravel 82.77 m
76 116.10± 19.72 gravel 177.74 m
77 260.73± 83.93 sand 70.50 m
78 178.85± 17.94 sand 225.33 m
79 49.57± 20.89 sand 53.23 m
80 58.00± 7.87 gravel 176.82 m
81 207.46± 34.69 gravel 71.87 m
82 48.82± 8.22 sand 216.94 m
83 257.03± 37.66 gravel 127.11 m
84 21.55± 26.93 sand 370.73 m
85 309.98± 31.13 gravel 48.62 m
86 223.90± 36.92 both 82.18 m
87 328.97± 18.62 both 77.32 m
88 291.81± 30.00 both 66.45 m
89 235.16± 17.46 sand 95.24 m
90 25.42± 7.04 gravel 139.34 m
91 290.36± 23.10 gravel 119.07 m
92 328.51± 29.79 sand 58.27 m
93 204.06± 37.46 gravel 58.18 m
94 5.97± 23.55 sand 92.07 m
95 211.44± 23.76 gravel 59.24 m
96 97.94± 32.99 sand 170.26 m
97 20.70± 102.05 sand 124.94 m
98 39.80± 57.85 sand 21.93 m
99 304.03± 43.43 both 52.74 m
100 337.89± 29.03 sand 76.94 m
Yellowtail flounder 134.00± 21.00 sand 100.00 m
Sea scallop 134.00± 7.00 gravel 100.00 m
Haddock 73.00± 21.00 both 90.00 m
Atlantic herring 287.00± 21.00 gravel 80.00 m
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Table F.2: The larval parameters for each species are presented here.
Species Behavior Minimum PLD Competency Window
1 dvm 58.18 days 11.78 days
2 dvm 56.38 days 12.60 days
3 pycnocline 98.42 days 18.90 days
4 surface 49.08 days 9.61 days
5 passive 75.50 days 13.56 days
6 surface 52.47 days 13.43 days
7 dvm 53.72 days 6.39 days
8 dvm 65.26 days 16.72 days
9 passive 57.01 days 13.24 days
10 pycnocline 59.01 days 10.47 days
11 pycnocline 61.90 days 15.88 days
12 surface 50.85 days 7.13 days
13 dvm 47.18 days 6.73 days
14 pycnocline 63.03 days 14.20 days
15 pycnocline 62.24 days 9.61 days
16 pycnocline 57.78 days 12.79 days
17 surface 65.00 days 14.32 days
18 surface 78.54 days 19.74 days
19 pycnocline 55.07 days 9.18 days
20 dvm 56.18 days 8.52 days
21 dvm 80.25 days 14.96 days
22 passive 55.85 days 9.83 days
23 passive 47.40 days 8.97 days
24 pycnocline 70.04 days 13.19 days
25 passive 48.16 days 9.50 days
26 dvm 46.76 days 9.17 days
27 pycnocline 55.43 days 14.45 days
28 surface 46.00 days 10.43 days
29 dvm 61.30 days 14.76 days
30 surface 71.12 days 13.84 days
31 dvm 75.91 days 16.07 days
32 pycnocline 58.04 days 14.54 days
33 passive 64.78 days 13.99 days
34 passive 78.25 days 14.57 days
35 passive 81.76 days 16.10 days
36 surface 66.08 days 15.33 days
37 pycnocline 44.15 days 10.28 days
38 surface 44.35 days 9.38 days
39 passive 53.21 days 8.01 days
40 surface 57.64 days 12.17 days
41 dvm 62.67 days 14.69 days
Continued on next page
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42 pycnocline 88.88 days 17.73 days
43 surface 53.33 days 7.51 days
44 surface 40.08 days 6.56 days
45 surface 59.29 days 11.41 days
46 pycnocline 50.44 days 9.42 days
47 dvm 70.22 days 17.79 days
48 passive 62.57 days 13.90 days
49 passive 70.44 days 11.33 days
50 passive 55.13 days 10.52 days
51 surface 95.82 days 18.94 days
52 pycnocline 48.38 days 13.66 days
53 surface 80.76 days 15.55 days
54 pycnocline 56.30 days 14.69 days
55 surface 66.03 days 14.62 days
56 dvm 77.48 days 15.43 days
57 pycnocline 52.44 days 8.69 days
58 pycnocline 55.15 days 10.40 days
59 surface 40.74 days 4.19 days
60 pycnocline 67.33 days 14.75 days
61 dvm 50.96 days 12.92 days
62 dvm 56.42 days 11.14 days
63 surface 49.51 days 5.23 days
64 dvm 56.38 days 11.86 days
65 dvm 55.07 days 10.38 days
66 pycnocline 72.82 days 14.39 days
67 passive 57.13 days 15.70 days
68 pycnocline 105.96 days 20.78 days
69 passive 67.43 days 10.27 days
70 passive 40.10 days 8.89 days
71 passive 64.27 days 13.02 days
72 pycnocline 51.26 days 11.78 days
73 pycnocline 30.58 days 5.03 days
74 surface 41.79 days 10.16 days
75 passive 77.06 days 12.88 days
76 passive 82.90 days 13.75 days
77 surface 58.64 days 11.11 days
78 passive 57.07 days 11.90 days
79 dvm 43.66 days 7.68 days
80 surface 64.35 days 14.21 days
81 surface 59.19 days 11.91 days
82 passive 56.08 days 11.78 days
83 dvm 47.45 days 10.65 days
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84 dvm 63.79 days 12.91 days
85 passive 50.40 days 8.72 days
86 passive 63.95 days 12.35 days
87 pycnocline 56.52 days 10.85 days
88 dvm 48.57 days 10.54 days
89 pycnocline 69.81 days 15.25 days
90 surface 51.03 days 13.90 days
91 pycnocline 67.40 days 12.97 days
92 pycnocline 65.79 days 11.51 days
93 dvm 64.14 days 13.55 days
94 passive 62.48 days 9.56 days
95 pycnocline 44.87 days 3.72 days
96 surface 47.89 days 11.43 days
97 dvm 45.18 days 8.53 days
98 surface 67.43 days 16.05 days
99 dvm 55.04 days 11.38 days
100 pycnocline 53.50 days 8.75 days
Yellowtail flounder passive 55.00 days 20.00 days
Sea scallop pycnocline 30.00 days 15.00 days
Haddock passive 40.00 days 20.00 days
Atlantic herring dvm 120.00 days 120.00 days
Table F.3: The settlement parameters for each species are presented here. The
settlement probabilities are reported for fine sand, coarse sand, and gravel in that
order and are normalized to sum to 1.
Species Max settlement depth Settlement probabilities
1 54.63 m 0.3642, 0.1721, 0.4637
2 80.46 m 0.1051, 0.5115, 0.3834
3 105.63 m 0.1637, 0.0730, 0.7633
4 97.64 m 0.4227, 0.0990, 0.4783
5 243.56 m 0.1057, 0.4253, 0.4690
6 115.58 m 0.2789, 0.5590, 0.1621
7 68.80 m 0.1853, 0.5628, 0.2519
8 68.77 m 0.4117, 0.4956, 0.0927
9 161.63 m 0.0966, 0.4336, 0.4698
10 78.44 m 0.4036, 0.3417, 0.2547
11 50.50 m 0.3739, 0.3915, 0.2345
12 61.25 m 0.1524, 0.4175, 0.4301
13 62.92 m 0.9694, 0.0142, 0.0164
14 111.07 m 0.4640, 0.3031, 0.2328
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15 116.01 m 0.1096, 0.4529, 0.4375
16 40.75 m 0.3748, 0.2340, 0.3911
17 148.79 m 0.5144, 0.2833, 0.2023
18 72.34 m 0.6504, 0.2448, 0.1047
19 54.86 m 0.3441, 0.4558, 0.2001
20 57.21 m 0.4215, 0.5224, 0.0561
21 118.21 m 0.0860, 0.4507, 0.4633
22 88.30 m 0.4575, 0.5317, 0.0109
23 102.39 m 0.5732, 0.1462, 0.2805
24 63.05 m 0.0581, 0.8562, 0.0857
25 50.64 m 0.2258, 0.4210, 0.3532
26 60.18 m 0.3687, 0.5774, 0.0539
27 94.88 m 0.2445, 0.1607, 0.5948
28 90.35 m 0.7483, 0.0055, 0.2462
29 84.66 m 0.1656, 0.5970, 0.2373
30 137.60 m 0.0765, 0.7281, 0.1954
31 77.38 m 0.1067, 0.3101, 0.5832
32 83.14 m 0.1855, 0.2955, 0.5191
33 101.82 m 0.0343, 0.9584, 0.0073
34 64.17 m 0.4122, 0.1000, 0.4878
35 99.34 m 0.3226, 0.5524, 0.1249
36 130.69 m 0.3367, 0.5633, 0.1000
37 64.22 m 0.1147, 0.5115, 0.3738
38 153.18 m 0.2439, 0.2524, 0.5038
39 117.51 m 0.0582, 0.4725, 0.4693
40 86.00 m 0.9409, 0.0221, 0.0370
41 54.31 m 0.7071, 0.0386, 0.2543
42 125.14 m 0.6333, 0.0433, 0.3234
43 87.74 m 0.2179, 0.7385, 0.0435
44 73.39 m 0.6910, 0.2988, 0.0102
45 81.76 m 0.1835, 0.0268, 0.7897
46 50.90 m 0.1282, 0.3188, 0.5530
47 93.92 m 0.1719, 0.5696, 0.2585
48 67.51 m 0.2679, 0.2550, 0.4771
49 90.08 m 0.1275, 0.5767, 0.2958
50 46.97 m 0.1807, 0.7031, 0.1162
51 100.56 m 0.3728, 0.1729, 0.4543
52 70.43 m 0.3603, 0.6109, 0.0288
53 108.62 m 0.3344, 0.2581, 0.4075
54 79.30 m 0.0657, 0.1660, 0.7682
55 52.34 m 0.1318, 0.5453, 0.3229
56 157.59 m 0.8805, 0.0676, 0.0519
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57 145.25 m 0.6623, 0.2149, 0.1227
58 123.60 m 0.1689, 0.1224, 0.7087
59 117.47 m 0.1147, 0.7643, 0.1210
60 49.44 m 0.3658, 0.2419, 0.3922
61 202.13 m 0.0420, 0.1336, 0.8244
62 197.62 m 0.3405, 0.2624, 0.3971
63 124.20 m 0.5298, 0.3208, 0.1494
64 87.24 m 0.8117, 0.0298, 0.1585
65 95.94 m 0.1849, 0.0612, 0.7539
66 87.90 m 0.6011, 0.1853, 0.2136
67 81.20 m 0.4094, 0.5613, 0.0293
68 171.80 m 0.4059, 0.1864, 0.4077
69 50.78 m 0.6722, 0.1631, 0.1648
70 84.20 m 0.4857, 0.0068, 0.5075
71 38.85 m 0.6315, 0.1759, 0.1925
72 380.51 m 0.7047, 0.0281, 0.2672
73 88.79 m 0.7676, 0.0761, 0.1564
74 111.18 m 0.5528, 0.2486, 0.1986
75 117.13 m 0.3019, 0.2797, 0.4184
76 167.61 m 0.5066, 0.1055, 0.3879
77 76.21 m 0.5236, 0.3164, 0.1600
78 95.63 m 0.1105, 0.1299, 0.7596
79 82.62 m 0.0378, 0.3758, 0.5864
80 151.55 m 0.2347, 0.7001, 0.0652
81 125.34 m 0.0695, 0.1892, 0.7413
82 183.18 m 0.5334, 0.2002, 0.2663
83 94.36 m 0.1023, 0.8966, 0.0012
84 105.74 m 0.6627, 0.2447, 0.0925
85 179.56 m 0.1690, 0.4239, 0.4071
86 171.45 m 0.0647, 0.3484, 0.5870
87 132.65 m 0.0391, 0.1737, 0.7872
88 163.34 m 0.3868, 0.3325, 0.2807
89 137.89 m 0.1989, 0.2219, 0.5792
90 159.80 m 0.0466, 0.8557, 0.0976
91 26.72 m 0.4530, 0.2951, 0.2519
92 56.72 m 0.0113, 0.4533, 0.5354
93 65.08 m 0.4402, 0.1323, 0.4275
94 160.14 m 0.0601, 0.7872, 0.1527
95 70.63 m 0.0678, 0.4997, 0.4325
96 47.82 m 0.8078, 0.1426, 0.0496
97 43.94 m 0.2255, 0.5318, 0.2427
98 60.97 m 0.2033, 0.3446, 0.4521
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99 89.10 m 0.1052, 0.1636, 0.7312
100 99.17 m 0.1511, 0.6101, 0.2388
Yellowtail flounder 100.00 m 0.4762, 0.4762, 0.0476
Sea scallop 100.00 m 0.0385, 0.1923, 0.7692
Haddock 90.00 m 0.3333, 0.3333, 0.3333
Atlantic herring 500.00 m 0.3333, 0.3333, 0.3333
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