Distributed graph processing platforms have helped emerging application domains use commodity clusters and Clouds to analyze large graphs. Vertex-centric programming models like Google Pregel, and their subgraph-centric variants, specify data-parallel application logic for a single vertex or component that execute iteratively. The locality and balancing of components within partitions affects the performance of such platforms. We propose three partitioning strategies for a subgraph-centric model, and analyze their impact on CPU utilization, communication, iterations, and makespan. We analyze these using Breadth First Search and PageRank algorithms on powerlaw and spatio-planar graphs. They are validated on a commodity cluster using our GoFFish subgraph-centric platform, and compared against Apache Giraph vertex-centric platform. Our experiments show upto 8× improvement in utilization resulting to upto 5× improvement of overall makespan for flat and hierarchical partitioning over the default strategy due to improved machine utilization. Further, these also exhibit better horizontal scalability relative to Giraph.
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Distributed graph processing platforms have gained attention off-late as emerging domains such as social networks, smart power grids and knowledge harvesting grapple with large-scale graph datasets. Such domains have limited access to high end HPC hardware, and instead leverage commodity clusters and Clouds for Big Data processing. As such, parallel programming constructs like MPI and OpenMP give way to distributed programming models like MapReduce on such commodity hardware.
Within the distributed graph processing space, there has been a recognition of the shortcomings of MapReduce/Hadoop for graph computation [1] . Graph applications typically require iterative operations to perform traversals [2] and this forces multiple MapReduce jobs to perform repeated reads and writes of the graph structure and state to HDFS. Further, the tuple-centric view of MapReduce does easily map to a graph structure and associated programming primitives.
There has also been work on distributed graph engines that offer a shared-memory perspective for irregular applications [3] , and on asynchronous graph-parallel computation in the form of GraphLab [4] . However, the vertex-centric programming model proposed by Google's Pregel has gathered the most traction due to its simplicity and scalability [5] . Pregel, and its open-source implementation, Apache Giraph, offer a model of vertex-parallel computation where application logic is written from the perspective of a single vertex. The logic can perform computation on the vertex and pass messages to neighboring vertices. The execution proceeds in a Bulk Synchronous Parallel (BSP) model, where vertex computation and bulk messaging -the pair of which forms a superstep -are alternated and repeat until the algorithm terminates. The vertex-computation itself can be execute in an embarrassingly data parallel manner on all vertices.
Several variations of the vertex-centric programming model have been proposed, that can be generalized as a componentcentric model. Here, the unit of computation is coarser than a single vertex, and these models address issues of large communication overheads, lack of data co-location, and longer iterations to convergence for graph algorithms in Pregel. Systems in this category include Giraph++ [6] , Blogel [7] and our own GoFFish [8] . These respectively use partitions and connected components (also called blocks or subgraphs) as units of computation, while using a similar BSP model of iterative, barrier-synchronized execution as Pregel.
Data locality and load balancing play an important role in the performance and scalability of such distributed graph platforms. While the vertex-centric programming models typically use a hash partitioning to evenly spread the vertices and the compute/communication load across machines (with its associated downsides, as discussed later), componentcentric algorithms have to trade-off the need to limit intermachine communication (by co-locating proximate vertices to improve shared memory communication) with balancing the sizes of the components themselves (to ensure improved machine utilization). While component-centric graph processing platforms have proposed variations of known partitioning algorithms to improve performance, there has not been an analytical study, validated by empirical experiments, on the impact of partitioning schemes on the computation and communication complexity, utilization of the machines, the number of supersteps taken for convergence.
In this paper, we make the following contributions: 1. We propose three incremental graph partitioning strategies for subgraph-centric programming models. These strategies extend known vertex-balancing partitioning approaches that minimize edge cuts, but are adapted for subgraph-centric graph processing. 2. We offer a detailed analysis of the impact of these strategies on the performance of subgraph-centric graph algorithms for spatio-planar and powerlaw graphs. We use the notion of meta-graphs that we introduced earlier [9] for this analysis, and consider Breadth First Search (BFS) and PageRank (PR) algorithms. 3. We experimentally validate the strategies and our analysis on four real-world on a commodity cluster, using the GoFFish subgraph-centric platform, and also offer compare with Apache Giraph vertex-centric platform. The rest of the paper is organized as follows: in § 3 we motivate the need for improved partitioning strategies using examples from existing vertex-and subgraph-centric platforms; we propose three incremental partitioning strategies in § 4 and in § 5 offer an analysis of their expected impact using a meta-graph model, for spatial and powerlaw graphs and for BFS and PR algorithms; we experimentally evaluate these partitioning techniques using GoFFish and compare them against Apache Giraph's performance in § 6; we review related literature on distributed graph processing and partitioning in § 7 and present our conclusions in § 8.
BACKGROUND
Google Pregel is an iterative vertex-centric programming model [5] in which a user has to think like a vertex and write the logic from its perspective. Pregel uses a Bulk Synchronous Processing (BSP) [10] model in which multiple workers operate on subsets of vertices in a graph, and executes the common user-provided logic on all vertices they hold. Besides computation on the vertex, the logic can emit messages to neighboring vertices. A barrier synchronization ensures messages generated after vertex computations are delivered in "bulk" to detonation vertices. A pair of compute and communication executed across all vertices forms a superstep, and the graph algorithm executes as a series of supersteps till all vertices vote to halt and have not generated new messages. Apache Giraph [11] is an open source implementation of Pregel.
The psuedocode for Single Source Shortest Path (SSSP) algorithm in a vertex-centric model as described in [5] . Each vertex as a unique id and knows the edges that connect it to its neighboring vertices. As part of its state, a maintains the present best-known distance from a given source to itself. In the first superstep, the distance value for the source vertex is initialized to zero while that for all other vertices it is initialized to ∞. The source vertex sends messages to its neighbors with the sum of its distance (0) and the edge weight to the neighbor. In subsequent supersteps, vertices that receive a messages with a distance value choose the minimum value among all its messages, and if it smaller that its current known shortest distance, updates its distance. Vertices that update their distance values sends a message to their neighbors, adding the new distance with the edge weight to the neighbor. The algorithm terminates when no vertex receives any update message.
Subgraph centric frameworks like GoFFish [8] , Blogel [7] and Giraph++ [6] operate in a component-centric manner. Here, users write the common logic from the perspective of a partition (Giraph++) or a connected component (GoFFish, Blogel), also called subgraph. This allows coarse grained computation on all vertices and edges present in the partition or subgraph, and performs bulk messaging between partitions and subgraphs at superstep boundaries. So all vertices in the same subgraph can communicate with each other as many times as necessary within a single superstep. As a result, these frameworks can converge in fewer supersteps since coarser computation happens in a superstep, and the messaging is limited to ones between subgraphs rather than fine-grained ones between vertices.
For e.g., GoFFish partitions an input graph into as many parts as the number of machines in the cluster. Edges connecting vertices across different partitions are termed as remote edges and the edges connecting vertices within a partition are termed local edges. Within a given partition a subgraph is defined as a weakly connected component (WCC) formed over vertices in the partition using local edges. A partition can have one or more subgraphs.
The psuedocode for SSSP in GoFFish as described in [9] , is similar to the vertex-centric one. In the first superstep, all subgraphs initialize the distances of their vertices to ∞. The subgraph containing the source vertex, however, sets the distance of its source vertex to zero and performs a multisource Dijkstra's algorithm on its subgraph, starting at vertices that were updated (just the source vertex, in this case). Any vertices in the subgraph whose distances are updated by Dijkstra's and have a remote edge will generate a message to their neighbor sent at the end of the superstep. In subsequent supersteps, subgraphs that receive messages in a superstep check if these messages offer shorter distances to their vertices than the current distance. If so, they perform a multi-source Dijkstra's from all the vertices whose distances improve, and so on. The supersteps repeat till no new messages are generated.
MOTIVATION
Both vertex-and subgraph-centric models of distributed graph computation have their respective advantages, both with respect to programming ease and performance. In particular, there are two discriminating factors between the two models that impact their relative runtimes: the number of supersteps taken to complete a graph algorithm, and the CPU utilization. The former impacts the coordination overhead since there is a barrier synchronization at the end of every superstep, and the latter gives the efficiency of these programming models when scaling out across multiple machines. Further, the communication cost also varies dramat- ically for these two models of computing, typically proportional to the number of edge-cuts between partitions. Number of Supersteps. Several graph algorithms that are constructed using a vertex-centric programming model are sensitive to the diameter of the graph. This is because for traversal algorithms, the number of supersteps taken to reach all vertices from a given source vertex depends on the diameter of the graph. E.g., for Breadth First Search (BFS) and SSSP, the upper bound of the number of supersteps taken is the graph diameter, with the actual value depending on the source vertex. Consequently, for graphs with a larger diameter, such as spatial graphs, the number of supersteps taken can be large, resulting in an increased coordination overhead. It should be noted that for algorithms that run for a constant number of supersteps, such as PageRank (PR) running for 30 iterations (as opposed to running till convergence), the diameter does not make a difference.
Subgraph-centric models, on the other hand, coarsen the computation so that the number of supersteps depends on the diameter of the meta-graph. A meta-graph (defined formally in § 5.1) is one where subgraphs identified in the graph partitions form meta-vertices and the existence of an edge between vertices in two subgraphs creates a meta-edge. For e.g., Fig. 1b shown the meta-graph for CITP graph partitioned into 5 parts.
Meta-graphs are guaranteed to have a diameter less than or equal to the original graph. This can potentially lead to fewer supersteps to complete a traversal and hence lead to a lower coordination overhead. Traversals in a subgraphcentric model can cause a vertex to be revisited, once as part of a local traversal within a subgraph, and later in they are visited through a (shorter weighted) path in a different subgraph. Despite revisits, in the worst case, subgraph-centric models take only as many supersteps as vertex-centric models. In practice, the graphs with a large diameter, such as spatial graphs, end up having much fewer supersteps in a subgraph-centric model than a vertex centric one. Table 1 summarizes several real-world graph datasets that we use this paper for illustration and empirical evaluation. For e.g., the CITP graph has a diameter of 22. When it is partitioned into 5 parts using METIS [16] , the resulting meta-graph has a diameter of 3, as shown in Fig. 1b . As a result, running BFS on CITP using Giraph and GoFFish takes 21 and 9 supersteps, respectively. Since GoFFish can revisit meta-vertices, the number of supersteps is not equal to 3 but larger, while still being much smaller than the upper bound of 22. On the other hand, CARN graph has a diameter of 849 while its meta-graph from 5 partitions has a diameter of 3. As a result, Giraph takes 556 supersteps to complete a BFS while GoFFish takes only 5 supersteps. Machine Utilization. Vertex-/Subgraph-centric programming models exploit degrees of parallelism proportional to the number of vertices/subgraphs in the graph/meta-graph, respectively, within each superstep. Typically, each vertex/-subgraph is executed by an independent thread. Giraph hashes the vertex by its ID to a machine, and attempts to balance the number of vertices held within each machine. Since often, the cost for executing the compute method on an active vertex 1 is uniform across vertices and there are many more vertices in a machine than the number of cores on it, this achieves a good load balancing. Subgraph-centric models such as GoFFish use partitioning algorithms such as METIS to create as many partitions as the number of hosts. This often causes each partition to have one large subgraph along with many small subgraphs. For e.g., Fig. 1a shows that one subgraph with ∼1M vertices dominates each of the 5 partitions of CITP. The runtime to execute a superstep for a partition is determined by its largest subgraph, and the time to complete the superstep for the entire graph is determined by the slowest partition. Due to the imbalance in the subgraph sizes within a partition, we see a long-tail effect where one core of a machine continues processing the largest subgraph while other cores are idle, having completed processing the smaller subgraphs. This causes a sharply lower CPU utilization for the machine.
For e.g., Figs. 2a and 2b show the minimum, maximum and average utilization of CPUs across the 5 hosts, per superstep, as BFS runs across CITP for Giraph and GoFFish. For Giraph, the number of vertices that are active (and hence the utilization) increases as the supersteps increase and peaks at superstep 7, with a utilization min-max range of 30−75%. Incidentally, the 90-percentile diameter of CITP is 9, so we see a peak close to this superstep. As the number of active vertices in a superstep vary across machines, and reduce overall for later supersteps, the coordination time may dominate and cause a poorer utilization. In all, Giraph has a normalized CPU utilization of 33% for CITP and 15%
1 Note that the vertices that are active in a superstep may themselves not be evenly balanced across machines in a superstep. For e.g, in BFS, the set of active vertices (frontier set) spreads across different partitions starting with the one holding the source vertex, as the supersteps increase. But this spread could be non-uniform across partitions due to the graph topology. Figure 2 : Utilization%, supersteps and compute times to run BFS on 5 hosts using Giraph and GoFFish.
for CARN (Fig. 2c) . Here,
where S is the set of supersteps, ts is the total time taken by a superstep s and Us is the average CPU utilization % across all cores in that superstep. We also observe from the figure that the runtime for all supersteps is 15 secs for CITP and 122 secs for CARN even though CITP has more vertices and edges. This is due to the lower utilization% as well as the significantly larger number of supersteps taken. GoFFish has a peak per-partition utilization in the range of 10 − 12% for CITP, reached at superstep 4, after which it stays uniform till completion. CITP's meta-graph has a diameter of 3, and hence the peak utilization and number of active vertices are close to that superstep. All subgraphs are active beyond the 4 th superstep, due to revisits. Given this and the single large subgraphs (but of similar sizes) that dominate each partition,the utilization falls within a narrow range for all partitions. BFS on CARN using GoFFish, on the other hand, while having a lower utilization% than Giraph ( Fig. 2c) , still manages to complete much faster due to the benefit of the smaller diameter of the meta-graph. Summary. Subgraph centric models while offering fewer supersteps and better communication locality compared to vertex-centric ones however suffer from poor machine utilization due to imbalances in the subgraph sizes within a partition. As a result, better partitioning approaches can improve the CPU utilization and reduce the algorithm runtime. Intuitively, by increasing the number of partitions per machine to match the number of cores, we can have as many large subgraphs as the number of cores, and potentially improve the utilization. This can however cause the meta-graph to have a large number of meta-vertices and possibly increase its diameter, impacting the number of supersteps. Further, the inter-machine communication complexity can increase due to the increase in meta-edge cuts. In the subsequent sections, we propose and analyze partitioning strategies to address these aspects.
PROPOSED PARTITIONING STRATEGIES
Recollect that in a subgraph-centric framework, the graph is partitioned onto distributed machines and subgraphs within partitions identified as units of computation on those machines. The distribution of subgraphs, both in terms of their sizes and their numbers, has an impact on the load-balancing on the machines and the time taken to complete a barriered superstep. Specifically, as Fig. 2c exemplifies, the utilization of CPU cores when creating one partition per machine, which we term as Default Partitioning below, offers a low CPU utilization of under 10%.
Partitioning large graphs is a hard problem, and there has been significant work on developing approximate solutions. Rather than develop an ab initio approach to partitioning from the context of subgraph balancing, we instead leverage existing, well-understood partitioning algorithms but apply them in a novel manner for subgraph-centric platforms.
Since a single large subgraph, executing in a single core, dominates the execution time for a partition, creating as many partitions as the number of cores across the (symmetric) machines can help improve the utilization, but can exacerbate the communication costs or the number of supersteps taken to complete. We use this idea to propose two new partitioning strategies, besides the default, and analyze their consequences in the next sections.
We consider the given graph that has to be partitioned as G = (V, E) where |V | = n and |E| = m. We are deploying the partitions over a cluster of k symmetric machines, each having c cores. Fig. 3 illustrates the three partitioning strategies for a graph G onto a cluster of 3 machines having 2 cores each.
Default Partitioning [DP]
This is the partitioning strategy currently used in the GoFFish subgraph-centric platform. Here, we partition the graph G into k parts:
, and (2) the number of edge cuts between partitions is minimized. We distribute partition Pi to machine i and identify WCCs that lie wholly within Pi, which form the subgraphs 2 . Existing algorithms such as METIS [16] offer such vertex-balanced partitioning.
As observed before, a drawback of this strategy is that in practice, each machine end up with one large subgraph, and hundreds of tiny subgraphs with unbalanced load across the cores of a multi-core machine. 
Figure 3: Three partition strategies illustrated for a graph G, on a cluster of 3 machines having 2 cores each.
Hierarchical Partitioning [HP]
In this strategy, we initially partition G into k vertexbalanced parts, P1, . . . , P k , just like the Default Partitioning strategy, and place each partition on its own machine. However, we further partition each Pi into c vertex-balanced parts, giving as many partitions as the number of cores. The connected components are identified within each of the k × c partitions to obtain the subgraphs.
Hierarchical partitioning generates as many partitions as the number of cores and if there is one large subgraph per partition, it will lower the load imbalance between the cores. Further, the first level of partitioning identifies k partitions that are least connected to each other, and hence decreases the inter-machine edge cuts. This can lead to lower communication costs between supersteps. The second level of partitioning of each k into c will introduce intra-machine edge cuts between the partitions on a machine, but not intermachine ones.
Flat Partitioning [FP]
In flat partitioning, we directly partition the graph G into k × c vertex-balanced partitions. We distribute c of the partitions to each of the k machines, at random. The connected components are identified within each partition in a machine to form subgraphs.
This retains the benefit of HP by having as many partitions as the number of cores. However, since it does not consider the connectivity between partitions when placing them on different machines, the inter-machine communication costs may increase. Also, in FP as well as HP, the increase in the number of subgraphs, relative to DP, can have a negative impact on number of superstep. These and other performance implications of these strategies on different algorithms and graphs are analyzed next.
ANALYSIS OF PARTITIONING STRATE-GIES
We analyze the impact of each partitioning strategy on the structure of the meta-graph, their effect on subgraphcentric graph algorithms, and their expected performance relative to vertex-centric versions of the algorithms.
Definitions
Let the undirected graph which is partitioned and on which computation is performed be G = (V, E) where |V | = n and |E| = m. A p-way graph partitioning will return partitions, P = {P1, P2, ..., Pp} where Pi = (Vi, Ei). Vi represents the vertices in partition Pi and
Each partition Pi has one or more the subgraphs, each of which is a connected component such that their vertices can reached using local edges in that partition. As a result of partitioning, G is decomposed into a set of subgraphs SG = {SG1, SG2, ..., SGq} across all partitions. SGi = (V s
To help with the analysis, we define a meta-graph as G =
The sum of all the meta-vertex weights will equal n = |V | and sum of all meta-edge weights will equal the edge cuts across partitions.
We assume a commodity cluster with k symmetric machines each having c CPU cores.
Types of Graphs
Graph partitioning techniques are sensitive to the topology of the graph. We consider two classes of large-scale real-world graphs, namely graphs with powerlaw distribution and spatial networks. Spatial graphs are characterised by a uniform degree distribution, a large diameter and a planar topology. Road networks and sensor networks fall under this category.
Relation between Partitions and Edge Cuts
Let χ(G, p) represents the number of edge cuts for a graph G that is p-way partitioned using a vertex-balanced algorithm, such that |Vi| ≈ |V | p for all partitions Pi. Minimizing χ(G, p) for a given p is an NP-complete problem [17] . There exist many heuristics based on multilevel partitioning [16, 18] , spectral partitioning [19] , and so on. For our analysis and implementation, we use METIS [16] to perform vertex-balanced partitioning. We treat it as black box and assume that it gives a near-optimal value of χ(G, p).
Donath, et al [20] give a lower bound on the minimum number of edge cuts as:
where λi is the i th largest eigenvalue of L(G) where L(G) is the graph laplacian given by L(G) = deg(G)−adj(G) ,where deg(G) is the degree matrix(a diagonal matrix with degree of vertices) and adj(G) is the adjacency matrix.
For powerlaw graphs, their eigenvalues also display a powerlaw distribution [21] . As a result χ(G, p) initially increases rapidly as the number of partitions increase from p = 1, but for larger values of p this growth slows following an exponential decay.
For spatial planar graphs, due to an even edge degree distribution and a planar topology, χ(G, p) increases linearly with p. Also, as spatial graphs are easy to partition optimally, the number of edge cuts are much lower than in the case of powerlaw graphs.
Impact of Strategies on the Meta-graph
The meta-graph offers a useful tool to examine the performance behaviour of subgraph-centric graph algorithms on the partitioned graph. Here, we analyze the relative impact of the partitioning strategies on the meta-graph structure. Number and Weights of Meta-vertices. The number of meta-vertices represents the number of connected components (or subgraphs) present in all partitions. The partitioning strategies proposed have different effects on the number of meta-vertices for the two types of graphs considered.
Most real-world graphs contains at least one large WCC [22] . For spatial graphs, a vertex-balanced partitioning attempts to divide the vertices of this single large connected component equally among all partitions while reducing edges between them. Due to the regular structure of spatial graphs, the number of large subgraphs | V | is close to the number of partitions, one per partition, and this holds even for a large number of partitions. As a result, after DP performs a k-way partitioning onto k machines, the resulting number of subgraphs is close to k. For HP and FP, we create k × c partitions and with one large subgraph per partition, we have | V | ≈ k × c in both cases.
For powerlaw graphs, | V | has a more subtle relationship as the number of partitions increase. While applying FP for powerlaw graphs, the vertex-balanced partitioning tries to place the top k × c vertices with the highest edge degrees into different partitions to reduce edge cuts between them.
On the other hand, for HP, in the first level of partitioning, vertex-balancing places the top k vertices with the highest edge degrees into k different partitions. Often, these vertices are densely connected component with a star topology (i.e. single vertex with high edge degree connected to vertices with edge degrees of 1). When performing the second level of vertex-balanced partitioning within each machine, the subgraph containing the star-topology vertex may need to be split to ensure vertex balancing. This can result in partitions containing thousands of singleton or tiny subgraphs which are connected by remote edges to a subgraph containing the high edge-degree vertex present in another partition in the same machine. So, for HP, the number of meta-vertices | V | will increase much more rapidly than FP, relative to DP and also as the number of machines or cores increases. Further, the weights of the meta-vertices will also have a skewed distribution as it can contain lot of meta-vertices with very small weights. Number and Weights of Meta-edges. We have χ(G, p) = weight[ eij], ∀ eij ∈ E, i.e., the number of edge cuts across all p partitions for graph G is given by the sum of its metaedge weights. As we observed in § 5.3, in the case of powerlaw graphs χ(G, p) increases rapidly with the increase in the number of partitions, for small values of p, but the rate of growth decays for larger values of p. For spatial graphs, χ(G, p) varies linearly with p. Hence, when we consider k partitions for DP with χ(G, k) meta-edge weights, both HP and FP, which have k × c partitions, will have a similar relative increase in their meta-edge weights, χ(G, k × c), based on the type of graph.
However, if the vertex-balanced partitioning algorithm offer near-optimal results, the growth in edge cuts, and hence sum of meta-edge weights, should increase more rapidly for HP than FP relative to DP or as the number of machines increases. The intuition is the same as for meta-vertices. For HP, we identify the k partitions with tightly connected vertices and then try to further partition each into c parts, causing deeper edge cuts. In FP, we identify the k × c partitions with minimal connections between each in a single pass. This effect will be more acute for powerlaw graphs with dense edge degrees. Structure and Diameter of Meta-graph. Meta-graphs for both powerlaw and spatial graphs exhibit a recursive behaviour, whereby the structure of the meta-graph resembles the original graph. For spatial graph, meta-vertices represent spatially proximate connected components and retain a uniform degree distribution and a planar topology.
In case of graphs with powerlaw distribution, as we increase the number of partitions p, we have a few metavertices having large degrees (representing subgraphs containing the high degree vertices) connected to lot of metavertices representing small subgraphs present in other partitions which are disconnected from the vertex with the large degree, in order to balance the load on each partition. Moreover the degree distribution will be more skewed in case HP, as mentioned before.
The diameter of a graph is the longest shortest path between any two pairs of vertices. The diameter of the metagraph G for DP must be ≤ the diameter of the original graph G. The proof for this is straight forward: Neel, make it a bit clearer: if diameter( G) > diameter(G) then the path representing the diameter in G can be expanded into larger path in G by expanding each meta vertex vi into the subgraph it represents. As each subgraph contains at least one vertex, we get a path which is longer than the diameter. Hence by contradiction we can prove diameter( G) ≤ diameter(G) We can similarly prove that the diameter of meta-graph generated by DP is ≤ diameter of meta-graph generated by HP since meta-vertices in HP are created by splitting metavertices in DP. However, the diameter of the meta-graph from FP does not hold such a strict relationship.
Analysis for PageRank (PR)
We define the PageRank (PR) algorithm to run for a fixed number of supersteps (30) for both subgraph-and vertexcentric models. A serial version of PR has a computation complexity of Oc(|V | + |E|) (since that many floating point operations are performed) and communication complexity of Om(|E|) (messages generated to neighbors) per iteration (superstep). The complexity remains constant for each iteration of PR. Vertex-centric Model. For a vertex-centric framework using hash partition to place vertices onto partitions, the number of vertices will be equally distributed per core (since |V | c). So when running PR on k machine each having c cores, each core operates on |V | k×c vertices. Ideally, if the edges are also equally distributed among the partitions, the computational complexity per superstep is Oc(
|V |+|E| k×c
) , and this complexity is balanced for each core.
This holds true for spatial graphs, but for powerlaw graphs, the edge degree skew can impact the complexity and cause it to be unbalanced across cores, i.e., if the difference in edge degrees between the vertex with the highest degree and the vertex with the (k × c) th degree is significant, we can expect the computation costs to be unbalanced and hence cause non-uniform utilization of the CPU cores.
We distinguish between communication costs for in-memory message transfer for vertices (or subgraphs) co-located on the local machine and remote message transfer over network between vertices (subgraphs) on different machines; the latter is more relevant. The expected number of remote edges in a hash partition of k partitions for a graph G is given by
For larger values of k, E H ≈ |E|. As a result, the remote communication complexity is given by O × c) ). However, both in case of HP and FP, c partitions remain inside a machine. As result, the real network bandwidth used per superstep depends on the number of edge cuts between the machines. For HP the number of edge cuts across machines is the same as DP. FP will have a higher number of inter-machine edge cuts as k × c partitions are randomly placed on k machines, with c partitions each.
Analysis for Breadth First Search (BFS)
It is to be noted that for BFS we are actually running SSSP from a source s for a undirected graph G with all edge weights 1. For Analysis of BFS we are ignoring the communication cost as only mathcalO(E) messages are sent across all supersteps. For spatial graphs which have uniform degree distribution total computational complexity per core for superstep x can be given by O (
) where d is the mean degree of vertices in spatial graphs. However due to skewed degree distribution in power law graphs the computational complexity will vary across cores.
Total number of superstep for vertex centric model will equal to the diameter(G). As a result spatial graphs with large diameter performs poorly in BFS on such framework. Subgraph-centric Model with DP. For calculating the shortest path on a unweighted bi-directional graph we are using SSSP in subgraph centric model as described in [9] on each subgraph. For DP we get k large subgraphs each having O( Let sup be the total number supersteps taken to complete BFS starting from source s and Ls be the longest shortest path to any vi ∈ V from source s. For BFS in subgraph centric model sup is the largest number of times a meta edge ei ∈ E is touched in a path p from the source s to any vertex vi ∈ V in the BFS tree created from source s in the original graph.
A lower bound on sup is O(diameter( G)). An loose upper bound can be the O(diameter(G)) (or more precisely O(|Ls|)) . However for sup ≈ O(diameter(G)) all the edges in Ls should be a meta edge.
For spatial graph χ(G, k) ≪ e and diameter(G) (as well as |Ls|) is large. As | E| χ(G, k) , the probability of all edges of path Ls in meta edges is extremely small. Same holds for other large shortest paths starting from source s. As a result in general cases sup ≪ O(diameter(G) and we see a sharp reduction in number of supersteps from vertex centric model. × log( n k×c )). Even though for initial supersteps the utilization remains low due to small number of active subgraphs, utilization increase considerably when all subgraphs become active.
We know from earlier sections that both χ
Consequently the expected number of superstep increases. The growth is number of edge cuts is linear for spatial graph and it decays out for power law graph for large values of k. As a result the rise in expected number of supersteps in case of spatial graphs should be higher. Also we know that in general χ HP (G, k × c) > χ F P (G, k × c) for near optimum partition strategy. So the number of supersteps in case of HP should be higher than FP.
EMPIRICAL EVALUATION
We evaluate the partitioning strategies on several realworld graphs on GoFFish, and compare the improvements of FP and HP relative to DP, and relative to Apache Giraph.
Datasets and Environment
We use four graphs CITP 3 , LIVJ 4 , USRN 5 and ORKT 6 , described in Table 1 . CITP, LIVJ, ORKT are powerlaw graphs while USRN is a spatial graph.
We run our experiments on our in-house commodity cluster where each machine contains one AMD 3380 (8 cores) CPU, 32 GB RAM and 256 GB SSD connected by Gigabit Ethernet. We use CentOS 7, and Giraph v1.1, Hadoop/-Yarn v2.2 and GoFFish v2.6 run on JDK v7. GoFFish was modified to support the different partitioning strategies. We use ParMETIS v4.0.1 with a default load factor of 1.03 for vertex-balanced partitioning, where required.
Meta Graph Structure
We extract and study the meta-graph for some of the graphs deployed in GoFFish across 5 machines with 8 cores, using the three partitioning strategies. Table 2 describes these meta-graph properties.
(weight [ ei] ) gives the total number of edge cuts being across all partitions For spatial graphs like USRN, the number of meta-vertices is close to k for DP and k × c for FP and HP. As expected from the analysis ( § 5.4) the number of edge cuts for USRN has gone up for FP and HP relative to DP by ≈ 5.23× as these have 8× more partitions. But this is still a very small proportion of the total edges in the graph. Both HP and FP have almost the same number of edge cuts, showing that it is easy to get near-optimal partitioning for spatial graphs. The diameter of the meta-graph has also increased for HP and FP by ≈ 3× relative to DP, which will impact the number of supersteps for traversal algorithms like BFS.
For powerlaw graphs like CITP and LIVJ we observe large number of meta-vertices. Most of these are very small and contain few vertices which are disconnected from vertices which have large degrees. This is in order to balance the number of vertices in each partition. Also, as expected from our analysis ( § 5.4), the number of meta-vertices for HP increases more rapidly than FP. The diameter for HP and FP have not increased from DP. In fact, for LIVJ, there is a slight decrease in diameter from DP to FP. Edge cuts have increased 2.03× and 2.15× from DP to FP and HP respectively in case of LIVJ. 
Performance of Algorithms
We run BFS and PR on GoFFish (with all three partitioning strategies) and Giraph, using 5 and 10 machines. The experiments are run for 3-4 real-world graphs. Number of Supersteps. Fig 4 shows the number of supersteps taken for performing BFS on 5 and 10 machines, for both Giraph and the three strategies for GoFFish. As described in § 5.6, the number of supersteps taken by Giraph is as large as the diameter of the graph. As a result number of supersteps for Giraph is much larger than all three GoFFish strategies.
In case of the spatial graph USRN, the number of supersteps increases considerably from DP to HP and FP, both for 5 and 10 machines. For the other powerlaw graphs, the rate of growth of edge cuts decreases with as the number of partitions increase. So we observe only a small increase in the number of supersteps. Moreover as the ratio of edge cut for 10 vs. 80 partitions (DP vs. HP/FP on 10 machines) is lower than 5 vs. 40 partitions (DP vs. HP/FP on 5 machines) the observation is more apparent in case of 10 machines. In some cases HP and FP performs even better than DP but they may represent some special cases. Utilization. In § 3, we saw that DP offered low CPU utilization. Figs. 5b,6b, 7b and 8b show the CPU utilization for BFS and PR on 5 and 10 machines. We observe a significant improvement in utilization over DP for both HP and FP. In case of BFS we see 4× and 5× better utilization than DP for HP and FP respectively. In case of PR, the ratio increase to upto 7× and 8×. In most cases, our utilization is even better than that of Giraph.
These are a consequence of both better balancing of partitions as well as fewer supersteps that ensure that imbalances due to different number of active vertices/subgraphs do not sustain over many supersteps. For PR, all subgraphs/vertices are active in all 30 supersteps, the utilization reflects the direct benefit of our partitioning. In BFS, we start with a small set of active vertices which gradually increases in wave. We observe a better utilization for FP than HP in powerlaw graphs as FP contains fewer meta-vertices which leads to less overhead in context switching across many data parallel subgraphs in a single machine. Communication Cost. In GoFFish, messages are trans- mitted between subgraphs. Even if several vertices in a subgraph generate messages to several in another subgraph, these are packed into one. So the total number of messages exchanged depends on the number of meta-edges present in meta-graph (as opposed to the total number of edge cuts).
Figs. 5c, 6c, 7c, and 8c show the total number of messages exchanged for the algorithms on 5 and 10 machines. For BFS the number of message exchanged is slightly more than the total number of meta-edges due to revisit. Also for BFS, the communication has very little overhead relative to the makespan. In case of page rank number of message exchanged is 30× the meta-edges. Due to increase in number of meta edges number of message exchanged increase from DP to FP and HP. The number of message exchanged across subgraphs is higher in case of HP than FP due to more number of meta edges. However real cost of message exchange in HP is lower than FP as it has lesser number of intra machine meta edges. Infant for HP there is no extra penalty for message exchanged than DP.
In case of Giraph the message exchanged is high due to hash partition. However we can not comment on the underlying optimization like packing and compression used in Giraph.
Overall Makespan. Taking all factors into consideration we observe the over all make span for both algorithm for all graph on 5 and 10 machines in (Fig 5a ), (Fig 7a ) , (Fig 6a ) and (Fig 8a ) . For BFS we have two opposing factors working namely improved utilization at the cost of increasing super steps. We observe that for most graphs HP and FP performs at least 2 − 3× better than DP. In cases of power law graphs FP performs better than HP due to lesser number of meta vertices leads to better utilization. Improved partitioning techniques lead to better overall time than Giraph for all those case where Giraph was performing better than Default GoFFIsh i.e. DP. Only in the case of BFS on ORKT for 5 machines Giraph still performs better than all three version of Goffish
In case of Page rank two opposite factor include improved utilization vs increasing communication cost. We observe than in all cases FP and HP performs better than DP. For page rank HP performs better than FP for larger graphs (like ORKT and LJ) due to decrease in inter machine message communication.
RELATED WORK
Efficient graph partitioning is an integral part of most distributed graph processing systems since it typically affects the execution efficiency of jobs over the distributed and partitioned graph.
There has been a lot of significant work already done in the field of graph partitioning, which is an NP-hard problem [17] . The balanced vertex graph partition problem has been quite extensively researched, and many stable, large-scale graph partition tools have been created as a result, such as METIS [16] and PT-Scotch [24] . These mainly address the problem of partitioning a graph into a k-way vertex balanced scheme efficiently. Although this paper also only focuses on partitioning techniques involving balancing vertices across nodes, work has been done in partitioning a graph by balancing edges [25] which shows that the edge partitioning problem corresponds to a vertex partitioning problem with roughly the same approximation guarantees. Although, if the distributed graph systems aggregate messages before sending them to other nodes( like Pregel's message combiner and aggregator), the communication cost of a job running on an edge-balanced partitioned graph instance would be significantly lesser than that of a vertex-balanced graph instance as shown in [25] .
It is worth noting that online graph partitioning, which involves partitioning a graph in a single pass over its edges or vertices according to some predefined heuristic, has been explored by Stanton et al [26] . The heuristics of single-pass streaming partitioning have been improved in [25] by utilizing a greedy online assignment heuristic. This approach has been further improved on in Fennel [27] which uses the vertex cardinality and edge cuts as parameters for its heuristic.
Many distributed graph processing systems use different partitioning techniques to distribute the graph across worker nodes in an efficient manner, some of which are enumerated below. 1. GPS [28] and Pregel [5] can automatically repartition vertices of the graph across the nodes of a cluster depending on their message-sending patterns. Through this, they try to co-locate vertices which have a high number of messages among them on the same node.
2. GPS also has an optimization technique called LALP(large adjacency list partitioning) where it distributes adjacency lists of large degree nodes to their corresponding workers. This enables a large degree to send only a single message to a node and the node replicates that message to all corresponding vertices using the adjacency list it has. 3. Giraph++ [6] uses a modified version of the distributed graph coarsening algorithm described in ParMETIS [29] . The graph is initially coarsened to a manageable size so that it can fit in memory of a single machine, on which ParMETIS is run to generate partitions. These partitions are projected back to the original graph in a parallel fashion. 4. Blogel uses the Voronoi diagram of a graph to partition the vertices it into different Voronoi cells. A multi-source BFS is run to obtain the Voronoi cells and compute the assignment to workers using a greedy distribution algorithm. This performs much faster than Giraph++'s METIS based partitioning strategy as shown in [7] . 5. Distributed Graphlab [4] partitions its data graph in a way similar to the HP technique described above. Initially a large amount of partitions are generated, using either random hashing or ParMETIS. The graph is partitioned into k parts which is quite bigger than the number of worker nodes n. The k-vertex meta-graph is then partitioned over n nodes by using any fast balanced partition technique.
It has been observed that the BSP model performs quite poorly for algorithms that involve traversal of the graph. The resource utilization of the worker nodes for traversal algorithms is pretty low compared to the amount of overhead introduced by synchronizing the worker nodes across supersteps. Li et al [30] propose running multiple concurrent traversals from various parts of the graph. Although this is quite specific to algorithms such as Betweenness Centrality, that require multiple traversals of the graph, the resource utilization increases and execution time along with the number of supersteps decreases as more work is being done per superstep. In Pregel-like systems,it has been shown by Yan et al. that mirroring high degree vertices across partitions, which is similar to the LALP technique used in GPS, significantly reduces the communication bottleneck and the running time [31] .They also implement a request-respond mechanism that bounds the number of messages sent by a node to the total number of nodes in the system.
Straggler tasks on worker nodes occur generally due to an imbalance caused by multiple high degree vertices in the same partition. This lowers the superstep time, since it is bounded by the compute time of the slowest worker node. Using a linear modelling technique based on the resource utilization of the worker nodes, we can make scheduling decisions to prevent resource wastage and avoid waiting for the situation when tasks are slowed [32] .
Runtime load monitoring of dynamic migration of vertices has been explored in Mizan [33] , a Pregel-like BSP-based graph processing system. For the migration, the communication costs for each vertex are analyzed after each superstep, and vertices from over-utilized worker nodes are migrated to under-utilized worker nodes before the start of the next superstep. The authors report significant speedups for PageRank and Distributed Minimum Spanning Tree algorithms on large graph datasets, even though they incur some overhead due to the cost of vertex migration.
CONCLUSION
In this paper, we have identified the opportunity for improving the performance and scalability of subgraph centric graph platforms through better partitioning techniques. These three strategies introduced have resulted in a significant gain in the CPU utilization and directly led to faster runtimes. These offer insight into improving the scalability of other component centric models of graph programming.
