Devaney's chaos or 2-scattering implies Li–Yorke's chaos  by Huang, Wen & Ye, Xiangdong
Topology and its Applications 117 (2002) 259–272
Devaney’s chaos or 2-scattering implies Li–Yorke’s chaos✩
Wen Huang, Xiangdong Ye ∗
Department of Mathematics, University of Science and Technology of China, Hefei,
Anhui, 230026, People’s Republic of China
Received 7 March 2000; received in revised form 14 August 2000
Abstract
Let X be a compact metric space, and let f :X→X be transitive with X infinite. We show that
each asymptotic class (or the stable set Ws(x) for each x ∈ X) is of first category and so is the
asymptotic relation. Moreover, we prove that if the proximal relation is dense in a neighbourhood of
some point in the diagonal then f is chaotic in the sense of Li–Yorke. As applications we obtain that
if f contains a periodic point, or f is 2-scattering, then f is chaotic in the sense of Li–Yorke. Thus,
chaos in the sense of Devaney is stronger than that of Li–Yorke.  2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
By a dynamical system, we mean a pair (X,f ), where X is a compact metric space and
f :X→X is continuous and surjective. We say (X,f ) is trivial, if X is consisting of one
point. Chaoticity or complexity is an important property of dynamical systems. In 1975
Li–Yorke gave the first mathematical definition of chaos. Since then, people from different
fields try to describe the behaviors by providing definitions of chaos according to their
understanding of the subject. Surely, it is an important question to understand the relation
among the various definitions.
In this paper we will study the most two popular definitions, given by Devaney, Li–
Yorke; and the notion of 2-scattering and scattering given by Blanchard, Host and Maass.
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Let (X,f ) be a dynamical system with metric d . According to Li and Yorke [16], a subset
S ⊂X is a scrambled set (for f ), if any different points x and y from S are proximal and
not asymptotic, i.e.,
lim inf
n→+∞ d
(
f n(x), f n(y)
)= 0, and lim sup
n→+∞
d
(
f n(x), f n(y)
)
> 0.
We say f is chaotic in the sense of Li–Yorke, if there exists an uncountable, scrambled set.
A dynamical system is transitive if for each pair of non-empty open subsets A,B of
X, there is n ∈ N such that f n(A) ∩ B 	= ∅. It is clear that the set of transitive points of
f , i.e., points with dense orbits, is a dense Gδ subset, which will be denoted by Tranf .
A dynamical system is minimal if it is transitive and Tranf = X. Denote by ω(x,f ) the
ω-limit set of x ∈X. Then it is easy to see that f is transitive if and only if there is x ∈X
with ω(x,f )=X. We say (X,f ) is weakly mixing if f ×f :X×X→X×X is transitive,
and (X,f ) is totally transitive if f n is transitive for each n ∈ N. x ∈X is a periodic point
of period n if f n(x)= x , but f i(x) 	= x for 1  i  n− 1. If n = 1, x is a fixed point. If
(X,f ) is transitive and X is finite then it consists of a single periodic orbit, while if X is
infinite then it contains no isolated points.
We say that f :X→X is sensitive or sensitive dependence on initial conditions if there
is ε > 0 such that for each x and each δ > 0 there are y with d(x, y) < δ and n ∈ N such
that d(f n(x), f n(y)) > ε.
By Devaney [10], f is chaotic, if it satisfies the following three properties:
(1) f is transitive;
(2) the set of periodic points of f is dense in X;
(3) f is sensitive dependence on initial conditions.
We remark that according to [6], or [14], or [4], (1) and (2) implies (3).
In some sense the definitions of Li–Yorke and Devaney describe the complexity a
dynamical system using the behaviors of points under iterations. In [8] the authors
introduce the notion of scattering and 2-scattering using complexity of covers. Given a
cover C of a dynamical system (X,T ), usually open or closed, its complexity function
C(C, n) is the minimal number of a sub-cover of refinement Cn0 =
∨n
i=0 T −iC . According
to [8], a dynamical system (X,T ) is scattering if any cover by non-dense open sets has
unbounded complexity, and 2-scattering if the same is true for 2-set covers only.
Scattering evidently implies 2-scattering. Any topologically weakly mixing system is
scattering; 2-scattering is total transitivity; (X,T ) is scattering if and only if its Cartesian
product with any minimal system is transitive (see [8]). Moreover, scattering is strictly
weaker than weak mixing [3].
In the context of transitive systems, it seems natural to demand that the scrambled set be
large topologically rather than just in cardinality. We call a system densely Li–Yorke chaotic
when it admits a dense, uncountable scrambled set. Our main result is a characterization
of this property in a wide class of systems which includes all transitive systems. Observe
that if (X,f ) is Li–Yorke chaotic then so is its product with any system (Y, g). On the
other hand, if a system has a nontrivial periodic orbit as a factor then it can not be densely
Li–Yorke chaotic. In particular if (Y, g) is a nontrivial periodic system, then (X×Y,f ×g)
is not densely Li–Yorke chaotic.
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To study scrambled sets for transitive maps, we find that it is very useful to get a deep
understanding of the asymptotic class and relation. This will be done in Section 2. It turns
out that for transitive systems with infinitely many points they are of first category. In
Section 3, we study proximal relation and give some sufficient conditions, each of which
implies chaos in the sense of Li–Yorke. Particularly, if the proximal relation is dense in a
neighbourhood of some point in the diagonal, and if the system is transitive with infinitely
many points, then the system is chaotic in the sense of Li–Yorke. Moreover, we show that
in some case the uncountably scrambled set can be chosen both for the map and its inverse.
In Section 4, we use the results obtained in Sections 2 and 3 to prove that a transitive
system with infinitely many points containing a periodic point must have an uncountable
scrambled set. In particular, chaos in the sense of Devaney is stronger than that of Li–
Yorke. Moreover, we also show that 2-scattering implies chaos in the sense of Li–Yorke.
We mention that in [15,17] the authors show that weak mixing implies chaos in the sense
of Li–Yorke, which can be obtained by our results as weak mixing implies 2-scattering.
Finally, in the Appendix we prove that some results which hold for homeomorphisms are
true for continuous maps.
A point x ∈ X is called an equicontinuous point if for each ε > 0, there is δ > 0 such
that diamf n(B(x, δ)) < ε for each n, where B(x, δ) is the open ball centered at x with
radius δ. Note that B(x, ε) will be denoted by B(x, ε).
A transitive system with an equicontinuous, transitive point is called almost
equicontinuous. Finally, f is uniformly rigid if the identity is a limit point of the iter-
ates in the uniform topology and f is 2-rigid if each point in X × X is recurrent under
f × f . Recall that x ∈X is a recurrent point if there is ni →+∞ such that f ni (x)→ x .
The following propositions are proved in [5,14,4], respectively, and we include the
proofs here for completeness.
Proposition 1.1. If f :X→X is almost equicontinuous, then it is uniformly rigid.
Proof. Given an ε > 0, there is a transitive point x0 and an open neighbourhood U
of x0 such that d(f n(x0), f n(y)) < ε for each n and each y ∈ U . Let now k satisfy
f k(x0) ∈U , then d(f n+k(x0), f n(x0)) < ε for each n, and since x0 is transitive it follows
that d(f k(z), z) ε for each z ∈ X. Applying this observation to a sequence of εi ’s that
tend to zero gives a sequence of ki ’s such that f ki tends to identity uniformly. ✷
Proposition 1.2. Assume that (X,f ) is a transitive dynamical system. Then f is almost
equicontinuous if and only if f is not sensitive.
Proof. It is clear that if f is almost equicontinuous then f is not sensitive.
Now suppose that f is not sensitive. Then for each n, there is a non-empty open subset
Un of X such that diam(f i(Un)) < 1n for each i ∈N. Let x ∈ Tranf . As f is transitive, for
each n, there is a non-empty open subset Vn with x ∈ Vn and f j (Vn)⊂Un for some j ∈N
such that diam(f i(Vn)) < 1n for each i ∈N. Thus, x is an equicontinuous point and hence
f is almost equicontinuous. ✷
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2. Asymptotic relation
Let (X,f ) be a dynamical system with metric d . Recall that x and y are asymptotic if
limd(f n(x), f n(y)) = 0, x and y are proximal if lim infd(f n(x), f n(y)) = 0 and x and
y are distal if they are not proximal. Denote the asymptotic relation by AR, the proximal
relation by PR, the distal relation by DR and the Li–Yorke relation by LYR. Sometimes
to indicate the space and the map we also use notations AR(X,f ), PR(X,f ), DR(X,f )
and LYR(X,f ). Let ∆n = {(x, y): d(x, y) < 1n } and ∆ = {(x, x): x ∈ X}. Note that for
a relation R ⊂ X × X and x ∈ X, R(x) = {y: (x, y) ∈ R}. Let [x] = AR(x) be the
asymptotic class of x ∈X. Then we have the following easy facts.
Lemma 2.1. Let Ak,n =⋂∞i=k(f × f )−i∆n. Then
(1) AR =⋂∞n=1(⋃∞k=1Ak,n),
(2) for each x ∈X,
[x] =
∞⋂
n=1
( ∞⋃
l=1
∞⋂
j=l
f−jB
(
f j (x),
1
n
))
=
∞⋂
n=1
( ∞⋃
k=1
Ak,n(x)
)
,
(3) PR=⋂∞k=1(⋃∞n=1(f × f )−n∆k),
(4) DR=X×X\PR, and
(5) LYR= PR\AR.
Note that each Ak,n is closed, PR is a Gδ subset and AR is an equivalence relation on X.
Concerning the asymptotic relation and class we have
Asymptotic Theorem. Assume that f :X→X is a dynamical system. Then
(a) If (X,f ) is 2-rigid, then AR=∆ and for each x , [x] = {x},
(b) If (X,f ) is sensitive then AR has first category in X ×X and for each x ∈ X, [x]
has first category.
Proof. (a) Each pair (x, y) is recurrent.
(b) Let ε > 0 be the constant in the definition of sensitivity and n ∈N with 2
n
< ε. Then
for all k ∈ N and x ∈X, Ak,n(x) has empty interior. For if U is a non-empty open subset
of X contained in Ak,n(x) then for y and z ∈ U , d(f i(y), f i(z)) 2n for all i  k and so
by shrinking U if necessary for all i  0, contradicting the definition of ε. Thus, for each
x ∈ X, [x] has first category and AR has first category by Lemma 2.1, as Ak,n has empty
interior too. ✷
Corollary 2.2. Let (X,f ) be a transitive system with X infinite. Then AR has first category
and for each x ∈X, [x] has first category.
Proof. If f is not sensitive, by Propositions 1.1 and 1.2 f is uniformly rigid and hence is
2-rigid. By Asymptotic Theorem the result follows. ✷
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For a dynamical system (X,f ) we use h(f ) to denote the topological entropy of f ,
which is a non-negative number describing the chaotic behaviors of the system.
Corollary 2.3. Assume that {[x]: x ∈ X} is countable. Then each recurrent point is
periodic and the set of periodic points is countable. Consequently, the topological entropy
of f is zero.
Proof. Note that if a recurrent point x is not periodic, then its ω-limit set ω(x,f ) is infinite
and (ω(x,f ), f ) is transitive. Thus, if {[x]: x ∈X} is countable then each recurrent point
is periodic and the set of periodic points is countable by Corollary 2.2. This implies that
the topological entropy is zero by the Variational principle. ✷
Remark 2.4. By Corollary 2.2, for a transitive system (X,f ) with X infinite, AR has first
category. In some cases, AR could be dense in X×X: the one-sided full shift with N  2
symbols is a such example.
Blanchard, Host and Ruette [7] show that the factor induced by the smallest closed
invariant equivalence relation containing the asymptotic relation has zero entropy. Thus,
it is natural to conjecture that h(f˜ )= 0, where f˜ :X/∼ → X/∼ is the induced map, and
x ∼ y if and only if (x, y) ∈ AR.
3. Proximal relation and scrambled sets
In this section we study the proximal relation and try to understand how it relates to
the scrambled sets. We show that for a transitive system f :X→X with X infinite if the
proximal relation is dense in a neighbourhood of some point in the diagonal, then f is
chaotic in the sense of Li–Yorke. To do this we start with the following set-theoretical
lemmas. Recall that for a relation R ⊂X×X and x ∈X, R(x)= {y: (x, y) ∈R}.
Lemma 3.1. Assume that X is a complete separable metric space without isolated points.
If R is a symmetric relation with the property that there is a dense Gδ subset A of X such
that for each x ∈A, R(x) contains a dense Gδ subset, then there is a dense, subset B of X
with uncountably many points such that B ×B \∆⊂R.
Proof. Let B be the family of all non-empty subsets of A with the property that for each
B ∈ B, B ×B \∆⊂ R. B is non-empty, as for some x ∈ A if we take y ∈ R(x) ∩A with
y 	= x , then B0 = {x, y} ∈ B. Suppose that {Ui} is a base for the topology of X. We now
construct a dense subset C = {xi : i ∈ N} such that C ∈ B and xi ∈ Ui for each i ∈ N.
Assume that we have constructed Cn = {x1, . . . , xn} for some n ∈N such that Cn ∈ B and
xi ∈ Ui , 1  i  n. As Dn = A ∩ (⋂ni=1 R(xi)) contains a dense Gδ set, Dn ∩Un+1 	= ∅.
Take any point from the intersection and name it as xn+1. Then {x1, . . . , xn+1} ∈ B. In this
way we get a dense subset C ∈ B.
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By Zorn’s Lemma there is a maximal element B ⊃ C (under the usual inclusion) of B
with the property. We claim that B is uncountable.
Assume the contrary that B = {xi}i∈K with K countable. As A∩ (⋂i∈K R(xi)) contains
a dense Gδ subset, we can take x ∈A∩ (⋂i∈K R(xi)) such that x 	= xi for each i ∈K . It is
clear that x ∈ A and (x, xi) ∈ R for each i . Let B ′ = B ∪ {x} ⊂ A, then B ′ ×B ′ \∆⊂ R,
a contradiction. Thus, B is uncountable. ✷
The next lemma is called topological Fubini Theorem in [1, Ch. 7]. Here we provided a
direct proof without the assumption of compactness.
Lemma 3.2. Let R be a relation on a complete separable metric space X, which contains
a dense Gδ subset of X ×X. Then, there is a dense Gδ subset A of X such that for each
x ∈A, there exists a dense Gδ subset Ax of X with {(x, y): x ∈A,y ∈Ax} ⊂R.
Proof. Suppose R ⊃⋂∞n=1 Un, where Un is a dense open set of X×X for each n ∈N.
Set Ln[x] = {y ∈X: (x, y) ∈ Un}. Clearly, Ln[x] is open. Let
Xn =
{
x ∈X: Ln[x] is a dense set
}
.
We claim that Xn is a dense Gδ set.
Proof of the claim: Let {zi}∞i=1 be a dense subset of X and Fn =Unc. Set
Fn(i, r)=
{
x ∈X: (x, y) ∈ Fn, for all y ∈ B(zi, r)
}
,
where i ∈ N, r ∈Q+ and Q+ is the set of all positive rational numbers. As Fn is closed,
it is easy to see that Fn(i, r) is closed. In the meantime, we notice that Fn(i, r) is no-
where dense. Otherwise, if there exists a non-empty open set U ⊂ Fn(i, r), then we have
U ×B(zi, r)⊂ Fn, a contradiction as Fn =Ucn and Un is dense. Moreover, we have
Xcn =
⋃
i∈N, r∈Q+
{
x ∈X: Ln[x] ∩B(zi, r)= ∅
}= ⋃
i∈N, r∈Q+
Fn(i, r).
Hence we have proved that Xn is a dense Gδ set. This ends the proof of the claim.
Now, let A=⋂+∞n=1 Xn. Then A is also a dense Gδ set. For any x ∈ A, Ln[x] is dense
and open. Let Ax =⋂∞n=1 Ln[x], then Ax is a dense Gδ set. Moreover, {(x, y): x ∈A, y ∈
Ax} ⊂R. This ends the proof. ✷
For a dynamical system (X,f ), x and y in X are regionally proximal if for ε >
0 and each neighbourhood U of (x, y), one finds (x ′, y ′) ∈ U and n ∈ N such that
d(f n(x ′), f n(y ′))  ε. Let RPR be the regionally proximal relation. It is clear that
RPR =⋂∞k=1 (⋃∞n=1(f × f )−n∆k) is closed. If f is a homeomorphism, we set RPRZ =
RPR(X,f ) ∪ RPR(X,f−1). It is well known that if (X,f ) is minimal, then RPR is an
equivalence relation, see [2] and Appendix.
It is a natural question: what can we say if (X,f ) is invertible and RPRZ = X × X?
It turns out that RPRZ = X ×X implies that RPR(X,f )= RPR(X,f−1)= X ×X if the
system is transitive. To prove this fact we need a simple lemma. Recall that Rec(X,f )
is the set of all recurrent points of f . In [11], the author shows that if each point in a
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dynamical system is non-wandering, i.e., each point is a non-wandering point, then the set
of recurrent points is a dense Gδ subset. The similar idea will be used in this section.
Lemma 3.3. Let (X,f ) be a dynamical system. Then
(1) If (x, y) ∈DR(X,f ), then ω((x, y), f ×f )⊂DR. If in addition f is invertible and
(x, y) ∈ Rec(f × f ), then (x, y) ∈DR(X,f−1).
(2) If f is transitive, then Rec(f × f ) is a dense Gδ subset of X×X. Moreover, if f is
transitive and does not contain periodic points, then DR is dense in X×X.
Proof. (1) Set Z = ω((x, y), f × f ). Then f × f (Z)=Z and Z ∩∆= ∅. Thus, for each
z ∈ Z, ω(z,f × f )⊂ Z. This implies that ω(z,f × f ) ∩∆= ∅. Hence z ∈ DR. That is,
Z ⊂DR.
If in addition f is invertible and (x, y) ∈ Rec(f × f ), then (x, y) ∈ Z and (f ×
f )−1(Z) = Z. Thus, ω((x, y), (f × f )−1) ⊂ Z. This clearly implies that (x, y) ∈
DR(X,f−1).
(2) Note that for each x ∈ Tranf , {(x, f n(x)): n ∈N} ⊂ Rec(f ×f ) is dense in {x}×X.
Thus Rec(f × f ) is dense in X×X. By [11], Rec(f × f ) is a dense Gδ subset of X×X.
If f is transitive and does not contain periodic points, then for each x ∈ Tranf ,
{(x, f n(x)): n ∈N} ⊂DR. Thus, DR is dense in X×X. ✷
Theorem 3.4. Let (X,f ) be a dynamical system.
(1) If RPR(X,f )=X×X, then PR(X,f ) is a dense Gδ subset of X×X.
(2) If (X,f ) is an invertible, transitive dynamical system, and if there are non-empty
open subsets Y1 and Y2 of X with RPR(X,f ) ⊃ Y1 × Y2, then RPR(X,f−1)
⊃ Y1 × Y2. Thus if RPRZ =X×X, then RPR(X,f )= RPR(X,f−1) =X×X.
Proof. (1) Let d(, ) denote the metric on X, and define F :X×X→R such that
F(x, y)= inf
n0
d
(
T nx,T ny
)
.
The function F is an upper semicontinuous function. For if F(x0, y0) = u, then for
any ε > 0, some n ∈ N with d(T nx0, T ny0) < u + ε, the same will remain true in a
neighborhood of (x0, y0). In other words, F(x, y) < F(x0, y0)+ ε in a neighborhood of
(x0, y0). So F is upper semicontinuous.
Now a semicontinuous function on a compact metric space possesses a dense Gδ set of
points of continuity. Suppose (x0, y0) is a point of continuity of F . If F(x0, y0)= 0, then
(x0, y0) ∈ PR. If F(x0, y0) > 0, then for some a > 0 and some neighborhood of (x0, y0),
F(x, y) > a throughout this neighborhood. Let U ×V be an non-empty open set for which
this inequality prevails, then U × V ∩ RPR = ∅, a contradiction as RPR = X × X. We
conclude that if F is continuous at (x0, y0) then F(x0, y0) = 0. Thus PR is a dense Gδ
subset.
Another proof of (1) can be obtained by using Lemma 2.1(3) and the fact that RPR =⋂∞
k=1 (
⋃∞
n=1(f × f )−n∆k).
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(2) Assume that there are non-empty open subsets Y1 and Y2 of X such that
RPR(X,f ) ⊃ Y1 × Y2. Note that to show RPR(X,f−1)⊃ Y1 × Y2, it is enough to prove
RPR(X,f−1)∩ (Y ′1 × Y ′2) 	= ∅ for non-empty open sets Y ′i ⊂ Yi with Y ′i ⊂ Yi for i = 1,2.
As PR(X,f )∩ Y ′1 × Y ′2 is a dense Gδ subset of Y ′1 × Y ′2, we know that(
Y ′1 × Y ′2
)∩ Rec(f × f )−1 ∩ PR(X,f ) 	= ∅
by (2) of Theorem 3.3, as f is transitive and hence f−1 is transitive. Let (x, y) belong
to the mentioned set. By Lemma 3.3, (x, y) /∈ DR(X,f−1). Thus (x, y) ∈ PR(X,f−1)⊂
RPR(X,f−1).
If RPRZ = X × X, then by what we just proved RPR(X,f ) = RPR(X,f−1) = X ×
X. ✷
Now we are ready to show the main result of the paper.
Theorem 3.5. Let (X,f ) be a dynamical system. Then the following statements are
equivalent:
(1) RPR=X×X.
(2) PR is a dense Gδ set.
(3) PR is dense in X×X.
Moreover, if f is either transitive with X infinite or sensitive, then (1)–(6) are equivalent:
(4) LYR contains a dense Gδ subset of X×X.
(5) There is a dense scrambled set for f .
(6) f is densely Li–Yorke chaotic.
If f is transitive invertible with X infinite, then (1)–(7) are equivalent:
(7) There is a dense, uncountable, scrambled set for f and f−1, which is contained in
Tranf ∩ Tranf−1 .
Proof. By (1) of Theorem 3.4, (1) implies (2).
Clearly, (2) implies (3). As RPR is closed and PR⊂ RPR, (3) implies (1).
If f is either transitive with X infinite or sensitive, then AR is of first category by
Asymptotic Theorem and Corollary 2.2. As LYR = PR\AR, (2) implies (4).
Now we assume that (4) holds. By Lemma 3.2, there is a dense Gδ subset A of X such
that for each x ∈ A, there is a dense Gδ set Ax with {(x, y): x ∈ A, y ∈ Ax} ⊂ LYR.
Following Lemma 3.1, we can find a dense, uncountable, scrambled set for f . Thus, (4)
implies (5) and (6).
It is clear that (5) implies (3) and (6) implies (5).
Now suppose f is transitive invertible with X infinite. It is obvious that (7) implies
(3). We show (4) implies (7) now. As f is transitive, f−1 is transitive. By Theorem 3.4,
RPR(X,f−1)=X×X. Thus LYR(X,f−1) contains a dense Gδ subset. Hence
LYR(X,f )∩ LYR(X,f−1)∩ (Tranf × Tranf )∩ (Tranf−1 × Tranf−1)
contains a dense Gδ subset of X × X. By Lemmas 3.1 and 3.2 we can find a dense,
uncountable scrambled set for f and f−1, which is contained in Tranf ∩ Tranf−1 . ✷
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Let (X,f ) be a minimal system. It is known that f is sensitive if and only if f is not
equicontinuous [5,4]. Now we have
Corollary 3.6. If (X,f ) is a minimal system with X infinite, then it is densely Li–Yorke
chaotic if and only if it is weakly mixing.
Proof. If f is densely Li–Yorke chaotic, then RPR = X ×X and the maximal equicon-
tinuous factor is trivial. Thus, f is weakly mixing by Proposition A.4(3). Conversely, if
f is weakly mixing, then Tranf×f ⊂ LY is a dense subset of X ×X. Then f is densely
Li–Yorke chaotic by Theorem 3.5. ✷
Corollary 3.7. Let (X,f ) be transitive with X infinite. If there is a non-empty open subset
Y of X such that PR⊃ Y × Y , then there is an uncountable scrambled set contained in Y .
Proof. Let Y ′ ⊂ Y be a non-empty open set with Y ′ ⊂ Y . Then the proofs in Lemmas 3.1,
3.2 and Theorem 3.5 are valid replacing X by Y ′. ✷
Corollary 3.8. Let (X,f ) be a dynamical system. If there are n ∈ N and a non-empty
closed f n-invariant subset Y such that f n|Y is transitive, not periodic and PR(Y,f n|Y )
is dense in some neighbourhood of a point in the diagonal of Y × Y , then f is chaotic in
the sense of Li–Yorke. Consequently, if f is transitive, not periodic and not chaotic in the
sense of Li–Yorke, then each scrambled set for f is nowhere dense.
Proof. The first statement of the corollary follows by Corollary 3.7 and the fact that a
scrambled set for f n in Y is a scrambled set for f .
Now we assume that f is not chaotic in the sense of Li–Yorke and S is a scrambled set
for f . If S is not no-where dense, then PR⊃ Y × Y , where Y is a non-empty open subset
of X. By Corollary 3.7, f is chaotic in the sense of Li–Yorke, a contradiction. ✷
Remark 3.9. It is well known that if (X,f ) is a dynamical system and R is the smallest
closed invariant equivalence relation generated by RPR or Com(X,f ) (see Section 4 for
the definition), then (X/R,fR) is the maximal equicontinuous factor of (X,f ), see [2,8]
and Appendix. A natural question is: if the maximal equicontinuous factor of a transitive,
non-periodic system is trivial, is it true that f is chaotic in the sense of Li–Yorke?
Note that if (X,f ) is minimal, the assumption implies that f is weakly mixing, and
hence f is chaotic in the sense of Li–Yorke, see [15,17] or Section 4 of the paper. In the
general case by [9], LYR 	= ∅.
We have another natural question. Assume that (X,f ) is transitive, f is invertible and f
is chaotic in the sense of Li–Yorke. Is it true that f−1 is chaotic in the same sense? Note that
without the transitivity assumption, the question has a negative answer. In [13] an example
(X,f ) is constructed such that X is a scrambled set for f , but AR(X,f−1)=X×X.
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4. Applications
In this section we shall use the results obtained in Sections 2 and 3 to study the scrambled
subsets of transitive systems containing periodic points and 2-scattering systems. Note that
in the proof of Theorem 4.1, we only use Corollary 2.2 and Lemma 3.1.
Theorem 4.1. Assume that f :X→X is transitive with X infinite and contains a periodic
point. Then there is an uncountable scrambled set for f . Moreover, if f is totally transitive,
then f is densely Li–Yorke chaotic. Particularly, chaos in the sense of Devaney is stronger
than that in the sense of Li–Yorke.
Proof. First assume that f has a fixed point p. For each x ∈ X, it is clear that PR(x) is
a Gδ subset. If x ∈ Tranf , then there is {ni} with f ni (x)→ p. This implies that f i(x) is
proximal to x for each i  1. Thus PR(x) is a dense Gδ set for each x ∈ Tranf .
Let R = LYR(X,f ) and A = Tranf . For each x ∈ A it is clear that R(x) = PR(x) \
AR(x) contains a dense Gδ subset by Corollary 2.2. By Lemma 3.1, there is subset B of X
such that B ×B \∆⊂R and B is uncountable. It is clear B is a scrambled set for f .
Now assume that f has a periodic point of period n > 1. Let x ∈ Tranf . Then ω(x,f )=
X. Set Di = ω(f i(x), f n) for each 0 i  n− 1. As f (Di)=Di+1(mod n), we know that
each Di is uncountable and contains a periodic point of f with period n. As f n|D0 is
transitive, has a fixed point of f n, we can use the result we just proved. That is, there
is an uncountable scrambled set B for f n. It is clear that B is also a scrambled set for
f . Following the above argument it is easy to see that if f is totally transitive, then f is
densely Li–Yorke chaotic. This ends the proof. ✷
In contrast to the results of Lemma 3.3(2) it can happen that the entire space is a
scrambled set. For example, if there is a unique minimal set and it is a fixed point then
PR=X×X. If, in addition, f is 2-rigid then AR=∆ and so X is scrambled.
Corollary 4.2. If f :X→X is transitive and not minimal. Then there is a factor of (X,f )
which has an uncountable scrambled set. Moreover, if f is almost equicontinuous which is
not minimal, then it has a factor such that the whole space is a scrambled set.
Proof. As f is not minimal, there is x ∈ X such that A = ω(x,f ) is no-where dense.
Collapsing A to a point, we get a transitive factor of (X,f ), which is not periodic and
contains a fixed point. By Theorem 4.1 the factor has an uncountable scrambled set.
If f is almost equicontinuous which is not minimal, then the closure of the union of
minimal sets is a proper subset of X [14,4]. When smashed the set to a point we get a
factor which is almost equicontinuous and so is uniformly rigid and which has a single
fixed point minimal set. Clearly, the whole space is a scrambles set. ✷
A standard cover of X is a pair (U,V ) of non-dense open sets of X, covering X. If
x, x ′ ∈X, and (U,V ) is a standard cover of X, we say that x and x ′ are separated by the
cover (U,V ) if x ∈ Int(Uc) and x ′ ∈ Int(V c). Let Com(X,f ) be the pairs (x, y)with x 	= y
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such that each standard cover separating them has unbounded complexity function. Note
that if f is invertible, then Com(X,f )= Com(X,f−1). It is clear that f is 2-scattering if
and only if Com(X,f )∪∆=X×X.
Theorem 4.3. Let f :X→X be 2-scattering. Then PR is dense in X×X. Thus, f has a
dense, uncountable, scrambled set.
Proof. As f is 2-scattering, Com(X,f ) ∪∆=X×X. Then by Proposition A.1 we have
RPR(X,f )=X×X. By Theorem 3.5, PR is dense and hence f has a dense, uncountable,
scrambled set. ✷
A very useful remark by Blanchard results the following
Theorem 4.4. Let (X,f ) be a transitive dynamical system. If there is x ∈ X such that
RPR(x) contains a non-empty open subset ofX, then there are n ∈N and pair-wise disjoint
closed subsets X1, . . . ,Xn of X such that
⋃n
i=1 Xi = X, f (Xi) = Xi+1(mod n), and the
maximal equicontinuous factor of f n|Xi is trivial for 1 i  n. Thus if (X,f ) is minimal,
then f n|Xi is weakly mixing.
Proof. Let (Y, g) be the maximal equicontinuous factor of (X,f ) and p :X → Y be
the factor map. Since f is transitive, (Y, g) is a minimal system. Set y = p(x). Then
Z = p−1(y) contains a non-empty open subset of X. As f is transitive, there is m such
that f m(Z) ∩ Z 	= ∅. Thus, (Y, g) is a periodic system. Let n be the period of y , then the
first statement of the theorem follows by setting Xi = p−1(gi(y)), 1 i  n.
If (X,f ) is a minimal system, then f n|Xi is weakly mixing for each i , see
Appendix. ✷
Finally, we have the following remark.
Remark 4.5. It is a long open question: is a positive entropy system chaotic in the sense of
Li–Yorke? 1 We mention that the method in the paper does not solve the problem as there
exists a positive entropy system, whose proximal relation is “small”. For example, point
distal systems with positive entropy are such systems, see [12] for details.
Appendix A
In this appendix we show that some properties hold for homeomorphism are true for
continuous maps. Though the arguments are simple, the results can be used conveniently.
1 Recently Blanchard, Glasner, Kolyada and Maass proved that this question has a positive answer [9].
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For a dynamical system (X,f ) with metric d , we say (Xf ,S) is a natural extension
of (X,f ), if Xf = {(x1x2 · · ·): f (xi+1)= xi, xi ∈X, i ∈ N}, which is a subspace of the
product space
∏∞
i=1 X with the compatible metric df such that
df
(
(x1x2 · · ·), (y1y2 · · ·)
)= ∞∑
i=1
d(xi, yi)
2i
.
Moreover, S :Xf → Xf is the shift homeomorphism, i.e., S(x1x2 · · ·) = (f (x1)x1x2 · · ·).
We use π :Xf →X to denote the projection to the first coordinate.
In [8] the authors show that for a homeomorphism Com(X,f )⊂ RPRZ. We now prove
Proposition A.1. Let (X,f ) be a dynamical system. Then Com(X,f )⊂ RPR(X,f ).
Proof. First we note that if f is a homeomorphism, then the proof of Proposition 5.8
of [8] implies Com(X,f−1) ⊂ RPR(X,f ). As Com(X,f−1) = Com(X,f ), we have
Com(X,f )⊂ RPR(X,f ).
Assume that (Xf ,S) is the natural extension of (X,f ). Then we have Com(Xf ,S) ⊂
RPR(Xf ,S). Now let (x, y) ∈ Com(X,f ) and π :Xf → X be the projection. As π is
continuous, for each ε > 0, there is δ > 0 such that if df (b, c) < δ then d(π(b),π(c)) < ε.
By [8, Proposition A.1], there are x ′, y ′ ∈ Com(Xf ,S) such that π(x ′) = x and
π(y ′)= y . Suppose U and V are neighbourhood of x and y , respectively. Then
π−1(U) and π−1(V ) are neighbourhood of x ′ and y ′, respectively. Fix ε > 0. As
(x ′, y ′) ∈ RPR(Xf ,S), there are n ∈ N, x ′′ ∈ π−1(U) and y ′′ ∈ π−1(V ) such that
df (S
n(x ′′), Sn(y ′′)) < δ. Set x0 = π(x ′′) and y0 = π(y ′′). It is easy to check that
d(f n(x0), f n(y0)) < ε. That is, (x, y) ∈ RPR(X,f ). ✷
In [2] it is shown that the maximal equicontinuous factor of an invertible dynamical
system is induced by the smallest closed invariant equivalence relation containing RPRZ
and if f is minimal then RPRZ is an equivalence relation. To show the results hold in the
general case we need the following simple lemma whose easy proof is omitted.
Lemma A.2. Assume that f :X→ Y is a surjective continuous map of compact metric
spaces. If there are y ∈ Y and yi → y , then there are x ∈ f−1(y), ni → ∞ with
xni ∈ f−1(yni ) and xni → x .
Another simple lemma we need is the following.
Lemma A.3. Let (X,f ) be a dynamical system. If (x, y) ∈ RPR(X,f ), then (π ×
π)−1(x, y)∩RPR(Xf ,S) 	= ∅.
Proof. As (x, y) ∈ RPR(X,f ), there are (xi, yi) ∈ X ×X, ki →∞ such that (xi, yi)→
(x, y) and d(f ki xi, f ki yi) < 1k .
By Lemma A.2 there are (˜x, y˜ ) ∈ (π × π)−1(x, y), ni →∞ such that (˜xni , y˜ni )→
(˜x, y˜ ) and π × π(˜xni , y˜ni ) = (xni , yni ). By the definition of df it is easy to check that
(˜x, y˜ ) ∈ RPR(Xf ,S).
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Proposition A.4. Let (X,f ) be a dynamical system. Then
(1) RPR induces the maximal equicontinuous factor of (X,f ). If f is invertible,
then Com(X,f ) ⊂ RPR(X,f−1) and RPR(X,f−1) also induces the maximal
equicontinuous factor of (X,f ).
(2) If (X,f ) is minimal, then Com(X,f ) ∪ ∆ = RPR(X,f ) and RPR(X,f ) is an
equivalence relation. If in addition f is invertible,
Com(X,f )∪∆= RPR(X,f )= RPR(X,f−1)= RPRZ.
(3) If (X,f ) is minimal and the maximal equicontinuous factor of (X,f ) is trivial, then
f is weakly mixing.
Proof. (1) By Proposition A.1, Com(X,f ) ⊂ RPR(X,f ) and by [8, Proposition 5.7],
Com(X,f ) induces the maximal equicontinuous factor of (X,f ). Let R be the small-
est closed invariant equivalence relation containing Com(X,f ). As (π × π)−1(R) is a
closed invariant equivalence relation containing Com(Xf ,S) and RPRZ induces the max-
imal equicontinuous factor of (Xf ,S), we get that (π × π)−1(R) ⊃ RPRZ(Xf ,S) ⊃
RPR(Xf ,S). Thus, R ⊃ RPR(X,f ). Hence RPR(X,f ) induces the maximal equicontinu-
ous factor of (X,f ).
If f is invertible,
Com(X,f )= Com(X,f−1)⊂ RPR(X,f−1)⊂ RPRZ(X,f−1)= RPRZ(X,f ).
It is clear that RPR(X,f−1) also induces the maximal equicontinuous factor of (X,f ).
(2) We first show that for an invertible minimal dynamical system
Com(X,f )∪∆= RPR(X,f )= RPR(X,f−1)= RPRZ.
By Proposition A.1, Com(X,f ) ⊂ RPR(X,f ) and by [8, Proposition 5.11],
Com(X,f )= RPRZ(X,f ). Note that Com(X,f )= Com(X,f−1). The result follows.
Now we assume that (X,f ) is minimal. Let (x, y) ∈ RPR(X,f ). By Lemma A.3,
there is (˜x, y˜ ) ∈ RPR(Xf ,S) such that π × π(˜x, y˜ ) = (x, y). As S :Xf → Xf is a
homeomorphism and is minimal, we have Com(Xf ,S)∪∆= RPR(Xf ,S). Thus (˜x, y˜ ) ∈
Com(Xf ,S)∪∆. By [8, Proposition 5.1 ], (x, y)= π ×π(˜x, y˜ ) ∈ Com(X,f )∪∆. Thus,
Com(X,f )∪∆= RPR(X,f ). Finally, we show that RPR(X,f ) is an equivalence relation.
Let (x, y) and (y, z) ∈ RPR(X,f ). By Lemma A.3, there are x˜ ∈ π−1(x), y˜1, y˜2 ∈
π−1(y) and z˜ ∈ π−1(z) such that both (˜x, y˜1) and (y˜2, z˜ ) are in RPR(Xf ,S). As
RPR(Xf ,S) is an equivalence relation [2], and (y˜1, y˜2) ∈ AR(Xf ,S), we know that
(˜x, z˜ ) ∈ RPR(Xf ,S). Thus (x, z) ∈ RPR(X,f ). That is, RPR(X,f ) is an equivalence
relation.
(3) As Com(X,f ) is an equivalence relation and the maximal equicontinuous factor is
trivial, we get that Com(X,f ) ∪ ∆ = X × X. That is, f is 2-scattering and so is S, the
natural extension of f . By [8], f is weakly mixing. ✷
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