Abstract-A continuous-time martingale Kronecker lemma is proved and used to discuss parameter estimates for linear systems.
I. INTRODUCTION
Kronecker's lemma is well known in discrete time; see for example Loève [2] or Neveu [3] . In Section II of this paper, a continuous-time martingale version is established. This is then applied to discuss parameter estimation for partially observed linear systems. The filtered estimates for the matrices involved have previously been derived in the paper by Elliott and Krishnamurthy [1] . This previous paper applies maximum likelihood arguments in contrast to the direct estimates of this work. Further, rates of convergence are discussed in Section IV. We do not discuss the recursive, adaptive estimation of the parameters of the system. That is, M t (!) satisfies a Cauchy condition and converges to a limit (!). Then, limt!1(1=ut)(Mt 0 Mt ) = 1=u( 0 Mt ). 
II. A MARTINGALE KRONECKER LEMMA
An observation process is described by the equation
We suppose w and v have covariance matrices B and D, respectively.
D is assumed positive definite. fYtg, t 0, will denote the filtration generated by y.
In the filtering and estimation literature it is often supposed that, under some reference measure P , y itself is a standard n-dimensional An example of such a function is (t) = max(1; t(log t)(log log t) ); >1:
Clearly any function which grows faster than t , > 1, at infinity satisfies the condition. The strongest results are those for functions which have the slowest growth at infinity. Similar discussions to those in Section IV allow us to conclude that, under the stability and excitation conditions, the errorNtÔ 01 t converges to zero almost surely at a rate (t) 1=2 .
