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1. Introduction
A boundary point is regular with respect to a partial differential equation if all solu-
tions to the Dirichlet problem attain their continuous boundary values continuously
at that point. The characterisation of regular boundary points for different partial
differential equations has a very long history. Wiener gave a necessary and sufficient
condition, the Wiener criterion, for the boundary regularity in the context of the
Laplace equation in his celebrated 1924 paper [42]. Evans and Gariepy [13] settled
the question about the boundary regularity for the heat equation, but the bound-
ary regularity for p-parabolic type equations in terms of an explicit Wiener type
criterion is a long standing open problem. In this paper, we characterise regular
boundary points for the p-parabolic equation, 1 < p <∞,
∂u
∂t
= div(|∇u|p−2∇u)
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in terms of a family of barrier functions (Theorem 3.3).
The parabolic boundary regularity is a quite delicate question, and this is already
apparent, when dealing with the one-dimensional linear heat equation. Indeed, a
boundary point can be regular for the equation
∂u
∂t
=
∂2u
∂x2
,
but irregular for its (still linear) cousin
2
∂u
∂t
=
∂2u
∂x2
.
This can be seen using Petrovski˘ı’s criterion for the one-dimensional heat equation,
see [40, 41]. The interested reader can refer to the historical introduction presented
by Galaktionov [15], in particular for the improvements with respect to the original
result of [40], that Petrovski˘ı proved in [41].
Such a behaviour might raise a serious doubt on all the attempts for proving the
regularity of boundary points for parabolic problems, let alone a parabolic Wiener’s
criterion, based on estimates with unspecified constants. However, we show in
Theorem 3.6, perhaps surprisingly, that in the nonlinear case, the regularity of
a boundary point is not affected by multiplicative constants on one side of the
equation. We also derive several concrete characterisations of the regularity of
boundary points: by constructing an explicit family of barriers, we show that the
exterior ball condition and several exterior cone conditions imply the regularity of
a boundary point. Moreover, the barrier family characterisation implies that the
regularity of a boundary point is of local nature and that the future does not affect
the regularity of a point. Finally, we establish a Petrovski˘ı type regularity condition
for the latest boundary point.
Perron’s method [39], also called the Perron–Wiener–Brelot method, originally
developed for the Laplace equation, has become a fundamental tool in the study
of Dirichlet boundary value problems for various elliptic and parabolic partial dif-
ferential equations. The idea is to construct an upper solution of the Dirichlet
problem as an infimum of a certain upper class of supersolutions. A lower solution
is constructed similarly using a lower class of subsolutions, and when the upper and
lower solutions coincide we obtain a reasonable solution. In the Perron method,
the boundary regularity is essentially a separate problem from the existence of a
solution.
Systematic use of barrier functions as a tool for studying boundary regularity
seems to date back to the 1912 work of Lebesgue [29]. Later, Lebesgue [30] charac-
terised regular boundary points in terms of barriers for the linear Laplace equation.
In the elliptic setting, the extension of Perron’s method and the method of barriers
to the nonlinear p-Laplacian was initiated by Granlund, Lindqvist and Martio in
[17] and developed in a series of papers (see, for example, the accounts given in
Heinonen–Kilpela¨inen–Martio [18] and Bjo¨rn–Bjo¨rn [4]).
Coming to the heat equation, in much of the existing literature, the subject has
been addressed as an analog to the classical theory for the Laplace equation (see
e.g. Doob [11]) or as an example of abstract potential theory (see e.g. Bliedtner–
Hansen [8]). However, the recent book by Watson [43] deals with heat potential
theory as a subject on its own.
The potential theory for p-parabolic type equations was initiated by Kilpela¨inen
and Lindqvist in [21]. They established the parabolic Perron method, and also
suggest a boundary regularity condition in terms of one barrier function. Even if
the single barrier criterion has turned out to be problematic,1 our paper owes a lot
of inspiration and techniques to [21], as well as [32].
1We thank P. Lindqvist for bringing this problem to our attention.
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The paper is organised as follows: Section 2 is devoted to some preliminary
material. In particular, we recall the different concepts of solutions – weak super-
solutions and superparabolic functions – as well as the Perron method. Section 3
deals with the boundary regularity, the definition of a family of barriers and the
characterisation of a regular boundary point in terms of barriers, with some related
properties.
The following sections are devoted to simple geometric criteria for the regularity
of boundary points, which are all derived by constructing suitable families of barri-
ers. In particular, the exterior ball condition of Section 4 states that if there is an
exterior ball touching the domain at a point, then this point is a regular boundary
point with two exceptions: Consider the Dirichlet problem in a space time cylinder
Ω× (0, T ). The boundary values are given on the lateral boundary ∂Ω× (0, T ) as
well as on the initial boundary Ω × {0}. However, the solution itself determines
the values on Ω × {T }. Thus, evidently, the point of contact should not be the
south pole of the exterior ball. However, curiously also the ‘north pole’ as a point
of contact causes difficulties when using the natural family of barriers. By different
means, one easily sees that for example (x, t) ∈ Ω × {0} is a regular point in the
cylindrical case. However, if the initial boundary is for example a half sphere (like
at least roughly in a soda can), then it would be interesting to know if the north
pole of the initial boundary is regular.
Section 5 deals with cone conditions, while Section 6 deals with a Petrovski˘ı
type condition for p > 2. Petrovski˘ı [41] showed that (0, 0) is regular for the heat
equation with respect to
{(x, t) : |x| < 2(1 + ε)√−t
√
log |log(−t)| and − 1 ≤ t < 0},
if ε = 0, while it is irregular if ε > 0. In Section 6 we obtain a similar result for
p > 2. We have not been able to obtain a Petrovski˘ı type condition for 1 < p < 2,
but in Section 7 we deduce a somewhat weaker result. We end the paper by giving
a list of some open problems in Section 8.
Acknowledgement. A. B. and J. B. are supported by the Swedish Research Coun-
cil, and M. P. by the Academy of Finland. Part of this research was done during
several visits: of M. P. to Linko¨pings universitet in 2007, of A. B. to Universita` di
Pavia in 2011, of U. G. to University of Jyva¨skyla¨ in 2012, and while all authors
visited Institut Mittag-Leffler in 2013.
2. Preliminaries
Let Θ be a bounded nonempty open set inRn+1, 1 < p <∞, and z = (x, t) ∈ Rn+1.
We consider the equation
∂u
∂t
= ∆pu := div(|∇u|p−2∇u), (2.1)
where the gradient ∇u and the p-Laplacian ∆p are taken with respect to x. This
equation is degenerate if p > 2 and singular if 1 < p < 2. For p = 2 it is the usual
heat equation.
Observe that if u satisfies (2.1), and a ∈ R, then −u and u+a also satisfy (2.1),
but (in general) au does not.
In what follows, unless otherwise stated, Q stands for a box Q = (a1, b1)× ...×
(an, bn) in R
n, and the sets QT = Q × (0, T ) and Qt1,t2 = Q × (t1, t2) are called
space-time boxes. Further, B(ξ0, r) = {z ∈ Rn+1 : |z− ξ0| < r} stands for the usual
Euclidean ball in Rn+1.
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Let U be an open set in Rn. The parabolic boundary of a cylinder Ut1,t2 :=
U × (t1, t2) ⊂ Rn+1 is
∂pUt1,t2 = (U × {t1}) ∪ (∂U × (t1, t2]).
We define the parabolic boundary of a finite union of open cylinders U i
ti1,t
i
2
as follows
∂p
(⋃
i
U iti1,ti2
)
:=
(⋃
i
∂pU
i
ti1,t
i
2
)
\
⋃
i
U iti1,ti2
.
If D′ is a bounded open subset of D and the closure of D′ belongs to D, we write
D′ ⋐ D. Note that the parabolic boundary is by definition compact.
Let U be a bounded open set in Rn. As usual, W 1,p(U) denotes the space
of real-valued functions f such that f ∈ Lp(U) and the distributional first partial
derivatives ∂f/∂xi, i = 1, 2, ... , n, exist in U and belong to L
p(U). We use the norm
‖f‖W 1,p(U) =
(∫
U
|f |p dx+
∫
U
|∇f |p dx
)1/p
.
The Sobolev space with zero boundary values, W 1,p0 (U), is the closure of C
∞
0 (U)
with respect to the Sobolev norm.
By the parabolic Sobolev space Lp(t1, t2;W
1,p(U)), with t1 < t2, we mean the
space of functions u(x, t) such that the mapping x 7→ u(x, t) belongs to W 1,p(U)
for almost every t1 < t < t2 and the norm(∫ t2
t1
∫
U
|u(x, t)|p + |∇u(x, t)|p dx dt
)1/p
is finite. The definition of the space Lp(t1, t2;W
1,p
0 (U)) is similar. Analogously by
the space C(t1, t2;L
p(U)), with t1 < t2, we mean the space of functions u(x, t), such
that the mapping t 7→ ∫U |u(x, t)|p dx is continuous in the time interval [t1, t2]. (The
gradient ∇ and divergence div are always taken with respect to the x-variables in
this paper.) We can now introduce the notion of weak solution.
Definition 2.1. A function u : Θ → [−∞,∞] is a weak solution to equation
(2.1) if whenever Ut1,t2 ⋐ Θ is an open cylinder, we have u ∈ C(t1, t2;L2(U)) ∩
Lp(t1, t2;W
1,p(U)), and u satisfies the integral equality∫ t2
t1
∫
U
|∇u|p−2∇u · ∇ϕdxdt −
∫ t2
t1
∫
U
u
∂ϕ
∂t
dx dt = 0 for all ϕ ∈ C∞0 (Ut1,t2).
Continuous weak solutions are called p-parabolic functions.
A function u is a weak supersolution (subsolution), if whenever Ut1,t2 ⋐ Θ we
have u ∈ Lp(t1, t2;W 1,p(U)), and the left-hand side above is nonnegative (nonposi-
tive) for all nonnegative ϕ ∈ C∞0 (Ut1,t2).
In the following, for simplicity, we will often omit weak, when talking of weak
(super)solutions.
Locally bounded solutions are locally Ho¨lder continuous (see DiBenedetto [9],
Chapters III and IV). For p > 2nn+2 the notion of solution automatically yields local
boundedness, whereas for 1 < p ≤ 2nn+2 explicit unbounded solutions are known, and
in order to guarantee boundedness, an extra assumption on u is needed (see the
discussions in [9], Chapter V, and DiBenedetto–Gianazza–Vespri [10], Appendix A).
Although it plays no role in the following, it is worth mentioning that nonnegative
solutions satisfy proper forms of Harnack inequalities (see [10], and also Kuusi [27]),
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and locally bounded gradients of solutions are locally Ho¨lder continuous (see [9],
Chapter IX).
The so-called Barenblatt solution [2] to equation (2.1)
Bp(x, t) = t−n/λ
(
C − p− 2
p
λ1/(1−p)
( |x|
t1/λ
)p/(p−1))(p−1)/(p−2)
+
, λ = n(p− 2)+ p,
is used in this paper. Even though it was introduced in the context of degenerate
equations for p > 2, it is well defined also for p < 2, provided that λ > 0, which
requires 2nn+1 < p < 2.
Definition 2.2. A function u : Θ→ (−∞,∞] is p-superparabolic if
(i) u is lower semicontinuous;
(ii) u is finite in a dense subset of Θ;
(iii) u satisfies the following comparison principle on each space-time box Qt1,t2 ⋐
Θ: If h is p-parabolic in Qt1,t2 and continuous on Qt1,t2 , and if h ≤ u on
∂pQt1,t2 , then h ≤ u in the whole Qt1,t2 .
A p-subparabolic function v : Θ→ [−∞,∞) is defined analogously, except that v is
upper semicontinuous and the inequalities are reversed, i.e. we require that if h ≥ v
on ∂pQt1,t2 , then h ≥ v in the whole Qt1,t2 . Equivalently, v is p-subparabolic if −v
is p-superparabolic.
It is also worth mentioning that the definition of p-superparabolic functions given
here is equivalent to the modern definition of viscosity supersolutions as shown in
Juutinen–Lindqvist–Manfredi [20].
Theorem 2.3. Consider a parabolic cylinder GT = G×(0, T ), where G is a bounded
domain in Rn with a Lipschitz boundary ∂G, and let h ∈ C(∂pGT ). Then there is
a unique p-parabolic function u ∈ C(GT ) that is continuous in GT and takes the
boundary values u = h on the parabolic boundary ∂pGT . Moreover, if h belongs to
C(t1, t2;L
2(G)) ∩ Lp(t1, t2;W 1,p(G)), then so does u.
We will need this result explicitly when proving the parabolic comparison prin-
ciple in Theorem 2.4, but we also rely on it implicitly since it is used (at least for
boxes) when obtaining some results we quote from, e.g., Kilpela¨inen–Lindqvist [21].
Although it is well-known in the literature, to our knowledge a full proof which
covers the whole range 1 < p < ∞ is given only in Ivert [19], Theorem 3.2, which
in turn relies on Fontes [14].
In the proof of the ‘pasting lemma’ (Lemma 2.9), we need the parabolic compar-
ison principle which is essentially stated in [21], Lemma 4.3, and [25], Theorem 4.8.
However, as a full proof seems to be difficult to find in the literature, we have cho-
sen to write it down in details. In particular, there is a subtle technical issue when
proceeding in time: At a first approach, one might be tempted to consider the Eu-
clidean boundary of the whole finite union of space-time boxes at once, construct a
suitable p-parabolic comparison function h, and then compare v as well as u with h.
However, such a comparison function, continuous on the whole Euclidean closure
does not necessarily exist. Consider for example
Ξ = ((0, 3)× (0, 1)) ∪ ((1, 2)× (0, 2)) ⊂ R1+1,
with the boundary data ψ = 0 on ∂p((0, 3)× (0, 1)) and ψ = 1 on {1, 2}× [1, 2]. The
function ψ is continuous on ∂pΞ (and easily extends to a continuous function on
the whole of ∂Ξ) but any p-parabolic function in (0, 3)× (0, 1) with ψ as boundary
values must be identically zero in (0, 3)×(0, 1), and thus cannot continuously attain
the boundary value 1 at the corner points (1, 1) and (2, 1).
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Theorem 2.4. (Parabolic comparison principle) Let Θ be an open bounded set in
Rn+1. Suppose that u is p-superparabolic and v is p-subparabolic in Θ. Let T ∈ R
and assume that
∞ 6= lim sup
Θ∋(y,s)→(x,t)
v(y, s) ≤ lim inf
Θ∋(y,s)→(x,t)
u(y, s) 6= −∞ (2.2)
for all (x, t) ∈ {(x, t) ∈ ∂Θ : t < T }. Then v ≤ u in {(x, t) ∈ Θ : t < T }.
For the proof we will rely on the following lemma.
Lemma 2.5. Let U =
⋃
iQ
i be a finite union of boxes and let UT := U×(0, T ) be the
corresponding cylinder. Also let u be a p-superparabolic function in a neighbourhood
of UT , and h ∈ C(UT ) be a function which is p-parabolic in UT and such that h ≤ u
on ∂pUT . Then h ≤ u in UT .
This lemma was stated and proved for the supercritical case p > 2nn+2 in Korte–
Kuusi–Parviainen [25], Lemma 4.1. A careful check of the proof reveals that the
requirement p > 2nn+2 is used to ensure that v−u ∈ L2 in the proof of the comparison
principle between sub- and supersolutions in Lemma 3.5 in [25], which the proof of
Lemma 4.1 relies on through the proof of Lemma 3.6 in [25]. To also cover the range
1 < p ≤ 2nn+2 one can proceed as follows: First assume that u is bounded (that h
above is bounded is automatic). Then the L2 integrability is immediate for u and
h. The proof of Lemma 4.1 in [25] is also relying on an existence result for obstacle
problems, which is Theorem 2.8 therein and whose proof can be found in Korte–
Kuusi–Siljander [26, Theorem 3.1] or in Lindqvist–Parviainen [35, Theorem 3.2].
These existence theorems in turn rely on Lemma 3.5 in [25] (but only applied with
bounded functions so that the L2 integrability is automatic) and on a convergence
result for supersolutions (Theorem 5.3 in [25]), whose proof also applies in the
subcritical case. Thus, we have obtained Lemma 2.5 above with u bounded for all
1 < p <∞.
Finally, to cover also the unbounded case when p ≤ 2nn+2 , let m = supUT h and
v = min{u,m}. That v is p-superparabolic is immediate from the definition. We
can then apply Lemma 2.5 with the bounded functions v and h, which yields that
h ≤ v in UT . Since v ≤ u, this concludes the proof also for the unbounded case.
Proof of Theorem 2.4. Let ε > 0 and
E = {(x, t) ∈ Θ : t ≤ T − ε and v(x, t) > u(x, t) + ε}.
By (2.2), together with the compactness of {(x, t) ∈ ∂Θ : t ≤ T − ε}, we conclude
that E is a compact subset of Θ. Assume that E 6= ∅, and let
T0 = inf{t : (x, t) ∈ E} = min{t : (x, t) ∈ E}.
Since E is compact, we can find finitely many space-time boxes Qi
ti1,t
i
2
⋐ Θ such
that
⋃N
i=1Q
i
ti1,t
i
2
⊃ E, where ti1 6= T0 and T0 < ti2 < T , i = 1, 2, ... , N . By changing
the cover, we may assume that S := {tij : j = 1, 2 and i = 1, 2, ... , N} only contains
one value, say σ, less than T0. Let m be the number of boxes Q
i
ti1,t
i
2
with ti1 = σ,
and assume that these are ordered first. Let Ξ :=
⋃m
i=1Q
i
σ,τ ⊃ {(x, t) ∈ E : t < τ},
where τ = min{t ∈ S : t > T0} > T0.
In particular, the parabolic boundary ∂pΞ ⊂ Θ \ E, and hence v ≤ u + ε on
∂pΞ. Thus there exists a continuous function ψ on ∂pΞ such that v ≤ ψ ≤ u + ε.
By Theorem 2.3, we can find a function h ∈ C(Ξ) which is p-parabolic in Ξ and
continuously attains its boundary values h = ψ on ∂pΞ. Lemma 2.5 applied in Ξ to
u+ ε and h, and to −v and −h, shows that v ≤ h ≤ u+ ε in Ξ.
Thus Ξ ∩E = ∅, and so T0 ≥ τ , a contradiction. Hence E must be empty, and
letting ε→ 0 concludes the proof.
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A direct consequence of Theorem 2.4 is the following comparison principle, which
can be considered as a sort of elliptic version of the comparison principle, since it
does not acknowledge the presence of the parabolic boundary. This elliptic compar-
ison principle is in fact equivalent to the fundamental inequality Hf ≤ Hf between
lower and upper Perron solutions (see Definition 2.8 below).
Theorem 2.6. (Elliptic-type comparison principle) Suppose that u is p-superpara-
bolic and v is p-subparabolic in Θ. If
∞ 6= lim sup
Θ∋(y,s)→(x,t)
v(y, s) ≤ lim inf
Θ∋(y,s)→(x,t)
u(y, s) 6= −∞
for all (x, t) ∈ ∂Θ, then v ≤ u in Θ.
The connection between p-superparabolic functions and weak supersolutions is
a delicate issue, see for example Kinnunen–Lindqvist [23], [24], Kuusi [28] and
the survey in Lindqvist [33]. However, to conclude that our continuous barri-
ers below are p-superparabolic for all p > 1, we only need to check that they
are weak supersolutions and then use the following comparison principle for weak
(sub/super)solutions, see Lemma 3.1 of Kilpela¨inen–Lindqvist [21] and Lemma 3.5
of Korte–Kuusi–Parviainen [25].
Lemma 2.7. Suppose that u is a weak supersolution and v is a weak subsolution
to (2.1) in a space-time cylinder Ut1,t2 , where U ⊂ Rn is an open set. If u and −v
are lower semicontinuous on U t1,t2 and v ≤ u on the parabolic boundary ∂pUt1,t2 ,
then v ≤ u a.e. in Ut1,t2 .
Let us now come to Perron’s method for (2.1). For us it will be enough to con-
sider Perron solutions for bounded functions, so for simplicity we restrict ourselves
to this case throughout this paper.
Definition 2.8. Given a bounded function f : ∂Θ → R, let the upper class Uf be
the set of all p-superparabolic functions u on Θ which are bounded below and such
that
lim inf
Θ∋η→ξ
u(η) ≥ f(ξ) for all ξ ∈ ∂Θ. (2.3)
Define the upper Perron solution of f by
Hf(ξ) = inf
u∈Uf
u(ξ), ξ ∈ Θ.
Similarly, let the lower class Lf be the set of all p-subparabolic functions u on Θ
which are bounded above and such that
lim sup
Θ∋η→ξ
u(η) ≤ f(ξ) for all ξ ∈ ∂Θ,
and define the lower Perron solution of f by
Hf(ξ) = sup
u∈Lf
u(ξ), ξ ∈ Θ.
Note that we have an elliptic-type boundary condition on the full boundary, not
just a condition on the possibly smaller parabolic boundary, whenever it is defined.
It follows from the elliptic-type comparison principle in Theorem 2.6 that v ≤
u whenever u ∈ Uf and v ∈ Lf . Hence Hf ≤ Hf . Moreover, Kilpela¨inen–
Lindqvist [21], Theorem 5.1, proved that both Hf and Hf are p-parabolic.
The following lemma is useful when constructing new p-superparabolic func-
tions.
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Lemma 2.9. (Pasting lemma) Let G ⊂ Θ be open. Also let u and v be p-superpa-
rabolic in Θ and G, respectively, and let
w =
{
min{u, v} in G,
u in Θ \G.
If w is lower semicontinuous, then w is p-superparabolic in Θ.
Proof. Since −∞ < w ≤ u, w is finite in a dense subset of Θ, and we only have
to obtain the comparison principle. Therefore, let Qt1,t2 ⋐ Θ be a space-time box,
and h ∈ C(Qt1,t2) be p-parabolic in Qt1,t2 and such that h ≤ w on ∂pQt1,t2 . Since
h ≤ u on ∂pQt1,t2 and u is p-superparabolic, we directly have that h ≤ u in Qt1,t2 .
Next let G˜ = Qt1,t2 ∩ G and (x, t) ∈ {(x, t) ∈ ∂G˜ : t < t2}. If (x, t) ∈ G, then
(x, t) ∈ ∂pQt1,t2 and thus by the lower semicontinuity of v,
lim inf
G˜∋(y,s)→(x,t)
v(y, s) ≥ v(x, t) ≥ h(x, t).
On the other hand, if (x, t) /∈ G, then, by the lower semicontinuity of w,
lim inf
G˜∋(y,s)→(x,t)
v(y, s) ≥ w(x, t) = u(x, t) ≥ h(x, t).
Hence, the parabolic comparison principle in Theorem 2.4 shows that h ≤ v in G˜,
and thus h ≤ w in Qt1,t2 .
3. Boundary regularity
Definition 3.1. A boundary point ξ0 ∈ ∂Θ is regular with respect to Θ, if
lim
Θ∋ξ→ξ0
Hf(ξ) = f(ξ0)
whenever f : ∂Θ → R is continuous. Here Hf denotes the upper Perron solution
of f .
Observe that since Hf = −H(−f), regularity can equivalently be formulated
using lower Perron solutions. In the following we will omit the explicit reference to
Θ, whenever no confusion may arise.
Our aim is next to characterise regular boundary points using families of barriers.
Such a characterisation serves two purposes: to give a criterion for regularity, and
to deduce various consequences of regularity. For the former, one would like to have
as weak a condition as possible, whereas for the latter a stronger condition is often
useful. Therefore, we introduce two conditions, which turn out to be equivalent.
Definition 3.2. Let ξ0 ∈ ∂Θ. A family of functions wj : Θ → (0,∞], j = 1, 2, ...,
is a barrier family in Θ at the point ξ0 if for each j,
(a) wj is a positive p-superparabolic function in Θ;
(b) limΘ∋ζ→ξ0 wj(ζ) = 0;
(c) for each k = 1, 2, ..., there is a j such that
lim inf
Θ∋ζ→ξ
wj(ζ) ≥ k for all ξ ∈ ∂Θ with |ξ − ξ0| ≥ 1/k.
We also say that the family wj is a strong barrier family in Θ at the point ξ0 if,
in addition the following conditions hold:
(d) wj is continuous in Θ;
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(e) there is a nonnegative function d ∈ C(Θ), with d(z) = 0 if and only if z = ξ0,
such that for each k = 1, 2, ..., there is a j = j(k) such that wj ≥ kd in Θ.
Note that in (c) the conditions on wj are only at ∂Θ, while in (e) there is a
requirement on wj in all of Θ. The latter will be important when proving several of
the consequences of the barrier characterisation that we derive later in this section.
Note also that (e) ⇒ (c).
In classical potential theory, a barrier is a superharmonic (when dealing with the
Laplace equation) or superparabolic (when dealing with the heat equation) function
w such that
lim
ζ→ξ0
w(ζ) = 0 and lim inf
ζ→ξ
w(ζ) > 0 for ξ ∈ ∂Θ \ {ξ0}.
Existence of such a single barrier implies the regularity of a boundary point in the
classical case, since one can scale and lift the barriers. However, this is not the
case with the parabolic p-Laplacian, since the equation is not homogeneous with
respect to u: this reflects in that a scaled weak supersolution is not necessarily a
weak supersolution. We think that it is precisely this lack of homogeneity, which
forces the use of a whole family of barriers, instead of just simply one, but we do
not know if a family is really required.
We are now ready to characterise regularity in terms of the existence of a barrier
family (in our sense). At the same time, we show that the existence of a strong
barrier family is equivalent. Note that we do not show that every barrier family
is a strong barrier family, only that if there exists a barrier family then there also
exists a strong barrier family.
Theorem 3.3. Let ξ0 ∈ ∂Θ. Then the following are equivalent:
(1) ξ0 is regular ;
(2) there is a barrier family at ξ0;
(3) there is a strong barrier family at ξ0.
Proof. (2) ⇒ (1) First we show that if there is a barrier family at ξ0 ∈ ∂Θ, then
ξ0 is a regular boundary point. Since f in Definition 3.1 is continuous, for each
ε > 0 there exists a constant δ > 0 such that if |ξ − ξ0| < δ, ξ ∈ ∂Θ, then
|f(ξ)− f(ξ0)| < ε. We can therefore choose j ≥ 1 large enough so that
lim inf
Θ∋ζ→ξ
wj(ζ) + ε+ f(ξ0) > f(ξ) for all ξ ∈ ∂Θ.
Thus wj + ε+ f(ξ0) belongs to the upper class Uf , and hence
lim sup
Θ∋ζ→ξ0
Hf(ζ) ≤ lim
Θ∋ζ→ξ0
wj(ζ) + ε+ f(ξ0) = ε+ f(ξ0).
Since −wj − ε+ f(ξ0) is in the lower class (multiplication by −1 is allowed) if j is
large enough, we similarly obtain that
lim inf
Θ∋ζ→ξ0
Hf(ζ) ≥ lim inf
Θ∋ζ→ξ0
Hf(ζ) ≥ −ε+ f(ξ0).
Letting ε→ 0 shows that ξ0 is regular.
(1) ⇒ (3). Next we prove that if ξ ∈ ∂Θ is regular, then there exists a strong
barrier family at ξ0.
Without loss of generality we may assume that ξ0 is the origin. For (x, t) ∈ Rn+1
we define
d(x, t) =
p− 1
p
|x|p/(p−1) + n
2 diamΘ
t2
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and
ψj(x, t) = j
p− 1
p
|x|p/(p−1) + jp−1 n
2 diamΘ
t2 ≥ min{j, jp−1}d(x, t). (3.1)
A straightforward computation shows that in Θ,
∂tψj −∆pψj = jp−1 nt
diamΘ
− jp−1n ≤ 0,
i.e. ψj is p-subparabolic. Setting wj := Hψj gives us a strong barrier family at ξ0.
Indeed, (e) in Definition 3.2 follows from the definition of the lower Perron solution,
as it yields wj ≥ ψj , and (b) from the fact that ξ0 is regular.
(3) ⇒ (2) This is trivial.
The first consequence of the barrier characterisation is the following restriction
theorem.
Proposition 3.4. Let ξ0 ∈ ∂Θ and let G ⊂ Θ be open and such that ξ0 ∈ ∂G. If
ξ0 is regular with respect to Θ, then ξ0 is regular with respect to G.
Proof. By Theorem 3.3, there is a strong barrier family {wj}∞j=1 in Θ at ξ0. Let
d be as given in condition (e). Let also w′j = wj |G, j ≥ 1, and d′ = d|G. Then
{w′j}∞j=1 is a strong barrier family in G at ξ0, and thus Theorem 3.3 implies that ξ0
is a regular boundary point with respect to G.
Another consequence of the barrier characterisation is that regularity is a local
property.
Proposition 3.5. Let ξ0 ∈ ∂Θ and B be a ball containing ξ0. Then ξ0 is regular
with respect to Θ if and only if ξ0 is regular with respect to B ∩Θ.
Proof. Proposition 3.4 immediately implies that if ξ0 is regular with respect to Θ,
then it is also regular with respect to B ∩Θ.
Next we show that if ξ0 is regular with respect to B ∩Θ, then it is regular with
respect to Θ. By Theorem 3.3, there is a strong barrier family {wj}∞j=1 in B ∩ Θ,
and a nonnegative continuous function d associated with it. Letm = infΘ∩∂B d > 0,
d′ =
{
min{d,m} in B ∩Θ
m in Rn+1 \B and w
′
k =
{
min{wj(k), km} in B ∩Θ
km in Θ \B,
where j(k) is as in Definition 3.2 (e), k = 1, 2, ....
Then w′k is continuous in Θ, satisfies w
′
k ≥ kd′ in Θ, and by the pasting lemma
(Lemma 2.9), w′k is p-superparabolic in Θ. Hence {w′k}∞k=1is the desired strong
barrier family in Θ at ξ0, and this implies that ξ0 is regular with respect to Θ.
Next we state one of our main results. As we have already remarked, if u is a
(super)solution to the p-parabolic equation and γ ≥ 0, then in general γu is not a
(super)solution to the same equation, except when p = 2. Instead, γu is a solution
to a multiplied p-parabolic equation, namely to
a
∂u
∂t
= ∆pu, a = γ
p−2,
as is apparent by straightforward calculations. This fact makes it possible to show
that when p 6= 2, the regular points are the same for all multiplied p-parabolic
equations. This is quite surprising, because a similar statement is known to be false
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for the heat equation as a direct consequence of Petrovski˘ı’s criterion discussed in
the introduction.
On the other hand, for p = 2 it is enough to have one barrier to get regularity,
since any positive multiple of a barrier is still a barrier. So the gist of the argument
is the following: for p = 2 one barrier is enough, but multiplied equations have
different regular points, whereas for p 6= 2 a family of barriers is required (we
believe), but a regular point is such for all multiplied equations.
Theorem 3.6. Let ξ0 ∈ ∂Θ and a > 0. If p 6= 2, then ξ0 is regular if and only if it
is regular with respect to the multiplied p-parabolic equation
a
∂u
∂t
= ∆pu. (3.2)
Proof. Let w be a weak supersolution to the p-parabolic equation and let w˜ =
a1/(p−2)w. Then
a ∂tw˜ −∆pw˜ = a1+1/(p−2)∂tw − a1+1/(p−2)∆pw ≥ 0,
and thus w˜ is a weak supersolution to the multiplied p-parabolic equation, and vice
versa. The same equivalence obviously holds also for p-superparabolic functions.
It follows directly that u ∈ Uf if and only if a1/(p−2)u ∈ Uaa1/(p−2)f , where Uaf
is the upper class defining the upper Perron solution with respect to (3.2). The
equivalence of regularity of ξ0 with respect to (2.1) and with respect to (3.2) now
follows directly from the definition.
It is noteworthy that Theorem 3.6 holds both for p > 2 and 1 < p < 2. The
next corollary immediately follows from the proof of the previous result.
Corollary 3.7. Let f ∈ C(∂Θ). Then
H
a
(a1/(p−2)f) = a1/(p−2)Hf, (3.3)
where H
a
denotes the upper Perron solution with respect to (3.2).
Lemma 3.8. Assume that Θ1, ... ,Θm are pairwise disjoint bounded open sets in
Rn+1 with ξ0 ∈ ∂Θj, j = 1, ... ,m. Then ξ0 is regular with respect to Θ =
⋃m
j=1Θj
if and only if it is regular with respect to each Θj, j = 1, ... ,m.
Proof. The necessity follows from Proposition 3.4. As for the sufficiency, let f ∈
C(∂Θ). Then (Hf)|Θj = HΘjf |∂Θj and thus
lim
Θj∋ξ→ξ0
Hf(ξ) = lim
Θj∋ξ→ξ0
HΘjf |∂Θj (ξ) = f(ξ0)
for j = 1, ... ,m. It follows that
lim
Θ∋ξ→ξ0
Hf(ξ) = f(ξ0),
and hence ξ0 is regular with respect to Θ.
Next we let Θ = GT = G × (0, T ), where G ⊂ Rn is an open set, and recall
two results from Kilpela¨inen–Lindqvist [21]. As we want to use our barrier family
characterisation, we sketch the proofs in this context for the convenience of the
reader.
Theorem 3.9. Let x0 ∈ ∂G and 0 < t0 ≤ T . Then the boundary point ξ0 = (x0, t0)
is regular with respect to GT , in the sense of Definition 3.1, if and only if x0 is
regular for p-harmonic functions with respect to G.
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A p-harmonic function is a continuous weak solution to the (elliptic) p-Laplace
equation ∆pu = 0.
Proof. The proof of Theorem 6.5 in [21] can immediately be modified to use the
barrier family characterisation. Suppose that x0 is regular for p-harmonic functions
with respect to G (for more details on this notion, see for example Heinonen–
Kilpela¨inen–Martio [18]). Let ϕ(x) = |x− x0| and let uj be a solution to{
∆puj = −jp−1 in G,
uj − jϕ ∈ W 1,p0 (G).
Then uj is p-superharmonic and uj(x) ≥ j |x− x0| because ϕ is p-subharmonic.
Define
wj(x, t) = uj(x) + j
p−1(t0 − t).
Then
∆pwj = −jp−1 = ∂twj ,
and it follows that {wj}∞j=1 is the desired barrier family, and ξ0 is regular with
respect to GT .
The other direction of the proof of Theorem 6.5 in [21] holds verbatim.
We will also need the following result, stating that what happens in the future
does not affect the regularity of the boundary point. To be more precise, if we split
the domain Θ at the level t0, and consider a boundary point (x0, t0) at the same
time instant, then the lower part
Θ
−
= {(x, t) ∈ Θ : t < t0}
determines the regularity. We begin with an introductory lemma, which we will
also use later on. In particular, it shows that the earliest points are always regular.
Lemma 3.10. Let ξ0 = (x0, t0) ∈ ∂Θ. If ξ0 /∈ ∂Θ− (in particular, if Θ− = ∅), then
ξ0 is regular.
Proof. If ξ0 /∈ ∂Θ−, then the functions
fj(x, t) = j
p− 1
p
|x− x0|p/(p−1) + njp−1(t− t0)
are p-parabolic in Rn+1 and form a strong barrier family in Θ ∩ V for some neigh-
bourhood V of ξ0.
It follows from Theorem 3.9 and Lemma 3.10 that in the setting of Theorem 2.3,
the Perron solution coincides with the one provided by Theorem 2.3.
Theorem 3.11. Let ξ0 = (x0, t0) ∈ ∂Θ and Θ− 6= ∅. Then ξ0 is regular with
respect to Θ if and only if either ξ0 is regular with respect to Θ− or ξ0 /∈ ∂Θ−.
Proof. Suppose that ξ0 is a regular boundary point with respect to Θ. Then by
Proposition 3.4, either ξ0 /∈ ∂Θ− or ξ0 is also regular with respect to Θ−.
To prove the converse, due to Lemma 3.10, we may assume that ξ0 ∈ ∂Θ− is a
regular boundary point of Θ
−
. Let wj = Hψj , where ψj are as in (3.1). As in [21],
it can be shown that the restriction to Θ
−
of wj is the upper Perron solution of ψj
in Θ
−
, and hence
lim
Θ
−
∋ξ→ξ0
wj(ξ) = ψj(ξ0) = 0.
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This also implies that wj , extended by ψj to ∂Θ, is continuous at ξ0. Again following
[21], it can be shown that the restriction to Θ+ = {(x, t) ∈ Θ : t > t0} of wj coincides
with the lower Perron solution of (the above extension) wj with respect to Θ+. Since
earliest points are regular by Lemma 3.10, we can conclude from this that also
lim
Θ\Θ
−
∋ξ→ξ0
wj(ξ) = 0,
showing that wj form a barrier family in Θ.
The following characterisation is a bit similar in flavour to our barrier charac-
terisation, in that it deduces regularity from properties of a countable family.
Proposition 3.12. Let ξ0 ∈ ∂Θ and let d ∈ C(∂Θ) be such that d(ξ0) = 0 and
d(ξ) > 0 for ξ ∈ ∂Θ \ {ξ0}. Then ξ0 is regular if and only if
lim
Θ∋ξ→ξ0
H(jd)(ξ) = 0 for j = 1, 2, ... .
A typical example is d(ξ) = |ξ − ξ0|α with α > 0. In the elliptic p-harmonic
case, a similar characterisation was given by Bjo¨rn–Bjo¨rn [3], Theorem 4.2 and
Remarks 6.2 (which can also be found as Theorem 11.2 and Remark 11.12 in [4]).
In the p-harmonic case only the limit of Hd is required, and the same is also true for
the heat equation. We do not know whether one limit is sufficient in the p-parabolic
case, and this issue seems closely related to the problem of whether one barrier is
sufficient.
A corresponding characterisation (with a family of Perron solutions) was recently
given for the elliptic variable exponent p(·)-harmonic functions by Adamowicz–
Bjo¨rn–Bjo¨rn [1], Theorem 7.1.
Proof. The necessity is obvious. For the sufficiency, let f ∈ C(∂Θ) and ε > 0. Then
we can find j such that f < jd+ f(ξ0) + ε on ∂Θ. Thus,
lim
Θ∋ξ→ξ0
Hf(ξ) ≤ f(ξ0) + ε+ lim
Θ∋ξ→ξ0
H(jd)(ξ) = f(ξ0) + ε.
Letting ε → 0 shows that limΘ∋ξ→ξ0 Hf(ξ) ≤ f(ξ0). Applying this also to −f
yields that limΘ∋ξ→ξ0 Hf(ξ) = f(ξ0), and thus ξ0 is regular.
4. The exterior ball condition
In this section, we will show that if the domain satisfies an exterior ball condition,
then it is regular. However, the “south and north poles” have to be excluded. To
be more precise, the condition x1 6= 0 in Proposition 4.1 below is meant to exclude
both the south pole (x1, t1−R1) and the north pole (x1, t1+R1) of the exterior ball
as a tangent point. The restriction on the southern pole was already pointed out by
Kilpela¨inen and Lindqvist (see the comment at the end of the proof of Theorem 6.2
in [21]). Indeed, the top of a cylindrical domain gives a natural counterexample.
As for the north pole, when x is close to x1 = 0, ∆pu is positive, and, curiously
enough, the argument does not work.
Since the space is homogeneous and the p-parabolic equation is translation in-
variant, the geometric conditions implying regularity are the same at all points. We
therefore describe conditions for regularity of the origin from now on.
Proposition 4.1. (Exterior ball condition) Let ξ0 = (0, 0) ∈ ∂Θ. Suppose that
there exists a ball B1 = B(ξ1, R1), with centre ξ1 = (x1, t1) and radius R1, such
that B1 ∩Θ = ∅ and ξ0 ∈ ∂B1 ∩ ∂Θ. If x1 6= 0 then ξ0 is regular with respect to Θ.
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Proof. Since the case p = 2 is classical, we assume that p 6= 2. We follow the ideas
introduced in Kilpela¨inen–Lindqvist [21].
Let ξ2 = (x2, t2) =
1
2ξ1 and R2 =
1
2R1. Note that R1 = |ξ1| and R2 = |ξ2|. Let
δ = 12 |x2| > 0 and Θ0 = Θ ∩B(ξ0, δ). Here we have used that x1 6= 0.
Let ξ = (x, t) ∈ Θ0 and R = |ξ − ξ2| ≤ 2R2. Also let j0 ≥ (n+ p− 2)/(p− 1)δ2
and j ≥ j0 be integers. Define
wj(ξ) = γ(e
−jR22 − e−jR2),
where γ = γ(j) > 0 will be chosen later. As in [21], easy calculations yield
∂twj = 2jγe
−jR2(t− t2) ≥ −4jγR2e−jR
2
and
∆pwj = (2jγ)
p−1|x− x2|p−2e−j(p−1)R
2
[n+ p− 2− 2j(p− 1)|x− x2|2]
≤ (2jγ)p−1|x− x2|p−2e−j(p−1)R
2
[n+ p− 2− 2j(p− 1)δ2].
The choice of j implies that n + p − 2 − 2j(p − 1)δ2 ≤ −j(p − 1)δ2. Since δ ≤
|x− x2| ≤ R ≤ 2R2, this gives
∆pwj ≤ −(2jγ)p−1|x− x2|p−2j(p− 1)δ2e−j(p−1)R
2
≤ −C0(2jγ)p−1j(p− 1)e−j(p−1)R
2
,
where
C0 =
{
(2R2)
p−2δ2, 1 < p < 2,
δp, p > 2.
In order to have ∆pwj ≤ ∂twj it is enough to verify that
4jγR2e
−jR2 ≤ C0(2jγ)p−1j(p− 1)e−j(p−1)R
2
,
which is equivalent to
γp−2 ≥ j
1−pR2e
j(p−2)R2
2p−3(p− 1)C0 =: C1j
1−pej(p−2)R
2
, (4.1)
where C1 = R2/2
p−3(p− 1)C0. Choose now
γ = γ(j) =
{
(C1j
1−p)1/(p−2)ejR
2
2 , 1 < p < 2,
(C1j
1−p)1/(p−2)e4jR
2
2 , p > 2.
(4.2)
As B(ξ2, R2) ∩ Θ0 is empty, we have that R2 ≤ R ≤ 2R2, which shows that (4.1)
holds. Therefore, wj is p-superparabolic in Θ0.
We next want to show that wj satisfies (c) of Definition 3.2, and thus that
{wj}∞j=j0 is a barrier family, condition (b) being immediate.
Let β be the angle between the vectors −ξ1 and ξ − ξ1, r0 = |ξ| and r1 =
|ξ− ξ1| ≥ R1. The cosine theorem yields r20 = r21 +R21− 2r1R1 cosβ. Together with
the cosine theorem again and the inequality r1 ≥ R1 this yields
R2 −R22 =
(
1
2R1
)2
+ r21 − r1R1 cosβ −
(
1
2R1
)2
= r21 − 12 (r21 +R21 − r20) = 12r21 − 12R21 + 12r20 ≥ 12r20 .
It follows that for ξ ∈ Θ0 \B(ξ0, r),
wj(ξ) = γe
−jR22(1− ej(R22−R2)) ≥ γe−jR22(1− e−jr2/2).
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Inserting the expression (4.2) for γ we obtain
wj(ξ) ≥
{
(C1j
1−p)1/(p−2)(1 − e−jr2/2), 1 < p < 2,
(C1j
1−p)1/(p−2)e3jR
2
2 (1− e−jr2/2), p > 2.
For a fixed r, the right-hand sides tend to∞, as j →∞, showing that {wj}∞j=j0 is a
barrier family with respect to Θ0. Thus, by Theorem 3.3, ξ0 = (0, 0) is regular with
respect to Θ0, and hence, by Proposition 3.5, it is regular with respect to Θ.
4.1. Regularity at the “north pole”
The proof above for the exterior ball condition does not work when ξ0 = (0, 0) is
the north pole of the ball. Here we discuss some simple sufficient conditions for the
regularity of ξ0, when it can be considered as some sort of north pole for proper
sets touching ∂Θ from below.
Observe that if we have a flat bottom, i.e. the half-space {(x, t) : t < 0} ⊂
Rn+1 \Θ, then Lemma 3.10 gives the regularity.
Proposition 4.2. Let Θ ⊂ Rn+1 be an open set and (0, 0) ∈ ∂Θ. Assume that for
some θ > 0,
Θ ⊂ {(x, t) : t > −θ |x|l},
where l ≥ p/(p − 1) if 1 < p < 2, and l > p if p > 2. Then (0, 0) is regular with
respect to Θ.
Proof. By Propositions 3.4 and 3.5 and Theorem 3.11 we may assume that
Θ = {(x, t) : t > −θ |x|l and − 1 < t < 0}.
We localise the problem by considering
Gj =
{
(x, t) : |x| < 1
j1/k
and − θ
jl/k
< t < 0
}
⊂ Θ,
where k > 0 will be fixed later. Notice that the set Gj gets smaller, as j grows.
Now let
fj(x, t) = j
p− 1
p
|x|p/(p−1) + njp−1t,
which is p-parabolic in Rn+1. If 1 < p < 2, then fj is positive in G
j ∩Θ, provided
l ≥ p/(p− 1) and j is large enough. If p > 2, then fj is positive in Gj ∩Θ, provided
l > p/(p− 1) + k(p− 2) and j is large enough. Define
mj := inf
Θ∩∂Gj
fj = j
p− 1
p
(
1
j1/k
)p/(p−1)
− njp−1 θ
jl/k
.
We want mj →∞ as j →∞, and this happens if
1− p
(p− 1)k > 0 and 1−
p
(p− 1)k > p− 1−
l
k
.
The first condition is satisfied if k > p/(p−1), and the second condition is satisfied if
l > p/(p−1)+k(p−2). This holds for 1 < p < 2, l ≥ p/(p− 1) and all k > p/(p−1),
whereas for p ≥ 2 and l > p, this is true, provided we choose k sufficiently close to
p/(p− 1).
Now let
hj =
{
min{fj,mj} in Gj ,
mj in Θ \Gj
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Since fj is p-parabolic in R
n+1, the pasting lemma (Lemma 2.9), applied to mj
and fj|Gj , shows that hj is a positive (continuous) p-superparabolic function in Θ,
if j is large enough. As mj →∞ and Gj shrinks to (0, 0), it follows that {hj}∞j=m is
a strong barrier family if m is large enough, and thus (0, 0) is regular with respect
to Θ.
5. Exterior cone conditions
Let us consider ξ0 ∈ ∂Θ. Without loss of generality we assume that ξ0 = (0, 0).
Assume that there is an open cone C in the exterior Rn+1 \ Θ with vertex at
ξ0. When dealing with a space-time cylindrical domain, it is well-known that the
nonparabolic part of the boundary is irregular; therefore, it is necessary that the
cone C contains some point (xC , tC) with tC ≤ 0 (or equivalently a point with
tC < 0) in order to have a chance of implying the regularity of ξ0.
As regularity is a local property by Proposition 3.5, we assume that the full cone
is in the exterior, and we may therefore assume that |(xC , tC)| = 1. Since C is open,
we can find an open cylindrical subcone C0 with vertex ξ0 containing (xC , tC) and
such that Θ ∩ C0 = {ξ0}.
To work out concrete examples to begin with, we show in Proposition 5.1 that
the exterior cone condition in R1+1 yields regularity for 1 < p < ∞. We then use
this to obtain a more general criterion ensuring regularity in the 1 + 1-dimensional
case, see Theorem 5.2. Then in Section 5.2, we focus on the higher-dimensional
case.
5.1. Exterior cone condition in R1+1 for 1 < p <∞
Proposition 5.1. (Exterior cone condition in 1 + 1 dimensions) Let Θ ⊂ R1+1 be
bounded and ξ0 = (0, 0) ∈ ∂Θ. Assume that there is an open cone C ⊂ R1+1 \ Θ
with ξ0 as vertex, and a point ξ = (xC , tC) ∈ C with tC ≤ 0. Then ξ0 is regular.
Case 1 below follows from the exterior ball condition or from Proposition 5.3,
and so only Case 2 is actually needed. However, because Case 1 is more elementary
here and provides concrete examples of simple barrier families, we have decided to
include it here.
Proof. We may assume that the cone C is a full cylindrical cone, that Θ ⊂ B(ξ0, 1)
and that C ∩ Θ = {ξ0}. By Theorem 3.11, we may also assume that Θ ⊂ {(x, t) :
t < 0}.
Case 1. Horizontal cone, i.e. tC = 0, see Figure 1. We may assume that xC = 1,
and thus
C = {(x, t) : |t| < γx}.
where γ is a positive parameter. Let
uµ,α(x, t) = µ(1− e−α(|t|−γx)),
where µ and α are positive numbers. We want uµ,α to be p-superparabolic in Θ.
We see that
∂xuµ,α = −µαγe−α(|t|−γx),
and hence
∆puµ,α = −(µαγ)p−1 ∂
∂x
e−(p−1)α(|t|−γx)
= −(µαγ)p−1(p− 1)αγe−(p−1)α(|t|−γx) < 0 in Θ.
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Figure 1. The exterior cone condition with a horizontal cone.
On the other hand,
∂tuµ,α = −µαe−α(|t|−γx) in Θ,
since t < 0. Thus, we have ∆puµ,α ≤ ∂tuµ,α if and only if
−(µαγ)p−1(p− 1)αγe−(p−1)α(|t|−γx) ≤ −µαe−α(|t|−γx)
which is equivalent to
µp−2αp−1γp(p− 1) ≥ e(p−2)α(|t|−γx). (5.1)
As before, we consider p > 2 and 1 < p < 2 separately, starting with the former
case, as it turns out to be simpler.
Case 1a. p > 2. In this case we let α = 1 and thus uµ,1 is p-superparabolic in
Θ if
µ ≥ e
1+γ
(γp(p− 1))1/(p−2) =: µ0,
since Θ ⊂ B(ξ0, 1). It follows that for j ≥ µ0, wj = uj,1 is a suitable barrier family
and thus ξ0 is regular.
Case 1b. 1 < p < 2. In this case we let α(µ) := (µ(2−p)/γp(p − 1))1/(p−1).
Then (5.1) is satisfied with α := α(µ). Moreover, indexing with j we have that
wj := uj,α(j) is p-superparabolic in Θ. It also has the necessary limits at the
boundary. Finally, for sufficiently large j, we have α(j) ≥ 1 and hence for (x, t) ∈ Θ,
wj(x, t) = j(1− e−α(j)(|t|−γx)) ≥ j(1− e−(|t|−γx)),
showing that wj is a suitable barrier family, and thus ξ0 is regular.
Case 2. Downwards cone, i.e. tC < 0, see Figure 2. (By downwards we do not
mean straight downwards, i.e. xC is not necessarily 0.)
In this 2-dimensional situation the cone splits Θ into two parts, one to the left
and one to the right of the cone, or more formally into
Θ1 = {(x, t) ∈ Θ : x < y whenever (y, t) ∈ C},
Θ2 = {(x, t) ∈ Θ : x > y whenever (y, t) ∈ C}.
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Figure 2. The exterior cone condition with a downwards cone.
It is possible that one of these is empty, but not both.
It is easy to see that Θ1, if nonempty, satisfies the exterior cone condition with
a horizontal cone around ξ0, and hence ξ0 is regular with respect to Θ1 by Case 1,
and similarly with respect to Θ2. It thus follows from Lemma 3.8 that ξ0 is regular
with respect to Θ. (If Θ1 = ∅ or Θ2 = ∅ this follows directly.)
We can considerably generalise the previous result.
Theorem 5.2. Let C = {(x, t) : |x| ≤ −θt} ⊂ R1+1 for some θ > 0, and assume
that ξ0 = (0, 0) ∈ ∂Θ and that there is a closed nonsingleton connected set A ⊂ C\Θ
containing ξ0. Then ξ0 is regular.
Proof. Let (xA, tA) ∈ A \ {ξ0} so that tA < 0. Since regularity is a local property,
we may assume that Θ ⊂ B(ξ0,−tA). By Theorem 3.11, we may assume that
Θ ⊂ {(x, t) : t < 0}. We next split Θ into two parts,
Θ1 = {(x, t) ∈ Θ : x < y whenever (y, t) ∈ A},
Θ2 = Θ \Θ1.
It is possible that one of these is empty, but not both. We can now conclude the
proof exactly as in the proof of Case 2 of Proposition 5.1.
5.2. Generalised horizontal cone condition in Rn+1
In this section we will show that if the lower half of a horizontal cone is in the
complement then the point is regular.
Proposition 5.3. (Horizontal cone condition) Let Θ ⊂ Rn+1 be an open set and
ξ0 = (0, 0) ∈ ∂Θ. If there exist θ, r > 0 and a unit vector v ∈ Rn such that the cone
C := {(x, t) : |(x, t)| < θx · v, t ≤ 0 and |x| < r} ⊂ Rn+1 \Θ, (5.2)
then ξ0 is regular with respect to Θ.
Relying on potential theoretic tools we can deduce a fairly more general result,
see Proposition 5.4 below. Proposition 5.3 then follows directly as a special case,
by taking η(t) = γt and E = {x ∈ Rn : |x| < θ′x · v} for some sufficiently small
γ, θ′ > 0, and upon observing that the corresponding set E′ defined by (5.3) below
is then contained in the cone C in (5.2).
Proposition 5.3 holds for any p > 1, and in particular for p = 2. It is immediate
to see that a horizontal cone C such as defined by (5.2), always contains a so-called
tusk, that is a set in Rn+1 of the form
V := {(x, t) : −T < t < 0 and |x− (−t)1/2x0|2 < R2(−t)},
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for some x0 ∈ Rn\{0}, and positive constants R and T , provided T is small enough.
Consider Θ ∈ Rn+1 and ξ0 = (0, 0) ∈ ∂Θ: it is well known that if there is a tusk V
with V ∩Θ = {ξ0}, then ξ0 is regular for the heat equation (see Effros–Kazdan [12],
which refers to ξ0 as being parabolically touchable, and Lieberman [31]). Therefore,
under this point of view, Proposition 5.3 gives a weaker condition. We do not know,
whether a proper tusk condition holds for the parabolic p-Laplacian, when p 6= 2.
Recall that for 1 < p ≤ n a set A ⊂ Rn is p-thick at 0 ∈ Rn if∫ 1
0
(
capp(A ∩B′(0, r), B′(0, 2r))
rn−p
)1/(p−1)
dr
r
<∞,
and p-thin otherwise, where for a given set E ⊆ B′(0, 2r), capp(E,B′(0, 2r)) is the
variational p-capacity of E, and B′(0, r) is the ball of centre 0 and radius r in Rn.
TheWiener criterion says that 0 is regular for p-harmonic functions with respect
to an open set V if and only if Rn\V is p-thick at 0. It was obtained by Wiener [42]
for p = 2 in R3. In the nonlinear case, the sufficiency was obtained by Maz′ya [37]
and Gariepy–Ziemer [16], and the necessity by Lindqvist and Martio [34] (for p ≥
n − 1) and by Kilpela¨inen and Maly´ [22], see also Chapter 4 of Maly´–Ziemer [36].
These results have later been proved in more general settings in e.g. [38], [7], [5]
and [6].
Note that for p > n, by the same criterion, a singleton is always regular, which
is useful and reflected in Example 5.5 below.
Proposition 5.4. Let Θ ⊂ Rn+1 be an open set and ξ0 = (0, 0) ∈ ∂Θ. Also let
E ⊂ Rn be a closed set which is p-thick at 0. Assume that for some θ > 0, some
ζ ∈ Rn with |ζ| = 1, and a nondecreasing differentiable function η : [0, r0/θ] →
[0,∞), such that η(0) = 0 and η′ ≤ θ in [0, r0/θ], we have
E′ :=
{
(x, t) ∈ B(ξ0, r0) : −r0
θ
< t < 0 and x−η(−t)ζ ∈ E
}
⊂ B(ξ0, r0)\Θ. (5.3)
Then ξ0 is regular with respect to Θ.
Before the proof, let us point out some special cases. Proposition 5.4 gives us a
sufficient condition for the boundary regularity of ξ0 ∈ ∂Θ, and covers a wide range
of situations, the most important one probably being the one already described
above in Proposition 5.3. Here are some other interesting cases.
Example 5.5. In the simplest case n = 1, every x0 ∈ R is regular, so one can
take E = {x0}. Regularity of ξ0 is therefore guaranteed, whenever there is a curve
in R1+1 approaching ξ0 from below, i.e. with subhorizontal derivative at ξ0; cf.
Theorem 5.2.
Example 5.6. If n = 2, then a segment in R2 with x0 as an endpoint will do as
E. Then E′ will be a vertical two-dimensional triangle with vertex at ξ0. More
generally, if γ is a continuous curve in R2, ending at x0, then B
′(x0, r)\γ is regular
for p-harmonic functions at x0 and the corresponding set E
′ is a two-dimensional
triangle-shaped “curtain” following the curve γ. It is also possible to have discon-
nected E, i.e. E consisting of suitably chosen segments accumulating at x0.
Example 5.7. In higher dimensions, the easiest generalisation is a set E which
satisfies an interior cork-screw condition at x0 (the cone considered above does).
More generally, it is enough if B′(x0, r) \ E is porous at x0. We recall that a set
M ⊂ Rn is porous at a point x ∈ Rn, if there exists a constant c ∈ (0, 1) such
that, for each ε > 0, there exist y ∈ Rn and r > c|x − y|, with |x − y| < ε and
M ∩ B′(y, r) = ∅. See Corollary 11.25 in Bjo¨rn–Bjo¨rn [4] for some more general
sufficient porosity conditions. A sharp condition for E follows from the Wiener
criterion.
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Proof of Proposition 5.4. Let E ⊂ Rn be closed and such that 0 ∈ ∂E. Assume
that E is p-thick at 0. Let Ω = B′(0, r0)\E ⊂ Rn. Then 0 is regular for p-harmonic
functions with respect to Ω, by the Wiener criterion (see above).
Let uj be a continuous solution to the Dirichlet problem{
∆puj(x) = θmin{∇uj(x) · ζ, 0} − j in Ω,
uj − fj ∈W 1,p0 (Ω),
where fj(x) = j|x|, j = 1, 2, .... Such a function uj exists by Theorem 6.21 in
Maly´–Ziemer [36], and Corollary 6.22 in [36] implies that
lim
x→0
uj(x) = fj(0) = 0, (5.4)
since 0 is regular for p-harmonic functions. Moreover, ∆puj < 0, i.e. uj is a super-
solution to the p-harmonic equation. Since fj is a subsolution to the p-harmonic
equation (by direct calculation), Lemma 3.18 in Heinonen–Kilpela¨inen–Martio [18]
(and the continuity of uj and fj) shows that uj ≥ fj in Ω. Let
Θ′ = {(x, t) : −r0/θ < t < 0 and x− η(−t)ζ ∈ Ω}
and for ξ = (x, t) ∈ Θ′ define
vj(ξ) = uj(x− η(−t)ζ) − jt. (5.5)
Then
∂tvj(ξ) = η
′(−t)∇uj(x− η(−t)ζ) · ζ − j
and
∆pvj(ξ) = ∆puj(x− η(−t)ζ) = θmin{∇uj(x− η(−t)ζ) · ζ, 0} − j < 0.
Since 0 ≤ η′ ≤ θ, we thus have
∆pvj(ξ) ≤ η′(−t)min{∇uj(x − η(−t)ζ) · ζ, 0} − j
≤ η′(−t)∇uj(x− η(−t)ζ) · ζ − j = ∂tvj(ξ),
i.e. vj is p-superparabolic in Θ
′. As uj ≥ fj in Ω, we have
vj(ξ) ≥ j(|x− η(−t)ζ| − t) =: jd(ξ).
Moreover, (5.4) and (5.5) yield
lim
ξ→ξ0
vj(ξ) = 0.
Hence vj forms a strong family of barriers at ξ0 = (0, 0) with respect to Θ
′, and
Theorem 3.3 shows that ξ0 is a regular boundary point with respect to Θ
′.
By our assumptions, for some 0 < r < 12 min{r0, r0/θ} we have that Θ− ∩
B(ξ0, r) ⊂ Θ′ ∩ B(ξ0, r). Then ξ0 is a regular boundary point with respect to
Θ′ ∩B(ξ0, r), and hence also with respect to Θ− and consequently with respect to
Θ, by Propositions 3.4, 3.5 and Theorem 3.11.
6. A Petrovski˘ı condition for p > 2
In this section we show that there is an increasing barrier family in the domain (6.1)
at (0, 0), and thus the origin as final point is regular. We follow the same approach
as in Lindqvist [32]: the only difference is in the choice of the function f in (6.2).
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Proposition 6.1. Let p > 2. The origin (0, 0) is regular with respect to the domain
Θ =
{
(x, t) :− 1
2e
< t < 0 and( |x|
(−t)1/λ
)p/(p−1)
< K(−t)n(p−2)/λh(t)α(p−2)
}
,
(6.1)
in Rn+1, where K and α denote arbitrary positive constants, λ = n(p− 2) + p and
h(t) =
|log(−t)|p−2 − 1
p− 2 .
The choice T = − 12e is completely immaterial: any negative value would do, as
regularity is a purely local property by Proposition 3.5. In the interval
(− 1e , 0), the
function h is strictly positive, and this simplifies some of the calculations to come.
Remark 6.2. If we choose α = 1p−2 , then in (6.1) we obtain( |x|
(−t)1/λ
)p/(p−1)
< K(−t)n(p−2)/λ |log(−t)|
p−2 − 1
p− 2 ,
and when p→ 2, this formally becomes( |x|
(−t)1/2
)2
< K log |log(−t)|,
which resembles Petrovski˘ı’s condition mentioned in the introduction. Unfortu-
nately, this result is purely formal, because when p → 2, we have M → ∞ and
ε → 0 in the proof below, and the argument becomes void. The lack of stability
in our estimates is apparent also from another point of view: the constant K is
completely arbitrary here, whereas from Petrovski˘ı’s condition it is known that its
value is very precisely determined.
Remark 6.3. In Kilpela¨inen–Lindqvist [21], pp. 676–677, it is shown that the origin
is an irregular boundary point with respect to the so-called Barenblatt balls; namely,
it is shown that (0, 0) is an irregular boundary point with respect to the domain{
(x, t) :
p− 2
pλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)
< 1− 2−(p−2)/(p−1) and − T < t < 0
}
,
where T depends on p. Now, provided t is small enough, which we can always assume
without loss of generality, as regularity is a local property by Proposition 3.5, it is
easy to check that in Θ,
p− 2
pλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)
< K
p− 2
pλ1/(p−1)
(−t)n(p−2)/λh(t)α(p−2)
< 1− 2−(p−2)/(p−1).
This suggests that there is a sort of threshold for the regularity of the final point.
Once more, there is no stability in this estimate, as p→ 2.
Proof of Proposition 6.1. By Definition 3.2 and Theorem 3.3, it is enough to show
that there exists a barrier family {wj}∞j=1 in Θ at the origin ξ0 = (0, 0). The family
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{wj}∞j=1 we construct will be smooth in Θ, so that ∂twj −∆pwj ≥ 0 is satisfied in
the classical sense. It will be constructed in the form
wj(x, t) = f(t)
[
j +
p− 2
pλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)](p−1)/(p−2)
− j(p−1)/(p−2)f(t) + ρj(t), (6.2)
where
f(t) = −εh(t)α = −ε
( |log(−t)|p−2 − 1
p− 2
)α
< 0,
ε > 0 is a positive parameter to be chosen, and ρj > 0 is a proper function to be
determined. (The function ρj will depend on j, but ε will not.)
We shall select ρj such that wj is a supersolution in the domain where wj > 0,
and this domain is to contain Θ. In the following, for simplicity we will drop the
subscript j in wj and ρj . Notice that w is positive when[
j +
p− 2
pλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)](p−1)/(p−2)
< j(p−1)/(p−2) − ρ(t)
f(t)
. (6.3)
Moreover,
w(x, t) < f(t)j(p−1)/(p−2) − f(t)j(p−1)/(p−2) + ρ(t) = ρ(t).
Thus, (b) in Definition 3.2 holds true if ρ(t) → 0 as t → 0−. This requirement
restricts the choice of ρ in a decisive way. However, it turns out that ρ can be
chosen in such a way, that conditions (a)–(c) in Definition 3.2 can all be satisfied.
We now show that w is p-superparabolic in the domain defined by (6.3). We
will then prove that this domain contains Θ, and at the same time that (c) in
Definition 3.2 is satisfied on ∂Θ.
We set
F (x, t) = j +
p− 2
pλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)
. (6.4)
Hence
∇F = p− 2
(p− 1)λ1/(p−1)
|x|(2−p)/(p−1)x
(−t)p/λ(p−1) ,
∂tF =
p− 2
(p− 1)λp/(p−1)
( |x|
(−t)1/λ
)p/(p−1)
1
−t =
p(F (x, t) − j)
λ(p− 1)(−t) .
Since w(x, t) = f(t)F (x, t)(p−1)/(p−2) + ϕ(t) with ϕ(t) = −j(p−1)/(p−2)f(t) + ρ(t),
we have
∇w = f(t)F (x, t)
1/(p−2)
λ1/(p−1)
|x|(2−p)/(p−1)x
(−t)p/λ(p−1) ,
|∇w|p−2∇w = |f(t)|p−2f(t)F (x, t)
(p−1)/(p−2)
λ
x
(−t)p/λ .
Therefore,
∆pw = |f(t)|p−2f(t)F (x, t)
(p−1)/(p−2)
λ
n
(−t)p/λ
+ |f(t)|p−2f(t)F (x, t)
1/(p−2)
λp/(p−1)
( |x|
(−t)1/λ
)p/(p−1)
1
(−t)p/λ
= |f(t)|p−2f(t)F (x, t)
(p−1)/(p−2)
λ
n
(−t)p/λ
+
p|f(t)|p−2f(t)
λ(p− 2)(−t)p/λF (x, t)
1/(p−2)(F (x, t) − j).
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Moreover,
∂tw = ϕ
′(t) + f ′(t)F (x, t)(p−1)/(p−2) +
p− 1
p− 2f(t)F (x, t)
1/(p−2)∂tF
= ϕ′(t) + f ′(t)F (x, t)(p−1)/(p−2) +
pf(t)F (x, t)1/(p−2)(F (x, t) − j)
λ(p− 2)(−t) .
Combining the previous expressions yields
∂tw −∆pw = ϕ′(t) + f ′(t)F (x, t)(p−1)/(p−2) + pf(t)F (x, t)
1/(p−2)(F (x, t) − j)
λ(p− 2)(−t)
− |f(t)|p−2f(t)F (x, t)
(p−1)/(p−2)
λ
n
(−t)p/λ
− p|f(t)|
p−2f(t)
λ(p− 2)(−t)p/λF (x, t)
1/(p−2)(F (x, t) − j)
= ϕ′(t)− pj
λ(p− 2)
(
1
−t −
|f(t)|p−2
(−t)p/λ
)
f(t)F (x, t)1/(p−2)
+ F (x, t)(p−1)/(p−2)
(
f ′(t) +
pf(t)
λ(p− 2)(−t) −
n|f(t)|p−2f(t)
λ(−t)p/λ
− p|f(t)|
p−2f(t)
λ(p− 2)(−t)p/λ
)
.
Since
n
λ
+
p
λ(p− 2) =
1
p− 2 ,
we obtain
∂tw −∆pw = ϕ′(t) − pj
λ(p− 2)
(
1
−t −
|f(t)|p−2
(−t)p/λ
)
f(t)F (x, t)1/(p−2) (6.5)
+ F (x, t)(p−1)/(p−2)
(
f ′(t) +
pf(t)
λ(p− 2)(−t) −
|f(t)|p−2f(t)
(p− 2)(−t)p/λ
)
.
We need to ensure that ∂tw −∆pw ≥ 0. As we mentioned before, we now choose
f(t) = −εh(t)α = −ε
( |log(−t)|p−2 − 1
p− 2
)α
, (6.6)
where ε is still to be fixed. Since
f ′(t) = −αεh(t)α−1 |log(−t)|
p−3
−t < 0,
we have
f ′(t) +
pf(t)
λ(p− 2)(−t) −
|f(t)|p−2f(t)
(p− 2)(−t)p/λ
= −αεh(t)α−1 |log(−t)|
p−3
−t −
pε
λ(p− 2)(−t)h(t)
α +
εp−1
(p− 2)(−t)p/λ h(t)
α(p−1).
This expression is certainly negative if
− pε
λ(p− 2)(−t)h(t)
α +
εp−1
(p− 2)(−t)p/λh(t)
α(p−1) ≤ 0,
which holds if
p
λ
≥ g(t)p−2εp−2, where g(t) = (−t)n/λh(t)α.
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LettingM = sup−1/2e<t<0 g(t), which is finite and positive, the negativity condition
becomes
p
λ
= εp−2Mp−2. (6.7)
We fix ε in this way; note that ε depends on n, p and α. Once ε is chosen, it is easy
to check that
− pj
λ(p− 2)
(
1
−t −
|f(t)|p−2
(−t)p/λ
)
f(t) > 0,
as p/λ < 1. Relying on (6.4) and (6.5), we have in the domain defined by (6.3),
∂tw −∆pw ≥ ϕ′(t)− pj
λ(p− 2)
(
1
−t −
|f(t)|p−2
(−t)p/λ
)
f(t)j1/(p−2)
+
(
f ′(t) +
pf(t)
λ(p− 2)(−t) −
|f(t)|p−2f(t)
(p− 2)(−t)p/λ
)(
j(p−1)/(p−2) − ρ(t)
f(t)
)
= ρ′(t) +
nεp−1j(p−1)/(p−2)
λ(−t)p/λ h(t)
α(p−1)
+ ρ(t)
(−α|log(−t)|p−3
−th(t) −
p
λ(p− 2)(−t) +
εp−2h(t)α(p−2)
(p− 2)(−t)p/λ
)
,
where we have taken into account that ϕ(t) = ρ(t) − j(p−1)/(p−2)f(t). Now we
choose ρ in such a way that the expression on the right-hand side is positive. We
let
ρ(t) = A(−t)1−p/λh(t)α(p−1) = A(−t)1−p/λ
( |log(−t)|p−2 − 1
p− 2
)α(p−1)
, (6.8)
where A > 0 is to be determined. As p < λ, limt→0− ρ(t) = 0 as required. Since
ρ′(t) = −An(p− 2)
λ
(−t)−p/λh(t)α(p−1)
+Aα(p− 1)(−t)1−p/λh(t)α(p−1)−1 |log(−t)|
p−3
−t ,
we obtain
∂tw −∆pw ≥ 1
λ(−t)p/λ
(
−An(p− 2) + nεp−1j(p−1)/(p−2) − Ap
(p− 2)
)
h(t)α(p−1)
+
Aα(p− 2)
(−t)p/λ h(t)
α(p−1)−1|log(−t)|p−3 + Aε
p−2(−t)1−2p/λ
p− 2 h(t)
α(2p−3).
We conclude that ∂tw −∆pw ≥ 0, provided we choose A > 0 such that
−A
(
n(p− 2) + p
p− 2
)
+ nεp−1j(p−1)/(p−2) ≥ 0,
which holds when we let
A =
n(p− 2)εp−1j(p−1)/(p−2)
n(p− 2)2 + p . (6.9)
Relying on the choice of ε, A, f and ρ in (6.6)–(6.9), we can now rewrite (6.3) in
the following way[
1 +
p− 2
pjλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)](p−1)/(p−2)
< 1 +
np(p− 2)
[n(p− 2)2 + p]λMp−2 (−t)
n(p−2)/λh(t)α(p−2).
(6.10)
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Notice that j is still completely undetermined. In order to prove (a) in Definition 3.2,
we need to show that the domain defined by (6.10) contains Θ. Indeed, by (6.1),
we have ( |x|
(−t)1/λ
)p/(p−1)
< KMp−2 in Θ.
Taking into account that (1+ s)(p−1)/(p−2) ≤ 1+ p−1p−2s(1+ s)1/(p−2) for s ≥ 0 yields[
1 +
p− 2
pjλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)](p−1)/(p−2)
≤ 1 + p− 1
pjλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)(
1 +
p− 2
pjλ1/(p−1)
KMp−2
)1/(p−2)
≤ 1 + L
j
( |x|
(−t)1/λ
)p/(p−1)
< 1 +
L
j
K(−t)n(p−2)/λh(t)α(p−2),
where L is independent of j ≥ 1. Since both K and M are independent of j,
provided we choose j large enough, we can always conclude that
L
j
K <
np(p− 2)
[n(p− 2)2 + p]λMp−2 ,
therefore satisfying (6.10).
Finally, we show that (c) in Definition 3.2 is satisfied. Let y(t), −1/2e < t < 0,
be the solution to (
y
(−t)1/λ
)p/(p−1)
= K(−t)n(p−2)/λh(t)α(p−2).
Then for (x, t) ∈ ∂Θ with |x| = y(t), we have
w(x, t) =− εh(t)α
(
j +
p− 2
pλ1/(p−1)
K(−t)n(p−2)/λh(t)α(p−2)
)(p−1)/(p−2)
+ εj(p−1)/(p−2)h(t)α +A(−t)n(p−2)/λh(t)α(p−1)
=− εj(p−1)/(p−2)h(t)α
(
1 +
K(p− 2)
pjλ1/(p−1)
(−t)n(p−2)/λh(t)α(p−2)
)(p−1)/(p−2)
+ εj(p−1)/(p−2)h(t)α +A(−t)n(p−2)/λh(t)α(p−1).
Using that (1 + s)(p−1)/(p−2) ≤ 1 + Bs for 0 ≤ s ≤ γ and that B only depends on
the bound γ, we have with K˜ = KB,
w(x, t) ≥− εj(p−1)/(p−2)h(t)α
(
1 +
K˜(p− 2)
pjλ1/(p−1)
(−t)n(p−2)/λh(t)α(p−2)
)
+ εj(p−1)/(p−2)h(t)α +A(−t)n(p−2)/λh(t)α(p−1)
=− εj(p−1)/(p−2) K˜(p− 2)
pjλ1/(p−1)
(−t)n(p−2)/λh(t)α(p−1)
+A(−t)n(p−2)/λh(t)α(p−1)
=εj(p−1)/(p−2)
(
n(p− 2)εp−2
n(p− 2)2 + p −
K˜(p− 2)
pjλ1/(p−1)
)
(−t)n(p−2)/λh(t)α(p−1).
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For (x, t) ∈ ∂Θ with t = − 12e and |x| < y(t), we instead have
w(x, t) ≥ w(x′, t),
where |x′| = y(t), since f is a negative function. Together with the last estimate,
this shows that {wj}∞j=k is a barrier family, provided k is large enough.
7. Remarks on the regularity of a final point for
1 < p < 2
Due to the analogies in the definition of the Barenblatt fundamental solution for
p > 2 and 2nn+1 < p < 2, one would expect that in the singular supercritical range
2n
n+1 < p < 2 the origin (0, 0) is regular with respect to the domain
Θ =
{
(x, t) ∈ Rn+1 : − 1
2e
< t < 0 and( |x|
(−t)1/λ
)p/(p−1)
< K(−t)n(2−p)/λ
( |log(−t)|2−p − 1
2− p
)α(2−p)}
,
(7.1)
where K and α denote arbitrary positive constants, and λ = n(p− 2) + p. Notice
that the above-indicated range of p ensures that λ > 0.
With methods that are very similar to the ones used in the previous section, it
is not hard to prove that for proper values of ε and for sufficiently large values of
j, the function
w =− ε
( |log(−t)|2−p − 1
2− p
)α[
j − 2− p
pλ1/(p−1)
( |x|
(−t)1/λ
)p/(p−1)]−(p−1)/(2−p)
+ εj−(p−1)/(2−p)
( |log(−t)|2−p − 1
2− p
)α
+
n(2− p)εj−(p−1)/(2−p)
λM2−p
(−t)n(2−p)/λ
( |log(−t)|2−p − 1
2− p
)α(3−p)
is one barrier. Unfortunately, unlike the p > 2 case, now as j → ∞, w → 0 and
condition (c) of Definition 3.2 cannot be satisfied. Therefore, we do not have a
whole family of barriers, and we cannot conclude regularity.
What we can prove is a somewhat weaker result, valid in the whole singular
range 1 < p < 2.
Proposition 7.1. Let 1 < p < 2. The origin (0, 0) is regular with respect to the
domain
Θ = {(x, t) ∈ Rn+1 : −1 < t < 0 and |x|l < K(−t)} (7.2)
if 0 < l < p and K > 1 is arbitrary.
Besides being nonoptimal, the result of Proposition 7.1 is also not stable, and
it cannot be: Indeed, the barrier uj below is defined only for 1 < p < 2 and for
p = 2 the regularity of the origin as an end point is characterised by the original
Petrovski˘ı criterion.
Proof. Let
Gj =
{
x : |x| < 1
2
√
2− p
j
}
× (−∞, 0),
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and consider the function uj : G
j → R defined by
uj(x, t) = j
α
(
− t
j
)1/(2−p)(
2− p
j
− |x|2
)
,
where α is a positive parameter to be determined and j > 1 is arbitrary. First of
all, notice that
lim
Gj∋(x,t)→(0,0)
uj(x, t) = 0.
Next, we want to show that uj is p-superparabolic in G
j , provided α is properly
chosen. We have
∂tuj = − j
α−1
2− p
(
− t
j
)(p−1)/(2−p)(
2− p
j
− |x|2
)
,
∆puj = −2p−1jα(p−1)
(
− t
j
)(p−1)/(2−p)
(n+ p− 2)|x|p−2.
Therefore in Gj ,
∂tuj −∆puj
=
(
− t
j
)(p−1)/(2−p)[
2p−1jα(p−1)(n+ p− 2)|x|p−2 − j
α−1
2− p
(
2− p
j
− |x|2
)]
≥
(
− t
j
)(p−1)/(2−p)[
2p−1jα(p−1)(n− 1)
(
1
|x|
)2−p
− jα−2
]
≥
(
− t
j
)(p−1)/(2−p)[
2
(2− p)1−p/2 (n− 1)j
α(p−1)+1−p/2 − jα−2
]
≥
(
− t
j
)(p−1)/(2−p)
(jα(p−1)+1−p/2 − jα−2),
and, since j > 1, we have shown that uj is p-superparabolic if α > 0 is such that
α(p− 1) + 2− p
2
> α− 2, or equivalently α < 2
2− p +
1
2
.
Finally, we show that condition (c) in Definition 3.2 is satisfied, provided α is
properly chosen. Let
mj = inf
(x,t)∈Θ∩∂Gj
uj(x, t) > 0.
Since for any (x, t) ∈ Gj we have
uj(x, t) ≥ 3(2− p)
4
jα−1
(
− t
j
)1/(2−p)
=
3(2− p)
4
jα−1−1/(2−p)(−t)1/(2−p),
we see that mj = uj(x, t) if |x| = 12
√
(2 − p)/j and t = −|x|l/K, i.e.
mj =
3(2− p)
4
(( 1
2
√
2− p)l
K
)1/(2−p)
jα−1−(1+l/2)/(2−p).
Since also uj(x, t) ≥ mj when (x, t) ∈ ∂(Θ ∩ Gj) and t = −1, it follows from the
pasting lemma (Lemma 2.9) that
wj =
{
min{uj,mj} in Gj ∩Θ,
mj in Θ \Gj ,
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is a barrier family, provided we choose α so that
1 +
1 + 12 l
2− p < α <
2
2− p +
1
2
,
which is possible as 0 < l < p.
8. Open problems
Here we collect a short list of open problems.
1. In Theorem 3.3 we characterise the regularity of a boundary point in terms of
the existence of a family of barriers. Is it really necessary to have a family of
barriers? Or, stated otherwise, does there exist an open set Θ and an irregular
boundary point ξ0 ∈ ∂Θ such that there is one barrier at ξ0? We think that
this question has a positive answer, but unfortunately, we could not find such
an example.
2. The previous question is directly linked to the stability as p→ 2 of the results
given in Sections 6 and 7: if a family is indeed necessary, then, in order to
prove stability, one should be able to find a family of barriers, which in the
limit for p = 2 converges to a set of barriers, all multiples of a minimal one;
this has to be the case, because a single barrier suffices when p = 2.
3. When p > 2, can we stabilise the estimates of Proposition 6.1 and recover the
classical Petrovski˘ı condition?
4. In the range 1 < p < 2 (or at least 2nn+2 < p < 2) can we improve the result of
Proposition 7.1 and build a family of barriers, which in the limit as p → 2−
yields the original Petrovski˘ı condition?
5. The problem of the north pole for the exterior ball condition remains open,
when n > 1.
6. As we mentioned in Section 5.2, it would be interesting to see, whether the
so-called tusk condition holds for a general p > 1, and not just for p = 2.
7. A related interesting problem is the resolutivity problem: If f ∈ C(Θ) is then
always Hf = Hf?
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