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ABSTRACT 
An algorithm is described for computing the deflating subspaces of a regular 
linear matrix pencil AB - A. More precisely, the algorithm is intended to compute 
the projection matrices P and I - P onto the deflating subspaces of matrix pencils 
corresponding to the eigenvalues inside and outside the unit circle. This algorithm can 
be considered as an orthogonal version of the matrix sign-function method. It 
possesses a quadratic convergence rate and simultaneously with the projection opera- 
tors computes a condition number of the problem. We point out the extent to which 
this algorithm can be parallelized. Applications are made to solving the Riccati 
equation. 
INTRODUCTION 
There has been a great deal of recent interest in the study of unsymmetric 
eigenvalue problems with guaranteed accuracy. The main difficulties in such 
problems are due to the fact that small perturbations of input data may cause 
huge perturbations of eigenvalues. 
A standard example of the sensitivity to small perturbations is the stability 
analysis (after Lyapunov) for the 20-by-20 lower bidiagonal matrix A with 
- 1 on the diagonal and 10 on the subdiagonal. Indeed, on replacing the 
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element A, so at the upper right comer of A by E of small magnitude, the 
determinant of the matrix A - hZ, where I stands for the 20-by-20 identity 
matrix, becomes equal to (- 1 - A>" - 101'e. When E = lO_", which is 
less than the relative rounding error for most modem computers, there is a 
root of the polynomial det( A - hZ) equal to A = ““m - 1 > 0.1. Thus the 
stable matrix A with all eigenvalues equal to - 1 becomes unstable owing to 
very small perturbation of its elements. These circumstances require one to 
regard the matrix A as “ill stable” or “practically unstable.” 
A numerical criterion of matrix stability quality, which can be efficiently 
evaluated on a computer, was suggested in [4,11]. Further development of 
these researches resulted in the criteria of the dichotomy quality of a matrix 
spectrum with respect to the imaginary axis and unit circle [lo, 6,141. 
By the spectrum dichotomy problem with respect to a closed contour y 
on the complex plane we mean the following: 
(1) To find out whether there are eigenvalues on the contour y or within 
a small neighborhood of y. 
(2) If there are no such eigenvalues, then to compute the invariant 
(deflating) subspaces corresponding to the parts of the matrix spectrum inside 
and outside the contour y. 
Under the spectrum dichotomy approach the method of investigation of a 
matrix spectrum consists of 
(a) partition of th e complex plane by circles and/or straight lines into 
parts, 
(b) evaluation of the dichotomy quality parameters for each circle and 
straight line, 
(c> computation of the invariant (deflating) subspaces associated with the 
parts of the spectrum inside and outside each circle or half plane, provided 
that the corresponding dichotomy parameter is not too large, 
(d) computation of invariant (deflating) subspaces at the intersections of 
some circles and/or half planes. 
In fact, this method is quite similar to the well-known bisection method 
for symmetric tridiagonal matrices: 
Bisection procedure Dichotomy procedure 
Partition of the real axis by a point Partition of the complex plane by a 
into two half axes. circle or straight line into two parts. 
Computation of the number of Computation of the number of 
eigenvalues within each half axis by eigenvalues within each part by 
means of a Sturm sequence method means of a spectrum dichotomy 
solver. problem solver. 
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In both the procedures neighborhoods of isolated parts of the spectrum are 
computed instead of individual eigenvalues. 
The spectrum dichotomy problem method is much strengthened by the 
dichotomy parameter, which can be efficiently evaluated on a computer. 
Thanks to this parameter, we are able to develop an effective perturbation 
theory for some unsymmetric eigenvalue problems and investigate the rate of 
convergence and stability of several efficient numerical procedures. One can 
consider the dichotomy parameter as a condition number of the spectrum 
dichotomy problem. 
The dichotomy parameter is a positive real number that characterizes the 
stability of the invariant subspaces of a matrix associated with the two parts of 
the spectrum separated by a given closed contour. If the value of this 
parameter gets larger, then the corresponding invariant subspaces get less 
stable. The stability deteriorates, for instance, when some eigenvalues come 
nearer to the contour, or the angle between the invariant subspaces dimin- 
ishes. 
When computations are executed with rounding errors, one can argue 
that a given contour does not “practically” separate the spectrum if the 
dichotomy parameter exceeds some large number. The value of this bound 
depends mostly on the relative rounding error of arithmetical operations. As 
usual, it is chosen in accordance with the requirements of guaranteed 
accuracy and applications. 
Classical eigenelements of a square matrix are the set of eigenvalues and a 
vector basis composed of the Jordan chains. Under the spectrum dichotomy 
approach the main eigenelements are the dichotomy parameter with respect 
to a given closed contour and, if this parameter is finite, the invariant 
subspaces and the generalized Lyapunov function associated with the parts of 
matrix spectrum inside and outside the contour. 
There are some alternative approaches to guaranteed accuracy for unsym- 
metric eigenvalue problems. The most important one is developed in 
[21,22,25,7,8]. Let us refer to it as the Schur method. This method has been 
in existence for some time, and its algorithmic aspects have been developed 
to a great extent [27,19,23,24,2]. In a similar direction the AB algorithm 
1121 has been developed. 
1. THE EIGENELEMENTS OF A REGULAR LINEAR MATRIX 
PENCIL 
Given real N-by-N matrices A and B, let us refer to the matrix pencil 
A B - A as regular with respect to the unit circle if det( h B - A) # 0 for any 
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complex number A on the unit circle JAI = 1. All the matrix pencils consid- 
ered in this section are assumed to be regular with respect to the unit circle. 
Throughout the paper we are interested only in right-hand eigenelements of 
matrix pencils. By superscript H we denote Hermitian conjugation. 
1 .l. The Deflating Subspaces of a Matrix Pencil Associated with the 
Spectrum Parts Inside and Outside the Unit Circle 
At first we recall a few definitions of eigenvalues and associated Jordan 
chains of a regular linear matrix pencil AB - A. 
Complex numbers A and l/p (if I_L = 0, then l/p = m> are eigenvalues 
of the pencil AB - A if det( AB - A) = 0 or det( B - p A) = 0, respec- 
tively. 
Vectors x1, x2,..., xt form a Jordan chain of the pencil AB - A corre- 
sponding to an eigenvahre A if (AB - A)r, = 0, (AB - A)r, + Bxl_, = 0, 
122 , . . . , t, provided th e 1 inear system (A B - A)z + Bx, = 0 has no solu- 
tion z. Similarly, vectors x1, x2, . . . , xt form a Jordan chain of the pencil 
AB - A corresponding to an eigenvalue l/p if (B - pA)x, = 0, (B - 
/.~uA)x, + AX-~ = 0, 1 = 2, . . . . t, provided the linear system (B - /_~uA)z + 
Ax, = 0 has no solution z. 
The linear span 9, (gW) of all th e or an chains associated with all J d 
eigenvalues A (l/h) satisfying the condition (Al < 1 (1~1 < 1) is called the 
dejating subspace of the matrix pencil AB - A corresponding to the eigen- 
values inside (outside) the unit circle. The deflating subspaces are a suitable 
generalization of invariant subspaces used in the matrix case. 
Main properties of the eigenelements introduced above are revealed in 
the following theorem on the Kronecker form of a linear matrix pencil. 
THEOREM 1. Zf det( A B - A) # 0 for all complex A satisfying the 
condition IAl = 1, then there exist nonsingular N-by-N matrices Ql and Qr 
such that 
Q,(AB - A)Q, = blockdiag{AZ -lo, AJ~ - I}, (1) 
with 
lo = block dag{Ji,( A,), . . . , Ji,( A,)}, IAil < 1, 
J- = blockd%{Jji PI> p .. . p Jj.( CL,)) T I Pjl < ‘, 
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where I stands for the identity matrix of appropriate size, and 
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Jt(v)= I 
u 1 0 
.-. **. 
v 1 
0 v 
is a Jordan t-by-t block. 
Proof of Theorem 1 consists in proper use of the Jordan canonical form. 
Let us rewrite the matrix Q,. in a block form: 
Or= [Ql *.* Qm+n] > 
where the block columns conform in size to the diagonal blocks in the 
decomposition (1). Then, evidently, the columns of each block Qj form a 
Jordan chain. 
One can show that the deflating subspace p0 of the pencil AB - A 
corresponding to the eigenvalues inside the unit circle is spanned by the 
columns of blocks Qi, Q2, . . . , Qm, and the deflating subspace 2m corre- 
sponding to the eigenvalues outside the unit circle is spanned by the columns 
of blocks Qm+l> Qm+g> . . . > Qm,,. Therefore, the intersection of the sub- 
spaces PO and 2’, is equal to the null space, and the sum of these subspaces 
is equal to the whole space RN. 
Vector subspaces are often conveniently defined by the projection opera- 
tors onto the subspaces. Let N, be the dimension of the subspace pa, and 
N, = N - N, be the dimension of _.2$ We consider the matrices P, and Pm 
constructed by means of the decomposition (I): 
I 0 
Po=Q, No I 1 0 0 Q;', 0;‘. 
It is not difficult to see that PO is a projection operator onto the deflating 
subspace -Ea of the pencil AB - A, i.e., P,f = P,, and the equality P,x = x 
is equivalent to the vector x belonging to yb. Accordingly, the matrix 
Pm = Z - PO defines a projection operator onto the deflating subspace pm. PO 
and Pm are called the spectral projection operators onto 2, and Tm. 
Apart from the spectral projection operators P, and Pm, sometimes it is 
useful to deal with the orthogonal projections II, and II, onto the deflating 
subspaces of hB - A. We give the formulas that express the matrices II,, 
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and II, in terms of the matrices P, and P,: 
II, = P”(P,HP, + P,“PJ’Po”; 
rII, = P_( P,HP, + P,“P,) -l P,“. 
(2) 
1.2. Canonical Form of a Linear Matrix Pencil Which Is Regular with 
Respect to the Unit Circle 
Let us use the notation of Theorem 1 in order to introduce the following 
sequence of matrices: 
PkzQ Jok 'Q-1 
[ 1 r. 0 T 
for integer k > 1, 
for integer k > 1. 
The following identities are satisfied for these matrices Pk: 
pk pl = 
pk+l if k and 1 have the same sign, 
o if k and 1 have different signs. (4 
The index + 0 has the sign plus, the index - 0 has the sign minus. 
Assuming that T = QrQ1, we obtain from Theorem 1 
COROLLARY. If det(hB - A) # 0 f or each h, (hi = 1, then the pencil 
AB - A can be presented in the canonical form 
AB -A = T-l[h(P+o + P-1) - (P-o + P+J (5) 
with nonsingular N-by-N matrix T and N-by-N matrices P+o, P_,, P_,, P+l, 
which are defined by (3). 
It should be noted that the matrix T is equal to P+. + P_ 1 when B = I. 
The canonical form (5) can be defined independently of the decomposi- 
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tion (1) of Theorem 1. Such a characterization is contained in the following 
theorem. 
THEOREM 2. Given 
AB - A = T-‘[ A( P,,, + P-1) - (P-0 + P+1)17 det T f 0, 
P;. - P+o = 0, P-0 = z - p+o, 
p-op+1 = P+,P_, = P,,P_l = P-IP,, = 0; 
and all eigenvalues of matrix P_, + P, 1 lie inside the unit circle. Then 
det(AB -A) Z 0 f or each complex A on the unit circle ]A( = 1, and 
T = &kzW(B - e’@A)-‘(1 + e”@) d+, 
P +o= - 
[ 
2bi2n(B - e”+A)-l d+ T-‘, 1 
&L2-(B - e”+A)-le”@d4 T-l. 
I 
(6) 
Proof. We carry out all our arguments in a vector basis where the 
matrices P+. and P_, have a diagonal form. Then the conditions of the 
theorem imply that 
P Ko 
0 0 0 
+1 = [ 
0 
1 0’ p-l= I 0 Km 1 ’ 
where all eigenvalues of K, and K, lie inside the unit circle. Therefore, 
det(B - ei4A) # 0 for each real c$. 
In order to derive the formulas (6), let us find out the relations between 
the sequence of matrices Pk and the sequence of Green matrices G, for the 
finite-difference equation Bx, - Ax, _ 1 = fn. The expansion of the periodic 
matrix function Lo = (B - e’&A)-’ into a Fourier series with respect to 
the basis eik+ is g(4) = Cy, _-m 2, eik4. The coefficients of the Fourier 
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series are evahrated by means of the integrals 
Hence the sequence llZkll is uniformly bounded for all integer k. 
From the identity (B - e”$A)B(4> = Z the system of equations which 
connect the matrices Zk is deduced: 
BZk-AZ,_,= :;;’ 
Therefore, the sequence of matrices Z, is the sequence of Green matrices 
G,, i.e., Z, = G,. 
Properties of the matrices Pk enable us to find explicitly a solution to the 
infinite system (8) with the values (lZ,I) bounded for all integers k: 
G,=Z, = P+,,T, G, = Z, = P,T for k > 1, 
G_, = Z_, = -P_,T, Gk = Z, = -Pk+lT for k < -2. (9) 
Hence, T = G, - G_,. 
Finally, the formulas (6) are obtained from (7) and (9). 4 
1.3. The Parameter o, a Criterion to Determine Whether a Regular 
Linear Matrix Pencil Has No Eigenvalues on the Unit Circle and Within a 
Small Neighborhood of It 
Let det( B - e’+A) # 0 for all real 4, i.e., the pencil AB - A is regular 
with respect to the unit circle. Consider the Hermitian matrix 
H = $k2V( B - e’@A)-‘( AAH + BBH)( B - ei@A)-H d4. 
The spectral norm, i.e., the largest singular value, of H is denoted by 
w = (I H II and is referred to as the criterion of absence of eigenvalues of the 
pencil hB - A on the unit circle and within a small neighborhood of it. 
There are several reasons for introducing the matrix H. First of all, o is, 
in a sense, the La-norm of the Green function for matrix pencil, and some 
standard techniques from theory of differential equations may be used for 
stability and error analysis. The form (Hx, x) is a generalization of Lyapunov 
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quadratic forms; therefore, energy estimates can be used efficiently in the 
analysis. The matrix H appears naturally when establishing relations with 
differential equations and applications (cf. [4,11, lo]). Moreover, H is easily 
calculated by the numerical method described in the next section. All these 
reasons lead us to prefer the conditioning parameters defined by H to other 
parameters such as the minimal singular value of B - ei”A. 
It should be stressed that if the pencil hB - A is multiplied by any 
nonsingular matrix on the left-hand side, then the Hermitian matrix H is left 
unchanged. Let a nonsingular matrix L satisfy the equation LLH = AAH + 
BBH. Introducing the matrices A, = L-IA, B, = L-lB, we obtain the 
identity 
H=-& /2n(B0 - e’+A,)-l( B, - e’4A,)-H d+. 
0 
The pencil AB, - A, satisfies the equation 
A,A; + B,B,H = 1. (IO) 
We shall call such pencils AB, - A, the orthonormalized pencils which are 
obtained by means of the orthonormalization of pencil AB - A according to 
the condition (10). All the orthonormalized pencils obtained from the same 
pencil AB - A obviously differ by left-hand orthogonal matrix factors only. 
The previous remarks prompt the idea that the parameter o reflects 
spectral properties of the orthonormalized pencil AB, - A,. Indeed, the 
minimal singular value of B, - ei4A0 can be estimated by means of w. 
THEOREM 3. LetA,Aff + B,B,f = land det(B, - ei@AA,) # Of&-each 
real &. Then 
rn&aII(Ba - e’@A,)-‘II < 14~. (11) 
Thus, the eigenvalues of the orthonormalized matrix pencil AB, - A, 
and, equivalently, those of a given pencil AB - A that is regular with respect 
to the unit circle are separated from the unit circle by a distance not less than 
1/(14w). 
As an illustration of Theorem 3 we give an example. Let A be a 
symmetric matrix, and B = 1. We make use of the diagonal form of the 
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matrix A: A = UHDU. where UHU = 1. Since 
&/02T(B +#‘A)-r(AAH +BBH)(B -ei+A)-H& 
;/““(I - e+D)-'(1 + D2)(Z - C’+D)-‘d+ u, 
0 1 
then 
where di are the diagonal elements of matrix D. One of the orthonormalized 
pencils AB, - A,, is equal to UH(hZ - D)(Z + D2)-1/2U, and conse- 
quently, 
So the following estimate holds for this example: 
The above example demonstrates that the exponent of w in the estimate (11) 
is precise. 
In numerical mathematics the question of the stability of computed 
solutions under small perturbations of input data is very important. As was 
remarked above, the parameter w reflects spectral properties of the or- 
thonormalized matrix pencil hB, - A,,. Therefore, th_e problem of estimation 
of the stability of o may be posed as follows: Let A, and B, be perturba- 
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tions of the matrices A,, B,, and let 
A,Af + B,B,H = I, Il(& Zq - (A0 Z%)ll< 8, 
B, - &@‘A,)-‘( B, - r’+AA,)-H d$j, 
Then one has to evaluate the quantity 16 - WI. 
In [I5,17] it was shown that 
c;,-w I I 42 WS -< w 1 - 4206 
if4260 < 1. 
What follows now is aimed at finding out the structure of the matrix H in 
terms of the matrices Pk. Owing to the equality (lo), the matrix T, from the 
canonical form of the pencil 
AB, - A, = AT,-l( P,,, + P-1) - T,-‘(P-0 + P+J 
satisfies the identity 
T,T,H = (P_, + P+l)(PH, + P+HJ + (P+o + P-l>(P,“O + PQ (12) 
the relations (9) imply that 
(B. - e’@‘AA,)pl = f P.T e’+. 
.j=-cc ’ O 
With the aid of Parseval’s equality for the function (B, - e”#‘Ao)-’ we obtain 
the formula 
H = 2 pjToToHpjH. (13) 
j= --m 
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Substituting (12) into (13) and reducing the products by means of (41, the 
following important identity is deduced: 
H = 2 2 pjpj” - P+,P,H, - P-J!,. 
j= --m 
In particular, this identity enables one to derive the inequality 
w> 1. 
Indeed, H > P+,Pf, + P_,Pt, 
= ,,f~I(llP,““xl12 + IlPH,rll”) a 1. 
x 
To prove the latter inequality, it is sufficient to choose x satisfying either 
PFox = x if P+. # 0 or PH,r = x if P_, # 0. 
Of great importance is an effective estimate of the matrices Pk in terms of 
the parameter w. It allows one to justify a series of numerical procedures for 
exploration of the spectrum of unsymmetric problems. In order to demon- 
strate such an estimate we derive the following chain of inequalities for 
k >, 1: 
(P,,HP,HP,Hf, P:f)=(p1Hp:pkH_J> p,“_,f) 
= (P, HP,HP,H_ If, PkH_ lf) - ([ p, p,H + p1p1”] pkH_ ~fp pk”- of) 
= (P, HP,HP,H_ If, PkH_ lj-) - ( pkH_ of> pkH_ lf) - ( pk”f 2 pkHf)7 
( ~k”f> PkHf ) + ( PO Hp,Hp,Hf, pk”f ) 
= (~,“_,f, P&f) + (P,HP,HP,H_,f> pkH_~f) - 2(p,H_d P,“_d) 
2 
1 + IlHll 
[(P,“_J-, P:J) + (p,Hpo”p,H_~f~pkH_d)l~ 
(p:_f, PkHf) + (G,f%%?f~ pk”f) 
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2 
1 + IlHll 
IIHII llflt2. 
Hence, for k 2 0 the inequality 
holds and yields the following estimates: 
The case of k Q 0 is treated in a similar way. Thus, we have proved a 
theorem that is extremely useful for the convergence investigation of some 
power methods used in calculations of eigenelements. 
THEOREM 4. Zf a linear matrix pencil hB - A is regular with respect to 
the unit circle, then 
2. AN ALGORITHM TO COMPUTE THE PROJECTIONS ONTO 
THE DEFLATING SUBSPACES OF A LINEAR MATRIX 
PENCIL WHICH IS REGULAR WITH RESPECT TO THE 
UNIT CIRCLE 
2.1. Description of the Algorithm 
We start with some heuristic motives that lead to the scheme of our 
algorithm. The system of difference equations (8) for the infinite sequence of 
matrices Gk can be replaced by a similar system for the matrices 
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P -*-, -2, p_,, P_,, P+~, ~+i, ~+a ,... . The new system has the form 
BP, - APk-l = 0, k< -0, 
P+o + P-0 = I, (14) 
BP, - APk_l = 0, k > 1. 
However, the system (14) is not suitable for numerical treatment because 
of the infinite number of equations. In order to overcome this problem a 
modification of (I4), which is based on the fact that the norm of the matrices 
Pk rapidly decays as Ik ( + ~0, is suggested. 
We define the matrices Pi”) = Cm m Pk+np for integer k, where n is a 
sufficiently large even number. Noti=that for k = np there are two such 
matrices, Pin),, and Pk(;),,. Applying Theorem 4, one can show that for 
-n/2 < k < n/2 the following inequality is valid: 
,-n/[W+w)l 
IlPk - PpII G 2G 1 _ ,_n,(l+W)) 
which means that the matrix Pk(“) approximates the matrix Pk for 1 k 1 < n/2 
if n is large. 
The sequence of matrices Pk(“) 1s periodic with the period n and satisfies 
the system of matrix equations 
BPj”) - AP,(“_‘, = 0, k # np + 0, 
P/$$ + Pi”_‘, = I, k = np + 0. 
Let us consider this system within the period [ + 0, n - 01: 
BZ,-AZk_l=O, l<k<n, 2, + 2, = I, 
where Z, = Pi”). When n is large enough, the matrices Z,, Z,, . . . , Z,,,a are 
good approximations for the matrices P,,,, P,, . . . , Pn,2, and the matrices 
Z n,z,. .., Z, are approximations for P_n,2, . . . . P_,. 
We only need the projection matrices P,,, = P, and P_, = P,. It turns 
out that one can execute a fast orthogonal procedure to compute the 
approximations to the projections, the matrices Z, and Z,. The procedure is 
the forward orthogonal elimination of the cyclic reduction method for the 
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matrix system 
where the first n block rows form a block bidiagonal matrix. 
Let n = 2”0, and for some m, 0 < m < m,,, suppose the following 
finite-difference identities hold: 
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B,Z, - A,Z,_,m = 0. (15) 
A,, and B, can be equal to A, B, respectively, although we shall use other, 
more suitable choices. 
Consider Equation (15) relating the matrices Z,, 2m and Z,: 
*mZk+Yn - A,& = 0. (16) 
Multiplying Equation (15) by a matrix X, from the left-hand side as well as 
Equation (16) by a matrix Y,, and adding the results, we have 
L*,Zk+~m + (Xm*m - Y,A,)zk - X,,,A,Zk-sm = 0. (17) 
As the matrices X, and Y,,, let us choose N-by-N matrices satisfying the 
system of matrix equations 
x,x,” + Y,Y," = 1, 
(18) 
X,B, - Y,A, = 0. 
A method of calculation of such matrices will be described below. 
Using the notation A,, 1 = X, A,,,, B,+1 = Y, B,, Equation (17) is 
rewritten as B,+lZk - Am+lZk_2m+~ = 0. At the end of the iterative process 
of elimination we obtain the following linear system which relates the 
matrices Z, and ZZmo: 
Z, + Zzmo = I, BmoZ2m,, - AmoZ,, = 0. (19) 
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It is easy to verify that a solution of the system is given by the matrices 
2, = (Am0 + BmO)-‘BmO, Z,,, = (A,, + B,,)-lA,O. Hence, for large m, 
the matrix (A_ 
the matrix (A_ 
+ BmO)-lB,O comes close to the projection matrix P,, and 
+ B,O)-lA,O approximates P,. 
Summing up, we formulate the main stages of the numerical procedure to 
compute the projections PO and Pm onto the deflating subspaces of a matrix 
pencil AB - A, which is regular with respect to the unit circle, correspond- 
ing to the eigenvalues inside and outside the unit circle. 
Stage I. The pencil AB - A is normalized in an appropriate way, i.e., the 
matrices B, and A, must be computed so that A B - A = L(hB, - A,) 
with a nonsingular matrix L. As a rule, one uses orthonormalization by the 
condition A,, A: + B, Bt = I. 
Stage II. The iterations to get the pair of matrices A,,,+ i, B,, 1 from the 
pair of matrices A,, B, for 0 < m < ma are executed: 
A mtl =X,4,,, %,+l = Y,,,B,, 
where X, and Y, satisfy the system (18). For example, one can apply to 
the block matrix 
an orthogonal transformation from the left-hand side that annihilates the 
block in the box. As a result, the matrix 
C, R, Q,, 
-A,,, 0 B, 1 
containing the necessary matrices A,,,, B, is obtained. 
Stage ZZZ. Choosing some sufficiently large ma, the matrices 
Z,= (A,,,+B,O)-lB,O, &_mo= (A,o+B,,,)lAm, 
are computed. When m0 -+ m, the matrices Z, and 2& will be accurate 
approximations to the projection matrices P, and Pm of the matrix pencil 
AB -A. 
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If computation of the orthogonal projections III, and II, onto the 
deflating subspaces 3,) Tm of the pencil h B - A is needed, then instead of 
preliminary computation of P, and P, and the subsequent use of the 
formulas (2) one can do the following. First, compute the orthonormalized 
matrix pencil AB,, - Am, from the pencil hBmo - Am0 by the condition 
x p + Bm,E& = I. Then define the matrices S, = Z - A<0 .&LO, S, = “0 -m, - 
Z - B,“,B,O. The matrices S, and S, converge to II,, and II,, respectively, 
as m, -+ 00. This is due to the identities 
z - rI, = PmH(PoP,” + p_P,“)-‘P,, 
z - rI, = PR(P,Po” + P,P,!yP,. 
2.2. Convergence of the Algorithm 
We begin with the second, main stage of the algorithm. Before this stage 
the pair of matrices A,, and B, has the canonical form A, = 3”; ’ (P_ O + 
P,, ), B, = T; ’ (P, o + P_ 1> with nonsingular matrix T,. It turns out that for 
the matrices A,, B, defined in previous subsection the following representa- 
tion is still valid: 
A,,, = T,-‘( P_, + P,m), B, = T,-‘( P+. + P_2m). (20) 
This was proved in [14,15,17] together with the recurrence formula for the 
matrices T,,,: 
Tnl+X+,, = (P_, + P,,)T,T,H( P!!, + Pz”) 
+ ( P+O + P_,m)T,T,H( P,“o + PHzm). (21) 
In particular, the matrices T, are defined uniquely up to multiplication by a 
unitary matrix on the right. 
Now we consider the third stage of the algorithm. Taking into account 
(2O), we rewrite the system (19) as follows: 
2, + z, = I, T,-ol[( P-, + P,m,)Z, - ( P+O + P_,&XL] = 0. (22) 
Let a matrix 5 be such that 2, = P,, + 6 and Z, = P_, - 4. Then from 
the second equation of the system (22) we obtain that (P_, + Pzmo)(P+,, + 
5) - (P+. + P_,moxP_, - 8) = 0 and (I + PzTno + P_,,,)& = P_2m,, - 
P 2”0. 
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Theorem 4 guarantees the estimate 
If m, is sufficiently large that the estimate 28 < 1 holds, one can prove that 
II P_p3 - P,m,ll f 26, gjrni”(Z + Pzm, + P-2m0) a 1 - 26, 
26 
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l-26’ 
Finally, we obtain an expression for the convergence rate of the algorithm: 
2Gexp 
m={llZ, - Poll, II& - KII} < ( 1. 
- & 
l-2JSJexp --I-& 
( i 
(23) 
This estimate is valid only for such values of m, that the denominator of the 
fraction in (23) is positive. 
Apart from the computation of the projection matrices onto the deflating 
subspaces, the algorithm possesses another unexpected property: the matrix 
H is easily computed at the third stage. This fact is proved mainly by means 
of the identity (21). One can show that 
lim (A,,, + Bm,)-‘( A:, + B,H)-~ 
rn,+m 
1 
=- /‘,( B, - e”4A,)-1( B,f - .-i@‘A;)p’ d$. 
27T 0 
If A,At + B,Bt = Z and 1 - 4&e-2k/(1+w) > 0, then 
IIZZ - (Ak + B,)-'(A; + @‘-‘/I 
4w3/2e-2’/(1+w) + 2w2e-2k+‘/(l+o) + 2k+2we-2L/(l+w) 
=G 
1 _ 4&,-2”/(1+0) 
The detailed proofs of the convergence are found in [14,15,17]. 
SOLVING SOME SPECTRAL PROBLEMS 507 
Finally, we consider the question of avoiding a failure during the compu- 
tations at the third stage of the algorithm. Since a solution to the system (19) 
is of the form Z, = (A,,,” + B,,,)-‘IS,,“, Z, = (A,,” + Bm,)-lA,O, one has 
to find out about the condition number of the matrix A,,(, + B,,“. As 
IIA,, ill G IIA,nlI, ll~m+lll G Il~,,ll, we have 
IIA,,o + B,,,,ll < IlAo + /IBoIl G 2. 
If m, is sufficiently large, then 
2.3. Stopping Criteria for the Algorithm 
In practice one must detect the convergence of the algorithm. The 
maximal number of iterations can be extracted from the inequality (23). If we 
limit the range of w to the interval [I, o,,~], then the maximal number of 
iterations m. can be chosen, for example, as 
log[ (1 + co) log(2J;;/6)] 
m0 = integer part of 1 + 
log 2 
where E is the relative rounding error for arithmetical operations. 
In order to stop earlier than after m, iterations one must resolve the 
problem of what matrix pencil can be considered as almost the limit pencil. 
The limit matrix pencil is that one whose canonical form is AT-iP - 
T-‘(I - P), where P is a projection matrix. 
Our suggestion is as follows. In the first place we make use of the matrix 
identity P2 - P = 0, which means that the N-by-N matrix P is a projection. 
Suppose that N-by-N matrices A, and B, are suspected to be a convergence 
result of the algorithm. Having computed the matrices 
P, = (A, + B,)-‘B, 
and 
R= [P,(A,+B,)~‘,(~-P,)(A,+B,)-~], 
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we will estimate 
D = &/“-( B, - A”e’$)-‘( B, - A,c+)-~ d+ - RRH 
I/ 0 /I 
in terms of the quantities 
6 = IlP,” - F’,II and r = 11~11. 
It seems to us that smallness of S is not sufficient for hB, - A,,, to be 
almost the limit pencil. Therefore, we suggest evaluating the parameter D in 
order to account for the value of the spectrum dichotomy parameter of 
hB, - A,. The choice of parameter r is suggested by the fact that RRH 
must be an approximation to 
as ma + w. 
THEOREM 5. If S < a, then there exists a matrix P^ such that P^” = P^ and 
lli - P,ll B S/(1 - 28). 
Proof is found in [15,17]. 
Let us consider an auxiliary matrix pencil of the following structure: 
hB^-A^=h(A,+B,)P^-(A,+B,)(Z-P^). 
Since (i - Ae’“)-’ = p^(A + fi)-i + (I - &(A” + B^)-le-‘+, then 
with the N-by12N Amatrix fi = [@(AI + B^>-l,(Z - &A +AB”)-kl: The 
structure of (B - Ae’+)- ’ also implies the inequality IK B - Ae”#‘-‘ll 
< LG. where 
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Introducing the notation A = P^ - Pm, one can prove that 
lIEi - RI1 =/[A(& + B,)-‘, -A(& + &J’]II 
d i’%lAll11( A, + B,)-‘11. 
Since (A^ + B^)-’ = (I Z)Z?( A^ + B”)-H = (Z,Z)G-H and A, + B, = A^ + 
B^, then I/CA, + Z?,)-‘1) < fi1lZ?l1 and IlZ! - RJI Q 2llAll llZQ. As a result, 
I6 - t-l d III? - RII Q 1 “‘l;li;ll IIRII =G s. 
To estimate D we make use of the following inequality: 
where 
/‘=( & - A,d+)-'(R, - Amei’f’-H d+ 
0 
By virtue of decomposition 
x(z-[p-B^)-( A, - i)e”+‘] (9, - Ame"+') - ‘)” - Z) 
x(B^ - &“)-” d+, 
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we have an estimate 
IIFII Q ~3 1 + 2llAll IlAm + &II/( Brn - A,e’m)-‘(l)2 - 11. 
Using the inequality 
IIC jj _ &4)-l II 
’ 1 - 2lIAll II A, + B,Il I(( B^ - keie)-’ (( 
’ 1 - 2llAll IIA, + B,ll&i% ’ 
the estimate of \)I?)) can be entirely expressed in terms of G: 
IIFII 6~ 
4llAll 11 A, + Bmllm 46 
h 
11 A, + B,lldi% 
< ’ * 1 - - 4llAll 11-k + Bmll~ @l 26 - 461(A, + B,jI&?i 
Finally, 
D < IIFII + ll~” - RRHll 
< IlFll +I(@ - R)(i - R)HI( +I(R(iH - fiH)II +ll(i - B)RHII 
4&3&L + 8.h 86 
’ r2 + r2 1 - 86 - 4&))A, + B,llr 1 - 86 
46(2 + fill A, + Bmllr) 
’ f2 1 - 86 - 4d%l1A, + B,llr’ 
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Thus, as a stopping criterion one can take, for example, the following 
inequality: 
46(2 + &I/A, + &I/r) < 0.01. 
3. THE PROBLEM OF SEPARATION OF THE MATRIX 
SPECTRUM BY THE IMAGINARY AXIS 
The method of solution of the spectrum dichotomy problem for a linear 
matrix pencil which is regular with respect to the unit circle can be success- 
fully applied to the spectrum dichotomy problem for a single matrix with 
respect to the imaginary axis. 
3.1. The Eigenelements of a Matrix That Has No Eigenvalues on 
Zmagina y Axis 
the 
The main results of this section are due to S. K. Godunov and A. Ja. 
Bulgakov [lo, 51. 
Given an N-by-N matrix A that has no eigenvalues on the imaginary axis. 
A bounded matrix function G(t), differentiable everywhere but at zero and 
satisfying the differential equation 
$6(‘) -AC(t) = 8(t)Z, (24 
subject to the condition G( +O> - G( -0) = Z at t = 0, is called a Green 
function of the differential operator Id/& - A. By 8(t) we denoted the 
delta function with center at zero. 
According to the Jordan decomposition theorem, there exists a nonsingu- 
lar matrix Q that reduces the matrix A to the canonical form 
Q-iAQ = block diag{]+, I_}, 
where the matrix J+ (J-1 contains all the Jordan blocks whose eigenvalues 
are within the left (right) half plane. By means of (25) one can easily verify 
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that the Green function is unique and equal to 
etJ+ 0 
G(t) = 
Q[ o o]Q-l> t >O, 
Q[; e-:,_]Q-‘, t =s 0. 
Hence, G( + 0) [ - G( - O)] is the spectral projection matrix onto the invariant 
subspace of A corresponding to the eigenvalues inside the left [right] half 
plane. 
fipplying Fourier transformation to Equation (241, we have (i[Z - 
A)G( 5 > = I, and Parseval’s equality yields the following matrix identity: 
HA = lm GH(t)G(t) dt = &/” (i(Z - A)-H(igZ - A)-‘&$. 
--cc ca 
Let us refer to the number 
K(A) = 2llAlI llHAll > 1 
as the dichotomy parameter of the matrix A. This parameter is a criterion for 
the absence of eigenvalues of the matrix A on the imaginary axis and within a 
small neighborhood of it. The parameter K(A) allows one to estimate the 
value of ~,,~,,(i 51 - A): 
Let A be a perturbation of the matrix A, and ]I A - A]] < S I( A]] with 
small tolerance 6. Then 
K(i) -K(A) 
<S 
1 + 14K( A) 156K( A) 
‘C(A) 1 - 148~( A) ’ 1 - 146~(A)’ 
One can prove the following fundamental theorem, an analogue of 
Theorem 4, about estimation of the Green matrix G(t) in terms of K(A). 
THEOREM 6. Zf det(itZ - A) f 0 f or all real 5, then the following 
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estimate holds : 
3.2. Modification of the Algorithm 
The algorithm to compute the projection matrices P, and P, together 
with the generalized Lyapunov matrix H can be slightly modified in order to 
compute the projection matrices G( + O), - G( - 0) and the matrix HA for a 
matrix A having no eigenvalues on the imaginary axis. The modified algo- 
rithm also consists of three stages. 
Stage I. First, we compute the matrix exponential of the matrix B = 
AH/(211 All>. Th e invariant subspaces of AH associated with the eigenvalues 
on the left-hand (right-hand) side of the imaginary axis obviously coincide 
with the deflating subspaces of the matrix pencil AZ - eB associated with 
the eigenvalues inside (outside) the unit circle, respectively. Then we 
compute the matrix L satisfying the equation 
LLH = /‘etBetB” & 
0 
and define the matrix pencil 
AB, - A, = L-‘( hZ - e”>. 
Stage ZZ. This stage is left without any changes. We recall that here the 
iterations to get the matrix pair A,,,, B, from A,,, _ 1, B, _ 1 for m = 
1,2, . . . , ma are carried out. 
Stage III. The matrices 
&no = (Am, + %,)-l(A;o + B:o)-l> Gn, = [(A.., +B,o)-l%o]H 
are computed. Then Hm, -+ 211 A([ HA and GmO --j G( + 0) as m, + m. 
Finally, we consider the question of the rate of convergence for the 
proposed modified algorithm. By means of the estimate (26) and the formula 
Pk = G%t/(2II All) ‘t 1 is not difficult to show that the inequality (23) is 
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transformed into the following one: 
I/( A,,,,, + Bmo)-lBmo - GN( +O)II =G 
2JT;exp( -2mo-1/K) 
1 - 2Jj;exp( -2mo-1/K) ’ 
One can also deduce the rate of convergence for the generalized Lyapunov 
matrix: 
2K2 eXp( -zmo/K) + 4K3’2 eXp( -2mo-‘/K) 
+2mo+1K exp( -2mo-1/K) 
1 - 4& eXp(-2”0-1/K) ’ 
3.3. An Observation on the Matrix Sign-Function Method 
Our method is, in fact, an orthogonal version of the matrix sign-function 
method which is used for solution of the spectrum dichotomy problem with 
respect to the imaginary axis. Let A be a matrix without eigenvalues on the 
imaginary axis. Then the sign function of A, sign( A), is computed as the limit 
of the following matrix sequence: 
A, = A, Ai+r = +(Ai + A*:‘), sign( A) = lim Aj. (27) i-cc 
One can show that sign(A) = P_, - P+O, where P,,, is the spectral 
projection operator onto the invariant subspace of A corresponding to the 
eigenvalues in the left half plane and P_, = Z - P, 0. 
Consider the matrix pencil h(Z - A,) + (I + A,) constructed for the 
matrix A, = A introduced above. The elimination process of the form 
( x, Y, ,)[ I-Ai Z+A, 0 0 Z - Ai Z + Ai 
I 
= (I -Aj+l 0 Z+Ai+l) 
with Xi, Yi satisfying the system 
xi + Yi = I, 
xi( Z + Ai) + Y,( I - Ai) = 0 
yields the matrices Ai from (27). 
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As a consequence of the arguments, the convergence rate of the sign- 
function method can be estimated by means of the parameter w of the pencil 
A(Z - A) + (I + A). In [15] it was shown, for instance, that 
zk 
4wexp -- 
i 1 1+0 
2k ’ 
l-4wexp -- 
i 1 1+0 
4. PARALLELISM OF THE ALGORITHM 
The algorithm described in Sections 2 and 3 is highly parallel. This is 
because the most time consuming parts of the algorithm are the matrix-matrix 
products and the Householder transformations. The parallelism is clearly 
adapted to implementation on parallel computing systems with shared mem- 
ory which are equipped with the BLAS routines [9]. 
The most computationally intensive part of the algorithm is the second, 
iterative stage. It consists in computing the N-by-N matrix pencil hB,+ i - 
A m+l from the pencil AR, - A, by the formulas A,, i = X, A,,, and 
B m+l = Y, B,, where N-by-N matrices X,, Y,,, satisfy the system X, X,” + 
Y,,,Y,” = I, X,,, B, - Y, A,,, = 0. To compute the matrices X, and Y, we 
use the following procedure: 
1. First the QR factorization for the 2 N-by-N matrix 
puted, i.e., an orthogonal matrix Qm and N-by-N upper 
R, are calculated such that 
Qm( -Bim) = (2). 
2. Then we compute the matrix 
The detailed discussion of implementation of the preceding procedure in 
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terms of the level-2 or level-3 BLAS (the so-called block version of House- 
holder transformations) can be found in [9,3,20]. Computing the matrix- 
matrix products X, A,, Y, B, is exactly the level-3 BLAS operation. 
The first and third stages of the algorithm use very little of the time. At 
the third stage one needs to compute the inverse of the matrix A, + B,, a 
few matrix-matrix products, and possibly some singular values. Parallel algo- 
rithms for computing the inverses of matrices and the singular values are 
included into the well-known routine package LAPACK [l] and its user docu- 
mentation. A detailed description of some methods of that kind can be found 
in [16] too. 
The first stage of the algorithm differs in the cases of the spectrum 
dichotomy problems with respect to the unit circle and with respect to the 
imaginary axis. Let us discuss them in that order. 
Given the N-by-N matrix pencil AB - A, one has to compute the 
orthonormalized pencil A B, - A, which satisfies the matrix system 
A,Af + B,B,H = I, 
hB-A=L(AB,-A,), det L Z 0. 
We compute the matrices A,, and B, as follows: 
1. Compute the bidiagonal factorization of the N-by-2 N matrix (A B): 
P(A B)Q=(X O), 
where P, Q are orthogonal matrices, I: is an N-by-N lower bidiagonal 
matrix. 
2. If the condition number of 2 is not too large, compute 
CA0 4,) = (I O)Q-'. 
The condition number of 2 is equal to cond(2) = a,,,(Z)/a,,(c>, 
where v~,, and a,,, are the largest and smallest singular values, respec- 
tively. The parameter cond(C) actually is a condition number of the whole 
first stage of the algorithm. The possibilities for parallelism in this procedure 
have been discussed above. 
Now we consider the first stage of the modified algorithm, i.e. the 
algorithm for the spectrum dichotomy problem with respect to the imaginary 
axis. It is a bit more sophisticated than the previous one. To compute eB, 
where B = AT/(211 All>, we make use of two methods: by Taylor series and 
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Pad& approximation [18]. Both the methods require only level-3 BIAS 
kernels. 
In order to compute the integral C = laietBetBT dt involving the exponen- 
tial of a matrix we also used two methods: 
(1) Taylor series. This method is based on the representation 
1 m pj(Q) etBQetB7 & = c ~ 
j=l j! ’ 
(28) 
where Q = Q’, -Y(Q) = BQ + QB ’ is the Lyapunov operator for the matrix 
BT, and _Yj(Q) =_.Y( *a* (p(Q)) **a ) 1s a recursive application of the operator 
2’. In fact, the representation (28) is the Taylor series for e”Q. Thus, we can 
approximate C by the truncated series: 
k _qZ) 
c,= c----- 
j=l j! . 
(2) Pad& approximation. A general technique to compute the diverse 
integrals involving the exponential of a matrix is suggested in [26]. 
Similarly to computing the matrix exponential, both the methods can be 
implemented in level-3 BLAS. 
Having computed the matrices eB and C = llefBetBT dt, we need to 
calculate the matrix pencil hL_’ - L-‘eB, where the N-by-N matrix L 
satisfies the equation LLT = C. The matrix L can be computed by any 
parallel implementation of the Cholesky decomposition [9]. The inverse of 
the lower triangular matrix L is a level-3 BLAS operation. 
5. APPLICATIONS TO THE RICCATI EQUATION 
In this section we apply the spectrum dichotomy problem solver to the 
solution of the Riccati equation arising in control theory. The problem of 
solving this equation is of great interest, and many authors have contributed 
to it [24]. 
We consider the algebraic Riccati equation of the form 
Q + ATA + AA - hBRplBTA = 0, (29) 
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where the matrix pair (A, Q) is detectable, the matrix pair (A, B) is stabiliz- 
able, Q = Q’ > 0, and R = RT > 0. For the definitions of “detectable” and 
“stabilizable” we refer to the literature, for example, [13]. 
Let us rewrite (29) as follows: 
Therefore, the Hamiltonian matrix 
has invariant subspace spanned by the columns of the matrix 
( 1 
L if and only 
if the Riccati equation (29) has a solution A. 
One can show that the 2N-by-2N matrix H has N stable eigenvalues 
(i.e., Re A < 0) and N eigenvalues in the right half plane. Moreover, Equa- 
tion (29) has the unique nonnegative definite solution A, and the columns of 
0 
1 span the invariant subspace of H corresponding to the stable eigenval- 
ues. Thus, solving (29) is equivalent to computing this invariant subspace of 
H. 
We discuss now an application of the spectrum dichotomy problem solver 
to the Riccati equation. For this purpose, one has to use the solver for the 
spectrum dichotomy problem with respect to the imaginary axis. We recall 
that the matrix pencil AB, - A, is formed in order to start the iterations, 
where B, = L-‘, A, = C1eK, K = HT/(211 H II), LLT = /JetKetKT cit. By 
means of iterations of the algorithm we compute a limit matrix pencil 
A&__ - A,. Since A, = T,(Z - P) with the projection matrix P onto the 
invariant subspace associated to the stable eigenvalues of H, the right null 
subspace of A, is the invariant subspace of H which we have to compute. 
Let us partition the matrix A, as follows: 
A, = (AZ) AL*)). 
Then a solution of the least-squares problem 
A’“‘A = -A(‘) m m 
gives us a solution of Equation (29). Thus, there is no necessity to calculate 
the projection matrix P explicitly in order to compute the matrix A. 
All the stages of the algorithm for calculating the solution A of (29) are 
provided with condition numbers. Hence, full error analysis is available for 
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the algorithm. By the way, we also use the Householder method to solve the 
linear least-squares problem, so that the block versions of the method are 
available in this case too. 
6. CONCLUSIONS 
In this paper a technique for solving some eigenvalue problems has been 
discussed which is an alternative to the Schur method. When executing on 
sequential computers, our method may be 3-10 times more expensive than 
the Schur method. But on parallel computers these two methods give 
approximately the same time to solution, because our method can be effec- 
tively coded in level-3 BLAS with a performance rate not far from that for 
the DGEMM routine of BLAS, whereas the Schur method cannot reach such 
high performance on parallel computers. Timing experiments on ALLIANT 
FX/4 are reported in 1171. 
In addition, our method is equipped with a strict mathematical theory for 
the convergence rate and accumulation of the rounding errors [15]. For the 
Schur method it may be quite expensive to obtain rounding-error estimates. 
1 wish to thank Herman te Riele and Margreet Louter-Noel for stimulat- 
ing discussions of experiments on parallel computers. 
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