The eigenvalue distributions from a complex noncentral Wishart matrix S = X H X has been the subject of interest in various real world applications, where X is assumed to be complex matrix variate normally distributed with nonzero mean M and covariance . This paper focuses on a weighted analytical representation of S to alleviate the restriction of normality; thereby allowing the choice of X to be complex matrix variate elliptically distributed for the practitioner. New results for eigenvalue distributions of more generalised forms are derived under this elliptical assumption, and investigated for certain members of the complex elliptical class. The distribution of the minimum eigenvalue enjoys particular attention. This theoretical investigation has proposed impact in communications systems (where massive datasets can be conveniently formulated in matrix terms), in particular the case where the noncentral matrix has rank one which is useful in practice.
Introduction
Communications systems with multiple-input-multiple-output (MIMO) design have become very popular since they allow higher bit rate and because of their applications in the analysis of signal-to-noise ratio (SNR). The literature of research on MIMO systems insists on MIMO systems to be modelled using complex matrix variate distributions (see Ratnarajah and Vaillancourt (2005) ; Bekker et al. (2018) ; Ferreira et al. (2020) ), in particular due to the flexibility these distributions provide in terms of the massive amounts of data that springs forth from these MIMO systems. He et al. (2016) in particular mentions the unification of random matrix theory (RMT) models, and draws a comparison between such unified models and so-called big data analytics. The authors make specific mention to one of the foundations of big data analytics in communications systems, namely matrix analysis. Zhang and Qui (2015) and He et al. (2018) also have thoughts on the implementation and use of large RMT as building blocks to model the massive (big) data arising from massive MIMO systems, mentioning several benefits to the use of RMT in this regard.
In a practical sense, let X denote the channel propagation matrix in a MIMO channel context, with n "inputs" and p "outputs", colloquially referred to as "receivers" and "transmitters" respectively. Usually, the coefficients of X are assumed to be complex matrix n×p 1 to be the complex matrix variate elliptical distribution, to address the criticism against the questionable use of the normal model. This complex matrix variate elliptical distribution contains the well-studied complex matrix variate normal distribution as a special case, but enjoys the flexibility to have different members which may serve as alternatives for the well-studied normal case. The complex matrix variate t-and slash distributions are also members of the complex elliptical class and bear close resemblance and familiarity to the well-studied normal case; with this notion, results pertaining to the underlying complex channel matrix distributed according to these distributions are presented. The distribution under consideration, that is, the distribution of S, is referred to as a complex noncentral Wishart type distribution. He et al. (2016 He et al. ( , 2018 ) mentions a crucial point of consideration for big data analytics is the "big" data matrix (in this case, X, or effectively S), and the study of its eigenvalues. The distribution of the minimum eigenvalue of the noncentral Wishart type distribution is thus investigated and expressions for the corresponding cumulative distribution functions (cdfs) derived. The distribution for the minimum eigenvalue from a noncentral Wishart form is crucial for the design and analysis of certain specialised MIMO systems (see Heath and Love (2005) ; Dharmawansa and McKay (2011) ). For computational convenience the focus is on matrices with rank one noncentral matrix parameter. The low rank assumption is reportedly well modelled in practice (see Hansen and Bolcskei (2004) ), and allows for tractable expressions in implementable computation of the derived results.
The paper is organized as follows. "Complex noncentral Wishart type" section contains some preliminary results required for the derivations in this paper. The main results relating to the distribution of the complex noncentral Wishart type distribution are also derived and some particular cases highlighted. In "Minimum eigenvalue cds under rank one noncentrality" section the cdf of the minimum eigenvalue of the newly derived distributions is presented with special cases. Numerical experiments are discussed in "Numerical experiments" section, followed by some conclusions.
Complex noncentral Wishart type
In this section, the definition of the complex matrix variate elliptical distribution is presented, along with the lemma useful for the construction of the complex matrix variate elliptical model. Subsequently the derived complex noncentral Wishart type distribution is presented along with the corresponding joint eigenvalue distribution. Some particular cases, which is of interest for the practitioner, are highlighted.
The complex matrix variate elliptical distribution, which contains the well-studied complex matrix variate normal distribution as a special case, is defined next (see Bekker et al. (2018); Ferreira et al. (2020) 
with g (·) a generator function. Chu (1973) and Gupta and Varga (1995) demonstrates that real elliptical distributions can always be expanded as an integral of a set of normal pdfs. We report the result by Provost and Cheong (2002) as a useful lemma, defining the complex matrix variate elliptical distribution as a weighted representation of complex matrix variate normal pdfs. This representation can be used to explore the distribution of S when the distribution of X can be that of any member of the complex matrix variate elliptical class.
where X|t ∼ CN n×p M, ⊗t −1 has the complex normal distribution with pdf (see James (1964) ) 
where L is the Laplace transform operator.
Three special cases of the complex matrix variate elliptical model are of interest in this paper.
1 Firstly, the complex random matrix X ∈ C n×p 1 has the complex matrix variate normal distribution with weight function W(·) in Lemma 1 given by
where δ(·) is the dirac delta function. 2 Secondly, X ∈ C n×p 1 has the complex matrix variate t distribution (see Provost and Cheong (2002) ) with the parameters
where C p (a) denotes the complex multivariate gamma function 6 , and (·) denotes the usual gamma function. In this case the weight function W(·) in Lemma 1 is given by
3 Thirdly,X ∈ C n×p 1 has the complex matrix variate slash distribution (see Lachos and Labra (2014) ) with the parameters
In this case the weight function W(·) in Lemma 1 is given by
The case where = I n is of particular interest (in Lemma 1). Hence, represents the covariance structure of the columns of the random matrix variate X , in other words, the covariance structure of the transmitters. Subsequently, the complex noncentral Wishart type distribution is derived (the proof is contained in the Appendix).
Theorem 1 Suppose that
has a complex noncentral Wishart type distribution with pdf Constantine (1963) 
). This distribution is denoted by S ∼ISCW p (n, M, I n ⊗ ) (Integral Series of Complex Wishart).
Remark 1 Suppose that M = 0. Then = 0, and the pdf (7) simplifies to
S ∈ C p×p 2 , which reflects the distribution as in Ferreira et al. (2020) , eq. 2.2.
Remark 2 The complex noncentral Wishart type distribution (see (7)) can be written in terms of the complex central Wishart type distribution:
f (S) = R + f central (S) etr (−t ) 0 F 1 n; t 2 −1 S W (t) dt,
where f central (S) denotes the pdf of the central complex Wishart type distribution (see (8)).
Special cases of the distribution in (7) are highlighted next.
1 By choosing W (t) as the dirac delta function (4), (7) simplifies to
where S ∈ C p×p 2 , which is the complex matrix variate normal distribution as in James (1964) . 2 By choosing W (t) as the t distribution weight (5), expanding the complex hypergeometric function per definition 7 (see Constantine (1963) ), and using Gradshteyn and Ryzhik (2007) , p. 815, eq. 7.522.9, eq. 7.525.1, (7)simplifies to
where S ∈ C p×p 2 .
3 Similarly, by choosing W (t) as the slash distribution weight (6), expanding the complex hypergeometric function per definition, and using Gradshteyn and Ryzhik (2007) , p. 346, eq. 3.381.1, (7) simplifies to
where γ (·, ·) denotes the lower incomplete gamma function (see Gradshteyn and Ryzhik (2007), p. 899, eq. 8.350 .1), and S ∈ C p×p 2 . Eigenvalue distributions arising from complex Wishart random matrices are of interests in a variety of fields, especially in the case of wireless communications (see Dharmawansa and McKay (2011) and references therein). Expressions for the joint pdf of the eigenvalues of S (see (7)) and some special cases are derived (the proof is contained in the Appendix). Note that the ordered eigenvalues of S is denoted by λ 1 > λ 2 > ... > λ p > 0 . The ordered eigenvalues of the noncentral matrix parameter is denoted by
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is distributed with pdf (7), and let λ 1 > λ 2 > ... > λ p > 0 represent the ordered eigenvalues of S. Then the eigenvalues of S, = diag λ 1 , λ 2 , ..., λ p , has joint pdf
× E∈U(p)
where denotes the noncentral matrix parameter, and U (p) denotes the unitary manifold (see Appendix).
In the following corollary, particular attention is given to the case when =σ 2 I p . This assumption is meaningful within the MIMO paradigm, when the practitioner may assume that the transmitters are sufficiently spatially far from each other, so that an assumption of independence can be made (see also Kang and Alouini (2006) ) (the proof is contained in the Appendix).
Corollary 1 Suppose that
is distributed with pdf (7), and let λ 1 > λ 2 > ... > λ p > 0 represent the ordered eigenvalues of S. Furthermore suppose that =σ 2 I p . Then the eigenvalues of S, = diag λ 1 , λ 2 , ..., λ p , has joint pdf
where ∈ C p×p 2 denotes the noncentral matrix parameter, 0 F 1 (·; ·) denotes the confluent hypergeometric function of scalar argument, and where Ferreira and Bekker Journal of Statistical Distributions and Applications (2019) 
For interest, special cases of the distribution in (10) are highlighted next.
1 By choosing W (t) as the dirac delta function (4), observe from (10) and (11) that
When σ 2 = 1, this result simplifies to p. 41, eq. 2.52 of McKay (2006). 2 By choosing W (t) as the t distribution weight (5) and using (11), (10) simplifies to
3 By choosing W (t) as the slash distribution weight (6) and using (11), (10) simplifies to
Suppose now the noncentral matrix has L ≤ p non-zero eigenvalues, thus, rank ( ) = L ≤ p. For the case =σ 2 I p , the joint pdf of eigenvalues of S, = diag λ 1 , λ 2 , ..., λ p , is presented in the following theorem (the proof is contained in the Appendix 1).
Theorem 3
Suppose that S is distributed with pdf (7), and let λ 1 > λ 2 > ... > λ p > 0 represent the ordered eigenvalues of S ∈ C p×p 2 . Furthermore suppose that =σ 2 I p , and that has arbitrary rank L < p with eigenvalues
where denotes the noncentral matrix parameter, and where T is a p × p matrix with i, j th entry 
Minimum eigenvalue cdf under rank one noncentrality
The distribution of the minimum eigenvalue from a complex Wishart random matrix is important in certain MIMO designs (see Heath and Love (2005) ), and is thus of interest here. For computational convenience, we assume that the noncentral matrix has rank one; thus −1 ∈ C p×p 1 has rank one and is represented via its eigendecomposition as
where γ ∈ C p×1 1 and γ H γ =1 (see also (Dharmawansa and McKay 2011) ). In (13), μ denotes the single eigenvalue of −1 . The following contributions are made in this section:
• The derivation of the exact cdf of the minimum eigenvalue of
, and X ∈ C n×2 1 , and assuming
has rank one; and • Exact results of the minimum eigenvalue of S as described, for the special cases of (4), (5), and (6).
To derive the cdf of the minimum eigenvalue of S ∈ C p×p 2 under this assumption, the following approach is employed:
Knowing that
the cdf of the minimum eigenvalue can be found using (7) directly, therefore avoiding cumbersome derivations and computations of deriving the joint eigenvalue pdfs and subsequently marginal distributions with pdfs like (9).
For the complex noncentral Wishart type distribution with pdf (7), the cdf of the minimum eigenvalue is derived next (the proof is contained in the Appendix 1).
Theorem 4 Suppose that
has rank one, and S = X H X ∼ISCW p (n, M, I n ⊗ ) with pdf (7).
The cdf of λ min (S) is given by
where y > 0, denotes the noncentral matrix parameter, and
where Y ∈C p×p 2 .
As before, special cases of the distribution in (14) are highlighted next.
1 By choosing W (t) as the dirac delta function (4), (14) simplifies to the result by Dharmawansa and McKay (2011) . 2 By choosing W (t) as the t distribution weight (5), observe from (14) that
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where Q r n,p,t (y) is given by (15). Thus F min (y) = 1 − I 1 . 3 By choosing W (t) as the slash distribution weight (6), observe from (14) that
where Q r n,p,t (y) is given by (15). Thus F min (y) = 1 − I 2 .
The following result gives the exact minimum eigenvalue distribution for n × n complex noncentral Wishart type matrices with n degrees of freedom (the proof is contained in the Appendix).
Theorem 5 Suppose that
has rank one, and S = X H X ∼ISCW n (n, M, I n ⊗ ) with pdf (7). The cdf of λ min (S)
is given by
where 1 F 1 (·) denotes the confluent hypergeometric function (see Gradshteyn and Ryzhik (2007), p. 1010, eq. 9.14.1) .
Remark 3 See that (27) can also be expressed as
where 3 (·) denotes the Humbert confluent hypergeometric function of two variables (see Bateman and Erdélyi (1953), p. 225, eq. 5.7.1.22) . Thus (16) can be written as
Special cases of the distribution in (16) are highlighted next.
1 By choosing W (t) as the dirac delta function (4), (16) simplifies to the result by Dharmawansa and McKay (2011) .
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2 By choosing W (t) as the t distribution weight (5) and by applying Gradshteyn and Ryzhik (2007) , p. 815, eq. 7.522.9, from (16) it follows:
where 2 F 1 (·) denotes the Gauss hypergeometric function (see Gradshteyn and Ryzhik (2007) , p. 1010, eq. 9.14.2). 3 By choosing W (t) as the slash distribution weight (6), observe from (16) that:
The following result gives the exact minimum eigenvalue distribution for 2 × 2 complex noncentral Wishart type matrices with arbitrary degrees of freedom. Scenarios of this 2 × 2 nature has been investigated in the literature for both exemplary-as well as practical reasons (see Ratnarajah and Vaillancourt (2005) , for example) (the proof is contained in the Appendix 1).
Theorem 6 Suppose that
has rank one, and S = X H X ∼ISCW 2 (n, M, I n ⊗ ) with pdf (7). Thus, S is a 2 × 2 complex noncentral Wishart type matrix with arbitrary degrees of freedom n. The cdf of λ min (S) is given by
with ρ (r, y, t)
where C v n (·) denotes the Gegenbauer polynomial (see Gradshteyn and Ryzhik (2007), p. 991, eq. 8.932.1) .
Special cases of the distribution in (19) are highlighted next.
1 By choosing W (t) as the dirac delta function (4), (19) and (20) simplifies to (see Dharmawansa and McKay (2011) ): Ferreira and Bekker Journal of Statistical Distributions and Applications (2019) 
2 By choosing W (t) as the t distribution weight (5), (19) and (20) simplifies using Gradshteyn and Ryzhik (2007), p. 346, eq. 3.381.4 :
3 By choosing W (t) as the slash distribution weight (6), (19) and (20) simplifies using Gradshteyn and Ryzhik (2007), p. 346, eq. 3.381 .1:
.
Numerical experiments
In this section, simulation and analytical results are presented to illustrate the contribution of the derived results. For the cdfs (16) and (19), the covariance matrix is assumed to be given by: 
where 1 ≤ i, j ≤ p. The mean matrix M is constructed as:
where a ∈ C 1×n 1 and b ∈ C 1×p 1 is given by:
where l = √ −1, θ = π 4 , and i = 1, ..., n and j = 1, ..., p. These specific constructions of the covariance and mean matrices are meaningful when modeling practical MIMO channels with a nonzero mean (see Dharmawansa and McKay (2011); McKay and Collings (2005) for the underlying t distribution (see (17)), the underlying slash distribution (see (18) ) and the underlying normal distribution (see (21)) with corresponding simulated values (computed in Matlab R2013a). The tail behaviour of the simulated values relates to those of its analytical counterparts.
The following figures illustrate the cdfs (16) and (19) for n = 2 and n = 3 respectively, for the different weight functions under consideration in this paper. In Figs. 1 and 2 , it is observed that (17) and (18) tends to the normal case as the value of v and b respectively increases -as does (22) and (23).
These figures (Figs. 1 and 2) illustrates the value which the underlying complex matrix variate elliptical assumption provides the practitioner having the engineering expertise with. The proposed elliptical platform in this paper allows theoretical, and resultant practical access to previously unconsidered models; providing flexibility for modeling that may yield improved fits to experimental data in practice (see Yacoub (2007) for example).
Conclusion
In this paper, exact results were presented for a variety of characteristics pertaining to a complex noncentral Wishart type distribution. In particular, the pdf of a complex noncentral Wishart type matrix S = X H X, where X ∈ C n×p 1 ∼ CE n×p (M, I ⊗ , g) and the pdf of its associated ordered eigenvalues have been derived. Some special cases were investigated, of which the pdf of the eigenvalues when =σ 2 I (which is of practical importance in communications systems) and the noncentral matrix has arbitrary rank L < p. Subsequently, the exact cdf of the minimum eigenvalue of S was derived for the case when X ∈ C n×n 1 , as well as when X ∈ C n×2 1 . These cdfs were derived under the assumption that the noncentral matrix has rank one, which is a practical assumption. This theoretical investigation has proposed impact in big data and communication systems to allow the practitioner a flexible choice of underlying model for X, and thus S; thereby alleviating the restricted assumption of normality.
