Let [n; k; d] q -codes be linear codes of length n, dimension k and minimum Hamming distance d over GF(q). In this paper, 32 new codes over GF(5) are constructed and the nonexistence of 51 codes is proved.
Introduction
Let GF(q) denote the Galois ÿeld of q elements, and let V (n; q) denote the vector space of all ordered n-tuples over GF(q).
A linear code C of length n and dimension k over GF(q) is a k-dimensional subspace of V (n; q). Such a code is called an [n; k; d] q -code if its minimum Hamming distance is d.
A central problem in coding theory is that of optimizing one of the parameters n; k and d for given values of the other two. Two versions are: Problem 1. Find d q (n; k), the largest value of d for which there exists an [n; k; d] q -code. Problem 2. Find n q (k; d), the smallest value of n for which there exists an [n; k; d] qcode.
A code which achieves one of these two values is called optimal. For the case of linear codes over GF (5) , Problem 2 has been solved for k 6 3 (see [11] ). In addition, n 5 (4; d) has been solved for all but 22 values of d in [3] . After [17] [18] [19] 22, 23, 31] there are eight unsolved cases in this dimension. In [7] , 44 new linear codes over GF (5) were constructed, the nonexistence of 20 linear codes was proven, and a table of d 5 (n; k); k 6 8; n 6 100 was presented. Eight new quasi-cyclic (QC) linear codes are constructed and the nonexistence of six codes is proved in [6] . Many new codes are also given in [27, 28] .
Preliminary results
The well-known lower bound for n q (k; d) is the Griesmer bound Theorem 1 (MacWilliams and Sloane [20] ) (the MacWilliams' identities). Let C be an [n; k; d] 5 -code and A i and B i denote the number of codewords of weight i in the code C and in its dual code C ⊥ , respectively. Then The following three lemmas are standard results and are often used in the nonexistence proofs of linear codes. The proofs of the lemmas can be found in [13] . Deÿnition. Let C be an [n; k; d] q -code with generator matrix G and let c be a row of G. The residual code of C with respect to c is the code generated by the restriction of G to the columns where c has a zero entry. The residual code of C with respect to c is denoted Res(C; c) or Res(C; w) if the weight of c is w (wt(c) = w).
Lemma 2. Let C be an [n; k; d] 5 -code and c ∈ C, wt(c) = w and (q − 1)w ¡ qd. Then Res(C; w) has parameters [n − w; k − 1;
, then A j = 0 for j + i ¿ 5n − 4d and i = j.
The linear programming bound
The weight enumerator of an [n; k; d] q -code C is a feasible solution of the following linear program (LP):
: : : ; n; A i ¿ 0; i = d; : : : ; n; A i = 0; i ∈ I (the set of absent weights):
It is clear now that if L max ¡ q k , then the code C does not exist.
Quasi-twisted codes
A code C is said to be quasi-twisted (p-QT or QT) if a constacyclic shift of a codeword by p positions results in another codeword. A constacyclic shift of an m-tuple (x 0 ; x 1 ; : : : ; x m−1 ) is the m-tuple ( x m−1 ; x 0 ; : : : ; x m−2 ); ∈ GF(q) \ {0}.
The blocklength, n, of a QT code is a multiple of p, so that n = mp. A matrix B of the form
where ∈ GF(q) \ {0} is called a twistulant matrix. A class of QT codes can be constructed from m×m twistulant matrices (with a suitable permutation of coordinates). In this case, the generator matrix, G, can be represented as
where B i is a twistulant matrix.
The algebra of m × m twistulant matrices over GF(q) is isomorphic to the algebra of polynomials in the ring GF(q) [ 
, formed from the entries in the ÿrst row of B. The d i (x) associated with a QT code are called the deÿning polynomials [10, 12] . If = 1, we obtain the algebra of m × m circulant matrices [20] , and a subclass of quasi-cyclic codes (QC). If p = 1 then we obtain codes, which we call twisted codes (T). If = 1 and p = 1 then we obtain a subclass of well-known cyclic codes (C).
If the deÿning polynomials d i (x) contain a common factor which is also a factor of x m − , then the QT code is called degenerate [10, 12] . The dimension k of the QT code is equal to the degree of h(x), where [25] 
If the polynomial h(x) has degree m, the dimension of the code is m, and (2) is a generator matrix. If deg(h(x)) = k ¡ m, a generator matrix for the code can be constructed by deleting m − k rows of (2) . Let the deÿning polynomials of the code C be in the form
where
for all 1 6 i 6 p. Then C is a degenerate QT code, which is one-generator QT code (see [1] ). In the following two theorems the structural properties and a BCH-type bound on minimum distance for QT codes are given.
Theorem 2 (Aydin et al. [1] ). Let C be a one-generator p-QT code over GF(q) of length n = pm. Then, a generator g(x) ∈ (GF(q)[x]=(x m − ) p ) of C has the following form:
Theorem 3 (Aydin et al. [1] ). Let C be a one-generator p-QT code over GF(q) of length n = pm with a generator of the form Quasi-twisted (QT) codes [12] form an important class of linear codes which are a natural generalization of the QC codes. QT codes were ÿrst deÿned by Berlekamp [2] as constacyclic codes, and has been rediscovered and investigated in [14] [15] [16] 21, 24, 25] . The investigation of QT codes is motivated by the following facts: QT codes meet a modiÿed version of Gilbert-Varshamov bound [5] ; some of the best quadratic residue codes and Pless symmetry codes are QT codes [20] ; a large number of record breaking codes (and optimal codes) are QT codes [4] ; there is a link between QC codes and convolutional codes [9, 29] .
In this paper, new QC and new one-generator QT codes (p = 1 or 2) are constructed using a nonexhaustive algebraic-combinatorial computer search, similar to that in [1, 6, 7, 26] . The nonexistence of many linear codes is also proven. All of the results given in the paper improve the respective lower and upper bounds in Brouwer's tables [4] . Proof. The coe cients of the deÿning polynomials and the weight distributions of the new codes are as follows. The ÿrst deÿning polynomial is d 1 (x) = g(x) and the second deÿning polynomial is d 2 (x) = g(x):f 2 (x). 
Bounds on minimum distance

The new one-generator QT codes
We have restricted our search to one-generator QT codes with deÿning polynomials in form (4) . In most cases we have taken p = 2. The main aim in our search is to ÿnd good g(x); i.e. g(x) which gives better minimum distance. When choosing g(x) we have compared the minimum distance of the respective twisted code with the minimum distance of the best known code (table of A.E. Brouwer) and with the given m and g(x) we search for f i (x). Depending of the degree of g(x); we obtain improvements on minimum distances for some dimensions (Table 1) .
We illustrate the search method by the following example. Let m = 28; = 4 and q = 5. Then the gcd(m; q) = 1 and the splitting ÿeld of x m − is GF(q l ) where l is the smallest integer such that m:r|(q l − 1), r being the order of in GF(q). Let be a primitive m:rth root of unity and deÿne an integer i 0 such that mi0 = . Then (see [14] ),
In our case l = 6; r = 2; i 0 = 1 and p(x) = x 6 + 2x 5 + 2x 4 + 4x 3 + 2x + 3 is a primitive polynomial of degree 6 over GF (5) . Let Á be a root of p(x); which is a primitive (5 6 − 1)th root of unity and ÿ be a 28th root of = 4. Then = Á 279 ; ÿ = Á 279 , and so = ÿ. The set of integers of the type i 0 + rj for j = 0; 1; : : : ; 27 is the set M = {1; 3; 5; 7; 9; : : : ; 55}. The set M is partitioned into the next six cyclotomic cosets of 5 mod 56. (21) . According to Theorem 3 this set has eight "consecutive" roots and the respective code must be at least [28; 12; 9] 5 -code.
Taking Proof. For each of the above codes we solve the respective linear program with the aid of the well-known simplex method. We used a computer program written by ourselves.
In all of the cases we obtain L max ¡ 5 k and so the codes do not exist.
Remark. Obviously, not everyone can check the results obtained via LP bound. But for each code from Theorem 10 we can show (as it is shown in Theorem 7) that the MacWilliams' identities have not a solution in nonnegative integers.
