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パケット自己消滅手法によるネットワーク時刻同期精度の向上
北 口 善 明†1 町 澤 朗 彦†2 鶴 正 人†3
尾 家 祐 二†3 箱 崎 勝 也†4
インターネットが重要なインフラとなるにつれ，ネットワークの品質管理の必要性が増してきてい
る．そのため，現在のトラヒック量や回線のエラー発生率などを正確に把握することが運用上重要と
なる．このネットワークの状態を正確に計測するためには，計測するネットワーク両端の機器の時刻
精度が大きく影響し，精度良く同期している必要がある．本稿では，ネットワークを介した時刻同期
の精度向上を目的とし，その解決手法としてネットワークからの支援を用いた「パケット自己消滅手
法」を提案する．ネットワーク支援に最小機能アクティブネットワークの仕組みを用いてパケットの
制御を行い，最大キュー長制限方式（MTQ 方式）と全キュー長制限方式（QTL 方式）の 2 方式に
よる制御を可能とする．本稿では，本提案手法の有効性についてシミュレーションと実証実験により
有効性を明らかにした．
The Advanced Network Time Synchronous System
by Self-discarding Packet Technique
Yoshiaki Kitaguchi,†1 Akihiko Machizawa,†2 Masato Tsuru,†3
Yuji Oie†3 and Katsuya Hakozaki†4
As the Internet have become an important infrastructure in everyday life in recent years,
the need to increase the degree of quality control has also arisen. Because it is necessary to
accurately understand the state of the network for quality control, time information on mea-
surement equipment has become important. Consequently, we have aimed at improving the
precision of time synchronization through the network and propose highly precise time syn-
chronization techniques that utilize network support. Two approaches are MTQ (Maximum
Transmission Queue) and QTL (Queue To Live) both employing the suggested “self-discarding
packet technique”, which is a means of determining transfer by comparing the queue length
of the transiting router with a specified queue value on the probing packet. In this paper, we
clarify the influence a router has on the precision of time synchronization and report these
two approaches and their adaptability.
1. は じ め に
近年，ネットワークが生活の重要なインフラとなる
につれ，その品質管理の必要性が増している．この
ネットワーク品質には，現在のトラヒック量や回線の
エラー発生率などがあげられ，これらを正確に把握す
ることがネットワークの運用上重要となる．この要求
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に応えるためには，機器単体の時刻精度と同様に，機
器間の時間が精度良く同期していることが必要となる．
この時刻同期のために，一般的にネットワークで用い
られているものにNetwork Time Protocol（NTP）1)
がある．NTPでは時刻源を有する上位サーバに対し，
ネットワーク経由で時刻同期リクエストを送ることに
より自身の時刻を修正する．この際，時刻の計測にパ
ケット往復の通信遅延時間が含まれてしまうが，この
通信時間を行きと帰りで等しいものとして処理を行う
ことで時刻同期を可能にしている．このとき，ネット
ワークの品質が悪いと往復の通信遅延時間が等しく扱
えなくなり，そのため，時刻同期の精度が劣化してし
まうことになる．この通信遅延時間の変動による影響
で，ネットワークを介した時刻精度は，数msから数
十 ms程度に落ちることが分かっている3),4)．
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一方，近年のネットワークは非常に高速になってお
り，その計測のためには高精度な時刻精度が必要となっ
ている．たとえばギガビットイーサネットではMTU
サイズのパケット（1,500バイト）が通過する時間が
12µsと非常に小さくなり，そのため，µs台の時刻精
度が必要となる．現在行われているネットワーク計測
ので研究では，µs台の時刻精度を得るためにGPSを
用いて時刻同期させる方法が一般的に用いられている．
しかし，GPSは広域時刻同期に最適なものであるが．
アンテナを屋外に設置しなければならず，そのためア
ンテナ設置が不可能な場所では利用ができない問題が
ある．また，同一セグメント内における機器間の時刻
同期に焦点を当てた手法として IEEE1588 2) が策定
されているが，この手法ではルータを経由した場合に
おけるキュー遅延による影響を解消する手法は考慮さ
れておらず，経由するルータすべてを時刻同期させる
必要がある．この場合，全ルータで複雑な時刻同期処
理を行う必要があり，また精度向上のためには高精度
な時計をルータに用意する必要があるため，コスト的
に現実的ではない．
そこで本稿では，ネットワークを介した時刻同期の
精度向上を目的とし，その解決手法としてネットワー
クからの支援を用いた方法である「パケット自己消滅
手法」を提案する．本方式は，我々が提案する最小機能
アクティブネットワークの枠組み9)で実現する機能の
一例として用いているものであるが，アクティブネッ
トワークの普及を前提にした手法としておらず，ルー
タへのオーバヘッドは微弱である．また，時刻同期以
外にも用途があるため9)，将来ルータ機能として実装
され普及されうる可能性は十分にあると考えられる．
さらに，混雑するルータが対応することにより，経路
中の全ルータが対応していなくても十分な効果がある
方式である．
以下の章において，本稿にて提案する手法の有効性
をシミュレーションと実装実験により評価する．
2. 時刻同期技術とその精度
2.1 NTP
NTPはネットワークを介して時刻同期を行うプロ
トコルとして広く利用されている．この NTP では，
世界協定時間（UTC: Coordinated Universal Time）
を得たサーバ（Stratum 1）を頂点として階層構造を
形成し，各 NTPサーバでは自身より 1階層上のサー
バまたは同階層のサーバから時刻情報をネットワーク
経由で取得し時刻同期を行っている．時刻同期に用い
る時刻情報はNTPタイムスタンプ形式で持っており，
図 1 NTP における時刻同期のながれ
Fig. 1 NTP flow diagrams.
このタイムスタンプは 64ビットの無符号固定小数点
数を用い，1900年 1月 1日 0時からの秒数で表現さ
れる．この設計により，最大値 4,294,967,295秒を約
100 psの精度で表現することが可能である．また現在
は µs以下の精度は利用されないため，下位ビットは
0で埋められているが，将来，時刻精度の向上が求め
られた場合でも十分対応できる設計となっている1)．
時刻のオフセット値（正しい時刻からのずれ）は上
位サーバの参照時刻と自身の内部時刻との差で得られ
るが，ネットワークを介して時刻同期を行う場合ネッ
トワークの通信遅延時間の影響を受けることになる．
NTPでは，この通信遅延時間の影響を双方向通信に
より打ち消すことで，ネットワーク経由の時刻同期を
可能にしている．図 1 に NTPでの時刻同期パケット
の通信手順を示す．クライアントでの送受信時間をそ
れぞれ T1，T4，サーバでの送受信時間をそれぞれ T2，
T3，クライアントとサーバ間の時刻オフセットを δt
とすると，クライアントの送信パケットの通信遅延時
間 d1 と受信パケットの通信遅延時間 d2 は次のよう
に定義できる．
d1 = T2 − (T1 + δt) (1)
d2 = (T4 + δt)− T3 (2)
この式 (1) と式 (2)から δt は次式 (3) のように求
まる．
δt =
(T2 − T1)− (T4 − T3)− (d1 − d2)
2
(3)
NTPでは往復の通信遅延時間差がない（d1− d2 =
0）として計算するため，往復の通信遅延時間の差す
なわち通信遅延時間の “ゆらぎ”が大きい場合に，測
定される時刻オフセット値に大きく影響を与えること
が分かる．
2.2 NTPの精度測定
前述した NTPでは，通信遅延時間の影響を回避す
るために，統計的手法を用いた時刻同期の精度向上を
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図 2 ルータを経由しない場合の時刻同期精度
Fig. 2 The accuracy of time synchronization (no router).
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図 3 ルータを経由した場合の時刻同期精度
Fig. 3 The accuracy of time synchronization (via router).
図っているが，完全に通信遅延時間のゆらぎの影響を
除去するには至っていない．また，この統計処理のた
めにプロトコルが複雑なものになっている．
そこで，NTPがネットワークの通信遅延時間のゆ
らぎから受ける影響を実際に調べることとした．ネッ
トワークでの通信遅延時間のゆらぎの原因には，経由
するルータでのキューイングによる遅延時間のゆらぎ
が大きいと考え，ルータによる影響の測定を実施した．
測定方法としてルータを 1 台経由した場合の時刻同
期精度と同一セグメント上でルータを経由しない場合
の時刻同期精度をそれぞれ計測し比較する方法をとっ
た．純粋にネットワークの影響を比較するために，高
精度時刻 PCを Stratum 1および Stratum 2にそれ
ぞれ用いている．この高精度時刻 PCは，PC内部の
クロックを外部からの高精度信号に置き換えることを
可能にした PCで，数百 ns精度で時刻を安定して刻
むことを実現している5),6)．この計測では，高精度時
刻 PCをそれぞれルビジウム基準信号発信器の信号で
駆動することで，Stratum 2での NTPによる時刻修
正の変動をネットワークの通信遅延時間のゆらぎによ
るものとできる．
図 2，図 3 に Stratum 2 での時刻オフセット値の
変動を示す．前者が同一セグメント上でルータを経由
しない場合の時刻同期，後者がルータを 1台経由した
場合の時刻同期のそれぞれ 9日間の観測結果である．
この経由するルータにはクロストラヒックが流れてお
り，そのトラヒックの影響によるキューイング変動が
発生し，そのため，通信遅延時間のゆらぎが観測され
ることになる．この測定結果から分かるように，ルー
タを経由した場合最大 100µs 程度の変動を受けてお
り，同一セグメント上での時刻同期精度の約 5倍程度
変動している．この結果を受け，次章ではルータを経
由した場合でも同一セグメント上での時刻同期精度に
近づけるための手法を提案する．
3. ネットワーク支援による時刻同期
前章で，NTPの精度劣化となるネットワーク遅延
時間のゆらぎは，経由するルータでのキューイング変
動による影響が大きいことが示された．そこで本章で
は，ルータによる通信遅延時間のゆらぎを小さく抑え
るためのネットワーク支援の仕組みとして，ルータで
のキュー長をもとにパケット自身が消滅する「パケッ
ト自己消滅手法」を提案する．ここで自己消滅と書い
ているが，実際は通過するルータにより破棄されるこ
とになる．しかし，パケット自身の設定値により破棄
が決定される点を強調するために，あえて能動的な表
現を用いている．この手法では，時刻同期パケットが
ルータを通過する際に，あらかじめ指定したキュー長
以上となっている場合にその時刻同期パケットは転送
されずそのルータ上で破棄される．この処理を行うこ
とで，ルータのキュー遅延時間が大きな場合には時刻
同期パケットが破棄されるため，ネットワーク遅延時
間のゆらぎを大きく受けた計測パケットを排除するこ
とができ，時刻同期の計算を安定させることを可能に
する．またこの手法では，ルータにおいてパケットの
破棄を実施するだけなので，他のパケットへ影響を与
ない利点も有している．
提案する手法には，アプリケーションを意識した経
路制御などをルータにて実行可能なネットワークであ
るアクティブネットワーク7) の概念を用いており，文
献 9)で提案した最小機能アクティブネットワークの枠
組みで実現可能な手法として取り上げている．しかし，
提案するパケット自己消滅手法は，ルータのキュー長
とパケットの情報を比較することにより高遅延が発生
するパケットを早期に破棄するものであり，アクティ
ブネットワークの利用を前提に考えているものでは
ない．
本稿では，このパケット自己消滅手法を実装する方
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図 4 MTQ 方式の概念図
Fig. 4 The conception diagram of the MTQ approach.
図 5 QTL 方式の概念図
Fig. 5 The conception diagram of the QTL approach.
法として，最大キュー長制御方式と全キュー長制御方
式の 2種類の方式を提案する．以下にそれぞれの方式
について解説する．
3.1 最大キュー長制限方式（MTQ方式）
最大キュー長制限方式（以下MTQ方式）は，送信
するパケットに『経由するルータを通過する際に許可
する最大キュー長（MTQ: Maximum Transmission
Queue）』を指定し，その値を超えるキュー長を持っ
たルータではパケットが破棄される方法である．この
方式は，パケットがリンクレイヤにおける最大パケッ
トサイズ（MTU）を超過した場合に破棄される仕組
みに似た手法で，その概念図を図 4 に示す．この方法
を用いた場合，ルータではキュー長の比較のみを実施
するために処理が比較的簡単となる．問題点としては
経由するルータの数が増えることにより，各ルータで
は小さいキュー遅延であっても合計の通信遅延時間が
大きな通信が発生する可能性があり，その場合ゆらぎ
の抑制につながらないことが考えられる．
3.2 全キュー長制限方式（QTL方式）
全キュー長制限方式（以下 QTL方式）は，送信す
るパケットに『経由するルータ群において経験可能な
最大総キュー長（QTL: Queue To Live）』を指定し，
経由する各ルータを通過する際に経験するキュー長分
を QTLから差し引きし，0になった場合にパケット
を破棄する方法である．概念図を図 5 に示す．これ
は IPパケットのループ防止のために用いられる TTL
（Time To Live）の仕組みに似た手法で，通過する全
ルータでの合計キュー長を指定できることで通信遅延
時間のゆらぎの総量をできるだけ小さくすることを可
能にしている．この方式では，MTQ方式の場合より
も広域における場合に遅延変動を小さく抑えることが
でき，時刻同期精度が良くなると考えられる．また，
この手法では各ルータにおいて時刻同期パケット内の
QTL を変更する必要があるため，MTQ 方式の場合
に比べ各ルータでの処理が大きくなると考えられる．
以上の 2方式はいずれもパケットの破棄のみを実施
し，ICMPなどのパケットで破棄があったことを通知
することはない．
4. シミュレーションによる評価実験
4.1 提案手法の適応性検証
提案するパケット自己消滅手法の有効性を検証する
ために，ルータを通過するパケットが経験するルータ
のキュー長について，シミュレーションによる調査実
験を行った．シミュレーションには，VINTプロジェ
クトによる Network Simulator (ns-2.26) 8) を用い，
ルータを通過する時刻同期パケットが，各ルータにお
いて経験するキュー長による遅延時間の確率を求め，
この値からルータによる影響を見積もることとした．
計測時に各ルータに与えるクロストラヒックとして
FTPの通信を用意し，それぞれサーバ・クライアント
間で通信を行い，その台数を変化させて影響の比較を
行った．また，ルータ間およびエンドノードとルータ
間の帯域は 100Mbps，ルータ内のキューのバッファ
サイズを 300パケットとして 1,000回の試行から対象
パケットが経験するキュー長の確率を求めた．
まず，ルータを 1台経由する場合と 2台経由する場
合でのパケットが経験するキュー長による遅延時間分
布を比較する．バックグラウンドトラヒックで FTP
セッションを 1,000としたときの結果を図 6 に示す．
ここから，ルータが増えることで累積キュー遅延時間の
確率が，100µs以下の部分で大きく上昇することが分
かる．これは，MTUサイズのパケットが 100Mbpsの
回線を通過する時間が 120µsであることから，キュー
にパケットが 1つある確率が約 2倍になっているとい
える．
次に，クロストラヒックである FTPのセッション
数を変化させ，観測パケットが経験するキュー長によ
る遅延時間が 0 sである確率を求めた．この測定結果
を図 7 に示す．この図から，1,000セッションの FTP
トラヒックにより影響を受けたルータを 2台通過する
場合には，パケットがキューにとどまらずに通過可能
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Fig. 6 The distribution of the packet’s queuing delay.
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図 7 キュー遅延が 0 である確率
Fig. 7 The probability of the zero queuing delay.
な確率は約 45%にまで下がることになる．
これらの測定結果から，ルータを 1台経由するだけ
で最低数百 µsの影響を受ける可能性があることが分
かり，µs精度での時刻同期のためには影響が大きいこ
とから，この影響を排除できる提案手法は有効である
といえる．さらに，通過するルータが少数である場合
には，計測パケットがルータ通過時に経験するキュー
長が 0である確率が高いため，提案手法のMTQ方式
にて MTQ = 0 としてルータで影響を受けたパケッ
トをすべて破棄したとしても，十分な計測パケットを
確保できており有効であると考えられる．また，ルー
タが多段になった場合には MTQ = 0 とすると計測
パケットの通過確率が非常に低くなってしまうため，
QTL手法を用いることが必要であると考えられ，精
度を上げるためにはMTQ手法との組合せも考える必
要がある．
5. パケット自己消滅手法の実証実験
5.1 実 装 方 法
3章で提案した，ネットワーク支援による時刻同期
技術向上手法である「パケット自己消滅手法」の実証
図 8 パケット自己消滅手法でのパケットの構成図
Fig. 8 The format for the self-discarding packet
technique.
実験のために，パケット自己消滅を行うキュー長監視
ルータの実装を行った．今回，ネットワークレイヤで
の実装を行うために，IPv6の拡張ヘッダの 1つである
Hop-by-hopヘッダを利用した．実装に用いたOSは，
IPv6 の拡張ヘッダを扱う APIの最新仕様10) を用い
るために，FreeBSD-4.8RにKAMEプロジェクト11)
による snap-kit を導入したものを利用した．また各
インタフェースにおけるキュー長制御には，ALTQ 12)
の仕組みに追加実装を行う方法をとっている．ここで，
キュー長による遅延時間はインタフェース帯域値で割
算した値として求め，ビット演算により高速化を図っ
ている．この処理により，パケット転送処理において
許容範囲のオーバヘッドに抑えることを可能とした．
また，QTL方式では設定値の書き換えが発生するが，
TTLの処理と同程度とできるため，その処理は軽微で
ある．さらに，NTPにもHop-by-hopヘッダでQTL
およびMTQの各値を指定して時刻同期が可能なよう
に，ntp-4.2.0 をベースとしてパケット自己消滅手法
の実装を行い，MTQ/QTLの各パラメータを時刻同
期対象ごとに設定可能とした．図 8 にパケット自己消
滅手法で用いるパケットの構成図を示す．パケット破
棄を決定する各 MTQ/QTL のパラメータは 16 ビッ
トとしており，単位は msで指定可能としている．
この実装を用い，本稿ではMTQ方式に焦点を当て
て，実証実験で得られた効果について考察を行う．
5.2 MTQ方式の実証実験
パケット自己消滅手法の有効性の検証実験として，
実装したキュー長監視ルータ 1 台を経由した場合の
NTPを用いた時刻同期実験を行った．前章でNTPの
時刻同期精度を計測したときと同様なネットワーク構
成を用い，2 台の Stratum 2 を用意し一方は通常の
NTP，もう一方に MTQ = 1 と MTQ = 0 を設定
したパケットを用いてそれぞれ同じ Stratum 1 に対
してポーリング間隔を 64 sとして時刻同期を行った．
図 9 に実証実験時のネットワーク構成を示す．この
とき，Stratum 2 から Stratum 1 方向へクロストラ
ヒックを iperf 13) で発生させ，キュー長の変化が生じ
るようにしている．このクロストラヒックは TCPコ
1022 情報処理学会論文誌 Apr. 2005
図 9 MTP 方式検証実験の機器構成図
Fig. 9 The composition figure of the MTQ experiment.
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図 10 制御なしの場合の時刻同期精度
Fig. 10 The accuracy of time synchronization (no MTQ).
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図 11 MTQ = 1 とした場合の時刻同期精度
Fig. 11 The accuracy of time synchronization (MTQ = 1).
ネクション 8本によるもので，30 s間流し 30 s間停止
することを繰り返すトラヒックとしている．また，よ
りキュー長の変化を大きくし，観測結果を顕著にする
ために，Stratum 2側が 100Mbpsであるのに対して
Stratum 1側のネットワークを 10Mbpsとしている．
図 10 に通常の NTP による結果，図 11 と図 12
にそれぞれ MTQ = 1 と MTQ = 0 とした場合の
結果を示す．各図の縦軸の値は Stratum 2 で発生し
た 2週間の時刻オフセット値の変動を示している．通
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図 12 MTQ=0 とした場合の時刻同期精度
Fig. 12 The accuracy of time synchronization (MTQ = 0).
常の NTPによる時刻同期では，クロストラヒックに
よるキュー長の変化にともなう遅延時間の変化を大き
く受け，120ms 程度の大きな変動が発生しているこ
とが分かる．MTQ = 1 とした場合，ときおり大き
な変動を観測するが，通常の結果と比較すると時刻オ
フセット値の変動は小さくなっていることが分かる．
MTQ = 0 を指定した場合では，数十 µs程度の変動
しか観測されず，ここから，クロストラヒックによる
影響をほとんど受けずに時刻同期ができていることが
分かる．
6. 考 察
MTQ = 1 と MTQ = 0 の観測結果の比較から，
NTPにおける時刻修正アルゴリズムにおける統計処
理の限界が観測されている．NTPでは，周期的なポー
リングにより得られた複数の時刻オフセット値を用い，
実際に時刻修正を行うオフセット値を統計的に算出し
て，ネットワーク遅延の変動による影響を小さくして
いる．具体的には統計的に大きく外れた値が観測され
た場合には，そのときのデータを使用しないことで影
響を受けないようにしているが，その観測値が連続し
た場合には，そのデータが異常な値かどうか判断が不
可能であるため影響を受けてしまう．MTQ = 1 では
1ms以下の変動を排除できなかったため，キューイン
グによる影響が連続して観測された場合に大きな変動
として結果に現れたといえる．
これに対し MTQ = 0 とした観測結果では，ルー
タでのキューイングによる遅延時間のゆらぎを完全に
排除できていることから安定した時刻同期精度を得る
ことができている．この場合，約 50%程度の時刻同期
用パケットが 1台のキュー長監視ルータ上で破棄され
ていることが観測されたが，時刻同期を行ううえで十
分耐えうる量であり，制御なしではmsオーダでしか
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図 13 MTQ = 0 とした場合の時刻同期精度（一般 PC の場合）
Fig. 13 The accuracy of time synchronization on normal
PC (MTQ = 0).
同期できなかったものが µsオーダにまで時刻同期精
度を向上させられることが明らかになった．このよう
に MTQ = 0 とすることで，長期間にわたりネット
ワークによる影響を受けない時刻同期が可能であるこ
とを実験から求めることができ，本稿で提案する「パ
ケット自己消滅手法」の有効性が明らかになった．
最後に，破棄されるパケット量が NTPに与える影
響について考察する．NTPによる時刻同期では，ネッ
トワーク経由時のキュー長変化を排除できれは，周波
数一定と考えられる時間内に参照データが 2 つ以上
あれば原理的に時刻同期が可能である．すなわち，提
案方式で MTQ = 0 とすることでキュー長変化を排
除可能であるため，時刻スキュー変動が無視できる範
囲内に複数の計測パケットがあれば時刻同期ができる
といえる．今回の実証実験ではネットワークの影響を
確認するためにルビジウム基準信号発振器を用いてお
り，その時刻安定期間は約 1 週間14) と長く，ポーリ
ング間隔が 64 sで十分時刻同期が可能であった．実証
実験と同じ条件下で（計測期間は 1 週間），Stratum
2に利用する PCを水晶発振子利用の PCにした場合
の同期精度結果を図 13 に示す．結果は制御なしの場
合と比較して精度向上が見られたが，数msの変動が
いくつか観測されることが分かった．これは，一般的
な PCで用いられている水晶発振子では時刻安定期間
が約 1分14) であり，ルビジウムの場合と比較して短
期間であるため，ポーリング間隔 64 sでは十分な計測
パケットを得ることができなかったと考えられる．そ
のため，本手法を用いた一般的な PCでの時刻同期精
度向上においては，ポーリング間隔およびキュー遅延
の許容値と時刻同期精度のトレードオフに関して今後
検討する必要があるといえる．
7. お わ り に
本稿では，ネットワークを介した時刻同期精度向上
手法であるパケット自己消滅手法を提案した．この手
法はパケットにルータを通過可能な最大キュー遅延時
間または全キュー遅延時間を指定することで，指定値
以上の遅延が発生した場合にパケットが破棄される手
法であり，他のトラヒックには影響を与えないという
特長を持っている．また，本手法はルータにおける処理
がパケット転送処理の許容範囲と軽微であり，キュー
変動が大きく発生するルータを対応することで十分
な効果を得ることが期待できる．この手法の有効性を
シミュレーションおよび実装実験によって示し，通常
の NTPではネットワークトラヒックによる影響で百
ms 台の精度でしかない環境下において，MTQ 方式
で MTQ = 0 とした場合に十 µs台の精度まで向上で
きることを明らかにした．
今後はより広域な環境に適応させるために，本稿で
提案のみ行った QTL方式の実証実験を進める必要が
あると考えており，また，本手法を用いた一般的な水
晶発振子を用いた PCの精度向上に関して，与えるパ
ラメータと時刻精度の関係を検討する必要があり，今
後の課題としている．
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