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Introduction
The classical construction of a Vitali set, originally discovered by Giuseppe Vitali in
1905, shows that there exists a set of reals that is not Lebesgue measurable. The
construction, however, makes heavy use of the Axiom of Choice (AC), thus giving rise
to the natural question whether the existence of non-measurable sets can be established
solely on the basis of ZF1. The purpose of this thesis is to study the following answer
to this question that was given by Robert Solovay in his 1970 article [Sol70].
THEOREM (Solovay). Suppose that there exists a model of ZFC with an inaccessible car-
dinal. Then, there exists a model of ZF + DC in which every set of reals is Lebesgue
measurable and has the perfect set property.
The result is an application of Cohen’s method of forcing, and similarly to Cohen’s
celebrated result on the independence of the continuum hypothesis, Solovay’s Theorem
resolved a classical problem whose earliest formulations were known already at the
beginning of the 20th century. Particularly remarkable was the level of the forcing ar-
guments being used in the proof of the result, considering that Solovay had established
his result already in 1964, only a year after Cohen’s formulation of forcing.
The proof of the Theorem is mainly a study of two distinct notions of forcing that
are nowadays known as the Lévy collapse and the random real forcing. The firstly men-
tioned forces all ordinals below an inaccessible cardinal to become countable ordinals
in the generic extension, so that the inaccessible then becomes the first uncountable
ordinal ω1 in the extension. The notion was devised by Azriel Lévy, who utilized it
to obtain the relative consistency of ”every well-ordering of the reals that is definable
from a countable sequence of ordinals is countable”, but only after Solovay’s appli-
cation did the notion become a standard tool in forcing arguments. Since then, the
method has proven to be useful in situations where some combinatorial principles of
ω1 or ω2 are being considered, while assuming the existence of an inaccessible cardi-
nal. An example is the model constructed by Jack Silver ([Sil71]) in which there are no
Kurepa trees. The latter notion, random real forcing, was invented by Solovay for the
purpose of applying Cohen’s method to solve measure theoretic problems. Most of the
initial applications of forcing used partial orderings of functions in the spirit of Cohen’s
original ideas, but Solovay stepped out of this framework by introducing his notion in
which he considered the partial ordering of Borel sets with positive measure, ordered
by set inclusion. A generic filter of such partial ordering will, in a sense, converge to
a single real number called the random real, and these reals completely determine the
generic extensions of this forcing. Studying properties of the random reals is a major
part in the proof of Solovay’s result.
A fact worth noting is that the formulation of Solovay’s Theorem which we gave
above can be further strengthened and generalized: In [Sol70], Solovay considers one
more regularity property of sets of reals, the property of Baire. Indeed, it can be shown
1ZF is Zermelo-Fraenkel set theory, ZFC is ZF with AC, and ZF + DC is ZF with the Principle of
Dependent Choices.
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that the model we construct for obtaining Solovay’s result satisfies also the statement
”every set of reals has the property of Baire”. The proof of this highly resembles the
proof of the Lebesgue measurability portion of the Theorem, but some modifications
are needed (see [Sol70] or [Jec02]). Furthermore, if R is replaced by a complete sep-
arable metric space, and if moreover the Lebesgue measure is replaced by any σ-finite
Borel-measure on X, the Theorem still holds (a proof of this is sketched at the end of
[Sol70]).
This paper consists of four sections. The first section briefly reviews essential back-
ground needed for understanding the theory developed in later sections. This review
includes basic results on models of set theory and Lebesgue measure, relative con-
structibility and most notably forcing. The treatment of the topics reflects our ultimate
desire for obtaining Solovay’s Theorem, and some of the results presented here are
already crucial points in the very proof of the Theorem. Proofs are sometimes given
for the sake of completeness or due to motivational reasons, but often times they are
omitted as it is assumed that the reader is already familiar with most of the concepts
touched upon in this section.
The second section begins with a brief discussion on product forcing, and after this
we swiftly proceed to consider forcing with the Lévy collapse partial ordering. We es-
tablish some elementary properties of this forcing, and the section then culminates in
the proof a special property which is later seen to be the key technical fact we need
about the generic extensions of this notion of forcing. As a further application of the
Lévy collapse, we will in this section also prove the previously mentioned Silver’s result
by producing a generic extension in which there are no Kurepa trees.
In the third section, a connection of forcing with measurability is attained by intro-
ducing the notion of a random real. This involves coding certain Borel sets of reals with
countable objects, so that we can connect Borel sets of a transitive model to Borel sets
of the real world with similar topological and measure theoretical properties. Solovay
utilized a coding for all Borel sets in [Sol70], but here we will only consider a coding
up to Gδ-complexity, a simple device that is nevertheless sufficient for the problem at
hand.
Finally, in the fourth section we combine the theory developed in the previous sec-
tions and prove Solovay’s Theorem. In this section we will also as a further preliminary
study the concept of ordinal-sequence definability, as it plays an important role in the
construction of Solovay’s model. Due to the well-known issues with ”undefinability
of truth”, it is not entirely obvious that this concept is expressible in set theory, and
thus we spend some time here to justify our definitions. At the end of section four, we
will also very briefly consider the question whether the condition on the inaccessible
cardinal can be removed from Solovay’s Theorem.
I would like to thank Tapani Hyttinen, most heartedly, for suggesting me this interesting
topic as well as for providing guidance and useful advice during the preparation of this
paper.
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4 1. Notation and Preliminaries
1 Notation and Preliminaries
The mathematical results of this section are theorems of either ZF, ZFC, or ZF + DC
(DC is introduced in 1.3). Sometimes (e.g. when developing measure theory) it is
important that we work without AC, because we want to have the developed theory
in models of ZF + DC aswell; in such cases we will explicitly point out the underlying
theory. Other times the work environment does not really matter for us (as long as it
is among these three theories), and thus we will not bother to be specific.
1.1 Models and Absoluteness
The language of set theory is the first order language with the binary relation symbol
∈ as the only non-logical symbol. Generally, models for this language are of the form
〈M,E〉, where M is a class and E ⊂ M ×M , but in our considerations M will always
be transitive and E will always be {(x, y) : x ∈ y ∈ M}. Thus we may identify the
model 〈M,E〉 with its universe M without there being any room for confusion.
If ϕ is a formula in the language of set theory, then ϕM denotes the formula we
obtain by relativizing all the quantifiers appearing in ϕ to M (defined rigorously by
recursion on the complexity of ϕ). We then extend this notation to classes. I.e., if
C = {x : ϕ(x)} is a class, then CM denotes the class {x ∈M : ϕ(x)M}. We also write
M |= ϕ in room of ϕM , and say that ”M satisfies ϕ”, ”ϕ holds in M” etc..
Let Σ be a collection of sentences (i.e. Σ is a theory). Then, we write M |= Σ and
say that M is a model of Σ, if M |= ϕ for all ϕ ∈ Σ. Furthermore, Con(Σ) denotes a
sentence (expressible in ZFC) which asserts that there is no formal proof of a contra-
diction from Σ. By the well-known Completeness Theorem, Con(Σ) is equivalent (in
ZFC) with the statements that Σ has a model.
For clarity, when ”mathematical English” is used to abbreviate the actual formula
under consideration, we use corner quotes to separate the formula from the surround-
ing text, like M |= ⌜∃κ (κ inaccessible)⌝. The only exception to this is encountered in
4.1, where ⌜ϕ⌝ actually denotes a code for the formula ϕ instead.
Let On denote the class of all ordinal numbers. An inner model of a theory Σ is
a transitive class C, such that C |= Σ and On ⊂ C. Then the Gödel’s constructible
universe L can be characterized as the least inner model of ZF.
1.1.1 DEFINITION. Let ϕ(x¯) be a formula with free variables among x¯ = (x1, . . . , xn).
Then, ϕ is absolute between the classes M and N , if
∀x¯ ∈ (M ∩N)n( ϕ(x¯)M ↔ ϕ(x¯)N ).
In case N = V , we say that ϕ is absolute for M .
Let M be a set. Then, a submodel N of M is any subset N ⊂ M endowed with the
binary relation ∈ N =∈ ∩(N ×N). A submodel N of M is an elementary submodel, if
for every formula ϕ(x1, . . . , xn) and for all x¯ ∈ Nn, N |= ϕ(x¯) iff M |= ϕ(x¯).
We recall the following three standard tools for constructing models of set theory:
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1.1.2 FACT (Löwenheim-Skolem). Suppose that X ⊂ M . Then there exists an elemen-
tary submodel N of M such that X ⊂ N and |N | ≤ |X|+ ω.
1.1.3 FACT (Reflection Principle). Suppose that C is a non-empty class, and let F be a
function On→ V . Assume that the following conditions hold:
(i) ∀α, β ∈ On (α < β → F (α) ⊂ F (β)),
(ii) if γ is a limit ordinal, then F (γ) =
⋃
β<γ F (β),
(iii) C =
⋃
α∈On F (α).
Then, for any finite sequence 〈ϕn〉n≤m of formulas and for all α ∈ On, there is a limit
β > α such that the ϕn are all absolute between C and F (β).
1.1.4 FACT (Mostowski’s Collapse). Assume that E is a well-founded and extensional
relation on a class M . Then there is a unique transitive class N , and a unique mapping
pi : M → N such that:
(i) pi is an isomorphism 〈M,E〉 → 〈N,∈〉,
(ii) if T ⊂M is transitive, then pi(x) = x for all x ∈ T .
Facts 1.1.2 and 1.1.4 are theorems of ZFC, whereas Fact 1.1.3 is really a schema in
the metatheory that produces a theorem of ZFC for each fixed C, F and 〈ϕn〉n≤m. As
an easy corollary of these three we obtain:
1.1.5 COROLLARY. Let Σ be a finite theory. Then there exists a countable and transitive
model 〈M,∈〉 such that ∧
Σ ↔ M |=
∧
Σ.
1.2 Sets of Reals
Let Q denote the set of rational numbers, and let R denote the set of real numbers.
Throughout this thesis we assume that these sets have been defined in such a way that
QM = Q and RM = R∩M for any transitive model M of ZF. Definitely, any reasonable
definition of Q will result in Q being an absolute concept. Then, a fitting definition for
R would be to define R as the collection of all Dedekind cuts of rationals.
Recall that a set of reals X is Borel, if X belongs to the smallest σ-algebra of R
which contains all closed sets of reals. A Borel set X is a Gδ-set, if it has a representa-
tion of the form X =
⋂
n∈ω On, where the sets On are all open, and X is an Fσ-set if
X =
⋃
n∈ω Fn, where the sets Fn are all closed.
The set N = ωω equipped with the product topology is called the Baire space. Let
ω<ω be the set of all finite sequences of elements of ω. If s ∈ ω<ω is the sequence
〈n0, . . . , nm〉, then s_k denotes the extension of s by k: s_k = 〈n0, . . . , nm, k〉. For
each s ∈ ω<ω, put Os = {ξ ∈ ωω : s ⊂ ξ}. The sets Os form a basis for the topology of
N , and in this topology the sets Os are also closed.
In the literature, elements of N are sometimes called irrationals due to the fact
that N is homeomorphic with the irrational numbers. One way to obtain this homeo-
morphism is by identifying x ∈ N with the continued fraction [x(0);x(1), x(2), . . .]. In
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modern descriptive set theory, it is common to first prove results about N , and then
apply a connection such as the one just described to later obtain results about R. There
are various reasons for taking this approach; for instance, sets of certain type (such as
analytic sets) have simple representations in N , and codings are more naturally done
with functions ω → ω than with reals. We will, however, only utilize this method once,
and even then the following weak connection suffices:
1.2.1 LEMMA. There exists a (definable) continuous bijection F : N → R.
PROOF. Let f be an arithmetical bijection ω → Z. By recursion on dom(s), define for
each s ∈ ω<ω a closed interval Is as follows:
(i) I∅ = R and I〈n〉 = [f(n), f(n) + 1].
(ii) If dom(s) ≥ 1 and if Is = [a, b], then for any n ∈ ω let
Is_n =
[
a+
b− a
n+ 2
, a+
b− a
n+ 1
]
The desired mapping F is now obtained by letting F (ξ) be the unique element lying in⋂
n∈ω Iξn.
Let X be a product space of the form Y1 × · · · × Yk, where k ≥ 1 and each Yk ∈
{R,N}. A subset A ⊂ X is called analytic, if A is the projection of a closed subset of
X ×N , i.e. there is a closed F ⊂ X ×N such that
A = {x ∈ X : ∃ξ ∈ N (x, ξ) ∈ F}.
LetΣ11 denote the collection of all analytic subsets of any such product spaces X. Then,
by induction on n ≥ 1 we define the collections Σ1n and Π1n as follows:
Σ11 = the collection of all analytic sets,
Π1n = all complements of Σ
1
n sets,
Σ1n+1 = all projections of Π
1
n sets.
A set is projective, if it belongs to Σ1n or Π
1
n for some n ≥ 1. Let Σ1n(R) = Σ1n ∩ P (R)
and Π1n(R) = Π1n ∩ P (R).
1.3 Measurability and the Perfect Set Property
We assume that the reader has seen a development for the basic theory of Lebesgue
measure, but we will nevertheless recall some facts that are particularly useful for our
purposes. The omitted proofs are present in most of the elementary level textbooks on
the subject, such as [Hal50].
The outer measure m∗(X) ∈ [0,∞] of a set X ⊂ R can be defined as the infimum
of the sums
∑∞
n=0 v(In), where {In : n ∈ ω} is a collection of closed intervals with
rational end points such that X ⊂ ⋃n∈ω In, and v(In) denotes the length of the interval
In. Then, X is null, if m∗(X) = 0, and X is Lebesgue measurable, if for every Y ⊂ R,
m∗(Y ) = m∗(Y ∩X) + m∗(Y \X). For a Lebesgue measurable set X we write m(X)
instead of m∗(X) and call m(X) the Lebesgue measure of X.
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1.3.1 FACT. (i) All null sets and intervals are measurable, and the measure of an interval
is its length.
(ii) The collection of all measurable sets forms a σ-algebra.
(iii) The measure m is σ-additive: if 〈Xn〉n<ω is a sequence of disjoint measurable sets,
then m(
⋃
n<ωXn) =
∑∞
n=0m(Xn).
So by (i) and (ii), every Borel set is measurable. In terms of measure, measurable
sets can be approximated sharply by Borel sets:
1.3.2 FACT. (i) For any measurable set X ⊂ R and for all ε > 0, there exists an open set
O and a closed set F such that F ⊂ X ⊂ O, m(F ) + ε > m(X) and m(O)− ε < m(X).
(ii) For any measurable set X, there exists a Gδ-set G and an Fσ-set H such that H ⊂
X ⊂ G and m(H) = m(X) = m(G).
Part (i) of the Fact follows from the definition of the outer measure, and part (ii) is
an easy consequence of (i). One can then apply (ii) to obtain the following characteri-
zation of measurability:
1.3.3 COROLLARY. A set X ⊂ R is Lebesgue measurable iff there exists a Borel set B such
that X4B is null.
In order to establish the above Facts as well as other positive results about mea-
sure and measurability, one does not need full AC. On the other hand, basic measure
theory constantly assumes statements like ”the countable union of countable sets is
countable”, and these require the use of some weak form of AC. In fact, it is known
to be consistent with ZF ([Jec73] chapter 10) that R is a countable union of countable
sets. So if m then had its usual properties, we would have that m(R) = 0. Since we
want that the models we construct are reasonable enviroments for developing measure
theory, we introduce a choice principle which guarantees that m has all its usual prop-
erties, but (as we will see) is still too weak to refute the statement that there exists a
non-measurable set.
The Principle of Dependent Choices (DC): Let R be a binary relation on a non-empty set
X, and assume that
∀x ∈ X ∃y ∈ X xRy .
Then there exists a sequence f ∈ Xω such that
∀n ∈ ω f(n)Rf(n+ 1) .
1.3.4 LEMMA. (i) AC implies DC.
(ii) DC implies the Countable Axiom of Choice (ACω), i.e. the statement that every count-
able collection of non-empty sets has a choice function.
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PROOF. For (ii), suppose that F is a countably infinite family of non-empty sets. Let
g : ω → F be a bijective map. Then, define the relation R on ω × (⋃F) by stipulating
that
(n, x)R(m, y) ↔ m = n+ 1 ∧ y ∈ g(m).
An application of DC to R will produce an element m ∈ ω and a sequence 〈(n, xn) :
m ≤ n < ω〉 such that xn ∈ g(n) for all n ≥ m. We may replenish this sequence to then
obtain a sequence 〈(n, xn) : n < ω〉 such that xn ∈ g(n) for all n ∈ ω. Now a choice
function h for F is obtained by letting h(x) = xg−1(x).
It follows that DC implies the above results on measurability as well as the regular-
ity of ω1, since ACω is enough for obtaining these. There are models of ZF in which DC
fails but ACω holds ([Jec73] chapter 8 presents such a model). I.e. the implication of
Lemma 1.3.4 (ii) can not be reversed.
Recall that a point x ∈ R is an isolated point of a set X ⊂ R, if there is an open set
U ⊂ R with U ∩X = {x}.
1.3.5 DEFINITION. A set of reals X is perfect, if X is closed, nonempty and contains no
isolated points. The set X has the perfect set property, if X is countable or else contains
a perfect set.
Perfect sets were originally considered by Cantor in his pursue for attempting to
prove CH. The connection to CH is given by item (i) of the following Fact (for a proof,
see [Jec02] p. 40):
1.3.6 FACT. The following statements are provable in ZF:
(i) Every perfect set has cardinality 2ω.
(ii) Every closed set of reals has the perfect set property.
1.3.7 LEMMA. It is provable in ZF + ⌜∃A (A well-orders R)⌝, that there exists a set that
does not have the perfect set property and is non-measurable.
PROOF. Let c denote the cardinality of the continuum, which is defined by the as-
sumption. Every perfect set is closed, so there are at most c distinct perfect sets of
reals. On the other hand, e.g. every closed interval (with atleast two points) is perfect,
so it follows by an application of the Schröder-Bernstein Theorem that there are exactly
c perfect subsets of reals. Hence we may fix an enumeration 〈Pα : α < c〉 of these as
well as a well-ordering ≺ of R. By recursion on α < c, construct reals xα and yα as
follows: Let xα be ≺-least with xα ∈ Pα \ ({xβ : β < α} ∪ {yβ : β < α}). Then, let yα
be ≺-least with yα ∈ Pα \ ({xβ : β ≤ α}∪ {yβ : β < α}). Set X = {xα : α < c}. Then
X is uncountable and can not contain a perfect subset: If P is perfect, there is α with
P = Pα so that yα ∈ P \X. The set X is not measurable either: Either m∗(X) > 0 or
m∗(R \X) > 0. Suppose that the former holds. If X is measurable, then by 1.3.2 there
is a closed set F ⊂ X with positive measure. The set F must be uncountable, so by
1.3.6 (ii) there is a perfect set P ⊂ F ⊂ X, a contradiction. The other case is similar
due to the construction of X.
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The above construction of a non-measurable set is typical in that it heavily relies
on the existence of a well-ordering of the reals. Notice that if V = L, then there exists
a definable set of reals that is not Lebesgue measurable. In fact, it is known that in
this case the non-measurable set can be found so that it is ∆12(R) i.e. both Σ12(R)
and Π12(R), but the proof of this result is outside the scope of this thesis (see e.g.
[Kan03] p. 169). So ZFC does not prove the measurability of ∆12(R) sets (assuming
ZFC is consistent). On the other hand, some simple definable sets, such as Borel sets
and Σ11(R) sets are always measurable (and have the perfect set property), and the
arguments used in the proofs of these results can be carried out in ZF + DC ([Jec02]
p. 155).
1.4 Relative Constructibility
For any sets x and M , let Defx(M) denote the collection of all sets A ⊂ M that are
definable (with parameters) in the model 〈M,∈, x ∩M〉, where x ∩M is considered
to be a unary predicate. Now, by transfinite recursion we define the hierarchy of sets
constructible relative to x as follows:
L0[x] = ∅
Lα+1[x] = Defx(Lα[x])
Lα[x] =
⋃
β<α
Lβ[x] for limit α.
Furthermore, let L[x] =
⋃
α∈On Lα[x].
The model L[x] generalizes the original model L of Gödel since L[∅] = L. An
argument that uses an instance of the replacement schema yields x ∩ L[x] ⊂ Lα[x]
for some α ∈ On, and so x ∩ L[x] ∈ Lα+1[x] ⊂ L[x]. Basic theory of the model L[x] is
developed e.g. in [Jec02] (section 13) or [Dra74] (chapter 5), and these developments
give the following facts:
1.4.1 FACT. For any set x:
(i) If α ≥ ω, then |Lα[x]| = |α|.
(ii) The function (α, x) 7→ Lα[x] is absolute for transitive models of ZF.
(iii) L[x] is an inner model of ZFC.
In our considerations we will always have x ⊂ L, in which case L[x] is the least
inner model N of ZF with x ∈ N (by the above Fact). Gödel used his model L to
establish the relative consistency of the Generalized Continuum Hypothesis (GCH).
The model L[x] might not always satisfy GCH. For instance, if CH does not hold in V ,
we could choose x so that x codes ω2 subsets of ω, whereupon L[x] would know that
there are ω2 ≥ ωL[x]2 > ωL[x]1 subsets of ω. Still, we have the following:
1.4.2 LEMMA. There is a formula θ(u) with a single free variable u, such that for any
x ⊂ ω, L[x] |= θ(x), and if N is any transitive set with x ∈ N and N |= θ(x), then
N = Lγ [x] for some limit ordinal γ.
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PROOF. We can find a finite fragment Σ ⊂ ZF such that both of the functions (α, y) 7→
Lα[y] and α 7→ α + 1 are absolute for all transitive models N of Σ. It is furthermore
possible to write down a formula θ(u) expressing the statement
∧
Σ∧ (∀y ∃α ∈ On y ∈
Lα[u]). Then L[x] |= θ(x) by 1.4.1 (ii). Suppose that N is a transitive set with x ∈ N
and N |= θ(x). Let γ be the least ordinal not in N . Then γ is a limit ordinal, because
N is closed under ordinal successor operation. Moreover, N = Lγ [x]: If α < γ, then
α ∈ N by minimality of γ, and so we obtain Lα[x] ⊂ N by applying transitivity of N
together with 1.4.1 (ii). On the other hand, if a ∈ N , then N |= ⌜(∃α ∈ On)a ∈ Lα[x]⌝.
Again by absoluteness, a ∈ Lα[x], and of course α ∈ OnN = γ.
1.4.3 THEOREM. If x ⊂ ω, then L[x] |= GCH.
PROOF. While working in V , we assume that V = L[x] and prove that GCH follows.
This suffices by 1.4.1. Suppose that κ is an infite cardinal and a ⊂ κ. We show that
a ∈ Lκ+ [x]. This will yield P (κ) ⊂ Lκ+ [x] from which the result follows because
|Lκ+ [x]| = κ+.
Now L[x] |= θ(x). Notice that the hierarchy 〈Lα[x] : α ∈ On〉 is subject to the
reflection principle 1.1.3, so there exists γ > κ such that x, a ∈ Lγ [x] and Lγ [x] |= θ(x).
By 1.1.2, there is an elementary submodel M of Lγ [x] such that Lκ[x]∪{x}∪{a} ⊂M
and |M | = κ. Let N denote the model we obtain by collapsing M with mapping
pi : M → N given by 1.1.4. We must have pi(a) = a and pi(x) = x because M
contains the transitive set Lκ[x] ∪ {x} ∪ {a}. Thus a ∈ N and N |= θ(x), so we have
that N = Lβ[x] for some limit ordinal β. But κ = |M | = |N | = |Lβ[X]| = |β|, so
β < κ+.
1.4.4 LEMMA. Let x ⊂ ω be such that (the real) ω1 is a successor cardinal in L[x]. Then
there exists y ⊂ ω such that ω1 = ωL[y]1 .
PROOF. Let α ∈ On be such that ω1 = (α+)L[x]. Then α is a countable ordinal (in V ),
so there exists a well-ordering ≺⊂ ω × ω of type α. We can find a set z ⊂ ω that codes
the well-ordering ≺ (e.g. by using the canonical pairing function ω × ω → ω), so that
≺∈ L[z]. Let y ⊂ ω code both of the sets x, z. Then α is countably infinite in L[y] so
that (α+)L[y] = ωL[y]1 . But (α
+)L[y] ≥ ω1: Otherwise (α+)L[y] < ω1 and this contradicts
ω1 = (α
+)L[x]. Thus ω1 = ω
L[y]
1 .
1.5 Forcing
In order to establish Solovay’s Theorem, we have to find a model in which all sets of
reals are Lebesgue measurable. It is consistent to have V = L, and in this case L is
the only transitive proper class model of ZF. Then, since L |= AC, there exist non-
measurable sets. Hence, to find the appropriate model we should look at extensions of
V rather than its submodels.
In the method of forcing, a transitive model M of set theory is extended to another
transitive model M [G] called the generic extension. Much of the subsequent sections
will deal with these extensions M [G], their submodels, as well as tools for discussing
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measure theoretic concepts inside M [G], and eventually this will lead to the discovery
of the desired model. But let us first begin by briefly reviewing the machinery associ-
ated with forcing.
Let 〈P,≤〉 be a partially ordered set. We call P a forcing poset (or a notion of
forcing). Whenever P has a greatest element, it is denoted by 1. If p, q ∈ P and p ≤ q,
we say that p extends q. Two elements p, q ∈ P are incompatible, denoted p ⊥ q, if
there does not exists an element r ∈ P such that r ≤ p and r ≤ q. Otherwise they are
compatible. A subset D ⊂ P dense (in P) if
(∀p ∈ P)(∃q ∈ D) q ≤ p.
The set D is open dense, if D is (in addition to the above condition) downward closed:
∀p ∈ P ∀q ∈ D (p ≤ q → p ∈ D).
1.5.1 DEFINITION. Let 〈M,∈〉 be a transitive model of ZFC and suppose that P ∈ M
is a forcing poset. Then G ⊂ P is a P-generic filter over M if the following conditions
hold:
(∀p ∈ P)(∀q ∈ G) q ≤ p → p ∈ G,(G1)
(∀p, q ∈ G)(∃r ∈ G) r ≤ p ∧ r ≤ q,(G2)
G ∩D 6= ∅ for every dense D ⊂ P in M.(G3)
It is easy to see that ”dense” in clause (G3) of the above Definition can be replaced
by ”open dense”. Furthermore, the property (G2) can be replaced by the following
weaker condition:
(∀p, q ∈ G)(∃r ∈ P) r ≤ p ∧ r ≤ q(G2’)
To see this, let p, q ∈ G and assume (G2’). Set D = {r ∈ P : r ⊥ p ∨ r ⊥ q ∨ (r ≤
p ∧ r ≤ q)}. Then D is dense and D ∈M , so that D ∩G 6= ∅. If r ∈ D ∩G, then r ≤ p
and r ≤ q by definition of D as r must be compatible with p and q.
We assume that the reader knows basic forcing as presented in texts such as [Kun80]
and [Jec02], up to an application such as the relative consistency of ¬CH. We are not
going to specify any precise formulation of forcing, but only discuss some of its features
in what follows.
Let I denote the statement that there exists an inaccessible cardinal, and letΩ denote
the statement ”every set of reals definable from a countable sequence of ordinals is
Lebesgue measurable and has the perfect set property”. In this thesis, we are going to
begin with a countable transitive model M of ZFC + I, called the ground model, and
then we will proceed to find a forcing poset P such that M [G] |= ZFC +Ω when G is
P-generic over M . Such models M can not be shown to exist in ZFC due to Gödel’s
Second Incompleteness Theorem, but a careful analysis of our methods will show that
for every finite Σ ⊂ ZFC, there exists a larger finite Σ0 ⊂ ZFC + I such that any
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countable and transitive model of Σ0 can be extended to a countable transitive model
of Σ + Ω. Since any proof for a contradiction from ZFC + Ω uses only finitely many
axioms, and since ZFC + I proves that any such Σ0 has a countable transitive model by
1.1.5, this suffices for Con(ZFC + I) → Con(ZFC +Ω).
For now, suppose that the ground model M is a countable and transitive model of
ZFC. If P is a forcing poset lying in M , then P-generic filters G over M indeed exist. For
any suchG, the modelM [G] is then uniquely characterized by the statement thatM [G]
is the least transitive model N of ZFC with M ∪ {G} ⊂ N . A basic fact about M [G] is
that all its elements are definable from G and finitely many elements of M . The model
M [G] is a countable and transitive model of ZFC, but the theorems that M [G] satisfies
in addition to the axioms of ZFC depend on the choice of P (and possibly G).
An element of M [G] is connected to the ground model M through a set lying in
M , called a name (or P-name), which completely describes how the element has been
built. When concretely discussing an element x ∈ M [G], a name for it is usually
denoted by a letter with a circle over it, like ◦x. We let MP denote the definable class of
M that consists of all the P-names. The interpretation of a name τ ∈MP in the generic
extension M [G] is denoted by τG, and if x ∈ M [G], then ◦xG = x. For x ∈ M , xˇ is the
canonical name for x and
◦
G is the canonical name for the generic filter: xˇH = x and
◦
GH = H for every P-generic H.
We establish two simple ”invariance properties” of generic extensions that will be
particularly useful in product forcing arguments later.
1.5.2 LEMMA. Let P and Q be two forcing posets lying in M , and let f : P → Q be an
order isomorphism in M . If G ⊂ P, then G is P-generic over M iff f [G] is Q-generic over
M . Furthermore, M [G] = M [f [G]].
PROOF. A straightforward verification shows that f [G] is Q-generic over M , given that
G is P-generic over M . Then the first part of the Lemma follows, because f−1 is also an
order isomorphism lying in M . The last claim can be seen by applying the minimality
properties of the appearing generic extensions.
1.5.3 LEMMA. Let P be a forcing poset lying in M , and assume that in M , D is a dense
subset of P. The mapping G 7→ G ∩D then gives a bijection between P-generic filters over
M and D-generic filters over M . Moreover, M [G] = M [G ∩D] whenever G is P-generic
over M .
PROOF. If G is P-generic over M , then G∩D satisfies (G2’): If q, q˜ ∈ G∩D, then there
is some p ∈ G with p ≤ q, q˜. Now by density of D, we can find an element r ∈ D with
r ≤ p. Since any dense subset of D is also a dense subset of P, it follows that G ∩ D
satisfies (G3) of 1.5.1 The clause (G1) is easy to verify, and so G∩D is D-generic over
M . If instead we are given a D-generic H filter over M , then G = {p ∈ P : (∃q ∈
H) q ≤ p} is P-generic and G ∩D = H. Since this definition of G takes place in M [H],
we have that M [G] = M [H].
To see that the mapping G 7→ G ∩ D is injective, fix two P-generic filters G and
F and suppose that G 6= F . By symmetry we may assume, that there exists some
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p0 ∈ G \ F . Next, observe that the set X = {p ∈ D : p ⊥ p0 ∨ p ≤ p0} is a dense
subset of D lying in M , and so there is an element q ∈ X ∩ (F ∩D). Since q ∈ X, we
must have q ⊥ p0, and so it follows that q /∈ G. Hence G ∩D 6= F ∩D.
In order to be able to lay our hands on the ground model M inside M [G], we are
going to make the additional assumption that (V = L)M . For our purposes, this can be
done without harming generality at all, due to the following:
1.5.4 LEMMA. If N is an inner model of ZFC and if κ is an inaccessible cardinal, then κ
is also inaccessible in N .
PROOF. To see that κ remains as a strong limit cardinal inN , let µ < κ. SinceN |= AC,
we have that (2µ < κ)N or (2µ ≥ κ)N , and the latter is impossible as it would imply
2µ ≥ κ.
So by the foregoing, if κ is an inaccessible cardinal of the ground model M , then κ
remains inaccessible in LM . Of course LM is also a countable and transitive model of
ZFC. Proceeding now with the assumption (V = L)M , since OnM = OnM [G], we have
by absoluteness of constructibility that M = LM = LM [G]. The ground model now also
”has a canonical name” in the sense that we can write down a formula ϕ(x) with the
property that in any generic extension M [G], M [G] |= ϕ(x) iff x ∈ M . Thus from now
on, we always assume (V = L)M , and we will simply write x ∈ Mˇ in room of ϕ(x).
The forcing language consists of all logical formulas formed by using any names in
MP as constant symbols in addition to the binary relation symbol ∈. Then, whenever
ϕ is a sentence of the forcing language and p ∈ P, we denote the forcing relation (for P
and M) by p P,M ϕ. That is, p P,M ϕ , if M [G] |= ϕ for all P-generic G over M with
p ∈ G, where one interprets the names appearing in ϕ according to G. Often times we
are considering just one ground model M and a forcing poset P. Then we can, without
a risk of confusion, write  instead of P,M . An important property of forcing is the
definability of  in the ground model: For every formula ϕ(x1, . . . , xn), and for every
p ∈ P, τ1, . . . , τn ∈MP, there is a formula ψ(y, x1, . . . , xn+1) such that
p  ϕ(τ1, . . . , τn) iff M |= ψ(P, p, τ1, . . . , τn).
In [Kun80], this result is proved by using recursion on the length of ϕ to define another
relation p ∗ ϕ (in V , for a fixed P) that does not talk about models at all, in such a way
that M |= ⌜p ∗ ϕ(τ1, . . . , τn)⌝ iff p P,M ϕ(τ1, . . . , τn) for any ground model M with
P ∈ M and τ1, . . . , τn ∈ MP. Since the canonical P-name xˇ can be defined absolutely
from x and P, the following result follows immediately from what was stated above:
1.5.5 LEMMA. Let P be a forcing poset and let ϕ(x1, . . . , xn) be a formula in the lan-
guage of set theory. Then there exists another formula θ(y, x1, . . . , xn) such that for any
countable and transitive model M of ZFC with P ∈M , and for any a1, . . . , an ∈M ,
M |= θ(P, a1, . . . , an) iff 1  ϕ(aˇn, . . . , aˇn).
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Another fundamental result that is constantly applied in forcing arguments is the
connection between forcing and truth: If G is P-generic over M and if M [G] |= ϕ, then
for some p ∈ G, p  ϕ.
We conclude this review of forcing by examining some cardinal preservation results
through chain conditions. Recall that a subset A of a partial order P is an antichain in
P if any two elements of A are pairwise incompatible: (∀p, q ∈ A) p ⊥ q. In case A is
an antichain in the set {q ∈ P : q ≤ p}, where p ∈ P, we say that A is an antichain
below p. Let κ be a cardinal. A partial order P has the κ-chain condition (abbreviated
κ-cc) if every antichain in P has cardinality strictly less than κ.
Now, let κ be a cardinal of the ground model M , and let Card(κ) abbreviate the
statement that κ is a cardinal. Then, we define as follows:
P preserves cardinals ≥ κ, if for every ordinal α ∈ OnM with α ≥ κ: If Card(κ)M ,
then Card(κ)M [G], whenever G is P-generic over M ;
P preservers cofinalities ≥ κ, if for every limit ordinal α ∈ OnM with cf(α)M ≥ κ:
cf(α)M = cf(α)M [G], whenever G is P-generic over M ;
P collapses κ, if M [G] |= ¬Card(κ) for all P-generic G over M .
1.5.6 LEMMA. If M |= ⌜κ is regular⌝ and if P preserves cofinalities ≥ κ, then P preserves
cardinals ≥ κ.
PROOF. Otherwise, we find a P-generic G and the least α ≥ κ such that α is a cardinal
in M but not in M [G]. Since P preserves cofinalities, α can not be regular in M . Thus
α > κ and α = sup {β : κ ≤ β < α ∧ Card(β)M}. But then by minimality of α, α is
also a supremum of cardinals in M [G], and thus a cardinal in M [G] after all.
The κ-cc property is connected to cardinal preservation by the following standard
result ([Kun80] p. 213): If (P has κ-cc)M , then P preserves cofinalities ≥ κ. Another
consequence of the κ-cc property is that it places upper limits for powers of cardinals.
1.5.7 LEMMA. Assume that the following conditions hold relativized to M : The infinite
forcing poset P has κ-cc and θ = (|P|<κ)λ. Then, M [G] |= ⌜2λ ≤ θ ⌝, whenever G is
P-generic over M .
PROOF. Let X ∈ P (λ)M [G], and let ◦X be a P-name for X lying in M . Working in M ,
for each α < λ we apply Zorn’s lemma to find a set AXα ⊂ P such that
(i) AXα is an antichain,
(ii) (∀p ∈ AXα ) p  αˇ ∈
◦
X,
(iii) AXα is maximal with respect to (i) and (ii).
Since AC holds in M , we may assume that the sequence 〈AXα : α < λ〉 lies in M.
Next, we show that for all α ∈ X, AXα ∩ G 6= ∅. Suppose instead, for purposes of
contradiction, that AXα ∩G = ∅. Now
D = {p : (∃r ∈ AXα ) p ≤ r} ∪ {q : (∀r ∈ AXα ) r ⊥ q}
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is a dense subset of P lying in M , and hence there exists an element q ∈ G ∩ D. By
assumption, the element q must satisfy r ⊥ q for all r ∈ AXα . Let q′ ∈ G be such that
q′  αˇ ∈ ◦X, and find q˜ ≤ q, q′ such that q˜ ∈ G. But now AXα ∪ {q˜} witnesses that
AXα is not maximal, a contradiction. It follows that different subsets of λ correspond
to different sequences of antichains, and by ACM [G] we may assume that the function
X 7→ 〈AXα : α < λ〉 lies in M [G]. This suffices, because (P has κ-cc)M implies that
there are at most θ such sequences in M .
This Lemma implies the following ”inaccessibility preservation” result, which we
will need later.
1.5.8 THEOREM. Let κ ∈ M be such that (|P| < κ)M . If M |= ⌜κ is inaccessible⌝, then
M [G] |= ⌜κ is inaccessible⌝.
PROOF. It is easy to see that κ is a regular and uncountable cardinal of M [G]. Then,
assume that µ < κ. As P has |P|+-cc (in M), Lemma 1.5.8 implies that (2µ ≤ θ)M [G],
where θ satisfies the following relativized to M :
θ = (|P|<|P|+)µ ≤ 2|P|·µ < κ.
Thus κ remains as a strong limit cardinal in M [G].
In the sequel, we will often talk about M [x] even when x is not a generic filter on
any forcing poset. What we mean by this notation is that M [x] is the least transitive
model N of ZFC with M ∪ {x} ⊂ N , given that such a model exists. Whenever we
consider such models M [x], the setting is always as follows: We are given a generic
extensionM [G], and thenM [x] is being taken for a set x ∈M [G] with x ⊂M . But then
we obtain M [x] by letting M [x] = L[x]M [G]. One only has to apply 1.4.1 (remember
that we are assuming (V = L)M) to see that this yields the desired model. Observe
that in this case too, an element of M [x] is definable from x and some finite sequence
of elements of M .
2 Products and the Lévy Collapse
In this section we set forth toward proving Solovay’s Theorem by describing a notion of
forcing that will be used to obtain the appropriate generic extension. Besides consid-
ering basic properties of this notion, we will also prove a special result which Solovay
devised specifically for his Theorem. But before going into all this, we first establish a
few elementary results about the general theory of forcing with product posets, as we
will constantly be considering such posets in the present and subsequent sections.
Throughout this section, let M denote a countable and transitive model of ZFC.
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2.1 Products
Suppose we are given two forcing posets 〈P,≤P〉 and 〈Q,≤Q〉. We then obtain a product
forcing poset 〈P×Q,≤〉 by defining (p, q) ≤ (p˜, q˜), if
p ≤P p˜ ∧ q ≤Q q˜.
Since it is clear that we always compare elements of a partial ordering by using the
designated ordering of that poset, the subscripts from the component orderings are
usually omitted in what follows.
The starting point for the theory of forcing with product posets is the observation
that any generic extension obtained by using such a poset is characterizable as an
iteration in the following sense:
2.1.1 LEMMA. Suppose 〈P,≤P〉 and 〈Q,≤Q〉 are both lying in M , and let G ⊂ P × Q.
Then, G is P × Q-generic over M iff G = H × F where H is P-generic over M and F is
Q-generic over M [H]. Furthermore, M [G] = M [H][F ].
PROOF. The last statement follows easily by applying the minimality property of the
generic extension. If G is P×Q-generic over M , then the desired H and F are obtained
by setting
H = {r ∈ P : (∃s ∈ Q) (r, s) ∈ G},
F = {s ∈ Q : (∃r ∈ P) (r, s) ∈ G}.
ObviouslyG ⊂ H×F . Let (r, s) ∈ H×F . Then there exist s˜ ∈ Q and r˜ ∈ Pwith (r, s˜) ∈
G and (r˜, s) ∈ G. Furthermore, there is (x, y) ∈ G such that (x, y) ≤ (r˜, s), (r, s˜). It
follows that (x, y) ≤ (r, s) and thus (r, s) ∈ G. Hence G = H × F . It is straightforward
to check that H and F satisfy properties (G1) and (G2) of Definition 1.5.1. To see that
H also satisfies the property (G3) of 1.5.1, fix a dense D ⊂ P with D ∈M . Then D×Q
is a dense subset of P×Q lying in M , so that G∩(D×Q) 6= ∅, which implies H∩D 6= ∅.
By the foregoing, H is P-generic over M .
Let D be a dense subset of Q lying in M [H]. We proceed to show that D ∩ F 6= ∅.
Let
◦
D be a Q-name for D lying in M . So
◦
DH = D. Then there is some p0 ∈ H such
that p0  ⌜ ◦D is a dense subset of Qˇ⌝. Let
D˜ = {(r, s) ∈ P×Q : r ⊥ p0 ∨ (r ≤ p0 ∧ r  sˇ ∈
◦
D)}.
Due to definability of  in M , D˜ ∈ M . Furthermore, D˜ is dense in P × Q and so
D˜ ∩ G 6= ∅. But for an element (r, s) ∈ D˜ ∩ G, r ⊥ p0 is out of the question, so by
definition of D˜ we must have r ≤ p0 and r  sˇ ∈
◦
D. Moreover, (r, s) ∈ H ×F and thus
it follows that s ∈ F ∩D.
Then assume that H is P-generic over M and F is Q-generic over M [H]. We prove
that G = H × F satisfies the property (G3) of 1.5.1 and omit the routine verifications
of (G1) and (G3). Let D ∈M be a dense subset of P×Q, and define:
D˜ = {s ∈ Q : (∃r ∈ H) (r, s) ∈ D}
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Then D˜ ∈M [H]. We show that D˜ is dense in Q. To this end fix s0 ∈ Q and let
D̂ = {r ∈ P : (∃s ∈ Q) s ≤ s0 ∧ (r, s) ∈ D}.
Then D̂ is a dense subset of P lying in M . So there is some r ∈ H ∩ D̂. By definition
of D̂, this means that there is s ∈ Q with s ≤ s0 and (r, s) ∈ D. In other words, s ≤ s0
and s ∈ D˜. Having now established the density of D˜ in Q, we conclude that there is
some s ∈ F ∩ D˜, i.e., there is (r, s) ∈ (H × F ) ∩D.
2.1.2 COROLLARY. Let H ⊂ P and F ⊂ Q. Then the following are equivalent:
(i) H is P-generic over M and F is Q-generic over M [H].
(ii) F is Q-generic over M and H is P-generic over M [F ].
Moreover, if (i)-(ii) hold, then M [H][F ] = M [F ][H].
PROOF. The last statement again follows readily from the minimality property of the
generic extension. We show (i)→ (ii). The proof for (ii)→ (i) is the same. If (i) holds,
then by Lemma 2.1.1, H×F is P×Q-generic overM . But the mapping 〈p, q〉 7→ 〈q, p〉 is
an order isomorphism P×Q→ Q×P, so it follows by 1.5.2 that F ×H is Q×P-generic
over M . Another application of 2.1.1 now yields the desired result.
If G = H × F is P × Q-generic over M , we can by the above Corollary write
M [G] = M [H,F ] = M [F,H] without there being any ambiguity. More generally, the
notion M [x, y] conveys the idea that M [x, y] is the least transitive model of ZFC with
M ∪ {x, y} ⊂ M [x, y], and in our considerations this notation will always be well-
defined.
2.2 The Lévy Collapse
One of the most commonly used forcing posets for obtaining independence results in
set theory are those that collapse cardinals. The generalized version of the original
forcing poset used by Cohen is one such poset: Define Pκ to be the collection of all
finite sequences of ordinals less than κ, and for elements p, q ∈ Pκ, let p ≤ q if q ⊂ p.
The poset Pκ has κ+-cc, and it thus preserves cardinals ≥ κ+. On the other hand, if G
is Pκ-generic over M , then
⋃
G is a surjective function ω → κ lying in M [G], so that κ
is a countable ordinal in M [G]. Thus all ordinals α ≤ κ become countable ordinals in
M [G], and in case κ > ω, the cardinal κ of the ground model M ceases to be a cardinal
in M [G]. We can modify the construction of Pκ to obtain a more ”gentle” collapse
that instead preserves κ as a cardinal in any generic extension, while still collapsing
everything below κ to countable ordinals. For notational convenience, we first give a
more general definition of this collapsing poset that will actually generalize Pκ:
2.2.1 DEFINITION. Let a be a set of ordinals. Then LC(a) is the collection of all finite
functions p such that:
(i) dom(p) ⊂ a× ω ∧ ran(p) ⊂ ⋃ a,
(ii) ∀(α, n) ∈ dom(p) (α > 0 → p(α, n) < α).
The poset LC(a) is endowed with the reverse-inclusion ordering: for elements p, q ∈
LC(a), let p ≤ q if q ⊂ p.
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Observe that if a ∈ M , then LC(a)M = LC(a). Furthermore, the poset Pκ is essen-
tially the same as LC({κ}): There is an obvious isomorphism Pκ → LC({κ}), and hence
the posets have same generic extensions. For this reason we will often confuse Pκ with
LC({κ}) in what follows.
Now, suppose that κ is an uncountable cardinal of M , and let G be LC(κ)-generic
over M . Fix α < κ and put Gα = {p  ({α} × ω) ∈ LC(κ) : p ∈ G}. For any β < α, the
following set is dense in LC(κ):
{p ∈ LC(κ) : β ∈ ran(p  ({α} × ω))}
Since moreover the set {p ∈ LC(κ) : (α, n) ∈ dom(p)} is dense in LC(κ) for each n ∈ ω,
it follows by genericity that xα =
⋃
Gα ∈ M [G] is a surjective function ω → α (more
precisely xα produces such function in a natural way). Hence M [G] |= ⌜|α| ≤ ω⌝.
For κ an inaccessible cardinal of the ground model M , LC(κ) is called the Lévy
collapse of κ. In order to prove a completely different consistency result Azriel Lévy
devised the poset in 1963, but Solovay later realised its usability for his Theorem. Of
course, since M [G] |= AC, there are non-measurable sets in M [G], but we will later see
that there are nevertheless auspiciously many measurable sets inside M [G].
To make good on the promise that LC(κ) preserves κ, we are going to first show
that in case κ is a regular uncountable cardinal of the ground model, it then becomes
the first uncountable cardinal ω1 in any extension M [G] by LC(κ). Due to what was
already noted above, this amounts to proving the following:
2.2.2 LEMMA. Let κ > ω be a regular cardinal. Then, for every antichain A in LC(κ),
there exists γ < κ such that A ⊂ LC(γ). In particular, LC(κ) has κ-cc.
PROOF. Let A be an antichain in LC(κ). Without loss of generality we may assume
that A is ⊆-maximal (otherwise we apply Zorn’s Lemma to obtain a maximal antichain
B ⊇ A and then prove the claim for B). By transfinite recursion on n < ω, we
construct a sequence 〈αn : n ∈ ω〉 of ordinals strictly less than κ as follows: Let
α0 = ω. Then assume that αn < κ has been defined. Because κ is uncountable,
we have that |LC(αn)| ≤ max{|αn|, ω} < κ. Now employ AC in order to associate
to every p ∈ LC(αn) an element p∗ ∈ A such that p∗ and p are compatible (such
p∗ exist because A is maximal). Because p∗ is finite, there exists γ < κ such that
p∗ ∈ LC(γ). Furthermore, since κ is regular, there exists αn+1 < κ such that αn+1 > αn
and p∗ ∈ LC(αn+1) for every p ∈ LC(αn).
Set α = sup{αn : n ∈ ω}. Then α < κ. We show that α is as wanted. Toward
this end fix p ∈ A and for a contradiction suppose that p /∈ LC(α). Now q = p 
(α × ω) ∈ LC(αn) for some n ∈ ω. Then, by construction q∗ ∈ A ∩ LC(αn+1). We
have q∗ 6= p, because q∗ ∈ LC(α), and hence q∗ ⊥ p. This means that there is (γ, n) ∈
dom(q∗) ∩ dom(p) such that q∗(γ, n) 6= p(γ, n). But now (γ, n) ∈ dom(q), so q ⊥ q∗,
which is a contradiction.
2.2.3 COROLLARY. Assume (κ is regular ∧ κ > ω)M . If G is LC(κ)-generic over M , then
κ = ω
M [G]
1 .
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PROOF. By Lemma 2.2.2 relativized to M , LC(κ) has κ-cc, and thus κ remains as a
cardinal in M [G]. We must have κ ≤ ωM [G]1 , because M and M [G] have the same
ordinals and (|α| ≤ ω)M [G] for all α < κ, as stated before. On the other hand, κ ≥
ω
M [G]
1 holds trivially.
To justify the notation of the following Corollary, notice this: If α < κ, then a
natural isomorphism F : LC(κ) → LC(α) × LC(κ \ α) is given by the correspondence
p 7→ 〈 p  (α×ω), p  ((κ\α)×ω) 〉. IfG is LC(κ)-generic, then F [G] is LC(α)×LC(κ\α)-
generic by 1.5.2, and so it follows by the definition of F and by 2.1.1 that G∩ LC(α) is
LC(α)-generic.
2.2.4 COROLLARY. Suppose that (κ is regular∧κ > ω)M . LetG be LC(κ)-generic overM .
If x : ω → On is a function of M [G], then there exists α < κ such that x ∈M [G∩LC(α)].
PROOF. Let ◦x ∈ MP be a name for x, and let p0 ∈ G be such that p0  ⌜ ◦x : ω → On⌝.
Working inside M , apply Zorn’s Lemma to find for each n ∈ ω a maximal antichain
An ⊂ LC(κ) such that
∀p ∈ An (p ≤ p0 ∧ ∃β ∈ On p  ◦x(n) = β).
The set Dn = {p ∈ LC(κ) : p ⊥ p0 ∨ (p ≤ p0 ∧ ∃q ∈ An p ≤ q)} is dense for each
n ∈ ω. Thus, by genericity for each n ∈ ω, Dn ∩ G 6= ∅, and this implies An ∩ G 6= ∅.
By 2.2.2, |An| < κ for all n ∈ ω, and hence by regularity of κ we have |
⋃
n∈ω An| < κ
which in turn implies that |⋃n∈ω An| ⊂ LC(γ) for some γ < κ. But now
x = {(n, β) : (∃p ∈ G ∩An) p  ◦x(n) = β}.
With only some trivial modifications, the above proof can be used to obtain a more
general version of 2.2.4 where ω is replaced by any ordinal β < κ, but the current
formulation is sufficient for our purposes.
The next Lemma is known as the homogeneity of the Lévy collapse:
2.2.5 LEMMA. For any ϕ(x1, . . . , xn) in the forcing language and for all a1, . . . , an ∈M ,
either 1  ϕ(aˇ1, . . . , aˇn) or 1  ¬ϕ(aˇ1, . . . , aˇn). Here, the forcing is over any LC(a) with
a ∈M .
PROOF. Let P = LC(a). We will show:
(?) For all p, q ∈ P, there exists an automorphism pi : P → P in M such that pi(p)
and q are compatible.
Any isomorphism pi induces another mapping pi∗ : MP → MP such that pi∗ fixes
standard names and for all formulas θ(x1, . . . , xk) and for all τ1, . . . , τk ∈ MP, r ∈ P
we have
r  θ(τ1, . . . , τk) iff pi(r)  θ(pi∗(τ1), . . . , pi∗(τk)).
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For a construction of pi∗ from pi, see p. 222 in Kunen’s book [Kun80]. Thus the Lemma
follows once we have established (?): Otherwise we find p, q ∈ P such that p  ϕ and
q  ¬ϕ. Let pi be as in (?) for p, q. Then, by the foregoing, we have pi(p)  ϕ. But this
is impossible as pi(p) and q are compatible.
In order to prove (?), fix p, q ∈ P, and set Ar = {n ∈ ω : ∃α ∈ a (α, n) ∈ r} for any
r ∈ P. Then, there exists a bijection F : ω → ω in M such that F [Ap] ∩ Aq = ∅. We
define pi : P→ P by postulating as follows:
(i) (α, n) ∈ dom(pi(r)), if (α, F−1(n)) ∈ dom(r), and
(ii) pi(r)(α, n) = r(α, F−1(n)).
Then pi is an automorphism, and dom(pi(p)) ∩ dom(q) = ∅, so that pi(p) and q are
compatible.
We will now begin ascending toward the main result of this section:
2.2.6 THEOREM. Suppose that κ is a regular uncountable cardinal of M , and let G be
LC(κ)-generic over M . If x ∈ M [G] is a function ω → On, then there exists an LC(κ)-
generic filter H over M [x], such that M [G] = M [x][H].
Theorem 2.2.6 is the special property of LC(κ) that was mentioned at the beginning
of this section, and as we will see later, it will together with the homogeneity of the Lévy
collapse enable us to obtain control over the sets of reals in M [G] that are definable
from a countable sequence of ordinals. Before proving the Theorem, we will establish
two auxiliary results, of which the second one is a salient step toward obtaining the
result. Lemma 2.1.1 will play a central role in the proofs of both of these results.
2.2.7 LEMMA. Let α ≥ ω be an ordinal of M and suppose that G is LC(α + 1)-generic
over M . Then there exists an LC({α})-generic filter H over M with M [G] = M [H]. The
converse also holds.
PROOF. First assume that α is countable in M . While working inside M , we find a
mapping f and for each β ≤ α a mapping piβ as follows:
(i) f : ω → (α+ 1)× ω is a bijection such that f(2n) = (α, n) for all n ∈ ω,
(ii) for β > 0, piβ : β × α→ α is bijective, and
(iii) pi0 : α× α→ α is bijective.
We then obtain a dense subset D of LC(α+ 1) by postulating that p ∈ D if
p ∈ LC(α+ 1) ∧ ∀n ∈ ω (f(2n) ∈ dom(p) ↔ f(2n+ 1) ∈ dom(p)).
Now, define a mapping F : D → LC({α}) as follows: For p ∈ D, n ∈ dom(F (p)) if
f(2n) ∈ dom(p), and in this case
F (p)(n) = pif1(2n+1)(p(f(2n+ 1)), p(f(2n))),
where f1 is the first component function of f . It is easy to see that F is an order-
isomorphism. Thus, this special case of the Lemma now follows by 1.5.2 and 1.5.3.
The general case can be deduced by utilizing 2.1.1: First write
LC(α+ 1) ∼= LC({α})× LC(α)(†)
LC({α}) ∼= LC({α})× LC({α}).(‡)
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The second isomorphism is witnessed e.g. by the mapping p 7→ (p1, p2), where p1(n) =
p(2n) and p2(n) = p(2n+ 1). If G is LC(α + 1)-generic over M , then by (†) and 2.1.1,
M [G] = M [G1, G2] where G1 is LC({α})-generic over M and G2 is LC(α)-generic over
M [G1]. Furthermore, (‡) together with 2.1.1 implies that M [G1] = M [H1, H2] where
H1 and H2 are LC({α})-generic over M and M [H1] respectively. Then, we apply (†)
once more and find LC(α+1)-generic G˜ over M [H1] with M [H2, G2] = M [G˜]. We have
that M [G] = M [H1][G˜] and α is countable in M [H1]. By invoking the earlier defined
mapping F , we further see that M [H1][G˜] = M [H1][H˜] for some LC({α})-generic H˜
over M [H1], so that one final application of (‡) yields an LC({α})-generic H over M
with M [G] = M [H]. The converse is proved in a similar way.
2.2.8 LEMMA. Let α ≥ ω be an ordinal of M . Let G1 and G2 be LC({α})-generic over
M and M [G1] respectively. Then, if x : ω → On lies in M [G1], there exists an LC({α})-
generic filter H over M [x] with M [G1, G2] = M [x][H].
PROOF. Let us first define a dense subset D of LC({α})× LC({α}) as follows:
(p, q) ∈ D if (∃n ∈ ω) dom(p) = dom(q) = n.
Put G = D ∩ (G1 × G2). While working completely within M [x], we are going to
construct a subset D∗ of D such that D∗ is isomorphic with a dense subset of LC({α}),
G ⊂ D∗ and G is D∗-generic over M [x]. Deducing the Lemma after this will be easy.
If H is D-generic over M , then H = D ∩ (H1 × H2) for some H1 and H2 that
are LC({α})-generic over M and M [H1] respectively. From this and the fact that x ∈
M [G1], it follows that there exists a D-name
◦
x ∈ MD such that ◦xG = x and for all
(p, q), (p, q˜) ∈ D, (n, β) ∈ ω × On,
(p, q) D ⌜(n, β) ∈ ◦x⌝ ↔ (p, q˜) D ⌜(n, β) ∈ ◦x⌝.(†)
Now, inside M [x], we construct by transfinite recursion a sequence 〈Xβ : β ∈ On 〉 of
subsets of D as follows:
(i) p ∈ X0, if
∃n ∈ ω ∃β ∈ On (p D ⌜(n, β) ∈ ◦x⌝ ∧ x(n) 6= β) ∨
∃n ∈ ω ∃β ∈ On (p D ⌜(n, β) /∈ ◦x⌝ ∧ x(n) = β),
(ii) Xβ =
⋃
γ<β Xγ for limit β, and
(iii) p ∈ Xβ+1, if there exists X ∈M such that X ⊂ D is open dense and
∀q ∈ D (q ≤ p ∧ q ∈ X → q ∈ Xβ).
By induction on β ∈ On, it is easy to see that Xβ is downward-closed (i.e. if q ≤ p and
p ∈ Xβ, then also q ∈ Xβ), and that if γ < β, then Xγ ⊂ Xβ. Furthemore, the sets Xβ
have the following property:
∀(p, q), (p, q˜) ∈ D ((p, q) ∈ Xβ ↔ (p, q˜) ∈ Xβ).(‡)
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We prove (‡) by induction. Limit case is easy, and (†) implies the claim for β = 0. If
β = γ + 1, let (p, q) ∈ Xβ, and let X ∈M be as in the definition of Xβ for (p, q). Set
X∗ = {(r1, r2) ∈ D : ∃r∗2 ∈ LC({α}) (r∗2 ≤ q ∧ (r1, r∗2) ∈ X)}
Then X∗ ∈ M and X∗ is open dense. Now, to obtain (p, q˜) ∈ Xβ, we fix r = (r1, r2) ≤
(p, q˜) with r ∈ X∗, and show that r ∈ Xγ . By definition of X∗ we find r∗2 ≤ q with
(r1, r
∗
2) ∈ X. Since (r1, r∗2) ≤ (p, q), we have that (r1, r∗2) ∈ Xγ . Hence, by the induc-
tion hypothesis, r ∈ Xγ; consequently (p, q˜) ∈ Xβ, and so (‡) is clear.
Since M [x] |= ZF, there must exist γ ∈ On with Xγ = Xγ+1 (otherwise we get a
contradiction with an instance of the replacement schema). Set D∗ = D \ Xγ . Then,
D∗ is upward-closed with respect to the ordering ≤, and moreover has the following
properties:
CLAIM. (1) G ⊂ D∗.
(2) Let p ∈ D∗. Then there exists a D-generic H over M such that p ∈ H and x = ◦xH .
(3) The filter G is D∗-generic over M [x].
(4) In M [x], D∗ is isomorphic to the following dense subset D˜ of LC({α}): p ∈ D˜, if
p ∈ LC({α}) ∧ (∃n ∈ ω) dom(p) = n.
PROOF. (1) Otherwise, let β0 be least β < OnM [x] such that G∩Xβ 6= ∅. Since x = ◦xG,
we must have β0 > 0, and so β0 = δ + 1 for some δ. Fix p ∈ G ∩Xβ0 , and let X be as
in the definition of Xβ0 for p. Since X ∈M is a dense subset of D, G∩X 6= ∅. We find
q ∈ G ∩X and r ∈ G with r ≤ p, q. But now r ∈ Xδ which contradicts the minimality
of β0.
(2) Let 〈En : n ∈ ω〉 be an enumeration (in V ) of the open dense subsets of
D lying in M . By transfinite recursion, we construct a sequence 〈pn : n ∈ ω〉 of
elements of D∗ such that p0 = p and pn+1 ∈ Dn always extends pn: Assume that
pn ∈ D∗ has been defined. Now pn /∈ Xγ+1, whereupon by definition of Xγ+1 there
is pn+1 ∈ En ∩D such that pn+1 ≤ pn and pn+1 /∈ Xγ; consequently pn+1 ∈ En ∩D∗.
Set H = {p ∈ D : (∃n ∈ ω) p ≥ pn}. Then H is D-generic over M and x = ◦xH . If
the latter statement was untrue, there would e.g. exist some (n, β) ∈ x \ ◦xH (under
any reasonable definition of ◦x, ◦xH ⊂ ω × On), and then some r ∈ H would satisfy
r  ⌜(n, β) /∈ ◦x⌝. But now r ∈ X0 ∩D∗ = ∅, a contradiction.
(3) For means of deriving a contradiction, suppose that G ∩ E = ∅ for some dense
E ⊂ D∗ lying in M [x]. Now E is definable in M [x] from x and some finite sequence
(a1, . . . , an) of elements of M , so that we can find a formula ϕ(v1, . . . , vn+2) such that
M [x] |= ϕ(E, x, a1, . . . , an) ∧ ∃!y ϕ(y, x, a1, . . . , an).
Then, we may furthermore write down a formula θ such that for any D-generic H
over M , we have M [H] |= θ(H, ◦xH , a1, . . . , an) iff
(a) there is a unique y ∈M [ ◦xH ] such that M [ ◦xH ] |= ϕ(y, ◦xH , a1, . . . , an),
(b) y ∩H = ∅.
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SinceM [G] |= θ(G, x, a1, . . . , an), there is some p ∈ Gwith p D θ(
◦
G,
◦
x, aˇ1, . . . , aˇn).
By (1) of the Claim, p ∈ D∗ so that we can find q ∈ E with q ≤ p. Then, by item (2)
of the Claim, there is D-generic H over M such that q ∈ H and x = ◦xH . This is
a contradiction, because q ∈ E ∩ H, but M [H] |= θ(H,x, a1, . . . , an) which implies
E ∩H = ∅.
(4) Working in M [x], we define for each p ∈ D∗ the set Ap = {q ∈ D∗ : q ≤
p ∧ dom(q) = dom(p) + 1}. Since |Ap| = |α| for all p ∈ D∗ ( recall (‡) ), there exists
a bijective function Fp : Ap → α lying in M [x] for each p ∈ D∗. Thus (by applying
AC in M [x]) we get the desired isomorphism F : D∗ → D˜ by postulating as follows:
If p ∈ D∗ and dom(p) = n, let F (p) : n → α be the function defined by the formula
F (p)(k) = Fpk(p  (k + 1)).
Clearly M [G1, G2] = M [x][G]. By the foregoing Claim, there exists a dense subset
D˜ of D∗ and an isomorphism F : D∗ → D˜, both lying in M [x]. We have M [x][G] =
M [x][F [G]] by 1.5.2 and item (3) of the above Claim. Furthermore, by 1.5.3,M [x][F [G]] =
M [x][H] for some LC({α})-generic filter H over M [x].
Now, assume the hypotheses of Theorem 2.2.6, and let x ∈ M [G] be a function
ω → On. By Lemma 2.2.4, there exists γ < κ such that x ∈ M [G ∩ LC(γ)]. Set
δ = γ + 2. Using the natural isomorphisms, we write
LC(κ) ∼= LC(δ)× LC(κ \ δ)(F)
LC(δ) ∼= LC(γ + 1)× LC({γ + 1})
Then, by applying these isomorphisms consecutively, we see thatM [G] = M [G1, G2][G2],
where G1 = G∩ LC(γ + 1), G2 is LC({γ + 1})-generic over M [G1], and G3 is LC(κ \ δ)-
generic over M [G1, G2]. By Lemma 2.2.7, there exists LC({γ})-generic H1 over M
with M [H1] = M [G1]. Moreover, M [G2] = M [H2] for some LC({γ})-generic H2 over
M [H1], because in M we have |γ| = |γ + 1| (and thus it is easy to find an isomorphism
LC({γ}) → LC({γ + 1})). So x ∈ M [H1]. Thus, we may apply Lemma 2.2.8 to find a
LC({γ})-generic F over M [x] with
M [x][F ] = M [H1, H2] = M [G1, G2],
and Lemma 2.2.7 further allows us to write M [x][F ] = M [x][F ′] where F ′ is LC(δ)-
generic over M [x]. Now one last application of the isomorphism (F) to the prod-
uct filter F ′ × G3 yields the desired LC(κ)-generic H over M [x] with M [x][H] =
M [x][F ′][G3] = M [G]. This concludes the proof of Theorem 2.2.6.
2.3 Independence of Kurepa’s Hypothesis
To demonstrate another use for the method of Lévy collapsing a cardinal, we will
show the independence of a certain combinatorial principle relative to the existence of
an inaccessible cardinal. None of the material presented here is needed in the main
development for obtaining Solovay’s Theorem, and we shall also temporarily assume
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some additional background on forcing.
Let us begin by considering the notion of a tree, a device often used to formulate
and prove problems in combinatorial set theory.
2.3.1 DEFINITION. A tree is a pair 〈T,≺〉, where T is a set and ≺ is a strict partial order
on T with the additional property that for each x ∈ T , the set pred(x) = {y ∈ T : y ≺
x} is well-ordered by ≺.
If T is a tree and x ∈ T , let o(x) denote the order-type of the well-ordered set
pred(x). Then the αth level of T , denoted by Lα(T ), consists of exactly those x ∈ T
with o(x) = α. Moreover, define the height of the tree T by height(T ) = sup {o(x)+1 :
x ∈ T}.
A subtree of T is any subset S ⊂ T with the property that pred(x) ⊂ S for all x ∈ S.
So if x ∈ S, o(x) contains no ambiguity as it makes no difference whether we calculate
it in T or S. A branch in (or through) T is a linearly ordered subset b ⊂ T such that
b ∩ Lα(T ) 6= ∅ for all α < height(T ).
Here we are interested in very special kinds of trees, Kurepa trees:
2.3.2 DEFINITION. A tree 〈T,≺〉 is a Kurepa tree, if
(i) height(T ) = ω1,
(ii) ∀α ∈ On |Lα(T )| ≤ ω,
(iii) T has at least ω2 branches.
A tree T is called an ω1-tree, if it satisfies just (i) and (ii) of the above definition.
There are ω1-trees with ω1 branches, e.g. {s ∈ 2<ω1 : |{α ∈ dom(s) : s(α) 6= 0}| < ω}
equipped with the inclusion ordering is one such tree. However, the statement that a
Kurepa tree exists is known as the Kurepa’s hypothesis (KH), and it is independent of
the axioms of set theory. We will show:
2.3.3 THEOREM (Silver). Suppose that κ is an inaccessible cardinal of the ground model
M . Then there exists a generic extension M [G] such that M [G] |= ¬ KH
The concept of a Kurepa tree was originally introduced by G. Kurepa in 1935, and
KH was conjectured by Kurepa to be false. Theorem 2.3.3 was proved by Jack Silver in
his 1971 article [Sil71]. There is a result due to Solovay stating that in L there exists a
Kurepa tree (see e.g. [Jec02] p. 551), so together with the above Theorem this yields
the independence of KH from ZFC. It is in fact known that ¬ KH is equiconsistent with
the existence of an inaccessible cardinal ([Jec02] p. 555).
In order to establish 2.3.3, we are going to first generalize the forcing poset LC(κ)
in a natural way:
2.3.4 DEFINITION. Let a be a set of ordinals. Then LCω1(a) is the collection of all
functions p such that:
(i) dom(p) ⊂ a× ω1 ∧ ran(p) ⊂
⋃
a,
(ii) |p| ≤ ω,
(ii) ∀(α, β) ∈ dom(p) (α > 0 → p(α, β) < α).
Again, LCω1(a) is ordered by reverse inclusion.
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The proof of Lemma 2.2.2 can be modified to see that LCω1(κ) again has the κ-cc,
when κ is an inaccessible cardinal of the ground model. The poset LCω1(κ) also has the
property of being countably closed, i.e. whenever 〈pn : n ∈ ω〉 is a decreasing sequence
of elements of LCω1(κ), then there exists p ∈ LCω1(κ) such that p ≤ pn for all n ∈ ω.
Namely, p =
⋃
n∈ω pn. We shall assume the following Fact about forcing with countably
closed posets (for a proof, see [Kun80] p. 214):
2.3.5 FACT. If P ∈M is a forcing poset and if (P is countably closed)M , then ωM1 = ωM [G]1
whenever G is P-generic over M .
Observe that the above fact together with the κ-cc property of LCω1(κ) implies that
if G is LCω1(κ)-generic over M , then κ = ω
M [G]
2 .
The proof of Theorem 2.3.3 hinges on the following auxiliary result which assures
that forcing with LC(κ) does not add new branches to ω1-trees lying in the ground
model:
2.3.6 LEMMA. In M , let 〈T,≺〉 be an ω1-tree. If G is LCω1(a)-generic over M , and if
b ∈M [G] is a branch in T , then b ∈M .
PROOF. Let P denote the poset LCω1(a). Toward the end of obtaining a contradiction,
suppose that there exists a branch b through T with b ∈ M [G] \M . Let F ∈ M be the
collection of all branches through T in M , and find an element p ∈ G such that
p  ⌜◦b /∈ Fˇ ∧ ◦b is a branch through T ⌝.
While working insideM , we will find γ < ω1 and an injective function F : 2ω → Lγ(T ).
This yields the desired contradiction, as the levels of T are countable by our assump-
tion. For all s ∈ 2<ω, by recursion on n = dom(s) we construct elements ps ∈ P, xs ∈ T
and γn ∈ ω1 satisfying the following conditions:
(i) If s ∈ 2n, then o(xs) = γn,
(ii) if n < m, then γn < γm,
(iii) ps ≤ p and ps  xˇs ∈
◦
b ,
(iv) xs_0 6= xs_1,
(v) ps_0 ≤ ps and ps_1 ≤ ps.
This can indeed be done: Let γ0 = 0 and let x∅ ∈ b ∩ L0(T ). Then find p∅ ≤ p so that
p∅  xˇ∅ ∈
◦
b . Then assume we have constructed ps, xs, γn for all s ∈ 2n. For all such s,
set Ts = {x ∈ T : ∃q ≤ ps q  xˇ ∈
◦
b}. Then:
CLAIM. (1) Ts is not a branch.
(2) For all x ∈ Ts and for all α < ω1 with α > o(x), {y ∈ Ts : y  x} ∩ Lα(T ) 6= ∅.
PROOF. (1) Otherwise Ts ∈ F and so ps  ⌜ Tˇs 6= ◦b ⌝ (because ps ≤ p). But then
we must also have ps  ⌜∃x ∈ ◦b \ Tˇs⌝, because Tˇs, ◦b become branches in any generic
extension. And now we can find x ∈ T \ Ts and q ≤ ps such that q  xˇ ∈
◦
b. This
contradicts the definition of Ts.
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(2) Let x ∈ Ts witnessed by q ≤ ps, and let α < ω1 be such that α > o(x). Since
q  ⌜xˇ ∈ ◦b ∧ ◦b is a branch⌝, we can find y ∈ Lα(T ) ∩ Ts with y  x.
Notice also that Ts ∩
⋃
α≤γn Lα(T ) = {xs} ∪ pred(xs) for all α < ω1. Now, putting
these facts together, it is easy to see that there exists γn+1 > γn such that for all s ∈ 2n
we can find distinct elements xs_0, xs_1 ∈ Ts∩L(T )γn+1 . And we let ps_i (for i = 0, 1)
be some element q that witnesses xs_i ∈ Ts.
Now, let γ = sup {γn : n ∈ ω}. If η ∈ 2ω, let pη =
⋃
n∈ω pηn. Since γ < ω1 and
pη ≤ p, we have pη  ⌜∃x ∈ Lˇγ(T ) ∩ ◦b⌝. Find qη ≤ pη and an element xη ∈ Lγ(T )
such that qη  xη ∈
◦
b. Then xηn ≺ xη for all n ∈ ω. Set F (η) = qη. Then, if η 6= ξ,
F (η) 6= F (ξ) by (iv) and the lastly mentioned fact.
Theorem 2.3.3 is now within our grasp. Let G be LCω1(κ)-generic over M . We
show that in M [G], there are no Kurepa trees. To see this, assume that 〈T,≺〉 is an
ω1-tree in M [G]. While working in M [G], we prove that T has at most ω1 branches.
Without violating generality, we may assume T = ω1, and ≺ is an ordering of ω1
(because 〈T,≺〉 is isomorphic to such an ordering anyway). So ≺⊂ ω1 × ω1 is a set
of M [G]. But then as in the proof of Lemma 2.2.4 we find an ordinal γ < κ such
that ≺∈ M [G ∩ LCω1(κ)]. Write LCω1(κ) ∼= LCω1(γ)× LCω1(κ \ γ) by using the natural
isomorphism. Then M [G] = M [G1][G2], where ≺∈ M [G1], G1 is LCω1(γ)-generic over
M and G2 is LCω1(κ \ γ)-generic over M [G1]. By 2.3.5 we have that ωM [G1]1 = ω1, and
thus we may apply Lemma 2.3.6 with P = LCω1(κ\γ) and M [G1] as the ground model.
So if b ∈ M [G] is a branch of T , then b ∈ M [G1]. Let F ∈ M [G1] be the collection of
all branches through T in M [G]. Since M |= ⌜|LCω1(γ)| < κ⌝, by 1.5.9 κ remains as
an inaccessible cardinal in M [G1]. Hence M [G1] |= ⌜κ > |F|⌝, and so there exists an
ordinal α with κ > α > |F|M [G1]. But κ = ωM [G]2 , so in M [G] we have: |F| < |α| < ω2.
This finishes the proof of Theorem 2.3.3.
3 Random Reals
We have now laid down the grounds for proving Solovay’s Theorem by describing
and studying the model M [G] in the previous section, but we still lack the tools for
proving problems about measure in M [G]. The present section will remedy this lack by
introducing the notion of a random real, a technical device that will enable us to adapt
the method of forcing for solving measure theoretic problems. Coarsely speaking, a
real number is random if it does not belong to any null set describable by a ”simple
procedure”. We are going to apply the theory developed here inside a generic extension
by LC(κ), in order to eventually establish Solovay’s Theorem.
Consider the following set:
B = {X ⊂ R : X is a Borel set of positive measure}
Then 〈B,⊂〉 is a forcing poset with R as the greatest element. Alternatively, we could
consider the poset B∗ = {[B]v : B ⊂ R is Borel } consisting of equivalence classes
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[B]v of Borel sets, where v is defined by setting A v B iff A4B is null. The poset
B∗ is often preferred over B, because B∗ becomes a complete Boolean algebra when
endowed with set theoretic operations modulo v, whereas B is not even separative.
On the other hand, the elements of B∗ are more complex than the elements of B, and
for this reason we will stick with B (Solovay works with B∗ in [Sol70]). The choice
between these two makes no difference with respect to forcing, as the posets yield the
same generic extensions (this is because there exists a dense embedding between the
posets, see [Kun80] p. 221).
We immediately observe that B has the following properties:
3.1 LEMMA. (i) For p, q ∈ B, p ⊥ q iff p ∩ q is null.
(ii) B has the ω1-cc.
PROOF. (i) This follows from Fact 1.3.2.
(ii) For a contradiction, suppose that A ⊂ B is an uncountable antichain. Without loss
of generality, we may assume that X ⊂ [0, 1] for all X ∈ B. Set An = {X ∈ A :
m(X) > 1/n} for each n ∈ ω. Since A = ⋃n∈ωAn, there must exist n ∈ ω such that
An is infinite. Let 〈Bk : k ∈ ω〉 be an (injective) enumeration for a sub-collection of
An. For each k ∈ ω, set Ek = Bk \
⋃
m<k Bm and observe that m(Bk) = m(Ek) for all
k ∈ ω. The sets Ek are pairwise disjoint, and so
1 ≥ m
(⋃
k∈ω
Bk
)
= m
(⋃
k∈ω
Ek
)
=
∞∑
k=0
m(Ek) =
∞∑
k=0
m(Bk) =∞,
a contradiction.
An additional problem that we face when forcing with B is that B clearly is not
an absolute concept. We would like to connect sets lying in BM to sets of the real
world that are similar in terms of measure, but this will not be achieved by simply
transferring sets of BM directly to V : All sets in BM are countable and thus null in V .
Thus we introduce a simple countable code that connects open and closed sets of the
ground model to sets of similar type in the real world. The code will preserve all basic
topological and measure theoretic properties of the sets being coded.
3.2 DEFINITION. If c ∈ (Q×Q)ω, then define the set Bc as follows:
c(0) = 〈0, 0〉 → Bc =
⋃
{(x, y) : ∃n ∈ ω c(n+ 1) = 〈x, y〉},
c(0) = 〈0, 1〉 → Bc = R \
⋃
{(x, y) : ∃n ∈ ω c(n+ 1) = 〈x, y〉}
If x ≥ y, we define (x, y) = ∅ (here (x, y) denotes the open interval with endpoints
x, y, whereas 〈x, y〉 is an ordered pair).
We say that c codes the set X, if X = Bc. Then, every open and closed set is coded
by some c ∈ (Q×Q)ω. Since we have stipulated that QM = Q and RM = M ∩R for all
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transitive models M of ZF, it follows that several basic properties of codes are absolute
for transitive models of ZF. These include the following:
x ∈ Bc; Bc 6= ∅; Bc ⊂ Bd; Bc = Bd ∩Be.
What we mean by the above is that if x, c ∈ M , and if BMc denotes the set coded
by c in M , then x ∈ BMc iff x ∈ Bc, and so on. For instance, suppose that c is a
closed code and Bc 6= ∅. Then there exists x ∈ R such that x /∈ (p, q) whenever
c(n + 1) = 〈p, q〉 for some n ∈ ω. Find a closed rational interval I with x ∈ I and set
A = {I \ (p, q) : ∃n ∈ ω c(n + 1) = 〈p, q〉}. If F ⊂ A is finite, then ⋂F ∩ Q 6= ∅, and
thus it follows that
⋂F 6= ∅ for all finite F ∈ M with F ⊂ AM . Since IM is compact
in M , we must have
⋂AM 6= ∅; consequently BMc 6= ∅.
Observe that if m(Bc)M denotes the real we obtain by first forming the set Bc in
M , and then calculating m(Bc) again inside M , then m(Bc)M = m(Bc). To see this
for an open code c, let In = (x, y) \
⋃{(a, b) : ∃m < n c(m + 1) = 〈a, b〉}, where
c(n+ 1) = 〈x, y〉. Then m(Bc) =
∑∞
n=0m(In), and m(In) is just a finite sum of lengths
of intervals with rational endpoints . But this is the same as the sum formed inside M ,
and we obtain m(Bc)M = m(Bc). Then, this result together with some basic properties
of measure can be applied to also establish m(Bc)M = m(Bc) for any closed code c.
As a consequence we get that the property ”c codes a set with positive measure” is
absolute for M .
A generic extensions obtained by forcing with B is determined by a single real
number:
3.3 LEMMA. Let G be a BM -generic filter over M . Then there exists a unique real number
xG such that for any closed code c ∈ M , xG ∈ BM [G]c iff BMc ∈ G. Moreover, M [G] =
M [xG].
PROOF. For each x ∈ Q, put
Dx = {X ∈ BM : M |= ⌜X is closed ∧ (X ⊂ (−∞, x] ∨X ⊂ [x,∞) )⌝ },
and observe that Dx is dense for all x ∈ Q, by 1.3.2. Moreover, for any set of reals X
lying in M with (X measurable)M , let
EX = {Y ∈ BM : M |= ⌜Y is closed ∧ (Y ⊂ X ∨ Y ∩X = ∅)⌝}.
Again, using Fact 1.3.2 it is easy to see that EX is dense for all X. We claim that there
is a real number x such that
{x} =
⋂
{BM [G]c : c ∈M is a closed code ∧ BMc ∈ G}.(F)
The above intersection can contain at most one element, because if a and b are reals
of M and a < b, then we can find y ∈ Q with a < y < b. Now G ∩ Dy 6= ∅, and if
c ∈ M is such that BMc ∈ G ∩Dy, then by definition of Dy and absoluteness, BM [G]c ⊂
(−∞, y]M [G] or BM [G]c ⊂ [y,∞)M [G] , from which it follows that the intersection (F)
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does not contain both of the elements a and b. On the other hand, some X ∈ G is a
compact set in M , and if c ∈ M is a closed code for X, then c also codes a compact
set in M [G]; it follows that the intersection (F) is also non-empty. We let xG = x, and
show that xG is as wanted. It follows immediately from (F), that xG ∈ M [G] so that
M [xG] ⊂M [G] by minimality of the model M [xG]. But we are also able to define G in
M [xG]: G = {X ∈ BM : ∃c ∈M (c is a closed code ∧ x ∈ BM [G]c ∧ BMc ⊂ X)}. Hence,
M [G] ⊂M [xG] by the minimality property of M [G]; consequently M [G] = M [xG].
Suppose that c ∈ M is a closed code. Then by (F), BMc ∈ G implies xG ∈ BM [G]c .
To prove the converse, suppose that xG ∈ BM [G]c , and let d ∈ M be any closed code
with BMd ∈ G. Then, there exists a closed code e ∈ M such that BMe = BMd ∩ BMc ,
and thus by absoluteness BM [G]e = B
M [G]
d ∩ BM [G]c . Now xG ∈ BM [G]e , so in particular
B
M [G]
e 6= ∅, and it follows (again by absoluteness) that BMd ∩ BMc = BMe 6= ∅. Since
EBMc is dense, by the foregoing we must have that B
M
c ∈ G.
3.4 DEFINITION. A real number x is random over M , if x = xG for some BM -generic G
over M , where xG is as in 3.3
Notice that the representation (F) and the canonical name
◦
G of the generic filter
can be utilized to obtain a canonical name also for the random real. That is, there
exists a BM -name ◦x such that whenever G is BM -generic, we have ◦xG = xG.
In order to obtain a useful characterization result for the random reals, we have to
first extend our coding to Gδ-sets: If c ∈ (Q×Q)ω, and if c(0) /∈ {〈0, 0〉, 〈0, 1〉}, set
Bc =
⋂
m
⋃
n
{(p, q) : c(Γ(m,n) + 1) = 〈p, q〉},
where Γ denotes the canonical pairing function ω × ω → ω. Such function c is called
a Gδ-code. Notice that again m(Bc) = m(Bc)M : If c ∈ M is a Gδ-code, we can define
a sequence of open codes 〈cn〉n<ω from c such that Bc =
⋂
n<ω Bcn . This uses the
fact that Γ is arithmetical, whereupon Γ ∈ M . Now, due to what was proved earlier,
m(Bc) = inf{m(Bcn) : n ∈ ω} = m(Bc)M .
3.5 LEMMA. A real x is random over M iff x /∈ Bc for any c ∈M such that c is a Gδ-code
for a null-set.
PROOF. Suppose first that G is BM -generic over M and x = xG. Let c ∈ M be a
Gδ-code for a null-set, and set D = {X ∈ BM : M |= ⌜X closed ∧ X ⊂ R \Ac⌝}. Then
D is dense in BM , so there exists a closed code d ∈M such that BMd ∈ G ∩D. Since x
is random over M , x ∈ Bd, and hence x /∈ Bc, because by absoluteness Bd ⊂ R \Bc.
To prove the converse, assume that x is a real such that x /∈ Bc, whenever c ∈M is
a Gδ-code for a null-set. We define G as in the proof of Lemma 3.3,
G = {X ∈ BM : ∃c ∈M (c is a closed code ∧ x ∈ BM [G]c ∧ BMc ⊂ X) },
and claim that G is BM -generic over M . It then follows that x = xG. By definition of
G, this amounts to proving the following:
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(†) If D ∈ M is dense in BM , then there exists a closed code c ∈ M and an element
X ∈ D with BMc ⊂ X and x ∈ Bc.
In order to show (†), fix a dense D ∈M and first argue inside M : Using Zorn’s Lemma,
we are able to find a set A ⊂ B such that the following hold:
(i) A is an antichain,
(ii) if X ∈ A, then X is closed and there is Y ∈ D with X ⊂ Y .
(iii) A is maximal with respect to (i)-(ii).
SinceA is countable by Lemma 3.1 (ii), we find a sequence of closed codes 〈cn : n ∈ ω〉
(in M) such that A = {Bcn : n ∈ ω}. The set
⋂
n∈ω R \ Bcn is Gδ, so there exists a
Gδ-code d for it, and by maximality of A, the set Bd is null (otherwise apply Fact 1.3.2
to find a closed code e such that Be ⊂ Bd and Be has positive measure).
Now, outside M , the set Bd is also null by absoluteness, and so x /∈ Bd by assump-
tion. Thus, for some n ∈ ω, x ∈ Bcn and (†) is clear.
One simple consequence of the foregoing Lemma is that if x is random overM , then
x /∈M : Otherwise {x} would be a null-set that has a Gδ-code in M . Observe also that
almost every real is random over M : In the real world, we can find an enumeration
〈cn : n ∈ ω〉 for Gδ-codes of null-sets lying in M . Then, by the foregoing Lemma,
x ∈ R is random over M iff x /∈ ⋃n∈ω Bcn . But the set ⋃n∈ω Bcn is null.
Solovay also observed in [Sol70], that 3.5 can be used to show that a random real
has the kind of properties you might expect a real to have, if it was chosen ”completely
randomly”. For instance, by using some elementary probability theory and the fact
that every recursive code is in M , it can be shown that if 0, a1a2a3 . . . is the decimal
representation of a random real in [0, 1], then for all k ∈ {0, . . . , 9},
lim
n→∞
|{m ∈ ω : am = k ∧ m ≤ n}|
n
=
1
10
.
We only coded Borel sets up to Gδ complexity, but it is also possible by using recursion
to device a coding for all Borel sets (this approach is taken in [Sol70]). A well-known
result due to Kleene is thatΠ11 properties are absolute for any transitive modelN of ZF.
This is usually proved by first noticing that if ϕ(x) is a Π11 definition, then N |= ϕ(x)
iff a certain tree lying in N is well-founded, and after this using the fact that well-
foundedness is an absolute property. Here one has to also assume that N contains the
sequence of rationals that is used as a parameter in ϕ(x). Moschovakis’ book [Mos09]
contains a proof of this as well as a very general and detailed treatment of the concepts
involved. Since properties such as ”c codes a Borel null-set” can be seen to be express-
ible byΠ11 (or Σ
1
1) predicates, one obtains the absoluteness of various properties of the
codes also with this more complex coding. When taking this approach, the foregoing
proofs can be slightly modified to obtain stronger results, in which arbitrary codes of
Borel sets are considered instead of closed codes or Gδ-codes. We will never use these
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stronger results, but they are nevertheless stated below without the proofs that can be
found from [Sol70].
3.6 FACT. Let G be a BM -generic filter over M . Then there exists a unique real number
xG such that M [G] = M [xG] and for any c ∈ M coding a Borel set, xG ∈ BM [G]c iff
BMc ∈ G.
3.7 FACT. A real x is random over M iff x /∈ Bc for any c ∈M that codes a Borel null-set.
4 Solovay’s Theorem
In this section we will put the material of the previous sections together and prove the
main result of this thesis.
THEOREM (Solovay). Suppose that there is an inaccessible cardinal κ in the ground model
M . Then, there exists a model N of ZF + DC in which every set of reals is Lebesgue
measurable and has the perfect set property.
Instead of directly constructing the model N , we will first form M [G] for an LC(κ)-
generic filter G over M , and show that inside M [G], all sets of reals that are definable
from a sequence ξ ∈ Onω are measurable and have the perfect set property. This result
is already significant, because every definable set of reals as well as every projective
set of reals is definable from such a sequence . Then, to obtain the model N , we pass
to sets that are hereditarily definable from a sequence ξ ∈ Onω:
x ∈ N ↔ ∀y ∈ TC({x}) ∃ϕ ∃ξ ∈ Onω y = {z : ϕ(z, ξ)},
where TC(a) is the transitive closure of a. The model N has the same reals as M [G],
and we will prove that N is an inner model of ZF + DC (relative to M [G]). It will then
easily follow that N has all the desired properties.
4.1 Sets Definable from Sequences of Ordinals
A set X is definable from a sequence of ordinals, if there is a formula ϕ such that
X = {x : ϕ(x, s)},(†)
where s ∈ Onω. Since truth definitions for V do not exist, we can not use (†) for
a proper definition. Nevertheless, the concept of being definable from a sequence of
ordinals can be formalized within set theory, and we will briefly discuss this in the
following. Justifying (†) is not the sole purpose of this discussion, as we need to know
about the rigorous definition of ordinal-sequence definability to be able to prove some
of the results we consider.
We are going to assume that we have identified ∈ as well as all logical symbols with
some natural numbers. Then, the collection Form ⊂ ω<ω of (formal) formulas is de-
fined recursively, so that for each formula ϕ in the metatheory, we have a corresponding
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element ⌜ϕ⌝ ∈ Form. Any reasonable definition of Form will result in basic syntactic
notions such as ”x is a free variable in ϕ” and ”ϕ is a formula with n-free variables” to
be recursive. For n ∈ ω, let Formn = {ϕ ∈ Form : ϕ has exactly n free variables}.
Recursion can be used to rigorously define the notion 〈M,∈〉 |= ψ[x¯] as a property
of the sets M , ψ ∈ Form and x¯ in such a way that
∀x1, . . . , xn ∈M(ϕM (x¯)↔ 〈M,∈〉 |= ⌜ϕ⌝[x¯]).
4.1.1 DEFINITION. The class D(Onω) of sets definable from sequences of ordinals is
defined as follows: X ∈ D(Onω) if
∃α ∈ On ∃ϕ ∈ Form2 ∃s ∈ Onω ∩ Vα X = {x ∈ Vα : 〈Vα,∈〉 |= ϕ(x, s)}.(‡)
We notice immediately that any element of D(Onω) is definable from an element in
On× Form2 × Onω. Consequently, we obtain a definable surjection F : On× Form2 ×
Onω → D(Onω). Of course, there are definable surjections Onω → On× Form2 ×Onω,
so taking the composition of such a function with F yields the following result:
4.1.2 LEMMA. There exists a definable surjection F : Onω → D(Onω).
It follows from the above Lemma that (‡) implies (†), since if X ∈ D(Onω), we may
write X = {x : x ∈ F (s)} for some s ∈ Onω, where F is as in the Lemma. On the other
hand, assume that X = {x : ϕ(x, s)}. Then there exists α ∈ On such that X, s ∈ Vα.
By the Reflection Principle 1.1.3, there exists γ > α such that
∀(x, y) ∈ Vγ(ϕVγ (x, y)↔ ϕ(x, y)).
Now X = {x ∈ Vγ : ϕVγ (x, y)} = {x ∈ Vγ : 〈Vγ ,∈〉 |= ⌜ϕ⌝[x, y] } ∈ D(Onω), so
we conclude that our Definition 4.1.1 captures the intended meaning (†) of ordinal-
sequence definability.
Any open set of reals is fully determined by a sequence of open intervals with
rational endpoints, and any such sequence is in turn definable from a sequence s ∈ ωω
through coding. Thus D(Onω) contains all open sets of reals. Clearly D(Onω) is closed
under projections, and hence we see that D(Onω) indeed contains all projective sets of
reals.
Now, in order to obtain a transitive model from D(Onω), we pass to sets that are
hereditarily ordinal-sequence definable: HD(Onω) = {x : TC({x}) ⊂ D(Onω)}.
4.1.3 THEOREM. The class HD(Onω) is a transitive model of ZF.
PROOF. Clearly HD(Onω) is transitive, and so we already know that it models Foun-
dation and Extensionality. Since ω ∈ HD(Onω), HD(Onω) |= ⌜Infinity⌝. We show
that HD(Onω) satisfies Separation. Observe that in order to show X ∈ HD(Onω), it
is enough to prove that X ∈ D(Onω) and X ⊂ HD(Onω). Suppose X = {x ∈ a :
HD(Onω) |= ϕ(x, a, b1, . . . , bn)}, where a, b1, . . . , bn ∈ HD(Onω). Then X ⊂ HD(Onω)
by transitivity. The class HD(Onω) is definable without parameters, so it follows that
X is definable from a sequence 〈s0, . . . , sn+1〉 lying in (Onω)<ω. But using e.g. the
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familiar pairing function ω × ω → ω, it is easy to find a single sequence s ∈ Onω such
that the sequence 〈s0, . . . , sn+1〉 is definable from s. Thus X is definable from s.
We omit the proofs for the remaining axioms of ZF, as the arguments used in those
strongly resemble the one above.
The following Lemma is important, since it tells us that HD(Onω) is a model fitting
for developing basic measure theory (as discussed in 1.3).
4.1.4 LEMMA. If f is a function ω → HD(Onω), then f ∈ HD(Onω).
PROOF. It suffices to show that f ∈ D(Onω). Let F be as in 4.1.2. Since f(n) ∈
D(Onω) for all n ∈ ω, there exists a sequence 〈sn〉n∈ω of elements of Onω such that
f(n) = F (sn) for all n ∈ ω, and so we see that f is definable from the sequence
〈sn〉n∈ω. But any such sequence 〈sn〉n∈ω is definable from a single sequence s ∈ Onω
that codes it, and hence f is also definable from such a sequence s.
4.1.5 THEOREM. The class HD(Onω) satisfies DC.
PROOF. Let R ∈ HD(Onω) be a binary relation on a non-empty set X ∈ HD(Onω),
with the property that for every x ∈ X there is y ∈ X such that xRy. Since AC holds
in V and implies DC, we find a sequence f ∈ Xω in V such that f(n)Rf(n + 1) for
all n ∈ ω. By transitivity, f(n) ∈ HD(Onω) for all n ∈ ω, so that Lemma 4.1.4 implies
f ∈ HD(Onω).
4.2 Proof of Solovay’s Theorem
4.2.1 THEOREM (Solovay). Assume that κ is an inaccessible cardinal of the ground model
M , and let G be LC(κ)-generic over M .
(i) In M [G], every ordinal-sequence definable set of reals is Lebesgue measurable and has
the perfect set property.
(ii) In HD(Onω)M [G], every set of reals is Lebesgue measurable and has the perfect set
property.
PROOF. (i) Suppose that in M [G], X ⊂ R is a set definable from a sequence of ordi-
nals. Then, there exists ξ ∈ Onω and a formula ϕ(x, y) such that X = {x ∈ R : M [G] |=
ϕ(x, ξ)}. Toward the end of proving that X is measurable in M [G], we first make the
following crucial observation:
CLAIM 1. There is another formula ψ(x, y) such that for any x ∈ R,
M [G] |= ϕ(x, ξ) ↔ M [ξ][x] |= ψ(x, ξ).(F)
PROOF. It follows from Lemma 1.5.5, that there exists a formula ψ(x, y) in the lan-
guage of forcing such that for any real x of M [G],
M [ξ, x] |= ψ(x, ξ) iff 1 P,M [x,ξ] ϕ(xˇ, ξˇ)
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We show that ψ(x, y) is as wanted. If x ∈ RM [G], then by Theorem 2.2.6 there is
P-generic H over M [x, ξ] such that M [G] = M [x, ξ][H] (because M [s] = M [x, ξ] for
some s ∈ Onω ∩M [G]). By Lemma 2.2.5, 1 M [x,ξ],P ϕ(xˇ, ξˇ) or 1 M [x,ξ],P ¬ ϕ(xˇ, ξˇ),
but H is P-generic over M [x, ξ], and thus M [x, ξ][H] |= ϕ(x, ξ) iff 1 M [x,ξ],P ϕ(xˇ, ξˇ) iff
M [x, ξ] |= ψ(x, ξ).
By Lemma 2.2.4, there is γ < κ with ξ ∈M [G ∩ LC(γ)]. Since M |= ⌜|LC(γ)| < κ⌝,
κ remains as an inaccessible cardinal in M [G ∩ LC(γ)] by 1.5.9. Furthermore, since
M [ξ] is an inner model of ZFC relative to M [G ∩ LC], by 1.5.4 κ is also inaccessible
in M [ξ]. It follows that (ωω)M [ξ] is countable in M [G] (recall that κ = ωM [G]1 ), hence
inside M [G], almost every real is random over M [ξ] (see the discussion after 3.5).
Now, work inside M [G]. We are going to find a Borel set B such that X4B consists
only of reals not random over M [ξ]. By the foregoing, this will imply that X is measur-
able. Let ◦r be a canonical name for the random real over M [ξ]. Temporarily stepping
inside M [ξ], we invoke AC to find a set A such that
(1) A ⊂ B is an antichain consisting of closed sets,
(2) ∀Y ∈ A (Y  ψ( ◦r, ξˇ) ∨ Y  ¬ ψ( ◦r, ξˇ)) (here we are forcing over M [ξ]),
(3) A is maximal with respect to (1) and (2).
Then, back in M [G], we define
B =
⋃
{Bc : BM [ξ]c ∈ A ∧ BM [ξ]c  ψ( ◦r, ξˇ) }.
Because A is countable, B is Borel, and so by 1.3.3 it suffices to show the following:
CLAIM 2. For any x ∈ R random over M [ξ], x ∈ X iff x ∈ B.
PROOF. Let x ∈ R be random over M [ξ], and let H be BM [ξ]-generic H such that
x = xH .
If x ∈ B, then by definition of B, there is a closed code c ∈ M [ξ] with x ∈ Bc,
such that BM [ξ]c ∈ A and BM [ξ]c  ψ( ◦r, ξˇ). Then BM [ξ]c ∈ H by 3.3, so we have
M [ξ][xH ] |= ψ(xH , ξ). Thus, by (F), x = xH ∈ X.
Then, suppose that x ∈ X. By definition of X, M [ξ][x] |= ψ(x, ξ), and since
M [ξ][x] = M [ξ][H], we find Y ∈ H such that Y M [ξ] ψ( ◦r, ξˇ). Let D = {Z ∈ BM [ξ] :
∃A ∈ A : Z ≤ A}. By utilizing the maximality of A, it is easy to see that D is dense
in BM [ξ]. Hence H ∩ D 6= ∅, and it follows from the definition of D that there exists
Z ∈ A∩H. Since Y and Z are compatible, we must have Z M [ξ] ψ( ◦r, ξˇ); consequently
x ∈ B.
We turn to consider the perfect set property in M [G]. By Lemma 1.2.1, it is enough
to show that for every uncountable set X ⊂ N that is definable from a sequence of
ordinals, there exists a continuous injective function F : 2ω → X (i.e. the previous
statement holds when relativized to M [G]). So work in M [G], and suppose that X is
an uncountable subset of N lying in HD(Onω). Then, as in Claim 1, we get for X a
representation of the form X = {x ∈ N : M [ξ][x] |= ψ(x, ξ)}, where ξ ∈ Onω. By
countability of (ωω)M [ξ], there exists x ∈ X \M [ξ]. An application of Theorem 2.2.6
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yields an LC(κ)-generic H over M [ξ] such that M [G] = M [ξ][H]. Then, by Lemma
2.2.4, there exists γ < κ such that x ∈M [ξ][H ∩ LC(γ)]. Denote LC(γ) by P, let ◦x be an
LC(γ)-name for x, and find p ∈ LC(γ) such that
p M [ξ], P ⌜ ◦x : ω → ω ∧ ◦x /∈M [ξ]ˇ ∧ M [ξ]ˇ[ ◦x] |= ψ( ◦x, ξˇ)⌝
Keeping in mind that |P| < κ, we observe that P (P)M [ξ] is countable. Thus, there exists
an enumeration 〈Dn : n ∈ ω〉 of all open dense subsets of P lying in M [ξ].
Now, to the end of obtaining the map F , first attach to each s ∈ 2<ω elements
ps ∈ P and s∗ ∈ ω<ω by recursion on dom(s) as follows:
Let p0 ≤ p be any element such that p0 ∈ D0. Then suppose that we have already con-
structed ps with dom(s) = n. If for every n ∈ ω there existed k ∈ ω with ps  ⌜◦x(n) = k⌝,
we would have that ps  ⌜ ◦x(n) ∈ M [ξ]⌝, because the set {(n, k) : ps  ⌜ ◦x(n) = k⌝}
lies in M [ξ]. But this would lead to a contradiction, as ps ≤ p. Thus let m ∈ ω
be least such that ps does not force any value for
◦
x(m). Let s∗ ∈ 2m be such that
ps  ⌜∀k ∈ m ◦x(k) = sˇ∗(k)⌝. Then, find ps_0, ps_1 ≤ ps such that they force different
values for ◦x(m) and lie both in Dn+1.
For each x ∈ 2ω, let Gx = {q ∈ P : ∃s ∈ 2<ω(ps ≤ q ∧ t ⊂ x)}. Then, by construc-
tion, Gx is P-generic over M [ξ]. Now, define F : 2ω → N by the formula F (x) = ◦xGx .
Since p ∈ Gx, we have F (x) ∈ X for all x ∈ 2ω. Furthermore, by going through the
construction of F once more, it is straightforward to check that F is injective and con-
tinuous.
(ii) Continue to work inside M [G], and set N = HD(Onω)M [G]. If c ∈ (Q × Q)ω
is a code , then there exists some η ∈ ωω such that c is definable from η (there are
arithmetical bijections ω → Q × Q, and any such mapping lies in M [G]). Thus, N
contains all codes (of M [G]). Moreover, RN = R, because any real is definable from a
sequence of rationals, which is in turn definable from an element of ωω. Thus, for any
code c we have BNc = Bc ∩ RN = Bc.
Let X ∈ N be a set of reals. By the proof of (i), there is an Fσ-set of reals B such
that X4B is null. Since N and M [G] have the same Gδ-sets, they also have the same
Fσ-sets (in fact, they have the same Borel sets). Thus B ∈ N . By 1.3.2, there is a
Gδ-set Z with Z ⊃ X4B and Z null. Then, by absoluteness Z is null also in N , so that
N |= ⌜X4B is null⌝. It follows from 1.3.3 that X is measurable in N .
Finally, in N , let X be an uncountable set of reals. Then N must be uncountable
in M [G]: Otherwise there exists a function f : ω → X in M [G], but now 4.1.4 implies
f ∈ N , a contradiction. It follows by (i) that the set X has some perfect subset P (in
M [G]). Since N and M [G] have the same codes, the set P is also closed in N , and
furthermore P can not have isolated points in N , because N and M [G] have the same
open sets. Thus, P is perfect in N .
Having now completed the proof of Solovay’s Theorem, a natural question arises:
Is the assumption on the existence of an inaccessible cardinal really needed? I.e., is it
possible to begin with a ground model M that is only a model of ZFC, and still be able
to obtain a model N in which all sets of reals are measurable and have the perfect set
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property. The following observation assures that without the inaccessible cardinal, we
should not hope to obtain the portion of Solovay’s Theorem that deals with perfect set
property.
4.2.2 THEOREM. It is provable in ZF + DC, that if every set has the perfect set property,
then ω1 (in V ) is inaccessible in L[x] for all x ⊂ ω.
PROOF. For a contradiction, suppose that there is x ⊂ ω with ω1 not inaccessible in
L[x]. Since ω1 is regular, and since L[x] |= GCH, ω1 must be a successor cardinal in
L[x]. Thus, by 1.4.4, there is y ⊂ ω such that ω1 = ωL[y]1 . It follows that there is an
injective function f : ω1 → R (because there are such functions in L[y]). If there is
a bijective function ω1 → R, then the reals admit a well-ordering, in which case 1.3.7
implies that there is a set without the perfect set property, a contradiction. On the
other hand, if there are no bijections ω1 → R, then rng(f) is a set without the perfect
set property (the Schröder-Bernstein Theorem is provable in ZF, and if rng(f) had a
perfect subset, it would imply that R is equinumerous to ω1), again a contradiction.
4.2.3 COROLLARY. The following theories are equiconsistent:
(i) ZFC + There exists an inaccessible cardinal
(ii) ZF + DC + Every set of reals has the perfect set property
PROOF. By Theorems 4.2.1 and 4.2.2.
The problem whether the use of an inaccessible cardinal can be avoided in the part
of Solovay’s Theorem that deals with Lebesgue measurability is much more difficult,
and it was left unresolved by Solovay in [Sol70]. Solovay did later show that even
without an inaccessible cardinal, there is a model of ZF + DC where the Lebesgue
measure can be extended to some translation-invariant measure of all sets of reals.
However, Saharon Shelah proved in [She84] that if in ZF + DC all Σ13(R) sets are
Lebesgue measurable, then ω1 is inaccessible in L. Thus, the inaccessible can not be
dropped from Solovay’s Theorem in the case of measure either. In the same article,
Shelah also proves that the previously stated result is the best possible: Every ground
model of ZFC has a generic extension where all∆13(R) sets are Lebesgue measurable.
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