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CHAPTER 1

INTRODUCTION

The VORTEX (Verification of the Origins of Rotation in Tornadoes Experiment)
project was a field campaign that took place in the mid-1990’s in which some of the goals
were to study the tornadogenesis process in addition to the structure and dynamics of
mesocyclones and low-level boundaries (Rasmussen et al. 1994). The domain was
confined to the Great Plains including Texas, Oklahoma and Kansas (Rasmussen et al.
1994).

Researchers utilized many different instruments which included WSR-88D

radars in the domain, the NSSL Cimarion Doppler Radar located about 15 miles west of
Oklahoma City, the NOAA P-3 Doppler-equipped aircraft that utilized the NCAR Eldora
airborne Doppler radar (Rasmussen et al. 1994). In addition, two portable FM-CW
(Frequency Modulated Continuous Wave) radars from the Los Alamos National
Laboratory were used in this field project to collect wind speeds in tornadoes that doppler
spectra will provide (Bluestein et al. 1993). In addition to the radars available, there were
observations taken at various ASOS stations and the Oklahoma mesonet (Rasmussen et
al. 1994). From this project, the understanding of supercell thunderstorms was greatly
boosted, and this paved the way for future research for the study of severe thunderstorms
(Rasmussen et al. 1994).
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A second VORTEX project (VORTEX2) was conducted in May-June 2009 and
2010 (Wurman et al. 2012). The VORTEX2 project expanded the ideas from VORTEX,
and focused in on the mesocyclone region of the supercell thunderstorm. As
technological advances are made, there were more participants at hand for VORTEX2
than for VORTEX (Wurman et al. 2012). The domain was greatly increased in every
direction from the VORTEX project as it expanded in the north/south and east/west
direction spanning to states such as Missouri, Wyoming, and the Dakotas (Wurman et al.
2012). The number of available mobile Doppler radars (11) increased greatly from the
first VORTEX project, and other institutions contributed mobile mesonet vehicles, and
StickNets which provided in-situ measurements, mesonets, disdrometers, and other
instruments that contributed to the scientific missions of the project (Wurman et al.
2012). In addition to the observations that were collected during the period of when a
tornado occurred, the other main objective of the project was to capture the full lifecycle
of a tornado, and the environment prior to tornado development (Wurman et al. 2012).
There hasn’t been a VORTEX project since VORTEX2, but in 2016, VORTEX-SE
(Verification of the Origins of Rotation in Tornadoes Experiment Southeast) came to
fruition. This thesis will be focusing on a case study from VORTEX-SE 2017.
Northern Alabama has experienced numerous tornadoes throughout the years, but
more importantly, this area has been in the forefront on some of the most significant
tornado outbreaks. On April 3-4, 1974, the infamous Super Outbreak of 1974 occurred
with 148 tornadoes in a 24-hour period including 30 that were F4 or F5 (Corfidi et al.
2010). Alabama had a number of tornadoes primarily in central and northern Alabama
during this day including the infamous F5 Guin Tornado which left a 132-mile path and
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weakened as it got closer to Huntsville (Fujita 1974). On April 27, 2011, a more
significant tornado outbreak impacted the Southeast, particularly central to northern
Alabama. 199 tornadoes were recorded from midnight to midnight which shatters the
record for the number of tornadoes in a 24-hour period held by the April 3-4, 1974
outbreak (Knupp et al. 2014). In the April 27th outbreak, there were four EF5 tornadoes
devastated the central and northern Alabama region including Phil Campbell and
Hackleburg which produced some of the most prolific damage from that day (Knupp et
al. 2014). Many authors (Concannon et al. (2000), Ashley (2007), Dixon et al. (2012),
Smith et al. (2012), Kellogg and Forbes (2013), and more recently, Coleman and Dixon
(2014)) have noted that there is a significant tornado coverage for parts of the southeast.
To highlight the risk of tornadoes in Alabama, Coleman and Dixon (2014) performed a
kernel density analysis which showed that the highest risk of tornadoes in the
southeastern United States which included northern Alabama. Because of the substantial
history of tornadoes that have impacted central/northern Alabama, VORTEX-SE was
born.
The VORTEX-SE field campaign aimed to achieve a number of different goals.
Those goals include studying the conditions that produce tornadoes in the southeast, and
how the information is received by people in these regions (National Severe Storms
Laboratory). In addition, the meteorological significance of this project is to understand
the environmental conditions that affect the tornadogenesis process (National Severe
Storms Laboratory). One of the biggest differences with the other VORTEX field
campaigns is the difficulty of chasing storms in the southeast so a preconfigured network
was needed. The domain for the 2017 season was confined to northern Alabama with a
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western domain that was west of Huntsville, Alabama (headquarters of VORTEX-SE),
and one to the east centered over Sand Mountain. The 2017 VORTEX-SE field
campaign was conducted from March 8 through May 8, 2017. During VSE 2017, there
were 10 IOP’s (Intensive Operation Periods) with data collected from various instruments
from different institutions (VORTEX-SE). In this thesis, the case that will be discussed
is UFO1 (Unofficial Field Operation) which occurred on March 9-10, 2017.
For this thesis, we will be focusing on an objective which is related to the
Observing and Modeling component of the VORTEX-SE project (National Severe
Storms Laboratory). For this particular case, a QLCS moved through the Huntsville,
Alabama domain between 0600UTC - 0700UTC on 10 March 2017. This thesis
addresses how well the numerical simulations reproduce observational data obtained
from the Mobile Integrated Profiling System (MIPS) profiling sites at UAH, and the
Collaborative Lower Atmospheric Mobile Profiling System (CLAMPS) platform located
at Scottsboro, AL which is 59 km east of the UAH profiling site. These facilities were
permanently deployed during this field operation, and will be used to validate the
simulated boundary layer evolution. There are many challenges in reproducing the
nocturnal boundary layer (NBL) during cold season weather events since conditions can
be on the cusp on being severe and small errors can be crucial (Cohen et al. 2015). In
addition, shear and large scale vertical motion are big contributors to the boundary layer
height, but turbulence also plays a vital role in the makeup of the boundary layer as well.
The main research questions include whether the simulation reproduced the observational
data well, and as the nocturnal boundary layer (NBL) stabilizes, is the QLCS propagation
density current driven or bore driven or a combination of both? Given that a high
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resolution WRF simulation will be conducted in this thesis, the model should do a
reasonable job of reproducing the boundary layer observations. In addition, it is often the
case that QLCS propagations can not be classified into solely a density current or bore so
the thinking is that this propagation will be considered a combination of both a density
current and bore which will also be represented by the model reasonable well.
Forecasting rapid changes in the environment, particularly during the afternoon to
evening transition and into the NBL cycle, remains a big challenge especially when it
comes to severe weather. For example, King et al. (2017) describe some of these forecast
challenges regarding the destabilization of the preconvective environment for severe
thunderstorms. Noted in this study is the significant increase in SBCAPE and low-level
shear over a 3 hour period prior to QLCS arrival which is significant when it comes to
forecasting. Most model output from numerical weather prediction models is updated at
three or six hour intervals which is a significant amount of information that is left out for
the forecaster since the environmental conditions that can change rapidly. The WRF
(Weather Research and Forecasting) model is a primary tool used in the weather
community for studying specific weather phenomena and will be a big component in this
study.

5

CHAPTER 2

BACKGROUND

One of the biggest benefits of a field campaign is the tutelage of remote sensing
instruments that can collect comprehensive data that can be analyzed for years down the
road. Measuring the wind profiles in the boundary layer can be accomplished with a
number of remote sensing instruments such as sodars and lidars (Kallistratova et al.
2013). A sodar can detect atmospheric motions by the scattering of acoustic waves by
atmospheric turbulence. A number of studies have compared sodar observations with
numerical models. In Wainwright et al. (2014), a time series sodar simulator was created
as it ingested data from a large-eddy simulation (LES) that generated a turbulent flow
field in the atmospheric boundary layer. This sodar simulator simulated a realistic CBL
(convective boundary layer) case, and these simulators are useful tools to view the
boundary layer through remote sensors. Barthelmie et al. (2006) modeled wind turbine
wakes in wind farms to determine the most optimal setup that would minimize power
losses associated with turbine spacing. The experiment had a ship-mounted sodar to
measure wind turbine wakes in a wind farm offshore in Denmark. The wake models (6
of them) were based on the Navier-Stokes equations with a number of different
parameterizations. The sodar measured the free-stream wind in addition to the wake
wind profiles from various distances of the wind turbines.
6

On the other hand, lidar utilizes light in the form of a laser to measure ranges in
the atmosphere. Lidars have also been used in studies in conjunction with numerical
models. Conzemius and Fedorovich (2008) analyzed a dryline passage across portions of
Oklahoma and Texas. They used a LES and compared the model results to lidar
observations of the convective boundary layer depth (CBL) during this IHOP 2002 case.
The results showed that during the first half of the time period, the LES was in agreement
with the lidar observations. However, as the day proceeded, the lidar observations
documented that the CBL depth increased much faster than that predicted by the LES as
the dryline approached the area. Because of the CBL heterogeneity associated with a
dryline, the LES struggled with handling the horizontal variations in the CBL structure
(Ziegler and Hane 1993; Demoz et al. 2006; Weiss et al. 2006). Bergmaier et al. (2014)
compared observations of a dryline that utilized a nadir-pointing Raman Lidar that was
aboard the Wyoming King Air aircraft that sampled the vertical distribution of water
vapor and found that results matched up well to a 1-km WRF simulation that ran in
conjunction with this study. Ehard et al. (2016) utilized a Rayleigh lidar that was taking
observations of temperatures, and when combined with a 2-km WRF simulation, the
model and observations were found in be in agreement.
There have been other studies that have examined the boundary layer, and utilized
numerical weather prediction models. Koch et al. (2008) combined lidar observations
and the fifth generation Pennsylvania State University-National Center for Atmospheric
Research Mesoscale Model (MM5) to investigate atmospheric bores and solitary waves
in which the finest model resolution used in this study was 700 meters. From this study,
the author concluded that NWP (numerical weather prediction) models are able to predict
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bores and solitary waves which, when combined with remote-sensing systems, improve
understanding of these phenomena. Gibbs et al. (2011) used the WRF model in addition
to an LES model to compare conditions that were similar to a dry atmospheric CBL over
the southern Great Plains. The results were compared against the ECOR (eddy
correlation flux measurement system) in addition to the ARM (atmospheric radiation
measurement) carbon dioxide flux measurement system (CO2FLX; Fischer 2005). The
results from this study showed that the WRF model overpredicts the amount of
turbulence generation by mechanical forcing over buoyancy in the cases that were
studied. In addition, the study also concluded that although the differences were small,
the nonlocal boundary layer parameterizations (YSU) were closer to reality than local
boundary layer parameterization schemes (MYJ). Talbot et al. (2012) ran a high
resolution LES over a flat and homogeneous terrain in neutral conditions and compared
to field-measured observations that were taken over Princeton, New Jersey. In this study,
they found that increasing the horizontal resolution improved the ability of WRF to
capture surface properties such as surface fluxes and near-surface parameters during the
nighttime with stable conditions. In addition, this facilitated comparisons with
measurements taken which improved the model validation. LeMone et al. (2013) ran a
high resolution WRF simulation (1-km) to evaluate the nocturnal boundary layer (NBL)
regarding magnitudes and heights of virtual temperature and wind speed maxima. This
study evaluated four of the planetary boundary layer schemes, including YSU (Yonsei
University), MYJ (Mellor-Yamada-Janjic), BouLac (Bougeault-LaCarrere), and QNSE
(quasi-normal scale elimination). The results showed that MYJ, YSU (version 3.4.1),
and QNSE mostly reproduced the observed data, however, the authors suggest designing
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field campaigns to collect better measurements of the NBL which includes various
remote sensing instruments such as tethersondes, and lidar data that could determine the
height of the NBL. Levi et al. (2011) utilized a 1290-MHz Radar Wind Profiler to study
the boundary layer to identify conditions that cause high concentrations of sulfur dioxide
in Israel. These results were used in conjunction with a 1-km WRF simulation and the
WRF had good agreement in general with winds, however, the BL height was not well
simulated as the vertical velocities produced by the WRF model were weaker by more
than a factor of five. Banks et al. (2016) compared different PBL schemes from the WRF
model in the HygrA-CD campaign which focused on the understanding of aerosols and
clouds on weather and climate. Eight different PBL schemes were utilized during this
study (5 local, and 3 non-local) and in the end, the non-local PBL schemes were in line
with the observations the best that were collected.
Density currents occur in the atmosphere when the interaction between air of
different densities comes into contact. In particular for this case study, density currents
can form when cold downdrafts from thunderstorms spread out, and the warm
surrounding air can rise. Density current motion is dictated by the density differences
between the two fluids due to horizontal pressure gradient force that exists (Markowski
and Richardson 2010). The lifting along a density current is dictated by the magnitude of
the convergence at the head of the current which is a function of the density difference
and depth between air masses, the wind shear and whether a relative head or tailwind
exists (Markowski and Richardson 2010). Wakimoto (1982) describes the life cycle of a
density current with a number of surface weather observations along with rawinsonde
soundings, and found a number of different stages. These stages include a pressure
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increase due to the cold outflow from the thunderstorm downdraft as the collision
between the cold air behind the gust front with warmer air creates a nonhydrostatic
pressure increase ahead of the gust front. This nonhydrostatic pressure gradient
contributes to the decrease in the wind speed in which at the same time, a wind shift
occurs and then the winds increase in strength as cold air returns (Figure 1).

Figure 1: Schematic of surface observations from Wakimoto (1982) in relation to the
density current – (Adopted from Markowski and Richardson 2010)
An undular bore is a type of “gravity wave” as gravity acts as the restoring force
to the wave motion. Bores are produced when a dense fluid (e.g., a cold front or density
current) encroaches on a low-level stable layer. In this case, density currents can produce
bores as the current can impinge onto a low-level stable layer, and causes waves to be
generated. An undular bore and density current have very similar characteristics, but
there is one key feature that can be differentiated between the two. In an undular bore,
the surface temperatures (Figure 2) does not dramatically vary unlike in a density current
where the temperatures permanently lowered after the passage. In addition, the sharp
pressure increase is also characteristic of a bore passage due to the hydraulic jump. The
density current is associated with a pressure increase due to the cold air located behind
10

the leading edge of the current while in a bore, the cooling is aloft and there is no cold
advection at the surface which leads to insignificant temperature changes in the bore
compared to the density current (Markowski and Richardson 2010).

Figure 2: Bore passage from surface station data from Lamont, OK on 29 November
2006. (Adopted from Hartung et al. 2010)
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CHAPTER 3

DATA AND METHODOLOGY

In this thesis, the case study that will be analyzed will be 9-10 March 2017. In the
VORTEX-SE field catalog (VORTEX-SE 2017), the case is labeled as IOP UFO1
(Unofficial Field Operation). This section will be split up into three subsections: the first
section will explain the configuration of the WRF model in conjunction with the input
data, the second section will discuss the observational data collected on the day, and the
third section will explain programs that were used in the data visualization process.
3.1 Model Configuration, Input Data, and Parameterizations
The WRF model Version 3.8 was utilized for this case study. Table 1 shows the
setup details of the model simulation. The spatial setup of the WRF simulation is
composed of four domains, with the parent domain being 12-km, nesting down to an
inner-most domain with a horizontal resolution of 444 meters which was done by
dividing each domain by 3 (Figure 3). The model simulation had 51 vertical levels (18 in
the lowest 1 km), and the time step used in the first domain was 27 seconds which
followed the same procedure for nesting the domains in which 27 seconds was divided
down to 1 second which was the time step for the inner-most domain. For the first
domain, there was an output file created every hour of the simulation, the second domain
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had an output file created every 30 minutes, the third domain had an output file created
every 15 minutes, and lastly the fourth domain had an output file created every 1 minute.
In the end, the output for this model simulation totaled over 3 terabytes.
The data that was used for the initial and boundary conditions was derived from
the 12 km NAM (North American Mesoscale) Analysis which was obtained at the
NCAR/UCAR RDA (Research Data Archive) website. The simulation time was 24
hours long and was initialized on 9 March 2017 at 1200 UTC. The model ran on the
Matrix cluster (Linux cluster) in the NSSTC (National Space Science Technology
Center) on 96 processors that took 2.75 days to complete.

Figure 3: WRF Spatial Domain Configuration
Table 1 – WRF Configuration for the simulation used in this thesis.
WRF Configuration
Domain
Spatial Resolution
Grid Points (X * Y Time Step (s)
(km)
* Z)
1
12 km
300 * 260 * 51
27
2
4 km
400 * 400 * 51
9
13

3
4

1.33 km
444.44 m

601 * 601 * 51
700 * 700 * 51

3
1

Table 2 – WRF Parameterization schemes used in this thesis.
WRF Parameterization Schemes
Microphysics
Morrison Double-Moment
Longwave Radiation
RRTMG
Shortwave Radiation
Dudhia
Surface Layer
MM5 Similarity – Monin-Obukhov
Land Surface
Noah Land Surface Model
Boundary Layer
YSU (Yonsei University)
Cumulus
Kain-Fritsch
The parameterizations used in this model simulation are listed in Table 2. For the
microphysics, the Morrison 2-moment scheme was utilized in this simulation. From
Stensrud (2009), utilizing a double moment versus a single moment scheme has many
benefits. A double-moment scheme should be suitable across many different
environments. In the field mission as described above, a QLCS moved through
Huntsville and because of the different regions that have different hydrometeor number
concentrations, utilizing a double moment scheme over a single moment in this
simulation is warranted. The RRTMG (Rapid Radiative Transfer Model for Global
Climate Models) longwave radiation scheme (Iacono et al. 2008) in the WRF simulation
is very similar to the RRTM (Mlawer et al. 1997) scheme however, there are very subtle
differences. The RRTMG is suitable for climate studies, and the biggest improvement in
the RRTMG is the handling of clouds. In the RRTM scheme, cloud fraction is either
designated as a 1 or 0, but the RRTMG scheme does utilize cloud fraction which is a
major improvement. The Dudhia shortwave radiation scheme (Dudhia 1989) is an
empirical approach where the scheme includes wave vapor absorption, but not ozone.
The benefits of this parameterization are that the calculations are computationally
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inexpensive, and it includes the decrease in irradiance from cloud scattering/absorption
and from clear-air as well (Stensrud 2009). Zempila et al. (2016) found that the Dudhia
shortwave radiation performed well over clear-sky conditions (as was the case in this
thesis) and was the best out of the RRTMG, updated Goddard, and the GFDL (Goddard
Fluid Dynamics Laboratory) schemes in that category when measuring solar irradiance in
Greece during three months in 2013.
The surface layer physics handle the surface fluxes of heat and moisture. For this
study, the MM5 similarity theory (Zhang and Anthes 1982) parameterization was used.
Monin-Obukhov similarity theory (Glickmann 2000) describes the vertical behavior of
turbulence given the key parameters which are height above the surface, buoyancy,
surface stress, and surface virtual temperature flux. This scheme is also the only surface
layer scheme that is compatible with the YSU boundary layer parameterization. (Hari et
al. 2016) compared the MM5-similarity with the ETA-similarity parameterizations over a
tropical location and found that the MM5 was in agreement with observations better than
the ETA scheme. Land surface parameterization in this model simulation is the Noah
Land Surface (Tewari et al. 2004) model which is widely used in the WRF community.
This scheme consists of four layers in which soil temperature and moisture are calculated
in addition to fractional snow cover and frozen soil physics (Skamarock et al. 2008). The
boundary-layer parameterization utilized in this case study is the non-local scheme
Yonsei University (YSU) (Hong et al. 2006). Utilizing a non-local scheme over a local
scheme was a big factor in choosing the YSU scheme. Stull (1991) makes a compelling
argument that even if parcels are unstable, and encounter a vertical depth of stable air, the
parcel could still have buoyancy, and that would affect the possibility of convection
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depending on the vertical profile.
Lastly, the Kain-Fritsch cumulus scheme (Kain and Fritsch 1990, 1993) was
chosen, and only ran on the outermost domain as the inner domains had convection
explicitly resolved. Using the mass-flux scheme of the Kain-Fritsch has big benefits over
an adjustment type scheme. Mass-flux schemes calculate updrafts and downdrafts of
convection, and are essential in order for convection to form (Yoshimura 2015).
3.2 Observational Data
Observational data for this thesis will be coming from a number of places. The
UAH Berm Surface Station, Mobile Integrated Profiling System (MIPS), and Doppler
wind lidar are located at latitude: 34.73° N, longitude: 86.64° W, and the elevation 212
meters above mean sea level. The data collected during this day was 2 meter
temperature, dew point (derived), base state pressure, wind speed and direction, and
shortwave solar radiation.
The MIPS fleet of instruments includes a 915 MHz Doppler Profiler, a CL51
ceilometer, a Radiometric MP-3000 microwave profiling radiometer, and a Remtech PA0
Doppler Sodar. The 915 MHz Doppler Profiler provides excellent quality of data that can
be used to illustrate kinematic properties of the boundary layer (Karan and Knupp 2006).
Some of the atmospheric variables that the 915 measures are signal to noise, spectral
width, vertical velocity and horizontal wind. The signal that the 915 MHz Doppler
Profiler emits is backscattered most effectively from turbulence in the boundary layer.
Pulse length can be changes from as low as 60 m to as high as 420 m. The CL51
ceilometer is a pulsed lidar that is used to detect clouds, precipitation as well as other
atmospheric variables. The ceilometer has a range that extends up to 15 km AGL, and

16

this instrument is very useful for boundary layer studies. The sodar measures wind
components along three beams in which the backscatter power is proportional to the
temperature structure function. The Microwave Profiling Radiometer (MPR) measures
profiles of temperature, water vapor and liquid water at temporal resolutions of 1 minute.
The MPR vertical resolution is the greatest at the lowest levels of the atmosphere (Note:
The water vapor calibration is not good as there is a large low bias near 850-900 mb, and
a high bias near 650-700 mb.)
Table 3 – SWIRLL Instrumentation Characteristics
Instrument

Measurements

Remtech PA0
Doppler Sodar

Vertical
Velocity (w),
Horizontal wind
and direction,
Backscatter (CT)
Signal to Noise
Ratio (SNR), w,
Spectrum Width
(SW),
Horizontal
Wind, Doppler
Spectra
T, Mixing Ratio,
Integrated
Cloud Water
and Water
Vapor, and
liquid water
Backscatter,
Cloud Base

915 MHz
Profiler
(MIPS)

MPR (MIPS)

CL51
ceilometer
(MIPS)
Surface
Halo
Streamline
Doppler Wind
Lidar

T, RH, Wind,
Pressure, Solar
Radiation
SNR, horizontal
wind vector, w

Measurement
Height
22-382 meters

Vertical
Resolution
20 m

Temporal
Resolution
5 min

~190 m to 2-3
km

60 m

60 s for w, and
SNR, 10 min
for Vh

Surface to 10
km

Scales with
height

60 s

Surface to 15
km

10 m

15 s

2, 10 m

N/A

5s

~100 m to ~3
km

30 m

1 s for w and
SNR, 6 min
for Vh
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The other set of observation data for this thesis comes from the Collaborative
Lower Atmospheric Mobile Profiling System (CLAMPS). Thermodynamic data were
collected by the Atmospheric Emitted Radiance Interferometer (AERI) instrument, and
wind data from a Halo Doppler Wind Lidar. The CLAMPS was located 59 km east of
the UAH surface station site (Figure 4) at the Scottsboro Alabama airport (34.687
latitude, -86.005 longitude). These datasets were obtained from Dr. Dave Turner from
the NOAA Earth System Research Laboratory. CLAMPS consists of three remote
sensing instruments, including a Doppler lidar, AERI, and a multichannel microwave
radiometer (MWR). Together, these instruments collect high temporal resolution vertical
profiles of water vapor, temperature, and wind. The Doppler Lidar in CLAMPS detects
atmospheric aerosols and their velocity components as a function of distance from the
lidar (CLAMPS Homepage). The lidar can also determine profiles of horizontal wind
speed and direction in addition to turbulence profiles from 8-point VAD scans, and
vertical stare scans, respectively. AERI measures downwelling infrared radiation
between 3.3-19.2 μm (Blumberg et al. 2015; Knuteson et al. 2004a), and from these
measurements, profiles of temperature and water vapor can be retrieved (Blumberg et al.
2015). The AERI uses two blackbody targets to maintain calibration, but observations
during rainy conditions are not possible as these instruments have a hatch to protect from
water (Blumberg et al. 2015). The multichannel microwave profiler (MWR) also
measures downwelling microwave radiation (Blumberg et al. 2015; Rose et al. 2005).
Temperature, water vapor profiles along with vertically integrated water vapor and liquid
water are also retrieved from this instrument, however the vertical resolution is lower
than that of the AERI (Blumberg et al. 2015). While the Blumberg study concludes that
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AERI is more accurate below cloud-base, and in clear-sky conditions while collecting
data two times as much as the MWR, the MWR provides information above the cloud
base while the AERI cannot (Löhnert et al. 2007). Blumberg stresses that having multiinstrument retrievals are needed to obtain a better thermodynamic profile of the
atmosphere.

Instrument

Table 4 – CLAMPS Instrumentation Characteristics
Measurements Measurement
Vertical
Height
Resolution

AERI

T, Water Vapor,
Mixing Ratio
(radiances from
which integrated
vapor are)

Surface to 6 km
(Turner and
Löhnert 2014)

DWL

SNR, w,
horizontal wind
vector
T, RH, P, Wind
Speed and
Direction
Precipitable
Water Vapor,
Liquid Water
Path

Surface up to ~3
km

Vaisala Met
Station
MWR

Varies:
25 meters at the
surface
800 meters at 3
km
2000 meters at
6 km
(Turner and
Löhnert 2014)
30 m

2.6 meters

N/A

Surface to 10 km

Variable,
Scales with
height
(Campos et al.
2014)
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Temporal
Resolution
5 minutes

1 s for w and
SNR, 2 min for
Vh
< 60 seconds

~ 60 seconds

UAH MIPS
Flux
Tower

CLAMPS

ARMOR
Radar

KGWX

Figure 4: Location of instruments (courtesy of Google Maps).
3.3 Visualization of Data
Visualization of the data utilized computer coding done in Python. There were a
number of programs used such as PyGEOMET (python based) and was developed by Dr.
Udaysankar Nair, Brian Freitag, and Andrew White. This program was recently
presented at the 97th AMS Conference in Seattle, Washington, and it allows users to input
different datasets for visualization. For this case, the WRF output files were fed into this
GUI, and there are two sets of variables that can be displayed. One set were the global
variables that are generated from the WRF output file, and the other set were derived
variables that utilize calculations from the output WRF global variables. This program
can also generate plots such as time series, vertical cross-sections, Skew-T’s, and vertical
profiles.
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The skew-T generated from the model is courtesy of a python program called
PyMeteo (Webster). PyMeteo is a library that can take in various data formats from
different models including CM1 (Cloud Model 1), and WRF. This data is then read into
this program which then plots skew-T/log-P diagrams. In addition, the vertical cross
sections in this thesis were generated from a python package called wrf-python.
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CHAPTER 4

STORM REPORTS / SYNOPTIC CONDITIONS FOR 9-10 MARCH 2017

The Storm Prediction Center (SPC) outlook was excellent as all key areas are
highlighted by a certain categorical risk (Figure 5). There were 45 storm reports in
Alabama, but were no tornadoes. 35 reports consisted of wind damage, and 10 hail
reports were also included in Alabama. However, in southern Tennessee, there were 2
tornado reports that were within 100 km of UAH SWIRLL.

Figure 5: Storm Reports overlayed with SPC’s risk category – 0100 UTC outlook 10
March 2017 (Archived SPC Map)
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All of the information in this section utilized many different sources including the
SPC Mesoanalysis archive (Archive SPC Mesoanalysis), the image archive from UCAR
(UCAR Image Archive), and the WPC Surface Archive Charts (WPC Surface Analysis
Archive). The time period that will be analyzed begins on 1200 UTC 9 March 2017 and
ends 1200 UTC 10 March 2017. Heavy emphasis will be placed on the timeframe from
1200 UTC 9 March to 0600 UTC 10 March. Specifics numbers regarding atmospheric
parameters in this section will be referring to the northern Alabama domain.
During the morning and afternoon hours on 9 March 2017, an upper level trough
was located over the eastern portion of the CONUS with SW/W winds at the lower to
middle levels across the northern Alabama domain. The center of high pressure at low
levels located across northeastern Georgia and the west portions of South Carolina moved
southward during the day. A cold front/stationary front that was draped across portions
of central Missouri, Illinois, Indiana and Ohio during the daytime eventually moved
southward and served as a focal point for deep convective initiation later in the afternoon
across portions of eastern KS/central southern MO.
As the day progressed, clear skies allowed solar heating to warm the surface
temperatures up, and low level moisture advection increased throughout the day which
promoted a rapid destabilization of the atmosphere. Figure 6e shows the initiation
location of thunderstorms that formed in Mississippi and even some in western Alabama
that are progressing to the east as a result of the rapid destabilization of the atmosphere.
However, the main feature is the initiation of a QLCS over southern Missouri which
organized and moved through northern Alabama by 0600 UTC. Throughout the night,
the wind shear substantially increased and at 0600 UTC, the SPC mesoanalysis 0-1 km
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Storm Relative Helicity (SRH) in Huntsville is 300 m2/s2 which is sufficient for the
maintenance of mesocyclones (Rasmussen 2003; Thompson et al. 2012). At 0600 UTC,
the QLCS entered the northern Alabama domain (Figure 7).
a) 300hPa

b) 500hPa

c) 925hPa

d) Surface

e) Radar

Figure 6: 0000 UTC Analysis charts valid for 10 March 2017: (a) 300mb, (b) 500mb, (c)
925mb, (d) Surface, (e) WSR-88D 1km Radar valid at 2355UTC
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Figure 7: WSR-88D radar valid at 0555UTC on 10 March 2017
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CHAPTER 5

BOUNDARY LAYER EVOLUTION RESULTS

This section is organized into 3 time periods which are the convection boundary
layer (CBL), the afternoon to evening transition (AET), and the nocturnal boundary layer
(NBL) periods. Studying the boundary layer is essentially to understand the near surface
properties in the atmosphere which includes turbulent flow. Each of these time frames
will be examined utilizing the MIPS and CLAMPS platforms. Then, these platforms
with the various remote sensing instruments will be compared with the WRF simulation
to evaluate the model performance. A big emphasis will be put on the WRF boundary
layer evolution and structure.
5.1 Convective Boundary Layer: (CBL – 1200 – 2200 UTC)
To begin this analysis, 1200 UTC soundings from the microwave profiling
radiometer (MPR) are compared with the WRF model from the UAH SWILL location
(Figure 8).
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Figure 8: (Left) – MPR sounding from 1200 UTC 9 March 2017, (Right) – WRF
sounding from 9 March 2017 at UAH SWIRLL
Both soundings exhibit a similar feature, namely, a significant surface basedinversion. The depth of the inversion layer is greater in the MPR sounding than in the
WRF skew-T (Inversion top - 955 hPa in WRF vs 915 hPa in the MPR). However, the
biggest difference in the skew-T’s is the layer above the inversion. The model is too
stable as the 900-800mb lapse rate is ≈ 5°C/km while the MPR sounding has a steeper
lapse rate of ≈ 8-9°C/km (Notice how the MPR shows a slightly superadiabatic layer
above the inversion which is not realistic).
5.1.1: Evolution of Surface Features
On the morning of 9 March 2017 at 1200 UTC, clear and cool conditions were
observed at the UAH surface station (Figure 9) site with a temperature between 2-4°C
which is a little bit cooler than average (5°C). Dew points (Td) were around 0°C (RH
measurements have a low bias of around 4% so the actual Td was likely ≈ 1°C higher
than plotted) and stayed in that range until 2000 UTC when a relatively rapid increase in
27

Td was produced by moisture advection which persisted well into the NBL cycle. As the
day progressed, solar heating was prominent under clear skies. Temperatures increased
rapidly during the mid-morning and afternoon hours to a maximum of 24-25°C near 2100
UTC with SW flow of 3 m/s throughout the day which aided in the moisture advection.
Surface station pressure slowly decreased throughout the day as high pressure moved
south of the region and an area of low pressure with an associated cold front moved
southward into northern AL by 0000 UTC 10 March.

Figure 9: (Top) – Temperature/Dewpoint, and RH valid for 9 – 10 March 2017, (Top
Middle) – MSLP valid for 9 – 10 March 2017, (Bottom Middle) – 10 meter Wind
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Direction valid for 9 – 10 March 2017, (Bottom) – 10 meter Wind Speed valid for 9 – 10
March 2017
The CLAMPS surface observations (Figure 10) show very similar trends with
what was observed at the UAH station. During the day on 9 March, the temperature
increased to a maximum temperature of 23°C at CLAMPS, about 1°C cooler than at
UAH (24°C). The temporal trend of temperatures between both stations was very
similar. In addition, the relative humidity plot at CLAMPS also had a temporal trend that
was similar to that observed at UAH, with RH values decreasing to ~30% which is
comparable with the UAH surface station recorded during this time period. The pressure
time series was very similar to what was observed at both stations which comprised of a
steady decrease in pressure of 6mb throughout the day. With the exception of a variable
drainage flow during the early morning hours, the wind speed and wind direction at
CLAMPS was also comparable to the UAH observations during the afternoon of 9
March. The wind direction at CLAMPS throughout that afternoon was 180-240° (S/SW)
at speeds of ~3 m/s which was also observed at UAH during that afternoon.
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Figure 10: (Top) – Temp, RH, and Base State Pressure taken from CLAMPS on 9 March
2017, (Bottom) – Wind Speed and Wind Direction taken from CLAMPS on 9 March
2017
5.1.2: MIPS profiler observations
The ceilometer (Figure 11) detected relatively weak backscatter during the day on
9 March. There is some insignificant backscatter due to aerosols loading as thermals
developed due to the ground being warmed up by solar radiation.

Figure 11: Ceilometer Backscatter valid on 9 March 2017
The MIPS 915 MHz wind profiler defines the boundary layer depth as
enhancements in SNR near the top of the CBL (Figure 12). This secondary maximum
defines the top of the CBL (Molod 2015) and is produced by Bragg scatter from turbulent
fluctuations in refractive index (water vapor in particular) as dry air above the CBL is
mixed (entrained) into the moister CBL. In this case on 9 March, in the morning (just
shy of 1600 UTC), the boundary layer depth was around 0.5 km, but as radiational
heating proceeded, thermals developed by 1500 UTC, and the CBL expanded to a height
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around 1.8 km by 2000 UTC. Around 2200 UTC, there is a secondary peak which could
be a secondary inversion associated with a jump in CBL height.

Figure 12: (Top) – SNR (Signal-to-noise) from the 915 MHz profiler valid for 9 March
2017, (Bottom) – Vertical Velocity (w) from the 915 for 9 March 2017
The sodar backscatter is sensitive to the heat flux/temperature fluctuations, and
the backscatter is proportional to the temperature structure function. The vertical
velocities from the sodar are based on sequential 5-minutes averages of w. The strength
of the sodar signal increases throughout the morning hours as the surface temperature
increased as pockets of thermals increased in frequency throughout the day as vertical
mixing is occurring (Figure 13). The sodar retrieved measurements up to around 250 m
AGL, and depicts the onset of mixing around 1500 UTC during the initial state of the
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CBL period. The instrument did pick up on the thermals that developed throughout the
afternoon which included a maximum around 2000 UTC (Figure 14).

Figure 13: Backscatter from Mini-Sodar on 9 March 2017

Figure 14: Sodar Vertical Velocities for 9 March 2017
32

The Doppler Wind Lidar from 9 March 2017 (Figure 15) does show vertical
velocities increasing after 1500 UTC which corresponds well to the SNR increase as
surface temperature increased which caused low-level turbulence as well as increasing
the boundary layer depth. The vertical velocities did show the growth of the boundary
layer after 1500 UTC with thermals developing in the afternoon and peaking at 2000.
Throughout the day, the Microwave Profiling Radiometer (MPR) showed a general trend
of an increase in water vapor within and above the CBL which was consistent with the
increased Td (Figure 16).

Figure 15: MoDLS DWL (Doppler Wind Lidar) Vertical Velocities valid for 9 March
2017
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Figure 16: MPR Water Vapor (g/m3) valid for 9 March – 10 March 2017

5.1.3: CLAMPS profiler observations
During 9 March, the CLAMPS vertical velocities showed similar structures in the
CBL that was also present with the lidar system at UAH. During the daytime, thermals
developed over the depth of the CBL just after 1600 UTC after solar heating (Figure 17).
Horizontal winds during the morning hours were higher aloft before vertical mixing
started to take place after 1600 UTC (Figure 19). After thermals were active, the winds
started to mix down to the surface. The CLAMPS horizontal wind direction showed NW
winds which is indicative of downslope drainage flow on the terrain surfaces (Figure 18).
In addition, there was very impressive veering during the nocturnal period in which the
wind started at 40° below 0.2 km and veered to 290° near 1.2 km. As the day progressed,
the winds veered more southerly as mixing occurred. Notice how the wind is more
uniform with not much veering occurring during the CBL cycle.
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Figure 17: CLAMPS Vertical Velocity (m/s) for 9 March (1200 UTC – 0000 UTC)

Figure 18: CLAMPS horizontal wind direction on 9 March (1200 UTC – 0000 UTC)
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Figure 19: CLAMPS horizontal wind speed for 9 March (1200 UTC – 0000 UTC)
5.1.4: WRF Model Comparison and Evaluation for CBL on 9 March
This section evaluates how well the model simulated the evolution of the surface
features over the N AL domain.
5.1.4.1: WRF UAH/Belle Mina for CBL
The first comparison will be the UAH surface station data (from now on known as
UAH) and WRF model results from the closest latitude and longitude grid point. The
WRF model is 2-3°C cooler than the observed temperature at UAH. Even at
initialization, the WRF model was cooler by about 2°F. While the model temperature is
cooler, the trends match up well to what is observed.
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Figure 20: 2 meter temperature (°F) for 9-10 March 2017
The solar shortwave radiation flux from the WRF model (Figure 21) was
compared to the pyranometer reading from that day. In this figure, at first it is rather odd
that WRF has more energy entering the atmosphere than what was observed that day, but
the pyranometer has an unknown low bias. However, the more important observation
from this figure is the half sine curve distribution of shortwave flux demonstrates that
clouds were not the cause of the temperature difference.

Figure 21: Shortwave Radiation Flux (W m-2)
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Figure 22: Sensible and Latent Heat Fluxes from Belle Mina, AL
Since there were no instruments that measured the surface fluxes at UAH, surface
flux data was collected from an experimental farm located 260 deg, 24 km from SWIRLL
(Figure 22). The data were acquired by the NOAA/ARL/ATDD (NOAA Air Resources
Laboratory Atmospheric Turbulence and Diffusion Division) Micrometeorological
Tower that was installed in late January 2016. The observed sensible heat flux during the
day-time reached a maximum of 170 W m-2 at 1800 UTC, while the WRF showed a
parameterized flux of 130 W m-2 at 1700 UTC. After 1800 UTC, the WRF heat flux is
less than the observed heat flux, by up to 20-40 W m-2 which is consistent with the
greater rate of cooling in the WRF from late afternoon to early evening. The sensible
heat flux in both the model and observations are negative after about 2215 which is
typical as the ground is cooling, and particularly during this night, there was a surface
based temperature inversion which formed in response to radiation cooling and the
negative heat flux. The latent heat flux was generally greater than the sensible heat flux
during the day, and reached a peak at 1800 UTC, but the WRF model peaked an hour
later at 1900 UTC before the trend decreased. Latent heat from both the model and
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observations were 0 ± 20 W m-2 as evapotranspiration took place and energy was lost
from the surface. The latent heat flux can be related to the dew point temperature as the
amount of latent heat of the air due to water vapor is dependent on the quantity of
moisture present. At 1500 UTC, the WRF latent heat flux started to become greater than
the observed latent heat flux, and this could partially explain the greater dew point
temperature seen in the model early in the day, however, vertical mixing may have had a
greater impact.
The other way to diagnose the discrepancies in the WRF model is to analyze the
vertical profile during specific times. Four MPR (Microwave Profiling Radiometer)
derived skew-T’s were generated at 1501UTC, 1700 UTC, 1900 UTC, and 2200 UTC
(Figure 23 a-d) to analyze the boundary layer profile throughout the day. Skew-T’s were
generated for the same times from WRF, and are utilized to diagnose the vertical
distribution of temperature, dew point, and boundary layer mixing. The caveat to using
the MPR skew-T’s is that vertical resolution decreases with increasing height, but for this
purpose since the focus is on the boundary layer, this method is sufficient. Comparing
the MPR profile at 1501UTC with the WRF simulation, the MPR plot did have a very
shallow stable layer at the surface. However, this is physically not possible with the
presence of solar heating so the boundary layer would be adiabatic while the surface layer
would be superadiabatic. The WRF model skew-T does have a very shallow adiabatic
layer with an inversion on stop. Secondly, above the inversion layer, the MPR plot did
have a steep low-level lapse rate up to 850mb while in the WRF model, the inversion is
present up to 950mb and then from 950-825mb, the lapse rate was not as steep as
compared with the MPR.
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The WRF model underestimated the mixing ongoing in the CBL. The MPR had a
very shallow layer located in the surface layer that was superadiabatic, and WRF
captured this, but was too shallow in depth. In addition, the WRF model did have a very
shallow stable layer around 950mb and then the lapse rate increased to 850mb. The MPR
Skew-T at 1700 UTC had a nearly dry adiabatic lapse rate which allowed vertical mixing
to occur and to mix down warmer temperatures than what the model predicted. At 1900
UTC, the temperature profile from the MPR was very similar to 1700 UTC, but the
temperature increased as the superadiabatic surface layer increased in depth. The WRF
plot did have the very shallow superadiabatic layer, but, the temperature profile is more
comparable to the MPR plot as the boundary layer depth increased to 900mb. At 2200
UTC (Figure 24), the MPR and WRF profiles have a big disagreement on the height of
the boundary. The MPR shows a boundary layer top near 800 hPa while the boundary
layer height in WRF extends up to ~ 880 hPa.
In a nonlocal scheme, mixing of the eddies occurs throughout the depth of the
PBL instead of local nearby model layers to influence atmospheric conditions (Cohen et
al. 2015). However, in this situation, the near surface properties seemed to have suffered
greatly as the superadiabatic lapse rate in the surface layer was poorly depicted compared
to observations. This error could be attributed to sensible heat flux in the land surface
model (LSM), the surface layer parameterization or inaccurate initial conditions to the
model.
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a) MPR

b) MPR

c) WRF

d) WRF

Figure 23: (a) – MPR sounding from 1501UTC, (b) – MPR sounding from 1700UTC, (c)
– WRF sounding from 1501UTC, (d) – WRF sounding from 1700UTC
Note: Black line is the environmental tempeature, and the green line is the dew point
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Figure 24: (Left) – Radiometer sounding valid at 2200 UTC 9 March, (Right) – WRF
sounding valid at 2200 UTC 9 March
The 2 meter dew point plot (Figure 25) did show the WRF model underpredicting (parameterize) the turbulent mixing. The temporal distribution of the dew
point temperatures matched up well, and appeared to capture the moisture advection
throughout the day. These results are rather surprising given that a nonlocal boundary
layer scheme can more accurately simulate mixing profiles in boundary layers that are
positively buoyant (Cohen et al. 2015; Hong et al. 2006).
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Figure 25: 2 meter dew point (°F)
Note: Low Dew Point bias of 1-1.5°C in the observations
Comparison of the base state pressure (Figure 26), revealed significant differences
between the observations and the model. The overall trend in each are similar, but the
WRF model exhibited more variability than the observations which was indicative of
noise. The model initialized at a slightly higher pressure and that is reflected in the
overall trend that did match up well with observations. The pressure field from the model
was a lot more variable than what is shown as a running average of 10 points was
calculated to smooth out the plot to show the differences in a better manner.

Figure 26: Base State Pressure (hPa)
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10 meter wind speed (Figure 26), shows that the WRF underestimated the wind
speed during the CBL period on 9 March. There was not a lot of variation in the model
compared to observations, however, it is important to note that the observations had a 6-s
sampling whereas WRF outputted every 60 s. Throughout the day, the wind magnitude
ranges from 0.5-2.5 m/s which is 2/3 of what was observed. The model did a better job
with the wind direction during the day especially with the transition of winds from the
east to more southerly during the day.

Figure 27: (Left) – 10 meter wind speed, (Right) – 10 meter wind direction
The DWL winds (Figure 28) are plotted along with the WRF winds (Figure 29) in
the lowest 2 kilometers to show comparisons of wind speed and direction during the day.
The first level of the model is the terrain level and at UAH, the terrain is just above 200
meters which explains the y-axis starting at below the 0.25 km level. During the day on 9
March, the model did a reasonable job with the winds at the surface which were from the
south when mixing occurred in the afternoon hours. The model did capture the enhanced
wind aloft with similar magnitudes that were observed. The wind direction is slightly off
in the model as the winds had a more southerly component instead of a westerly
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component that was observed during the day. During the morning hours, the winds at the
surface were light (less than 3 m/s), but from 0.4 km and above, the winds were greater
than 4 m/s. During the day, the model had a lull in wind speeds at 1800 UTC which
extended up to 1.5 km as mixing will tend to produce uniform winds in the CBL which
appeared to be realistic from the model. As time progressed, and as the boundary layer
started to mix, the winds did transfer down nearly to the surface after 2000 UTC. The
winds throughout the day started to veer at the surface to the SW which was captured by
the model.

Figure 28: DWL Wind Plot in conjunction with bulk wind for 9 March
Note: Not all of the wind barbs are plotted on this figure
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Figure 29: WRF Wind Plot in conjunction with bulk wind for 9 March
Note: Not all of the wind barbs are plotted on this figure
5.1.4.2: WRF CLAMPS during CBL
The WRF temporal distribution of temperatures matched up well with observed
temperatures at CLAMPS (Figure 30). The max temperature observed at CLAMPS was
73°F (23°C) while the model had a temperature just below 70°F (21°C). The strangest
part of the temperature plot is the initial conditions of WRF (1200 UTC – 1500 UTC).
To explain the discrepancy, a Skew-T was generated at 1200 UTC on 9 March from the
CLAMPS site in WRF to find out what the model initial conditions were.
The Skew-T at CLAMPS at 1200 UTC (Figure 31) did show the model struggling
to capture the initial conditions. This behavior could be attributed to the complex terrain
around the region with features such as cold air pooling, and drainage flows. The model
captured the surface station pressure well with the decreased pattern during the day
(Figure 30). Pressure was slightly higher, and the model did have more variability.
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Figure 30: (Left) – 2 meter temperatures, (Right) – Base State Pressure

Figure 31: Skew-T located at CLAMPS at 1200 UTC on 9 March
The model did underestimate the winds as was observed at UAH (Figure 32).
The model wind was also not as variable as observed. The wind direction was more
agreeable between the model and observations. The model did capture the drainage flow
which was observed during the morning. Throughout the day, the general wind direction
of 150-200° is observed which was similar to observations at UAH. The model did an
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excellent job of capturing the wind direction, but the variability was much more apparent
in the observations.

Figure 32: (Top) – WRF Model at CLAMPS location for Surface Wind and Wind
Direction, (Bottom) – Observations at CLAMPS for Surface Wind and Wind Direction
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Figure 33: CLAMPS Wind Plot in conjunction with bulk wind for 9 March
Note: Not all of the wind barbs are plotted on this figure

Figure 34: WRF Wind Profile at the CLAMPS location valid for 9 March
Note: Not all of the wind barbs are plotted on this figure
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The WRF model (Figure 34) at CLAMPS site did show a similar wind profile
structure compared to the WRF model at UAH. At CLAMPS (Figure 33), there were
weak winds during the morning hours near the surface due to drainage flow with cold air
pooling down the valley. During the day, WRF had similar wind magnitudes and
directions that were also observed at UAH. One big difference between CLAMPS and
UAH in WRF is that after 2200 UTC, the wind magnitude was slightly greater at low
levels at CLAMPS than at UAH. Wind speeds approached 10 m/s at CLAMPS while the
magnitudes were between 5 and 7.5 m/s at UAH.
Precipitable water vapor (PWV) is a good variable to see how well water vapor is
behaving in the atmosphere. PWV was compared between WRF and the MPR at both
sites with great results as the model did an excellent job of capturing the moisture
advection throughout the day at both locations (Figure 35). While the magnitudes of the
values did not agree, the general trend showed that the model handled moisture properties
well. There was lag at the MIPS site in comparison with the WRF model (e.g., at 0300
UTC, the MPR has a value of 3.2 cm while the WRF has a value of 2.5 cm). At the time
of the QLCS passage at UAH, the model had values greater than 3 cm which matched up
well with MIPS. During VSE 2017, the microwave radiometer on the CLAMPS platform
drifted and that the values should not be trusted fully. Thus, in the comparison between
WRF and CLAMPS, the model still did a reasonable job with the moisture content as
there was still moisture advection throughout the day.
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Figure 35: (Top Left) – WRF PWV at UAH, (Top Right) – UAH PWV from MIPS,
(Bottom Left) – WRF PWV at CLAMPS, (Bottom Right) – CLAMPS PWV from
CLAMPS
5.2 Afternoon to Evening Transition: (AET – 2200 – 0100 UTC)
5.2.1: MIPS during the AET
During this time period, the temperature started to decrease while the dew point
increased in response to moisture advection. The MPR plot and PWV plot showed the
same trend with moisture advection increased during this time period (Figure 35). The
wind speed slightly decreased while the wind direction in the observations was more
southerly (Figure 32). The DWL still had some turbulence at the low levels while the
sodar signal started to decrease (Figure 13, 14). Busse and Knupp (2012) noticed this

51

trend using sodar data and this can be attributed to a decrease in the temperature structure
function.
5.2.2: CLAMPS during the AET
At CLAMPS, the temperature and pressure (Figure 30) decreased during the AET
time frame while the DWL low level turbulence decreased while there was turbulence
noted due to vertical velocities above 0.5 km during this time period (Figure 17). The
winds were southerly and stronger winds aloft started to mix down during this time
period which was observed by the horizontal wind plot (Figure 32).
5.2.3: WRF at UAH and CLAMPS during the AET
At UAH, the model captured the temperature decrease (Figure 20) along with the
dew point increase (Figure 25) as moisture advection increased (Figure 35) throughout
the night. The model did capture the pressure decrease well (Figure 26), and the wind
magnitude (Figure 27) did decrease through this period (The model did overestimate
(Figure 27) the winds slightly during the 0000 UTC – 0100 UTC timeframe). A
reduction in wind speed is common during this time period, and the model wind direction
was slightly off as the winds became more southerly (Figure 27).
At CLAMPS, the model did not pick up on the bigger temperature decrease that
was observed, and, the cooling was too quick in the model (Figure 30). WRF did pick up
on the pressure decrease (Figure 30) while the speed and direction (Figure 32) was not
well replicated during this time frame.
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5.3 Nocturnal Boundary Layer: (NBL – 0100 UTC – 0600 UTC)
5.3.1: Surface Observations
During the first part of the night, scattered cumulus clouds developed by 0000
UTC while water vapor increased as indicated by the rising Td values at the surface
(from 5.55 °C at 0000 UTC to 12.75°C at 0600 UTC). A result of the increased dew
point temperatures is that PWV values also rose from 2.2 cm at 0000 UTC to 3.75 cm at
0600 UTC. Temperatures during the NBL held steady around 20°C and wind direction
during the early portion of the night was primarily from the south early on while later on
in the night (after 0500UTC), the wind veered from S to more WSW. The wind speed
fluctuated throughout the night as speeds ranged up to 6 m/s due to low level shear
generated turbulence. The QLCS moved over the SWIRLL site shortly after 0600 UTC
as denoted by the drop in the temperature and a slight increase in the dew point (Figure
20). At the same time, the pressure increased by about 3 mb (Figure 26) in which there
was a wave passage followed by cold air which reduced the temperature by about 5.5°C.
The wind speeds were on average 10 m/s while the highest recorded wind speed was 12
m/s.
The temperature at CLAMPS (Figure 44) was 2-4°C cooler than at UAH. At
CLAMPS, the temperature was in the 16-17°C range while at UAH, the temperature was
about 1-2°C warmer which allowed for the rapid development of a low-level stable layer
because of the temperature decrease in the presence of weak winds. The temperature
before the QLCS passage was very similar between the two sites. As the QLCS moved
through at CLAMPS, the temperature drop was 6-7°C which was greater compared to
UAH (5.5°C). The pressure steadily decreased between both sites. There was an
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increase in pressure of 4 mb at CLAMPS which was greater than at the UAH station (3
mb increase) in which these both occurred in a time span of 5-10 minutes. During the
nighttime, the wind direction (Figure 43) from both CLAMPS and at UAH were still in
agreement as the direction was between 180-240°. At UAH, the wind magnitudes were
greater during the first part of the NBL cycle with values 1-2 m/s greater than what was
observed at CLAMPS. There was general agreement in the second part of the time
period with magnitudes matching up around 3-4 m/s. During the passage of the QLCS,
the CLAMPS wind speed peaked at 13.75 m/s which was greater than observed at UAH.
5.3.2: MIPS Observations
Cloud bases at this time were roughly 1.5 km AGL as the backscattering signal
increased throughout the subcloud layer which was indicative of cumulus. The return
signal strength of the ceilometer is dependent on both aerosol backscatter, clouds, and
precipitation (Figure 36). There was an aerosol layer that existed over the lowest 400
meters of the boundary layer. This backscatter is due to the cooler air having a higher
RH which enlarges the hygroscopic aerosols present in the boundary layer during this
time. In addition, this lowest 400 meters corresponds to a stable layer which is present in
the 0515 UTC balloon sounding from SWIRLL, and this stable air defined the depth of
the NBL before the QLCS passage. As the QLCS passed through UAH, the
backscattering increased in signal just shortly after 0600 UTC as the hydrometeors were
sampled.
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Figure 36: Ceilometer Backscatter valid for 10 March 2017
During the nighttime, the boundary layer was stable with higher SNR values
concentrated in the lowest 0.5 km of the atmospheric profile (Figure 37). The enhanced
backscatter near the surface which is about 400 meters deep is produced by shear
generated turbulence within the NBL. Enhanced backscatter is also evident from 00000130 UTC which could possibly be indicative of ground clutter.

Figure 37: SNR (Signal-to-noise) valid for 10 March 2017
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The DWL did show the low level turbulence ongoing in the boundary layer as
evident by velocities greater than 0.25 m/s in between 1 km and 2.5 km due to shear
production (Figure 38). The lidar seemed to pick up wave motions above the NBL and
there was variability near the 1.5 km level that is associated with cumulus. The sodar did
pick up on some of the low level turbulence with pockets of vertical velocity during the
night which also appears to be wave motions (Figure 39). In addition, the backscatter
from the sodar (Figure 40) did show the NBL growing over time from 250 meters up to
350 meters prior to QLCS passage.

Figure 38: DWL Vertical Velocities valid for 10 March 2017
As the night progressed, the sodar winds (Figure 41) are predominantly out of the
SW throughout the early portion of the NBL. Between 0000 UTC – 0600 UTC, the wind
speeds increased with height as there is speed shear present that increased in time before
the QLCS passage. The low level winds veered from southerly at the surface to more
southwesterly as the QLCS approached Huntsville. The highest wind speeds recorded by
the sodar were in-between 250 and 350 meters after 0400 UTC. The mean wind was
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greater than 20 m/s in some cases which was significant considering that the wind
increased in a relatively small distance. One of the advantages of the sodar system is that
the boundary layer depth can be estimated since the system is indirectly monitoring the
temperature structure function which will produce sodar backscatter. The height of the
nocturnal boundary layer (~ 400 m) is consistent with some of the other instruments
which included the ceilometer backscatter, 915 backscatter, the DWL variance in w, and
the sounding from SWIRLL. Since the winds were from the SW, this aided in moisture
advection as seen by the MPR PWV time series which showed an appreciable increase
after 0000 UTC (Figure 16). The water vapor profile is rich in depth as it extended up to
3 km which was vital in the maintenance of the QLCS as it entered into Huntsville.

Figure 39: Vertical Velocity from Mini-Sodar from 0000 UTC to 0600 UTC for 10
March 2017
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Figure 40: Backscatter from Mini-Sodar from 0000 UTC to 0600 UTC for 10 March
2017

Figure 41: Mini-Sodar Wind Barbs in conjunction with bulk wind valid for 10 March
2017
The DWL VAD (Velocity-Azimuth Display) showed a similar trend in wind
speed (Figure 42). The DWL VAD winds are retrieved to greater heights (1.75 km) and
it did show the increased shear with time just before the arrival of the QLCS. Winds
were predominantly out of the southwest at the surface and veered to WSW direction
after 0500 UTC at speed greater than 20 m/s as height increased. In some instances, the
wind did exceed 25 m/s after 0500 UTC at approximately 1.5 km. The lidar sampling is
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good up to approximately 1.75 km in this case, and the increase in wind shear is evident
by the 0-1km Storm Relative Helicity (SRH) plot (Figure 42) which showed the
increased shear through 0600 UTC with values that were similar to the SRH that was
obtained with the 0515 UTC SWIRLL sounding.

Figure 42: (Top) – Doppler Wind Lidar Wind Barbs in conjunction with bulk wind valid
for 10 March 2017, (Bottom) – 0-1 km SRH derived from the 10 meter wind speed and
direction from the surface station data, the sodar winds from 20-100 meters, and the
DWL VAD analysis valid from 100 meters up to 1,000 meters. This plot is valid from
0000 UTC – 0600 UTC
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The increased wind shear at the low levels is noteworthy as speed increased
greatly from the surface up to about 1 km indicative of the high 0-1 SRH value of 447
m2/s2. However, this value could be underestimated as the lowest wind barb in the
sounding had a wind speed that is too low (Figure 43). In addition, there is mid-level
instability which corresponds to CAPE around 500 J/kg which for the nighttime is
impressive without the aid of solar radiation. What is of importance is the stability of the
NBL which was approximately 0.5 km deep according to the sounding. When the NBL
is stable, this will inhibit production of turbulence which allowed the wind shear
throughout the night. A steep mid-level lapse rate aloft of approximately 7°C/km from
750 mb – 600 mb are contributing to the CAPE production. When all of the ingredients
are combined together which included the low-level shear (high 0-1 km SRH), the
moisture advection during the nighttime, and the depth of the moisture in conjunction
with mid-level instability, all of this allowed for the QLCS to maintain strength as it
approached the Huntsville region.

Figure 43: 0515 UTC Sounding launched from UAH SWIRLL 10 March
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5.3.3: CLAMPS Observations

Figure 44: (Top) – Temp, RH, and Base State Pressure taken from CLAMPS on 10
March 2017, (Bottom) – Wind Speed and Direction taken from CLAMPS on 10 March
2017
During the pre-QLCS time period (0000 UTC – 0600 UTC) at CLAMPS, the
DWL showed that the NBL was still turbulent. There was a strong vertical velocity
signal shortly after 0400 UTC which coincided with strong horizontal wind speeds which
was indicative of a possible wave that moved through the region during this time (Figure
45). Below 0.4 km, the NBL is turbulent, and the wind direction (Figure 46) was S/SW
which advected in moisture to aid in lowering the lifted condensation level (LCL)
heights. The wind speed did increase with time and with height after the 0300 UTC
timeframe. Winds increased very rapidly to around 25 m/s which is indicative of the
strong speed shear with height (Figure 46), and this pattern was very similar to the
conditions at UAH.
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Figure 45: CLAMPS vertical velocities for 10 March

Figure 46: Doppler Wind Lidar Wind Barbs from CLAMPS in conjunction with bulk
wind valid for 10 March 2017
Note: Not all wind barbs are plotted
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5.3.4: WRF Model Comparison and Evaluation for NBL at UAH and CLAMPS on
10 March
The model and observations started to come more into line during this period. At
UAH, the 2 meter temperatures temporally matched up well (Figure 20), and the timing
of the QLCS passage (temperature decrease after 0600UTC) between the model and
observations also matched up. The temperature decrease isn’t as significant as the
observations showed which was a temperature drop of around 10/11°F (5-6°C) while
WRF model had about a 6/7°F (3-4°C) drop. The lack of a greater temperature drop from
the WRF model could be attributed to a microphysical issue with the hydrometeor
concentration as evaporative cooling from the model was not as significant as it was in
the real observations. Post-QLCS 2-m temperatures matched up and the dew point
temperature (Figure 25) during this time period also matched up well.
During the time of the QLCS passage, the wind was barely over 3 m/s when in
reality, the highest wind speed recorded was greater than 10 m/s (Figure 27). In the real
observations, the variability was much greater while in the WRF simulation, there is
variability, but it is on a much smaller scale. The 10 meter wind direction did show
relatively good agreement between WRF and the real observations (Figure 27). The
WRF model just as in the case with the 10 meter wind speed did not have as much
variability in the wind direction that was observed. The QLCS passage is noted with the
abrupt wind shift in which WRF did pick up on, however, there are subsequent wind
shifts in the model that showed up after the QLCS passage. When the QLCS moved
through, the pressure increased (Figure 26) and rose more in the model than in real
observations as the model base pressure rose more than 5 mb which could be attributed to
the greater stability in the model.
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The WRF wind plot (Figure 47) did show similar trends that were observed with
both the lidar and sodar which was the increased wind shear as time progressed before
the QLCS passage. The winds in the model do veer slightly before 0600 UTC and the
wind speeds are greater than 25 m/s around 1 km and above.

Figure 47: WRF Wind for 10 March 2017
Note: Not all of the wind barbs are plotted on this figure
At CLAMPS, the model and observations matched up well during the NBL time
period. The 2-m temperatures (Figure 30) in the model were within two degrees celsius,
and the timing of the QLCS passage matched up well with the temperature drop that
occurred at the exact same time. Similar behavior was observed at CLAMPS with the 2m temperature as the drop was not as substantial as observed. The base pressure (Figure
30) showed similar trends that were observed at UAH with a sharp pressure increase as
the QLCS moved through. The model did have 2 sharp increases instead of one that was
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observed (precipitation did move through the region in the model simulation before the
QLCS passage which did not happen in reality). The CLAMPS surface wind (Figure 32)
was underestimated which was a common theme at the UAH site as well. There was one
period in the model that the wind was overestimated which was during the 0000 UTC –
0300 UTC in which wind speed magnitudes were greater than 1.5 m/s while at CLAMPS,
observations showed that values were mostly 1 m/s or less which could be due to the
terrain effects. The model also struggled with the NBL characteristics as it couldn’t
capture the rapid increase in winds at 0430 UTC before the QLCS moved into the
CLAMPS site. The peak wind from WRF at CLAMPS is around 3.7 m/s which is at the
leading edge of the wave while the real observations showed the peak wind just shy of 14
m/s. This problem was also observed at the UAH site as well where the WRF model
underestimated the winds substantially when the QLCS moved through. The CLAMPS
wind direction (Figure 32) in this time period was captured decently well, but the
variability is not as drastic as was observed. During the passage of the QLCS, there was
a delay with the surface wind direction while real observations showed no delay at all.
During the NBL time period at CLAMPS (Figure 48), the general trends are seen
here as to what was also modeled at UAH. There is increased wind shear and directional
shear with height throughout the night leading up to the QLCS. One subtle difference
between CLAMPS and UAH is that at the low levels (< 1 km) in CLAMPS during the
early portion of the evening (0000 UTC – 0300 UTC), the winds are not as strong UAH.
This could be due to the topography in the Scottsboro region, and the model could have
had a tough time resolving some of the features. The winds aloft at CLAMPS during the
passage of the QLCS are not as strong compared to UAH. Between 1 and 2 km at the
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time of the QLCS passage, the CLAMPS location had winds of 25 m/s while at UAH, the
model had winds greater than 25 m/s at those specified altitudes.

Figure 48: WRF Wind Profile at the CLAMPS valid for 10 March
In the previous section, there was a sounding that was presented earlier at 0515
UTC from UAH. In that sounding, there was a number of observations noted such as the
strong low-level shear, and a steep mid-level lapse rate (approximately 7°C/km) that
allowed for mid-level instability to be achieved. The same time period was taken from
the WRF simulation, and both soundings are compared to see how well the model
reproduced the sounding data that was recorded at UAH. Looking at the comparisons
(Figure 43 and 49), the WRF model did a reasonable job at reproducing the strong low
level shear that was present in the pre-QLCS environment. The 0-1 km SRH at UAH
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was 447 m2/s2 (low level wind was underestimated) while the WRF model had a value of
309 m2/s2. (Cohen et al. (2015), Hong et al. (2006)) did note that the nonlocal boundary
layer schemes often produce strong vertical mixing in strong-wind regimes which yields
too much smoothing of the vertical wind profile and thus SRH values are underestimated.
The hodograph from the model did show the substantial low-level shear that was present
in the observations. Thermodynamically, the model did have some trouble capturing the
surface properties. There was no surface based CAPE in the WRF sounding which was
observed at UAH. UAH did have elevated CAPE values approaching 500 J/kg while the
MUCAPE in the WRF sounding was just a tad above 1,000 J/kg. A rough estimation of
the 750mb-600mb lapse rate was calculated from the WRF sounding which did show a
similar value of approximately 7°C/km which lined up well from observations. However,
the biggest differences between the two soundings is the WRF model is more stable in
the surface layer of the boundary layer, the temperature is lower, and the moisture profile
is too dry.

Figure 49: WRF sounding at 0515 UTC from UAH SWIRLL on 10 March
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CHAPTER 6

STORM EVOLUTION

6.1: Overview of initiation and upscale growth
In this section, there will be an overview of convective initiation in addition to the
propagation of the QLCS system as it traveled further south into northern Alabama.
Observations will be compared with model reflectivity to see how similar both are.
6.1.1: 1800 UTC

Figure 50: (Top) – WRF reflectivity valid for 1800 UTC 9 March, (Bottom) – WSR-88D
1km reflectivity valid at 1800 UTC 9 March
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Observed storms initiated earlier (1630 UTC in the eastern part of Kansas, but the
WRF model did not have any storms) and this is the first time period in which the WRF
simulation does have the storm initiation (Figure 50). In this comparison, the observed
thunderstorm cluster was more impressive, however WRF captured the convective
initiation in the correct location which was crucial in the early part of the eventual QLCS
system.
6.1.2: 2200 UTC

Figure 51: (Top) – WRF reflectivity valid for 2200 UTC 9 March, (Bottom) – WSR-88D
1km reflectivity valid at 2200 UTC 9 March
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The cluster of thunderstorms (Figure 51) expanded over central Missouri is
common to both the observations and WRF simulation. The model did show a greater
number of scattered CI events over northern MS.
6.1.3: 0100 UTC

Figure 52: (Top) – WRF reflectivity valid for 0100 UTC 10 March, (Bottom) – WSR88D 1km reflectivity valid at 0100 UTC 10 March
When comparing the model reflectivity and the WSR-88D radar reflectivity
(Figure 52), the location and areal coverage of deep convection showed remarkable
agreement. There are subtle differences between the structures of the system between the
real observations versus the model observations. Both the model and radar observations
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have isolated deep convection over NW AL and adjacent areas of TN, and over NW
central TN. The QLCS is out and just ahead of the main cold front at this time.
6.1.4: 0400 UTC

Figure 53: (Top) – WRF reflectivity valid for 0400 UTC 10 March, (Bottom) – WSR88D 1km reflectivity valid at 0400 UTC 10 March
At 0400 UTC (Figure 53), both the model and observations matched up well with
the structure and location of the QLCS, which extended from northern AR to N TN.
There are two distinct systems that matched up well with the observations, however, the
WRF model did not extend the line into Oklahoma that real observations indicated.
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Observations show another area of scattered to isolated convective elements over S TN to
N AL that are more extensive (numerous) than in WRF. The simulation structure and
timing matched up well during this time frame.
6.2: QLCS entering into Northern Alabama
As the QLCS moved into the Huntsville area (Figure 54), the timing is very close
to reality when compared to observations. The structure in the model is more slabular
compared to real observations where the line is more broken and cellular. The model did
pick up on individual thunderstorms forming ahead of the line. The model also had a
huge area of straitform precipitation behind the main QLCS line which could tie into the
hydrometeor concentration issue that the model produced.

Figure 54: (Top) – WRF Reflectivity valid at 0615Z, (Bottom) – KGWX radar valid at
0613Z
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At 0640Z (Figure 55), the QLCS is very close to the CLAMPS location with a
line of convective cells forming ahead of the main line that was not present in real
observations. The timing in the model is excellent, but it also had precipitation ahead,
and is displaced too far to the east during this time frame. The model also had the big
swath of stratiform precipitation behind the QLCS.

Figure 55: (Top) – WRF Reflectivity valid at 0640Z, (Bottom) – KGWX radar valid at
0640Z
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6.3: Propagation
To explore this topic, there will be the utilization of the surface observations taken
at UAH and CLAMPS in addition to vertical cross sections of potential temperature and
mixing ratio at various points in the model simulation which are labeled in the WRF
reflectivity plots (Figures 54 and 55). Potential temperature and mixing ratio were
chosen since these are thermodynamic variables that are conserved only for subsaturated
adiabatic processes.
6.3.1: Surface Observations from Profilers and WRF
The surface observations from UAH (Figure 9) showed many trends that were
noticeable. The temperature decreased substantially, there was a sharp pressure increase,
and the relative humidity increased. There are many different characteristics of density
currents and bores. A density current has a temperature decrease due to the outflow from
a thunderstorm, and in this case, there was a temperature decrease of 10°F (5.5°C).
Pressure increased sharply over a very small timescale which was indicative of both a
bore and a density current, however, the pressure for a bore does remain elevated after
passage (Knupp 2006). In the observations, this would constitute as a hybrid wave (both
density current and bore like). In the WRF model, the temperature (Figure 20) did
decrease (not as substantially in the observations), but the temperature decrease did
match up with observations. While the pressure field (Figure 26) had various
fluctuations, there was a distinct sharp pressure increase of 6 hPa that was greater than
what was observed (3 hPa increase at UAH). Given that the temperature decreased in the
model while the pressure increased and remained elevated did match up with the
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observational trends which suggested that WRF also produced a hybrid bore/density
current wave.
At CLAMPS (Figure 44), there was similar observations that were also present at
UAH. At CLAMPS, the temperature also decreased rather substantially in addition to the
sharp pressure increase (remained elevated) while RH also increased. This suggested a
hybrid wave was present in the observations. In the model, the temperature (Figure 30)
also decreased, however, the pressure (Figure 30) had a two part increase. Overall, the
pressure increased, but there was precipitation ahead of the main QLCS line which was
not observed which could have caused the first initial pressure increase. The model did
have a sharp increase in a short time window which was also observed at UAH and
remained elevated at the CLAMPS site. The determination is that the WRF model
produced a wave that is also hybrid in nature that was observed at CLAMPS.
6.3.2: WRF Vertical Cross Sections
The two vertical cross sections of potential temperature and mixing ratio shown in
Figures (56 and 57) are oriented from south to north and extended through the UAH and
CLAMPS sites for 0615Z. The cross section passed over the UAH site (spans about 65
kilometers) revealed two distinct patterns: rising isentropes and a sharp dip in the
isohumes in the water vapor mixing ratio. This indicated the wave as there was vertical
lifting of about 2500 m which is ~ 2 km south of the strong gradient in mixing ratio
which defined the gust front. As the QLCS propagated southward, this wave lifted air
which aided in vertical motion to self sustain the QLCS as it propagated to the south.
The mixing ratio vertical cross section showed a more pronounced gradient of water
vapor mixing ratio. At CLAMPS, the latitude cross section is from 34.30°N to 35.14°N
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which spanned roughly 93 kilometers. The same behavior is also exhibited in this cross
section with lifting that occurred right at the edge of the system. Ahead of it, the low
level moisture was plentiful. Figure 58 displays the reflectivity which showed the
impressive QLCS as it is a deep convective system that extended over 10 km in height.
The gust front is located right ahead of the main line as the system moved farther south.
The UAH vertical velocities (Figure 59) were quite impressive aloft in the 5 – 7 km with
substantial lifting along the gust front into the main QLCS system. The CLAMPS
location did have lower magnitudes of vertical velocity and is concentrated in the lowest
4 km of the atmosphere. In both cases, the winds did not transfer down to the surface
which could be a byproduct of the model stability. These magnitude values were very
similar to what was observed at the time of the QLCS passage.
The 0640Z timeframe was selected as the QLCS propagated over CLAMPS. Two
vertical cross sections are presented as one goes through CLAMPS and one will be to the
west because of the precipitation ahead of the system. The same behavior was found in
the cross sections in which lifting occurred ahead of the QLCS gust front with the low
level moisture field in place (Figure 60 and 61). The latitude that varied was from
34.26°N to 34.96°N for the CLAMPS cross section which is roughly 78 kilometers in
distance, and 33.96°N to 34.62°N for the other cross section which is roughly 73
kilometers in length. By this time, the system had moved south of the Huntsville region,
and the wave had also propagated to the south along with it. Similar features were found
at this time with the cross sections that are comparable 25 minutes earlier.
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Figure 56: (Top) – Cross Section of Potential Temperature at UAH longitude, (Bottom) –
Cross Section of Water Vapor Mixing Ratio at UAH longitude
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Figure 57: (Top) – Cross Section of Potential Temperature with CLAMPS longitude,
(Bottom) – Cross Section of Water Vapor Mixing Ratio with CLAMPS longitude
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Figure 58: (Top) – Cross Section of Reflectivity on the UAH longitude, (Bottom) – Cross
Section of Reflectivity on the CLAMPS longitude
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Figure 59: (Top) – Vertical Velocity from the UAH longitude, (Bottom) – Vertical
Velocity from the CLAMPS longitude
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Figure 60: (Top) – CLAMPS Vertical Cross Section of Potential Temperature, (Bottom)
– CLAMPS Vertical Cross Section of Water Vapor Mixing Ratio
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Figure 61: (Top) –Vertical Cross Section of Potential Temperature at longitude 86.36°W,
(Bottom) –Vertical Cross Section of Water Vapor Mixing Ratio at longitude 86.36°W
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Figure 62: (Top) – Cross Section of Reflectivity on the UAH longitude, (Bottom) – Cross
Section of Reflectivity on the CLAMPS longitude
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Figure 63: Vertical Velocity along the CLAMPS longitude
The reflectivity plot (Figure 62) showed the system that moved into the CLAMPS
site. The system was still impressive in height and moisture. There was still spurious
convection that formed ahead in both plots which some of it can be due to an
enhancement in vertical velocity (example ~ 34.42°N). There were strong positive and
negative vertical velocities (Figure 63) along the leading edge of the QLCS with shear
velocity around 30 m/s from 3 – 7 km in height. These higher winds are aloft and did not
transfer down to the surface as was the case at UAH which could be due to the model
stability in the surface layer of the model.
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CHAPTER 7

DISCUSSION/CONCLUSIONS

In this study, the weather research and forecasting (WRF) model was combined
with remote sensing observations that were taken at two different locations during 9-10
March 2017 in conjunction with the VORTEX-SE field campaign. The locations were at
the University of Alabama in Huntsville (UAH) that had a suite of remote sensing
instruments and Scottsboro, Alabama where the Collaborative Lower Atmospheric
Mobile Profiling System (CLAMPS) vehicle was located. A QLCS moved through both
locations between 0600 – 0700 UTC on 10 March 2017, and at UAH, observations were
collected from the surface station, lidar/sodar, ceilometer, a microwave profiling
radiometer (MPR), a 915 MHz wind profiler, and a radiosonde. At CLAMPS, heavy
emphasis was put on the surface observations in addition to the lidar system. The WRF
(Weather Research and Forecasting) model was utilized with a 4 domain simulation setup
that was centered over Huntsville, Alabama with resolutions nesting down from 12 km to
444.44 meters.
The WRF model struggled with the thermodynamic properties in addition to
kinematic properties. During the CBL, the underestimated vertical mixing in the
boundary layer led to higher dew points than observed, and surface properties which
included surface fluxes were a problem in the model that could have contributed to a cold
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bias in the model high temperature in addition to smaller wind magnitudes than observed.
During the NBL, the model stability in the lowest 1 km of the boundary layer is
problematic as that did not allow for higher wind to mix down to the surface which was
observed during the passage of the QLCS. Elevated instability (CAPE) was observed
both in the model and observations while the 0-1 km SRH was underestimated in WRF.
Since the simulation utilized a nonlocal boundary layer parameterization scheme, in a
high wind regime, these profiles will tend to smooth out and SRH is usually
underestimated which is a critical parameter for assessing low level wind shear. The
QLCS timing produced from the WRF simulation matched up well with the observations,
but the structure in the model was too slabular compared to more cellular. The model
and observations from both sites indicated a hybrid wave (density current and bore like
qualities) that propagated along with the QLCS. While the WRF model did not
contribute to the understanding of this event, this study did show that high resolution
numerical weather prediction models can produce these waves, and when combined with
remote sensing instruments, this can further advance the understanding of these
mesoscale phenomenas. Forecasting for near surface properties is a very difficult task for
a numerical weather prediction model to forecast. The boundary layer is very unique in
that turbulence is a big component that causes the wind fields and the near surface
properties to behave differently than the free atmosphere. In addition, producing accurate
near-surface atmospheric conditions is one of the most difficult tasks in numerical
weather prediction due to the limited knowledge of near-surface atmospheric processes
and the uncertainties in the model physics parameterizations. Some of the problems with
this simulation do highlight the need for better physics parameterizations, and the best
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way to improve the model physics is utilizing high resolution observational data. The big
problem with this particular simulation was characterizing the boundary layer properties
and some of the possible reasons for these issues could be due to the PBL
parameterization scheme/surface layer parameterization scheme, initial/boundary
conditions, misrepresentations at the synoptic scale, and topographical features.
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CHAPTER 8

FUTURE WORK

As with any research, there is always future work that can be done to further
improve this study. The model wind speed was problematic in this simulation and high
resolution wind profile comparisons concentrated in the lowest 500 meters of the
boundary layer would be very helpful to analyze especially for various processes which
include tornadogenesis. A sensitivity analysis could be conducted by looking at the third
domain to see how well results can be replicated from the fourth domain. If there are not
any substantial differences, utilizing the third domain will not only save computational
time, but also memory. If the results can be utilized at a coarser grid, one could add more
vertical levels in the model which would allow better vertical resolution to help simulate
the various processes in the QLCS better. This study utilized NAM reanalysis data for
the initial and boundary conditions, but trying out different datasets such as GFS and
ECMWF could be beneficial to see how well the model does in comparison to the NAM.
Changing up the microphysics (one versus two moment) and boundary layer (local versus
non-local) parameterization schemes could yield different results that could be analyzed,
and quantified. Initializing the model at 0000 UTC on 9 March instead of 1200 UTC on
9 March could possibly replicate the boundary conditions better as the WRF spin up time
is on average is 6 to 12 hours. The spin up time in a model is the time in which it reaches
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a statistical equilibrium under the applied forcing (mass and velocity fields).
Observations could be assimilated at the initialization of the model to help correct the
mistakes that were seen on various plots and assimilating radar data at 0000 UTC on 10
March could possibly correct the rain that moved through various locations before the
eventual passage of the QLCS could give a better understanding of the NBL in the model.
If there is disdrometer data available, one could research the hydrometeor concentration
issue associated with the stratiform precipitation produced by the model behind the
QLCS. Lastly, more analysis should be done regarding the wave that was generated in
the model. Properties such as vertical velocities of the wave in addition to turbulence
kinetic energy (TKE), and more thermodynamics properties could be analyzed and draw
even more conclusions about the wave that was generated in the model and possibly
categorize it even further.
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APPENDIX A

A.1 WRF-ARW (Advanced Research Weather Research and Forecasting Model)

The atmospheric simulations in this thesis are utilizing the WRF-ARW
(Advanced Research Weather Research and Forecasting Model) model Version 3.8
which was released 8 April 2016. The WRF model version 3 is described in full detail by
Skamarock et al. (2008), and some of the information is based on that paper in addition to
the WRF Users’ Guide Version 3.8 (WRF Users' Guide Version 3.8). The WRF-ARW
model is a fully compressible, and non-hydrostatic, although it does have a hydrostatic
option.
Related to non-hydrostatic conditions, the idea of compressible flow is that it
consists of a gas in which the density changes drastically along the path of a parcel. The
following equation describes that density is not constant unlike in incompressible flow.
Dρ
≠0
Dt

(A.1)

Another way to determine the compressibility of a gas is by the equation of state
(Glickman 2000).
P = ρRd T
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(A.2)

For the set of equations above, p is the pressure, Rd is the gas constant for dry air, ρ is the
density, and T is the temperature. If the air is not only composed of dry air, but also
water vapor, the equation becomes the following:
P= ρRd Tv

(A.3)

The variables above are the same except for dry air except Tv is the virtual temperature
and can be calculated via the equation:
Tv = T(1 + 0.61qv )

(A.4)

where qv is the mixing ratio. (Note: There are other equations that can be utilized when
calculating the virtual temperature). The density in the atmosphere changes most rapidly
with height, and it also changes due to temperature variations in addition to changes in
the velocity and pressure. Having the compressibility in this model will allow for these
temperature variations along with the velocity and pressure changes to be accounted for.
Recalling the hydrostatic equation, which is the balance of the vertical pressure
gradient force and gravity (neglecting vertical acceleration)
∂p
= -ρg
∂z

(A.5)

where p is the pressure, z is the vertical coordinate, ρ is the density of the air, and g is
gravity. Utilizing a non-hydrostatic model in this study is crucial for a number of
reasons. One reason is that as the grid spacing decreases, mesoscale features can be
resolved given that the grid resolution is large enough, and that the horizontal width is
going to be nearly the same as the height (Figure 64).
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Figure 64: Adopted from Markowski and Richardson (2010) – The nonhydrostatic
regime applies when D/L = 1 or D/L < 1.
Another reason is that at the mesoscale level, features such as thunderstorm updrafts, and
downdrafts will not be in hydrostatic balance so the non-hydrostatic option is crucial for
this study.
In the WRF model, the vertical coordinate system is a mass based terrainfollowing coordinate system (Laprise 1992). Therefore, the vertical coordinate system
does not intersect with the terrain, and the separation of coordinates is not constant,
unlike in a vertical coordinate system which is solely based on height. The equation that
is utilized in calculating the heights is denoted by the variable (η):
η=(ph -pht )/(phs -pht )

(A.6)

where ph is the pressure at a certain level, pht is the pressure at the top of the
atmosphere and phs is the surface pressure below ph. The η values range from zero to one
in which zero is the top level of the model and one is the lowest level in the model. The
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value of one is assigned to the lowest level in the model since that is where the greatest
mass per unit area of air is located. Moving vertically through the atmosphere, the mass
decreases with η until the top of the model is reached, where η is equal to zero.
The grid that is utilized in the WRF model is the “Arakawa C” grid. Arakawa and
Lamb (1977) introduced 5 grid configurations defined as the A, B, C, D and E grids. The
“Arakawa A” grid is the only un-staggered grid out of the five grids that are described in
this paper. An un-staggered grid is one where all atmospheric quantities are evaluated at
the same point on the grid cells. The A-E grids have undergone extensive testing and
analysis in which Purser and Leslie (1988) concluded through multiple studies that the A
grid ranks lower in the quality versus the other grids. Schoenstadt (1978) explains in his
analysis using the shallow water equations evaluating points on grids A-D that grid A has
a major problem in which a substantial amount of distortion is produced especially at
higher frequencies (shorter wavelengths). The C-grid used in the WRF model is a
staggered grid, which means that not all quantities are evaluated at the same point on the
grid cells. The C grid as concluded by Schoenstadt (1978) as well as DeCaria and Van
Knowe (2014) show that the dispersion properties / phase propagation characteristics are
realistic. In addition, the C-grid does a good job in filtering out high frequency noises in
the model (Schoenstadt 1978).
As shown in figure 65, the scalar variables are stored in the centers of each grid
cell while the momentum and velocity variables are located at the faces of each cell. For
example, the variable θ (potential temperature) being centered in the grid cell while the u,
v, and w components of the velocity are located at the cell faces. In this schematic, there
are 4 grid boxes set up for the horizontal grid and vertical grid. In the horizontal grid, the
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original starting position for θ is θi,j and if the variable is advected to the west or east by
one step, the i position will change to either θi-1, j or θi+1, j and if the variable is advected
to the north or south by one step, the j position will change to either θi, j-1 or θi, j+1. The
velocities u and v are half a grid-length away from the thermodynamic variables. If the
same principle is applied above, since the velocities are half a grid-length away, the u
velocity moving from either the east or west is going to be ui -1/2, j or ui + 1/2, j and the
pattern continues on by adding 1 to the 1/2. Likewise, for the v velocity moving from
either the north or south is going to be vi, j-1/2 and vi, j+1/2 and the pattern also continues on
by adding 1 to the 1/2. The user of the WRF model controls the Δx and Δy spatial
resolution (grid distance) of the model (more on this in the next section).
For the vertical grid, the vertical grid length Δη is not constant, and can either be
specified by a user (must start at 1, and end at 0), or can be calculated by the model in the
initial conditions. The same principle above is applied except that v is substituted by w
since now we are working in the vertical direction. Since Δη is not a constant, Δηk is the
first level (η = 1, and k is the w component of velocity) which encompasses the entire
first grid cell, and then Δηk + 1/2 is calculated by going from the half way point of the first
grid cell to the following half way point of the next level. This pattern will repeat itself
until η = 0.

Figure 65: Horizontal and Vertical Arakawa C-Grids that are utilized in the WRF model
(Skamarock et al. 2008)
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The WRF model uses a time-split integration scheme to integrate the governing
equations in the model. Some of these equations in the model are the equation of state,
the conservation of mass, momentum, and energy (u, v, and w). The time-split
integration technique in the model is described in Wicker and Skamarock (2002). The
WRF model uses the Runge-Kutta 3rd order time integration system for the low frequency
modes while higher frequency modes such as acoustic waves are integrated at smaller
time steps to ensure that the model is numerically stable. The Runge-Kutta method is an
extension / improvement of Euler’s Method, and is a technique used to solve partial
differential equations.
A.2 Running the WRF Model
Running the WRF model will require many steps that the user will need to go
through. A flow chart is listed below that illustrates the steps were used for this thesis.
GEOGRID

WPS

REAL

WRF

UNGRIB

WRF
METGRID

Figure 66: Flow chart describing the processes to initialize the WRF simulation. The
WPS (WRF Preprocessing System) section is preprocessing the data while WRF is
running the model
For this thesis, both the WRF and WPS (WRF Preprocessing System) tar files
were downloaded since this is a case study, and not an ideal simulation. Once these files
are untarred, the first step is changing directories into the WPS folder where either a user
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can setup the domain simulation (geogrid) or download the data for the initial or
boundary of the model (ungrib). For the geogrid process, the domain simulation is setup
and once this is completed, the geography data is interpolated to the model grids. The
ungrib process takes data from GRIB (gridded meteorological data) files and converts
them into intermediate files that contain 2-D meteorological fields common to all types of
gridded data. The GRIB files can be found at multiple websites and for this thesis
research, the files were downloaded at the NCAR/UCAR RDA (Research Data Archive).
These files must be downloaded to a user’s directory where these files are read through a
variable table to extract the meteorological data. The user can download various model
datasets for the initial and boundary conditions. There are available variable tables for
each model that can be chosen to read in the meteorological fields. The metgrid step
takes the files created from the geogrid and ungrib processes and horizontal interpolates
the meteorological data onto the model domain configuration. Once the metgrid files are
created, these files are transferred into the WRF run directory where the vertical
interpolation, initial and boundary conditions are created for the model simulation (Real).
Finally, the model can run and generated the forecast (WRF).

A.3 The CFL Criteria
The Courant-Friedrichs-Lewy (CFL) criteria described by Courant et al. (1928)
measures numerical stability when solving the equations in the WRF model. In a 1dimensional framework, the form will be:
|

c∆t
| ≤1
∆x

(A.7)

where c is the speed of the wave, Δt is the time-step, and Δx is the spacing of the grid. In
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the WRF simulation, the user can adjust both the time-step (incremental time change in
which the governing equations are being solved), and the grid spacing (distance between
each grid point). The recommendation for setting up the time step is taking 6 * Δx (grid
spacing). However, CFL errors can still occur, and depending on the resolution of the
simulation, the time step will need to decrease. A general rule is that if the grid spacing
(Δx) decreases, the time step (Δt) will also need to decrease in order for the CFL criterion
to be met so that the model simulation will not become too unstable in which it can crash.
The reason that the model crashes is that mass is moving from one cell to another nonadjacent. In between cells, there is no mass continuity between adjacent cells which
causes artificial waves to occur which then causes the numerical integration to become
unstable. A user can find CFL errors in the rsl output files from the model simulation.
A.4 Physics Parameterization Schemes
In numerical weather modeling, parameterization schemes are methods that
represent the physical processes in the atmosphere that are small, convoluted or poorly
understood. Parameterization schemes are often an oversimplification of atmospheric
parameters (Glickman 2000) since the atmosphere is too complex for scientists to
understand completely. These schemes also have a huge influence regarding the model
forecast, and they all indirectly interact with each other through the changes to the
atmospheric model variables (Stensrud 2009). The WRF physics parameterization
schemes are divided up into different atmospheric processes. The processes that will be
highlighted in this thesis will be the microphysics, radiation, boundary layer, surface, and
cumulus. For each of these parameterizations, Stensrud (2009) does an excellent detailed
analysis, and will be used in the following subsections.
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A.4.1 Microphysics
The microphysics schemes in the WRF model represent physical processes that
control the origin of cloud droplets and ice crystals, their growth and fallout (Morrison
2010). The microphysics parameterization schemes play an important role in the
formation of clouds and precipitation. Microphysics parameterizations can have a
number of consequences with a numerical simulation including the spatial distribution of
precipitation in addition to the evolution of a synoptic system (Gilmore 2004 a, b). There
are a number of challenges when it comes to these parameterizations and they include the
number of phase changes of water, and a plethora of different interactions between the
clouds and the precipitation hydrometeors (Stensrud 2009); six phases can occur in the
atmosphere, which are:
Cooling Processes (energy taken out of the environment):
Solid to Liquid (melting)
Liquid to Gas (evaporation)
Solid to Gas (sublimation)
Warming Processes (energy released to the environment):
Gas to Liquid (condensation)
Liquid to Solid (freezing)
Gas to Solid (deposition)

To represent the hydrometeors, the microphysical parameterizations are usually
grouped into two camps, which are either a “bulk” or “bin” approach. The “bulk”
approach is using a particular function for the particle size distributions. The function for
the particle size distributions is usually calculated by either the inverse exponential

98

distribution (Marshall and Palmer 1948), lognormal functions, or using a gamma function
(Stensrud 2009). These particle size distribution calculations predict the particle mixing
ratio, and are usually called single-moment schemes (Stensrud 2009). WRF has many
mixing ratio variables that are calculated and vary for each microphysical scheme, but the
ones that are calculated in the model are qr (rain water mixing ratio), qc (cloud water
mixing ratio), qi (ice water mixing ratio), qs (snow mixing ratio), qg (groupel mixing
ratio), and qh (hail mixing ratio).
A double-moment scheme not only calculates the particle mixing ratio (total mass
per unit volume of air), but it also calculates the concentration of the hydrometeors. In
some of the microphysics schemes, the double-moment schemes are offered. The
concentrations that are calculated in the model are the same variables mentioned above in
regards to the mixing ratio. One of the benefits in using a double-moment scheme over a
single-moment scheme is that the double-moment will be applicable to a broader range of
environments (Stensrud 2009). The double-moment scheme would also be better in an
organized convective system in which there are different regions that would have
dramatically different concentration of hydrometeors.
A “bin” approach divides the particle distribution into a number of finite mass
categories and does not use a function for the particle size distribution that the “bulk”
approach does. The benefits of using a “bin” approach would be that more specific
microphysical processes are being calculated in addition to the interactions between
particles. However with the number of bins that are required, this takes up a huge
amount of memory, and is computational expensive as more calculations are needed to be
done per model time step. There is also not a lot of knowledge of some of the ice phase
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physics that could be detrimental to the ice particle concentrations, and could affect the
accuracy (Stensrud 2009). WRF offers all bulk microphysics schemes as they are less
taxing with computational resources, however, WRF does offer one bin microphysics
scheme that is the HUJI (Hebrew University of Jerusalem, Israel) parameterization
scheme.
A.4.2 Radiation
Atmospheric radiation is the ultimate source of energy for the Earth. The
radiation that is given off by the Sun is comprised of electromagnetic energy that
propagates through the atmosphere. The radiation that enters the atmosphere can be
absorbed, scattered or reflected back to space. Since the energy from the Sun is
extremely large and is emitted at a very high temperature (~6000K). This energy is
considered to be in the shortwave spectrum due to the Wien’s Displacement Law
relationship. This law describes the inverse relationship between wavelength and
temperature (higher temperature, shorter wavelength and vice-versa). Since the Earth is
shaped in an oblate spheroid, the energy will be unevenly distributed, which produces
horizontal gradients of temperature that then drives atmospheric patterns across Earth.
All of this shortwave radiation will not make it to the surface of the Earth and on average
about 50% of the energy reaches the Earth’s surface. The ground receives this radiation,
heats up the ground, and then re-emits the radiation at a longer wavelength due to the
temperatures at the surface. Because of Wien’s Displacement Law, the radiation at the
surface will be categorized the Infrared region / longwave radiation (> 4μm) (Wallace
and Hobbs 2011). In radiation parameterization schemes, the biggest challenge is to find
methods to calculate the two important parameters in these schemes that are the upward
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and downward radiative flux densities (Stensrud 2009). The radiation parameterization
schemes that are used today are categorized into two methods. One method is to use
approximations driven by observations in which equations are used to estimate the
radiative flux, or the other method is a two-tier approach in which the total radiative flux
is broken down into the downward and upward components (Stensrud 2009).
In the WRF model, the shortwave and longwave components are separately
parameterized, but parameterization methods are synonymous between both radiation
components. As mentioned, there are two methods to determine the radiative flux. The
first method is using approximations driven by observations or called the Empirical
Methods. Both the shortwave and longwave empirical schemes are computationally light
as bulk properties are related to the radiative flux. In both the shortwave and longwave
radiation empirical schemes, both are estimating the radiation that is reaching the surface.
Both include clouds, and are defined by the maximum relative humidity value in each
level in the model. However, there are many drawbacks with these computationally light
calculations, and one is how inaccurate they are. In the longwave radiation, an issue is
that there are no other gaseous emissions besides water vapor as other sources are
discounted. In the shortwave radiation, the empirical schemes do not incorporate the
complexities of shortwave radiation absorption and also that different cloud
characteristics will change the radiative properties (Stensrud 2009).
For the longwave radiation two-tier approach, these schemes solve the radiative
transfer equation in which this equation describes how radiation passes through a medium
through absorption, emission, and scattering processes. This equation is solved and one
can formulate the upward and downward fluxes as a function of height. There are
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various methods that parameterization schemes use, which involve calculating the
absorption coefficient integration over an atmospheric path. There are narrow-band
models that start with dividing the Planck Function into intervals. In these intervals, the
absorption elements are defined, and are added up over the Infrared spectrum. In a wideband model, the absorption and Planck functions are combined together and integrated
over a big portion of the Infrared spectrum. In the shortwave radiation parameterization,
there are similarities with the longwave portion, but the schemes are specifically named
based upon a number of factors. These includes the solar zenith angle for the radiation
directions (upward and downward fluxes) and how the single-scattering phase function is
utilized and calculated in the parameterization schemes (Stensrud 2009).
A.4.3 Boundary-Layer
The boundary layer of the atmosphere is the focal point at which humans live in.
The depth of this layer varies day to day. On average, it can range from 100 meters to
3,000 meters (Stull 2009). During the daytime if the wind is strong, air will tend to mix
which expands the boundary layer, and during the night, air will tend to not mix due to
the reduction in thermals and the layer will shrink. One of the most important processes
in this layer is turbulence (random fluctuations in the mean flow) which can transport
atmospheric variables and has big implications on the forecast, and the evolution of the
weather each day. There are smaller scales of motion imbedded in turbulence called
eddies (irregular swirls of motion). Most of the turbulence that occurs in the atmosphere
is generated by forcings from the ground and those can include solar heating that causes
warm air to rise which creates thermals, and friction caused by wind flowing over the
ground generating wind shears (Stull 2009). The boundary layer can have big
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implications on the air flow around certain meteorological phenomena including the
inflow of moist boundary layer air into thunderstorms or synoptic scale fronts which
separate the boundary layer of different temperatures (Stull 2009). One of the biggest
problems with understanding turbulence is how complicated the equations become, and
there is a point where the number of unknowns in a set of equations is greater than the
number of equations (Stull 2009). This problem is known as closure (Stull 2009). In the
WRF model, a lot of the boundary layer schemes are split up into local, and nonlocal
closure schemes, and will be highlighted in this section.
Local closure schemes are developed in which the unknown variables are related
to known variables at nearby vertical grid points (Stensrud 2009). One of the biggest
problems with local closure techniques is that the mixing is related more to eddies which
aren’t controlled by local gradients in the stability in the boundary layer. In order to
overcome some of these issues, some parameterization schemes have higher order closure
techniques. A first order closure equation means that there are equations for the state
variables (examples include u and v components of wind, temperature, and mixing ratio),
and the covariance terms (value of the product of the deviations) are parameterized. A
second order closure equation means that there are equations for the state variables and
the covariance terms, but the triple correlations terms are parameterized. Lastly, any
closure equation with half-order or one and a half order make an assumption in that the
second moments can predict the first moment, the third moments can predict the 2nd
moments, and the pattern continues (Stensrud 2009). WRF has many boundary layer
options in which the user can choose a local closure scheme with order options up to 3.
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Non-local closure schemes are developed in which the unknown variables are
related to known variables at any number of other vertical grid points (Stensrud 2009).
Non-local closure schemes do have advantages over local closure schemes. Stull (1991)
when describing static stability says that taking a local approach can lead to errors in the
intensity of turbulence for air flow consisted of large eddies. In addition, observations
from the daytime in forests shows that a local interpretation of static stability would have
incorrectly predict that the air is stable when it wasn’t. Lastly from this paper, air parcels
can still have positive buoyancy in the atmosphere even if neighboring regions have
locally neutral or stable conditions which is a big drawback in local closure schemes.
Evaluating static stability using the entire sounding instead of local lapse rates is the
biggest advantage of using a non-local frame work, and WRF does offer many boundarylayer parameterization that use a non-local approach.
A.4.4 Cumulus
Vertical motion in the atmosphere can dictate whether a day could be sunny or a
day that could be spoiled by clouds, rain, or even thunderstorms. The cumulus
parameterization (convective parameterization) in WRF predicts the effects of convective
clouds and how buoyancy forces can dictate the stability and instability in the
atmosphere. If there is instability in the atmosphere, moist convection could be an issue.
Moist convection can be split up into either deep convection that spans vertically
throughout much of the troposphere or shallow convection that vertically spans a very
small portion of the troposphere (Stensrud 2009). With deep convection is the
association of a strong updraft and in shallow convection due to the weak buoyancy
force, so it is sometimes assumed that precipitation will not be produced (Stensrud 2009).
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With deep convection, you can have regions of convective and stratiform precipitation.
The convective regime consists of individual cells that can have very intense updrafts in
some cases. The stratiform regime does consist of weaker updrafts, can be spatially
bigger and weaker than convection precipitation. One of the common parameters
evaluated in the convective parameterization schemes is CAPE (Convective Available
Potential Energy). The following equation is from Markowski and Richardson (2010).
EL

(Tv p -Tvenv )

LFC

Tv env

CAPE= ∫

(A.8)
g

The LFC is the level of pressure convection where the parcel is warmer than the
environment (positively buoyant), and the EL is the equilibrium level in which the parcel
temperature and the environment temperature are equal (neutrally buoyant). The Tvp is
the virtual temperature of the air parcel, and the Tvenv is the virtual temperature of the
environment. CAPE is the positive buoyancy in-between the LFC and EL, in which air
parcels can ascend, and is related to the strength of an updraft. In these convective
parameterization schemes, there are functions that “trigger” the convection, and vary
differently for each scheme (Stensrud 2009). The trigger functions determine the
evolution of precipitation in the model, and these functions can be based upon a number
of parameters including the moisture in a column, and the forcings dealt with in the
boundary layer of the atmosphere (Stensrud 2009). The cumulus parameterization can be
split into two different ways that are an adjustment type scheme or a mass flux type
scheme.
The adjustment type scheme which is also known as the deep-layer control
convection scheme, or CAPE adjustment scheme is a convective scheme that assumes
that the atmospheric instability that is built up in a model will all be used for the
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development of convection (Stensrud 2009). Once the convection is finished, the model
readjusts and removes convective instability to which conditions post-convection are
either neutral or convective overturning. The way that this was done in some of the first
adjustment type schemes is to alter the temperature and moisture profiles in the model
when the environment is saturated. Then, the temperature and moisture profiles follow
the saturated adiabatic lapse rate over neighboring model levels (Zhu 2004). This is
applied to every grid point as adjustments are made and applied level by level in the
model.
The mass flux schemes are known as dynamic schemes in which they are
concerned more with the convective process and key ingredients in the development of
convection such as instability, moisture and a lifting mechanism (Stensrud 2009). Mass
flux schemes are widely used, and are preferential over the adjustment type as these
calculate updrafts and downdrafts of convection that is imperative for convection to form
(Yoshimura 2015). They also feature vertical momentum transport that can alter the
vertical stability of a column. There are equations that feature variables such as the
updrafts and downdrafts which are calculated from the vertical eddy transport to a large
scale budge equation that features contributions from all clouds in the model (Stensrud
2009).
A.4.5 Surface
This section will be dealing with two parameterizations in WRF, the surface layer
and the land surface physics. Each of these components is very crucial in the model. The
surface layer is situated in the lowest 10% of the boundary layer (Stull 2009), and this
parameterization is crucial for other calculations that are done in the model. In the
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surface layer, there are many processes such as frictional drag, and rising thermals that
can cause dramatic variations such as wind, and temperature (Stull 2016). From
Skamarock et al. (2008), the surface layer parameterization calculates a number of critical
variables that are used for some of the other parameterization schemes in the model.
These variables are friction velocities, and exchange coefficients (also known as eddy
diffusivity). From Stull (2009), the friction velocities are related to the Reynolds stress
and the mean density of air in the surface layer (Stull 2009 - equation 2.10b). The stress
of a fluid is the force that deforms a body, and more specific, the Reynolds stress of a
fluid only exists when it is in turbulent motion (Stull 2009). The exchange coefficients
(eddy diffusivity) relate the gradient of a mean variable to eddies in a turbulent flow
(Stull 2009).
The land surface physics uses a plethora of atmospheric information from
different components of the model. These parameterization schemes use information
from the surface layer, radiative information from the radiation parameterization
schemes, precipitation information from the microphysics, and the convective
parameterization schemes (Skamarock et al. 2008). An important task that the land
surface physics does is initializing the lower boundary conditions of the model for the
vertical advection done in the boundary layer parameterization (Skaramrock et al. 2008).
The land surface physics primarily focuses on the ground properties, and variations in
these fluxes near the surface can determine a number of factors including the surface
variables, and the depth of the boundary layer (Stensrud 2009). A number of surface
properties such as soil, soil moisture, and vegetation have a big impact in how much
energy is absorbed and converted in sensible and latent heat fluxes. The sensible heat
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flux is the rate of heat transfer per unit area that is transferred from the ground into the
atmosphere, the latent heat flux is the rate of moisture transfer per unit area that is
transferred from the ground into the atmosphere, and the ground heat flux is the rate of
heat transfer per unit area that is transferred from the ground into the soil levels that are
underground. Variations in the surface conditions over small spatial scales can lead to
mesoscale circulations that can be studied and understood well (Stensrud 2009). Each of
these fluxes affect the surface conditions in a given location, and these calculations are
vital in order for users to understand the surface properties.
In the Data and Methodology section, it was mentioned that the model simulation
had 18 levels stacked in the lowest 1 km of the simulation. The following numbers are
the eta levels that were used in this simulation:
1.00, 0.9969, 0.9935, 0.9899, 0.9861, 0.9821, 0.9777, 0.9731, 0.9682, 0.9629, 0.9573,
0.9513, 0.9450, 0.9382, 0.9312, 0.9240, 0.9165, 0.9088, 0.9008, 0.8925, 0.8840, 0.8752,
0.8661, 0.8567, 0.8471, 0.8371, 0.8261, 0.8141, 0.8008, 0.7863, 0.7704, 0.7531, 0.7341,
0.7135, 0.6911, 0.6668, 0.6406, 0.6123, 0.5806, 0.5452, 0.5060, 0.4630, 0.4161, 0.3656,
0.3119, 0.2558, 0.1982, 0.1339, 0.0804, 0.0362, 0.0000
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