Abstract: A linear-quadratic control problem for some infinite-dimensional controlled stochastic differential equations driven by a fractional Gaussian noise is solved. The feedback form of the optimal control and the optimal cost are given. The optimal control is the sum of the well known linear feedback control for the associated deterministic linear-quadratic control problem and a suitable prediction of an optimal system response to the future noise. The covariance of the noise as well as the control operator may in general be unbounded, so the results can also be applied where the noise or the control are on the boundary of the domain or at discrete points in the domain. Some examples of controlled stochastic partial differential equations are given.
INTRODUCTION
The linear-quadratic Gaussian (LQG) control problem for the control of a finite dimensional linear stochastic system with a Brownian motion (white Gaussian noise) and a quadratic cost functional of the state and the control (e.g. Fleming et al. [1975] ) is the most well known and basic solvable stochastic control problem for stochastic systems with continuous sample paths. Similarly the linearquadratic Gaussian control of an infinite dimensional linear stochastic system with a Brownian motion and a quadratic cost functional of the state and the control is the most well known and basic solvable stochastic control problem for infinite dimensional stochastic systems with continuous sample paths. This latter problem is not an immediate generalization of the finite dimensional problem because there are unbounded operators in the system equation and the interpretation of the solutions of the linear system and a Riccati equation need more refined definitions than for a finite dimensional linear system.
The noise or perturbations of a system are typically modeled by a Brownian motion because such a process is Gauss-Markov and has independent increments. However empirical data from many physical phenomena suggest that Brownian motion is often inappropriate to use in the mathematical models of these phenomena. A family of processes that has empirical evidence of wide physical applicability is the collection of fractional Brownian motions.
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Fractional Brownian motions are a family of Gaussian processes that were defined by Kolmogorov (Kolmogorov [1940] ) in his study of turbulence. While this family of processes includes Brownian motion, it also includes other processes that describe behavior that is bursty or has a long range dependence. These other processes are neither Markov nor semimartingales. The first empirical evidence of the usefulness of these latter processes was provided by Hurst (Hurst, [1951] ) in his statistical analysis of rainfall along the Nile River. Subsequently empirical justifications for modeling with fractional Brownian motions have been noted for a wide variety of physical phenomena, such as economic data, flicker noise in electronic devices, turbulence, internet traffic, biology, and medicine.
The study of the solutions of stochastic equations in an infinite-dimensional space with a (cylindrical) fractional Brownian motion (for example, stochastic partial differential equations) has been relatively limited. Linear and semilinear equations with an additive fractional Gaussian noise (the formal derivative of a fractional Brownian motion), are considered in Duncan [2000] , Duncan et al. [2002] , Grecksch et al. [1999] , . Strong solutions of bilinear evolution equations with a fractional Brownian motion are obtained in Duncan et al. [ , 2005 , and the same type of equation is studied in Tindel et al. [2003] , where a fractional Feynman-Kac formula is obtained.
Since fractional Brownian motions (FBMs) have a wide variety of potential applications, it is natural to consider the control of a linear stochastic system with an FBM and a quadratic cost functional. It is natural to call such problems, linear-quadratic fractional Gaussian (LQFG) control. Some initial work has been done on these problems. The control problems for stochastic equations driven by fractional noise have been studied only recently (cf. Kleptsyna et al. [2003] where a one-dimensional problem is investigated and Duncan et al. [2009] , Duncan et al. [2010] where a multidimensional problem is investigated) and no results seem to be available for infinite-dimensional systems (e.g. stochastic partial differential equations) that are considered in this paper.
PRELIMINARIES
Let U, V and H denote real, separable Hilbert spaces and consider the state equation
in the space H, where t ≥ 0, A : H → H is a linear, (in general) unbounded operator that is the infinitesimal generator of a strongly continuous semigroup (S(t) , t ≥ 0) and (B H (t), t ≥ 0) is a cylindrical fractional Brownian motion on the space V , defined on a filtered probability space (Ω, F, (F t ) t≥0 , P), that is,
where {e i , i ∈ N} is a complete orthonormal basis in V , (β i (t), i ∈ N, t ≥ 0) is a family of (stochastically) independent, real-valued, standard fractional Brownian motions with the Hurst parameter H ∈ ( 1 2 , 1) fixed and λ i ≥ 0, (λ i , i ∈ N) is a bounded sequence in R + . It can be assumed that the filtration (F t , t ≥ 0) satisfies the so-called usual conditions (e.g. Karatzas et al. [1988] ). For the control problem here it is natural to assume that (F t , t ≥ 0) is the P-completion of σ(B(s), s ≤ t). The incremental covariance Q of (B H (t), t ≥ 0) is defined by
(it is not required that Q is a trace class operator on V , so the series in (2) may diverge in the space V , cf. , Duncan et al. [2002] for the basic theory of fractional Brownian motions and stochastic integrals driven by fractional Brownian motions that is relevant in the present case. 
In a part of this paper it is assumed that the semigroup (S(t), t ≥ 0) is analytic (Pazy, [1984] ). In that case there existsβ ≥ 0 such thatÂ := A −βI is a strictly negative operator. Let D Some assumptions are given now.
(A1) One of the following two conditions is satisfied for B and C in (1):
is an analytic semigroup and there are constants α ∈ (0, 1) and
Note that in the case (A1)(b), B and C may be unbounded as operators U → H and V → H, respectively (but the formulation requires the semigroup (S(t), t ≥ 0) to be analytic).
For the family of controls the following assumption is introduced.
Obviously, if B ∈ L(U, H) or if α > 1/2, then it is appropriate to choose p = 2 because it is not reasonable to reduce the space of controls. If, however, α ≤ 1/2 the operator B is too singular and it is necessary to restrict the space of controls so that the solution to the controlled equation would be well defined.
The following condition is used for the stochastic convolution integral (appearing in the variation of constants formula to obtain the solution for the controlled system) to be well defined.
(A3) There exist some constants T 0 > 0 and η > 0 such that
Consider the equation (1) with feedback controls of the form (4) is defined in the usual way by the mild formula for t ∈ [0, T ]
(5) (which coincides with the mild solution of (1) for u(t) = K(t)X(t) + h(t)) where Z is the stochastic convolution. Since the mapping (t, x) → f (t, x) := K(t)x is continuous as a map [0, T ] × H → U and f (t, ·) is Lipschitz for each t ∈ [0, T ], it is easy to see that (5) has a pathwise unique H-continuous solution.
The cost functional is defined as
for x ∈ H and u ∈ U , where Q, R and G are linear operators satisfying
The problem is to minimize the cost functional J(x, u), that is,
and (for given x ∈ H) to find an optimal controlû ∈ U that achieves the infimum in (7), that is, J(x,û) = J(x).
OPTIMAL CONTROLS
The hypotheses (A1)-(A4) are restricted slightly. In addition, the following assumption is introduced.
(A5) The following three conditions are satisfied.
The condition (A5)(a) implies that (B H (t), t ≥ 0) is a "genuine" V -valued fractional Brownian motion, not merely a cylindrical fractional Brownian motion. The inequality β ≥ α means, roughly speaking, that the diffusion operator C is not more "unbounded" than the control operator B.
The formal Riccati equation in this case iṡ
V (0) = G which does not include the noise linear operator C, so the well-known deterministic result for this case ( Flandoli, [1986] ) can be used. Let Σ + = {V ∈ L(H), V = V * ; V ≥ 0}. This deterministic result is given in the following theorem. The proof of this result and the following results are given in Duncan et al. [2011] . 
for all t ∈ (0, T ), x, y ∈ D A , and V (0) = V 0 .
The mapping V satisfying (9) (or equivalently, (10)) is called the mild (or weak) solution to the equation (8) with V 0 = G. Subsequently let P (t) = V (T − t), where V is the mild solution to (8) with V 0 = G, and let
By the fact that
A * )) and P = P * on H there is a unique extension of P (denoted again by
Consider the stochastic integral
for t ∈ [0, T ], which will later play an important role in the formulation of our main result and U P is the fundamental solution of the homogeneous adjoint of (12). (A3)- (A5) are satisfied, then the process ϕ given by (13) is a well-defined centered Gaussian process in
Note that the solution of the controlled equation is well defined by the mild formula even if the control
is not adapted. Using the operator-valued mapping P and the process ϕ the following result for a nonadapted control is obtained. It may be of independent interest but it also will be used later to prove a corresponding result for adapted controls.
Theorem 2. Let (A1)-(A5) be satisfied, let x ∈ H and u ∈ U be arbitrary, let ϕ be given by (13) and let (X t , t ≥ 0) be the solution of the controlled equation (1).
be the linear space of nonadapted controls. The optimal controlv ∈ V for the control problem (1)-(6) with U replaced by V is
where (X(t), t ∈ [0, T ]) is the solution of the controlled equation (1) with u =v and ϕ is given by (13). The optimal costJ is
Theorem 3. If (A1)-(A5) are satisfied, then there exists a unique optimal control (ū(t), t ∈ [0, T ]) in U for the control problem (1)-(6) that is given bȳ
and
where t ∈ [0, T ], u a (s) = s a I for s > 0, a ∈ R, and I a t − denotes the left-sided fractional Riemann-Liouville integral (?), H) ), a > 0 and Γ is the (Euler) Gamma function.
The optimal cost is
It can be verified ) that the RHS of (17) is a zero mean Gaussian random variable. While it is assumed that H > 1 2 , the optimal control given in Theorem 3 is also valid for the well known case of H = 1 2 (i.e., the case when (B H (t), t ≥ 0) is a V -valued Wiener process), that is, by the independent increments of (B H (t), t ≥ 0) it follows that
so the optimal control isū(t) = −R −1 B * P (t)X(t). To demonstrate the analogous correspondence for the optimal cost, it is necessary to verify the suitable expectation which for H = 1 2 is
This family of integrals can be shown to converge to
as λ → ∞. Summarizing, the well-known expression for the optimal cost for a V -valued Wiener process is obtained
SOME EXAMPLES
Consider the stochastic controlled heat equation
for (t, ξ) ∈ R + × D with the following initial condition and Dirichlet boundary conditions u(0, ξ) = x(ξ) (22) for ξ ∈ D and u| R+×∂D = 0
where D ⊂ R d is a bounded domain with a smooth boundary, u is the control and η is a noise process that is the formal time derivative of a space dependent fractional Brownian motion. To provide a precise meaning to (21)- (23), the parabolic system is rewritten as an infinite dimensional stochastic differential equation
generates an analytic semigroup (S(t) ,
and the noise η is modeled as the formal derivative (dB H /dt)(t), where (B H (t), t ≥ 0) is a cylindrical fractional Brownian motion in V with covarianceQ ∈ L(V ). The assumptions in Theorem 3 for an optimal control can be verified.
Consider a stochastic wave equation formally described as
for (t, ξ) ∈ R + × D where D and η satisfy the conditions in the previous example and the control operatorB belongs to L(U, L 2 (D)), U being an arbitrary control (Hilbert) space. The initial and boundary conditions are ∂y ∂t (0, ξ) = x 1 (ξ) (26)
with the following choice of operators and spaces: Let
It is well known that A generates a strongly continuous semigroup in the space and clearly B ∈ L(U, H). The space of controls is chosen as U = L 2 F (U ). The assumptions in Theorem 3 for an optimal control can be verified.
Consider the heat equation with boundary noise and control ∂y ∂t (t, ξ) = ∆y(t, ξ)
for (t, ξ) ∈ R + × D with the initial condition y(0, ξ) = x(ξ) for ξ ∈ D and the boundary conditions that are either of Dirichlet type y(t, ξ)| R+×∂D = u(t, ξ) + η(t, ξ) (32) or of Neumann type ∂y ∂ν (t, ξ) = u(t, ξ) + η(t, ξ)
for (t, ξ) ∈ R + × ∂D where ∂/∂ν is a normal derivative, D is a bounded domain in R d with smooth boundary ∂D, u is the control and η is a noise process on ∂D. For suitable choice of α the assumptions in Theorem 3 for an optimal control can be verified.
The authors are not aware of any numerical work on the control of stochastic partial differential equations with fractional Brownian motions.
CONCLUDING REMARKS
An optimal control has been given explicitly for a linear stochastic equation in a Hilbert space driven by a fractional Brownian motion with the Hurst parameter H ∈ ( 1 2 , 1) and a cost functional that is quadratic in the state and the control. The method is also applicable to the case of a Brownian motion, that is, H = 1 2 . These stochastic equations can model linear stochastic partial differential equations and linear stochastic hereditary (delay) equations. For future work it is desirable to extend the optimal control results to H ∈ (0, 1 2 ) and thereby to include all fractional Brownian motions. However in this case it is known (Duncan et al. [2002] , ) that the conditions for solutions of the linear equations differ from the case for H ∈ ( 1 2 , 1). Furthermore it is also important to consider the associated ergodic control problems with H ∈ ( 1 2 , 1) and H ∈ (0, 1 2 ).
