




































































































































































































































































































































































































































































































































































Dans ce texte, nous donnons une methode pour construire beaucoup d'exemples de varietes
homogenes d'Einstein de courbure scalaire negative. Dans l'article [F] nous avons deja etudie
ce probleme. Nous avons obtenu en particulier les conditions necessaires et susantes pour
l'existence de telles varietes dans le cadre des groupes de Lie gra^ce aux travaux de Kass ([KH])
et Heber ([He]). D'apres [B] une variete homogene d'Einstein est compacte, plate ou non-
compacte suivant que la courbure scalaire est positive, nulle ou negative. Nous nous interessons
donc aux espaces homogenes d'Einstein non-compacts et non-plats. Il faut rappeler que tous les
exemples connus de tels espaces sont isometriques a des groupes de Lie resolubles simplement
connexes munis d'une metrique riemannienne d'Einstein invariante a gauche. Comme nous
avons remarque dans [F], la construction de quelques exemples dans un cas particulier proche
du cas des espaces symetriques fait appel a certains modules de Cliord. Dans ce texte, nous
montrons que quelques soient les espaces de bases au depart veriant certaines conditions de
compatibilite, on peut toujours choisir convenablement les modules de Cliord associes pour que
les conditions necessaires et susantes soient satisfaites. Ceci a ete annonce dans le theoreme
1.2 et son corollaire 1.3 qui sont les resultats principaux de ce texte.
1 Preliminaires
Nous presentons tout d'abord le resultat principal de [F]. Par la suite, nous expliquons le lien
avec les modules de Cliord et posons la question essentielle. Dans la partie suivante, nous
donnons la reponse a cette question et ensuite dans la derniere partie nous considerons les
modules de Cliord irreductibles dans un cas particulier.
Soit (h; [ ; ]) une algebre de Lie nilpotente de rang deux, dont le centre c est dierent de
h, munie d'un produit scalaire h ; i. Soient a un espace vectoriel de dimension un (= R), et g
l'espace vectoriel reel ha. On choisit un generateur Z de a et une derivation f de h. On munit









8 X 2 h; [Z;X] = f(X):
On etend le produit scalaire sur h en un produit scalaire, note toujours h ; i sur g, pour lequel
h et a sont orthogonaux et Z est de norme un. Soit n le supplementaire orthogonal de c dans h.
Par hypothese n est non nul.
On designe par G le groupe de Lie simplement connexe associe a g, muni de la metrique
riemannienne invariante a gauche g induite par le produit scalaire h ; i. On se propose de
trouver une derivation f telle que la metrique g soit d'Einstein. Dans ce cas, en suivant [KH],
on dira que le probleme (P) relatif a (c; n) admet une solution. On remarque qu'une solution
est completement determinee par la donnee de l'endomorphisme f = adZ. Dans ce cadre, les
conditions necessaires et susantes ont ete obtenues dans [KH] (voir aussi [BB], [EH] et [H]).
Pour tout X 2 c, on designe par 

X












D'apres [H], nous savons que pour les espaces symetriques de courbure sectionnelle strictement
negative, l'algebre de Lie resoluble associee g = acn verie dim(c) = 0; 1; 3 ou 7 et dim(n) = k















; : : : ;X
r
























pour i 6= j.
Nous avons considere le cas particulier suivant proche du cas des espaces symetriques : il
existe une base orthonormee fX
1
; : : : ; X
r
















pour i 6= j. Nous











a deja ete largement





EME 1.1 Soient h; c; n; a et fX
1
; : : : ;X
r
g denis comme ci-dessus. Soient n
j
les




















Alors le probleme (P) relatif a (c; n) admet une solution, si et seulement si, il existe une





































































soit independante de .
Dans la preuve de ce theoreme, nous avons vu comment reduire l'etude des algebres de Lie
















pour i 6= j, admettant
une solution f au cas ou
(
?
) h ne se decompose pas en ideaux disjoints orthogonaux
et donc c = [n; n]. Dans ce cas, il y a seulement un espace E

et f n'a que deux valeurs propres
distinctes. On possedait alors toutes les informations necessaires pour classier et aussi pour
construire tous les tels espaces h. Pour le faire, il faut attacher des algebres de Lie de type
Heisenberg (voir [K]) convenablement modiees. Rappelons cette construction :








(sommes directes orthogonales avec 1  k  r





























A(j) = f1; : : : ; rg (tel que c = [n; n]). De plus f1; : : : ; rg ne doit pas contenir
un sous-ensemble propre L tel que chaque A(j) soit inclus ou bien dans L ou bien dans son













; [ ; ]):


















. Ce qui transforme h
j
en une
algebre de Lie de type Heisenberg et n
j







La multiplication de Cliord par X 2 R
#A(j)









dimensions possibles de n
j
dependent donc de #A(j).
3




et les nombres 
j;k
< 0; k 2 A(j), qui satisfont les conditions lineaires du theoreme 1.1 (avec
E
































si k 2 A(j)
et 
j;k
= 0 sinon). Il est clair maintenant que les conditions lineaires du theoreme 1.1 sont
satisfaites. De plus, tous les tels espaces h peuvent e^tre construits par cette methode.
Maintenant la question essentielle est de savoir si les nombres convenables 
j;k
existent. Nous
repondons armativement a cette question dans la partie suivante. Le resultat de ce texte est











un espace vectoriel de dimension r, muni d'un produit
scalaire. Soient A(1); : : : ; A(n) avec n  1, n sous-ensembles non vides de f1; : : : ; rg veriant
[
j
A(j) = f1; : : : ; rg tels que f1; : : : ; rg ne contient pas un sous-ensemble propre L de sorte que
chaque A(j) soit inclus ou bien dans L ou bien dans son complement.




pour tout 1  j  n, tels que
premierement l'espace vectoriel reel h = c
?






muni du produit scalaire etendu













pour tout j (en particulier (h; [ ; ]) est une algebre de Lie nilpotente de
rang deux), et deuxiemement le probleme (P) relatif a (c; n) admet une solution.






; [ ; ]

) l'algebre de Lie metrique construite par le
theoreme precedent a partir de c

et une famille de sous-ensembles A

(j), avec  2  un
ensemble ni.
Alors, en multipliant eventuellement chaque [ ; ]










) admet une solution.
2 Les nombres 
j;k
Dans cette partie nous montrons qu'un bon choix pour les 
j;k
existe, i.e. les 
j;k
satisfont les
conditions lineaires du theoreme 1.1 avec 
j;k
< 0 si k 2 A(j) et 
j;k
= 0 sinon.




un espace vectoriel de dimension r, muni d'un produit scalaire pour lequel
la somme est directe orthogonale. On xe aussi n sous-ensembles non vides A(j) de f1; : : : ; rg
avec n  1 veriant [
j
A(j) = f1; : : : ; rg tels que f1; : : : ; rg ne contient pas un sous-ensemble
propre L de sorte que chaque A(j) soit inclus ou bien dans L ou bien dans son complement.
Denition : Ces conditions seront appelees par la suite dans ce texte les conditions de com-
patibilite.
Il est clair que le nombre maximum de conditions lineaires du theoreme 1.1 est egal a n+r 1.







est determinee par les autres sommes. Dans la suite, on
eliminera toujours cette somme des equations a resoudre.





LEMME 2.1 Il y a au moins n+ r   1 inconnus 
j;k
, c'est a dire
#A(1) +   +#A(n)  n+ r   1:
Demonstration. On pose r
0





= r alors le resultat est vrai. On suppose que ceci est vrai pour r
0
= k + 1 et on
le montre aussi pour r
0
= k. On peut prendre #A(n) = k et A(n) = f1; : : : ; kg ou k < r. Soit
B = fk + 1; : : : ; rg. D'apres les conditions de compatibilite, il existe un 1  j
0
< n tel que
A(j
0










) avec 1  s
1
 k et k+1  s
2
 r.
On pose maintenant A
0
(j) = A(j) pour tout j 6= j
0













g. On a :
#A
0
(1) +   +#A
0
(n) = #A(1) +   +#A(n):
Il est facile de voir que les A
0
(j) verient les conditions de compatibilite. Maintenant avec
#A
0
(n) = k + 1 l'hypothese de recurrence s'applique. 
On xe pour tout j, un module de Cliord n
j
sur l'espace de base R
#A(j)









ou les entiers k
j





























. En eet, on sait que dans le cas general tous les modules de Cliord sont
la somme de quelques copies de, au plus deux modules de Cliord irreductibles (a equivalence












> 0 si k 2 A(j) et 
j;k
























= dimn 1  k  r
ou B(k) = f1  j  n tel que k 2 A(j)g. Dans ce cas, il est clair que les 
j;k
satisfont les
conditions lineaires du theoreme 1.1 avec E





] = c. Dorenavant, on considere le
systeme (?).
LEMME 2.2 Le systeme (?) est equivalent a une equation matricielle AX = b ou la matrice
des coecients A
p;q
(p = n+ r   1; q = #A(1) +   +#A(n)) est de rang n+ r   1.
Demonstration. Il est clair que si
t

























est une matrice d'ordre (n;#A(j)) dont toutes les lignes sont nulles sauf la j-eme qui est
formee de 1, et A
0
j
est une matrice d'ordre (r  1;#A(j)) contenant une matrice extraite egale a
Id
#A(j)
si r 62 A(j) ou Id
(#A(j) 1)
si r 2 A(j), dont tous les autres termes sont nuls. On rappelle





= dimn comme avant.
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Maintenant, on montre que les lignes de A sont lineairement independantes. On note L
i
la







= 0, on montre alors 
i
= 0. On xe A(1).
Il existe un 2  j
0
 n tel que A(1) \ A(j
0
) 6= ; d'apres les conditions de compatibilite. Sans










. On obtient ainsi 
1
=    = 
n
. Ce qui implique 
n+1





On sait que pour un j
0
, on a r 2 A(j
0





nulle. Ceci implique que 
j
0
= 0. Il en resulte 
i
= 0. 
Le lemme precedent montre que le systeme (?) admet des solutions. On aimerait montrer
en plus qu'en choisissant convenablement les entiers k
j
, les solutions pour 
j;k
seront positives.
On va montrer ceci tout d'abord pour le cas ou la matrice A est inversible, c'est a dire le cas ou
le nombre d'inconnus 
j;k
est minimum.
2.1 Le cas #A(1) +   +#A(n) = n+ r   1
On suppose donc que la matrice A est inversible. On montre par recurrence sur n + r que le
systeme (?) admet des solutions positives pour un choix de (k
1
; : : : ; k
n
).
Denition : Un tel choix est appele remarquable.
On remarque que si (k
1
; : : : ; k
n
) est remarquable, alors (ak
1
; : : : ; ak
n
) est remarquable aussi




avec k 2 A(j) assez
grands. Pour n+ r = 2 ou 3 on verie directement que le resultat est vrai. On suppose que le
resultat est vrai pour n+ r   1 =M et on le montre pour le cas n+ r   1 =M + 1.
2.1.1 Le cas r  n:
Si r  n, alors au moins pour un j
0
, on a #A(j
0
) = 1, car dans le cas contraire on obtient
#A(1) +   +#A(n)  2n ce qui contredit r  n. Sans perdre de generalite, on peut supposer










































(k) = f2  j  n tel que k 2 A(j)g. Pour ce systeme,
on peut appliquer l'hypothese de recurrence car les ensembles A(2); : : : ; A(n) verient aussi
les conditions de compatibilite. On sait que 1 2 A(j
0
) pour un 2  j
0
 n et on prend par








; : : : ; k
0
n
), tel que les solutions 
0
j;k




























; : : : ; k
n
)





















sinon, sont toutes positives.
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2.1.2 Le cas r > n.









alors on obtient #A(1) +   +#A(n)  2r ce qui contredit r > n. On peut alors supposer sans
perdre de generalite que 1 2 A(1) et 1 62 A(j) pour 2  j  n. On pose A
0
(1) = A(1)nf1g et
A
0
(j) = A(j) pour 2  j  n. Dans ce cas A
0
(j)  f2; : : : ; rg et ces sous-ensembles verient les






























2  k  r
ou B
0















un module de Cliord
sur R
#A(j)















existe donc un choix remarquable (k
0
1






est un multiple de r dimn
1
pour tout































pour le reste. Alors (k
1
; : : : ; k
n
) est un choix remarquable pour le
systeme (?) dans le cas n+ r   1 =M + 1 car les solutions 
j;k
sont toutes positives.
On a donc termine la preuve du theoreme 1.2 lorsque la matrice A est inversible.
2.2 Le cas general
On considere l'equation matricielle AX = b du lemme 2.2 avec A une matrice non inversible.
Dans ce cas il existe une matrice extraite carree A
0
d'ordre n+ r   1 de A qui est inversible. Il
est clair que A
0











car sinon une ligne de A
0
serait nulle. Maintenant, on numerote les elements de chaque A(j)
dans l'ordre croissant. Pour tout 1  j  n on denit les sous-ensembles T (j)  A(j) de la
maniere suivante : le p-eme element de A(j) appartient a T (j) si et seulement si A
0
contient la
p-eme colonne de la matrice B
j
. Alors pour tout j, le sous-ensemble T (j) est non vide. On peut
presenter A
0


















est une matrice extraite de A
j
d'ordre (n;#T (j)) et F
0
j
est une matrice extraite de A
0
j
d'ordre (r   1;#T (j)).
LEMME 2.3 On a #T (1) +    +#T (n) = n+ r   1.
Demonstration. La matrice A
0
est carree. Le nombre de lignes de cette matrice etant n+r 1,
on obtient le resultat. 
LEMME 2.4 Les T (1); : : : ; T (n) verient les conditions de compatibilite.
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Demonstration. On a tout d'abord [
j





62 T (j) pour tout j. Si r
0
< r cela implique que la (n + r
0
)-eme ligne de A
0
est nulle, ce qui est impossible. Si r
0




On en deduit que la somme de toutes les lignes de la matrice F
0
j
est egale a la j-eme ligne de la
matrice F
j
. Autrement dit les lignes de A
0
sont liees ce qui est absurde.
On montre maintenant que pour tout sous-ensemble propre L de f1; : : : ; rg il existe un j
0
tel que T (j
0




6= ;. Si ceci n'est pas le cas, on peut supposer que pour un
1  r
0
< r et un 1  j
0
< n : T (j)  f1; : : : ; r
0
g pour 1  j  j
0
et T (j)  fr
0
+ 1; : : : ; rg
pour j
0
+ 1  j  n. Comme on a vu ci-dessus, la somme de toutes les lignes de la matrice F
0
j
pour 1  j  j
0
est egale a la j-eme ligne de la matrice F
j
. Tenant en compte le fait que les r
0





+ 1  j  n sont nulles, on obtient que les lignes de
A
0
sont liees, une contradiction. 
Maintenant on sait que les T (1); : : : ; T (n) verient les conditions de compatibilite. Soit
R = #A(1) +   +#A(n)  (n+ r   1) et puisque A n'est pas inversible R  1. Pour montrer
le theoreme 1.2 dans le cas general, il faut essentiellement prouver le cas R = 1.
LEMME 2.5 Si R = 1, alors le systeme (?) admet un choix remarquable pour (k
1
; : : : ; k
n
).
Demonstration. On a T (j) = A(j) pour tout j sauf une valeur j
0
. On peut supposer j
0
= 1
et que 1 2 A(1)nT (1). Donc T (1) = A(1)nf1g et T (j) = A(j) pour les autres indices. On
























= dimn 1  k  r
ou B
0
(k) = f1  j  n tel que k 2 T (j)g et n
j













un module de Cliord sur R
#T (1)
. Ce systeme admet donc un
choix remarquable (k
1
; : : : ; k
n
) tel que les solutions positives 
0
j;k




>  pour un  > 0 xe. On montre le lemme en prouvant que (k
1
; : : : ; k
n
) est aussi un
choix remarquable pour le systeme (?) relatif aux A(1); : : : ; A(n). Il existe un indice 2  j
1
 n
tel que 1 2 T (j
1
) et #T (j
1




) \ T (1) 6= ; on choisit un element k
0



































pour les autres indices, on trouve les solutions positives 
j;k
pour le systeme
(?). Si un tel choix pour j
1
n'est pas possible, on prend N  2 le plus petit entier veriant les
proprietes suivantes : il existe N indices 2  j
1
; : : : ; j
N
 n tels que :
T (j
l
) \ T (j
(l+1)
) 6= ; pour 1  l  N








) \ T (j
(l+1)
) pour 1  l  N . L'entier N etant le
plus petit possible, il en resulte que les k
l
sont deux a deux distincts et k
l
6= 1. Pour 1  l  N











































Maintenant, le cas general est prouve. En eet, pour R  1 quelconque en appliquant R-fois
le lemme precedent on trouve le resultat recherche. Ceci termine la preuve du theoreme 1.2.
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3 Le cas n = 2 et les modules de Cliord irreductibles
Une question interessante est de savoir sous quelles conditions le systeme (?) admet un choix
remarquable (k
1
; : : : ; k
n
) ou l'espace n est le plus petit possible. En particulier on aimerait savoir
quand est-ce que le choix k
j
= 1 est remarquable ou plus fort encore quand est-ce qu'on peut
choisir les n
j
irreductibles pour le choix remarquable k
j
= 1. Dans cette derniere partie, on
considere le cas n = 2 et on donne les conditions necessaires et susantes pour que le choix











un espace vectoriel de dimension r, muni d'un produit scalaire. Soient
A(1); A(2) deux sous-ensembles non vides de f1; : : : ; rg veriant A(1) [ A(2) = f1; : : : ; rg et
A(1) \A(2) 6= ;. Soit n
1
un module de Cliord irreductible sur l'espace R
#A(1)
. On sait qu'il y
a au plus deux choix possibles pour n
1
(a equivalence pres). La dimension de n
1
est egale a 2
m
ou m est le nombre de Hurwitz-Radon lie a #A(1) (voir [BTV] ou [LM]). Soit n
2
un module
de Cliord irreductible sur l'espace R
#A(2)




. On a alors la proposition
suivante :
PROPOSITION 3.1 Avec les notations precedentes, le systeme (?) admet le choix remar-












Demonstration. On peut supposer que A(1) = f1; : : : ; R + Sg et A(2) = fR + 1; : : : ; rg ou
1  S  r, 0  R  r S. On considere le systeme (?). Il est clair que 
1;k
= dimn pour k  R
et 
2;k














= dimn pour 1  l  S:
On en deduit que : r dimn
1
  R  dimn > 0, dimn > 
1;R+l
pour 1  l  S. On a alors :






ce qui donne : r dimn
1
< (R+ S)  dimn. En combinant ces inegalites
on a : R  dimn < r dimn
1
< (R + S)  dimn. D'ou les inegalites recherchees. Ces inegalitees
sont donc necessaires. On verie facilement qu'elles sont aussi susantes. 
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