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Abstract
3D-ben az alakfelismerés nagy kihívást jelent, kiváltképpen ha pontfelho˝kkel dolgozunk. A felismerés részleges in-
formációkból egy másik kihívást jelento˝ probléma. Azonban a tárgyak felismerésére részleges 3D-s adatokból nagy
szükség van az ipar különbözo˝ területein, mint automatizálás, megfigyelés, gép-gép és gép-ember robot rendszerek.
Ez a tanulmány egy olyan rendszer létrehozásának követelményeit vizsgálja, ami részleges pontfelho˝kbo˝l képes az
alakfelismerésre, és megoldást is ajánl. Ez a megoldás magában foglalja a lokális skála becslést, kulcspont de-
tekciót és egy lokális struktúra definícióját. A módszer hatékonyságát 3D-s adatbázisokon és Kinect pontfelho˝kön
történo˝ tesztelés támasztja alá.
1. Introduction
Point clouds have the potential of fusing them, creating even
full 3D range images compared to depth ones. SLAM meth-
ods like dense scanning with Kinect 1 or monocular stream-
ing 2 already provide the possibility of 3D scanning and re-
construction with cloud registration based on vision or sur-
face descriptors 3 4 and aligning algorithms e.g. ICP 5. How-
ever, in real scenarios of industry, observation with fixed
camera position is lot more frequent (which still can have
the advantage of merging clouds of moving objects chang-
ing over the time) than the possibility of full 3D recon-
struction. Following the practical needs we will work on
single-view/close view point cloud scanning methods, why
we should critically reconsider the requirements and possi-
bilities for this 2.5D scanning. One can distinguish dense
and sparse clouds, in the following we concentrate the pre-
vious case (especially considering the cloud merging possi-
bilities). The main research direction in this field is the object
recognition and pose estimation, and there are many systems
dealing with occlusion and clutter 6 7 8. These pipelines has
three major steps, which are keypoint detection, local sur-
face description and hypothesis verification. A survey about
3D features and shape recognition can be found in 9. Search-
ing for keypoints with similar features is an expensive but
successful way of recognizing a given object, but it is less
prosperous if we look for a given type of objects which have
distinct local features. Beside that applying the state of the
art preprocessing (statistical outlier removal, smoothing, up-
sampling with MLS 10) background 11 foreground subtrac-
tion 12 and segmentation 13,14 techniques the input clouds
can be free of occlusion and clutter containing mainly the
separated object parts.
Our goal was to perform object categorization based on
partial point clouds. Some of the earlier SHREC † chal-
lenges are close related to our aim, however we did not in-
tend do use any texture, 15 color 16 information (because it
restricts the recording device) or adjust the method to rigid
or non-rigid 17 shapes. In addition to the above we did not
want our method to depend on meshing of objects 18 (be-
cause mesh generation step of point cloud processing can be
more computationally intensive than working directly on the
clouds and it results in the same recognition problems but
with derived information) or relate it to 3D computer mod-
els 19 (which have very distinct features compared to real
clouds), so our intent is categorization instead of retrieval.
Finally the main difference between our objective is the size
of the visible object part. Basically we investigate the prob-
lem of category recognition from as small part as possible, or
what size is sufficient to obtain correct results and what re-
quirements have to be fulfilled compared to full 3D shape or
2.5D (with high object content) recognition. Whether based
only on an arm or a bust part a man can be recognized? We
think that it has to be based on ’semi-global’ description of
† http://www.itl.nist.gov/iad/vug/sharp/contest/2015/Range/
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Figure 1: Flow chart of general partial view based object
categorization
the object, because on one side the using of a local surface
descriptor with too large radius to encode the small object
parts may average the local features; on the other side the
global structure characterized by global descriptors cannot
be represented in the local structure.
2. Proposed system
In the following we define the construction elements and re-
quirements for building a general system for partial view
based object categorization. Figure 1 shows the general
structure of the proposed system.
2.1. Data requirements
There are two important criteria of input data in order to
proper operation. The scanned object part has to be seg-
mented and the cloud density has to be sufficient (suitable
to search local radius on detail levels). Obviously each sub-
process (surface fitting, normal estimation, etc.) requires a
minimum input point number. If we want to identify objects
from 2.5D views, training with 3D clouds can lead to incor-
rect results if the radius of the examination is not carefully
chosen: the point density and keypoint definition over- or
under-sample the salient characteristic details. Hidden points
(which are accounted in a full 3D but invisible in real 2.5D
scanning) on the 2.5D view can influence both the keypoint
finding and the descriptor in the full 3D model.
2.2. Characteristic scale
In 3D scale is one of the most important information which
can result in quick and appropriate decision if one want to
differentiate objects with different sizes. However if we only
know partial cloud we do not know the size of the whole ob-
ject so relative scale is not achievable, but absolute scale of
the details can be well estimated. The solution to this prob-
lem lies in the definition of keypoints. We used the Harris
3D 20 keypoint detector for finding the salient feature points;
however, we work on point clouds and not on meshes. Key-
points in our case defined as points at which the minimum
of the principal Harris curvature has large value (this means
both curvature of them are big, it is corner like point 21). If
we find one keypoint by assigning to it a characteristic ra-
dius, the next one can only be outside of the sphere defined
by the radius. So instead of global scales we characterize lo-
cal ones with this radius. The local scale can be estimated
through finding the radius of Optimal neighborhood 22 by
local shape variation 23, or simply calculating a feature with
length dimension e.g. from the curvature. 24 shows that the
characteristic scale of complex and partially random struc-
tures may not always be identical to the optimum neighbor-
hood size of covariance features. We defined our characteris-
tic radius from the principal Harris curvatures as it is already
calculated in the keypoint selection stage and it is always
positive. However it was not self-evident how to do that. We
used the following relations, starting from a case of a sphere:
ρ = 1kp1
=
1
kp2
=
1
kp
(1)
where ρ is the radius of the sphere and kp1 = kp2 = kp are
the principal curvatures of it.
λ1 = λ2 = 2kp22 (2)
where λ1 = λ2 are the eigenvalues of the Harris matrix (prin-
cipal Harris curvatures). Equation 2 can be deduced from the
definition of 3D Harris and by calculating the principal cur-
vatures of the fitted surface operator in 20 in the origin with
the formulas of elementary differential geometry. ρ is the
value what we intend to use as corresponding radius of the
keypoint. However, in general case kp1 ≥ kp2, so we can de-
fine two radii instead of one. The obvious choice of the char-
acteristic radius corresponds to the smaller curvature kp2, be-
cause we sorted the points to descending order as function of
it. So searching for less relevant keypoints to smaller curva-
ture we get monotonically increasing characteristic radius.
ρ1 =
2
√
λ1
(3)
This local radius determines only the number of keypoints
we will find, but there are two important things in the defi-
nition of this feature. First it should be repeatable in order to
locate similar structures in different clouds; second, it is rec-
ommended that locations of higher curvature should be more
relevant as keypoints (also to be avoided of finding many
keypoints in a flat region).
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2.3. Local descriptors
Local surface descriptors has wide range of literature but rel-
atively few of them can be applied in point cloud processing,
they are rather applicable to depth image 25 26 or mesh 27
28 type range images. A comparative evaluation of applying
some of them for categorization purposes can be found in 29.
ThrIFT descriptor is a good feature of the local 3D structure,
also can be used for recognition in true 3D structures.The
descriptor constructs a 1D weighted histogram according to
surface normal angles of neighboring points, which is de-
fined as the angle between two normal vector calculated with
different window size at a given point 30.
cos(θs) =
nsmall ·nlarge
‖nsmall‖
∥
∥nlarge
∥
∥ (4)
Another local surface descriptor is the so called Point Fea-
ture Histogram (PFH) proposed by Rusu et al. 31 and 32. For
all point pairs in the local neighborhood after selecting the
ps source and pt target points with ns and nt associated nor-
mal vectors 33 a unique Darboux frame is defined in ps origin
with the basis vectors:
u = ns
v = u×
pt − ps
‖pt − ps‖
(5)
w = u× v
This descriptor uses four measures to accumulate the
neighboring points into a 16 bin histogram. Later FPFH
(Fast Point Feature Histogram) was proposed in order to re-
duce computational complexity 34. In our local descriptor
keypoints are characterized by Point Feature Histgoram to
maintain maximum discriminative power. PFH is density in-
variant. Components of the local descriptor we used:
• PFH with 8 bin using the measures 33 :
α = w ·nt
φ = u · pt − ps
‖pt − ps‖
(6)
θ = arctan(w ·nt ,u ·nt)
• Surface normal angle calculated at the keypoint
• Modified shape index value:
Ip =
1
2
−
1
pi
arctan
kp1 + kp2
kp1− kp2
, (7)
Ipmod =
∣
∣
∣
∣
1
2
− Ip
∣
∣
∣
∣ (8)
where Ip is the shape index and kp1 >= kp2 35.
The modified value is a mapping from [0 1] interval to [0
0.5] in order to retain only relative orientation information
between the curvatures (the original shape index is influ-
enced by definition of the local reference frame as well).
• Characteristic radius calculated from the maximum of
Harris principal curvature
ρ2 =
2
√
λ2
(9)
• Volume of the convex hull determined by the neighboring
points
Thus our descriptor has 12 dimensions. Why did we choose
these features? The shape index instantly assign a type
(spherical cup or cap, rut or ridge, saddle) to the keypoint
itself by examining the proportion and relative orientation of
its curvatures. Complementing this PFH is the basis of our
descriptor as it is density invariant generalization of the cur-
vature. We gathered information about the point, the local
surface (defined by the search radius) and using surface nor-
mal angle we store outside of the given neighborhood too.
• Storing a characteristic radius value we preserve the scale
information of the curvatures which is neglected in the
shape index calculation. Here we calculate ρ2 by Equation
9 instead of ρ1 (Equation 3), because in optimal case we
found mainly significant keypoints. Based on our defini-
tion the significance of a keypoint is inverse proportional
to ρ1, so in terms of ρ2 larger variance is expected.
• Finally, as we aware of corresponding local volume was
not included in any earlier descriptor as feature, but we
found it discriminative. Subjecting the standardized fea-
tures to Principal Component Analysis (PCA) the average
loading of the original features constructing the first four
component (which has about 75 % share of the sum of
eigenvalues) of the features in the transformed space is
about 5-12 %. So we concluded they are linearly indepen-
dent and each of them has significance.
2.4. Global descriptors
In object categorization global descriptors have significant
role. Local descriptors are adequate for local surface match-
ing, from which real objects are builded up. So instead of
exhaustive search of all the local features, matching the de-
scriptors of the whole object is done. These can be classified
into four main categories: histogram (distribution) based,
transform based, 2D view based and graph based ones 36.
One of the histogram based approaches is the descriptor
of shape distributions proposed by 37. Histograms based on
measured shape functions as distance (between a surface
point and the center of mass of the model, between two sur-
face points), angle (of three surface points), area (of the tri-
angle formed by three surface points) and volume (of the
tetrahedron defined by four surface points) are appropriate
to distinguish broad categories or for pre-classification step.
Another distribution based technique is the so called Shape
context 38 which is similarly defined as its 2D version. 39
For one point it is a histogram of the relative coordinates of
the remaining points. According to 40 the 3D shape contexts
descriptor is less efficient than the other currently available
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methods, its indexing is not straightforward, and the dissim-
ilarity measure obtained from the method does not obey the
triangle inequality. Other representatives of this category are
Extended Gaussian Images (EGI) or orientation histogram
41 (which is the mapping of objects’ normals to the Gaus-
sian sphere considering the area of surface) and Viewpoint
Feature Histogram (VFH) 42. The application of previous
one is pose determination because it is not invariant to ro-
tation, its main disadvantage is noise sensitivity. VFH is also
used for pose estimation, so it is designed not to be rotation
and translation invariant. In 43 VFH was extended to the so
called clustered version of it (CVFH), which is less sensi-
tive to missing parts by applying the original method on the
connected components after smooth region segmentation.
The transform based methods provides pose invariance
and compact representation by transforming the geomet-
ric information into different domains. Organized structure
(spherical grid or 3D voxel) is required to accomplish it. For
example 3D Fourier Transform 44 requires voxelization us-
ing the bounding cube, what is outlier sensitive. This cat-
egory also covers method like Angular Radial Transform
(ART) 45, Spherical Harmonics (SH) 46 and Spherical Trace
Transform (STT). The STT is proved to be one the best trans-
formed base algorithms in terms of retrieval accuracy 47.
In case of 2D view-based global descriptors the 3D sur-
face is transformed into a set of 2D projections, and the goal
is the computation of 2D image descriptors on each view.
These methods can rely the Bag-of-Feature of local visual
features like SIFT 48 or on 2D global descriptor like Zernike
moments which is among the most successful representa-
tions 49. One problem of rendering 3D into 2D views is the
theoretically infinite possible number of views 50.
In case of graph based methods a graph is built out of
the surface which is transformed to a numerical description.
Reeb graphs are defined over the object surface at multiple
levels of resolution of Reeb functions like curvature, height
or integrated geodesic distance. The choice of function is
determinative and it is not applicable to all classes of shapes.
51 Sundar et al. 52 propose a technique comparing 3D objects
with the help of skeletal graph matching.
In general consequently from their definition the global
methods are either not applicable to partial matching (be-
cause global attributes are not present) or requires exhaus-
tive search (subgraph matching of graph based methods) 53.
There were attempts to single view based categorization like
54 or 55 but encoding global information does not allow the
recognition of partial objects. We propose the use of descrip-
tor which is based on local patterns instead of points or sur-
face patches, so it stores semi-global information. Among
others we tested a method combines the advantages of dis-
tribution and graph based approaches by well defined simi-
larity of the local patterns (colored subgraphs), more detailed
description can be found in the next section.
3. Main Steps in the Procedure
As we mentioned earlier we examine the criteria of suc-
cessful object recognition, so we propose a general idea of
achieving that instead of defining a strict structure of ele-
ments. We outline a robust and scale-independent methodol-
ogy for the different kind of sensors, shapes, circumstances.
The description of the tested methods can be found in this
section.
3.1. VFH
The traditional approach of categorizing partial objects is
based on Clusters. This makes VFH 42 sensitive to missing
parts. CVFH 43 is less sensitive to these defects, it is able to
recognize theoretically if one cluster match is found. How-
ever it is obvious there are limitations of missing points and
percentage of visible object part. We tested VFH recognition
evolution on our database, because it is efficient to compute
based on viewpoint direction and surface shape component.
3.2. Local Pattern definition
Our approach for realizing category recognition of very par-
tial clouds is based on local patterns which encode the semi-
global structure of the object. Theoretically only the size of
local patterns limits the minimum size of the object from
which it is recognizable. Another advantage of using struc-
tural information is that the whole object can be build up
from local patterns, so missing parts causes less trouble.
Systems we tested uses the keypoint detection based on our
characteristic radius definition. They can be divided into two
main parts. The first one deals with the definition of local
patterns.
3.2.1. Local 3D surface definitions around points
The first substep is the definition of local surface, it will be
represented all the neighboring points within a predefined
radius (it depends on the density of the cloud, but it is worth
to be choose as small radius as possible because it predeter-
mines the scale of the finest feature we detect and also the
precision of the estimated normal vector).
3.2.2. Finding Keypoints
After fitting a surface to the local neighborhood we searched
for points with the help of Harris operator. The high eigen-
values of Harris matrix indicates keypoints. Based on the
proposed methods in 8, one can compare 3D point clouds to
that of 2.5 single view scanning data. We use one of the ideas
of this paper in our 2.5D - 2.5D comparison case, boundary
points and its neighborhood in a given radius should not be
picked up as keypoints because of unknown environment.
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3.2.3. Curvature and scale calculus
From the fitted surface for describing the local features in
the 3D point clouds, we are to use differential geometry on
the estimated surface, getting 3D curvature and second order
functions in the local neighborhood 23. Local scale can be
defined in various ways mentioned earlier.
3.2.4. Local normal vectors and descriptors
The estimation of normal vectors happens through perform-
ing PCA on the coordinates. If we deal with point cloud
computed from one camera view and the viewpoint is known
we simply orient these vectors to the camera direction. In
case of unknown camera-point of scanning (fused point-
clouds from different views) we use Normal orientation
propagation for finding the direction of normal vectors of
local surfaces 56. When Harris eigenvalues, principal curva-
tures and normal vectors have been computed as described
in the previous section can be calculated.
3.2.5. Classification of Keypoints with K-means
When the descriptors are determined for all the keypoints
of the training set, after transforming the measurements into
an orthogonal space with PCA and choosing the necessary
dimension, clustering of the keypoints is done. Naturally, the
number of appropriate clusters depends on the dataset.
3.2.6. Local pattern of neighboring Keypoints
Three different system is tested, which are separated in this
substep.
• Bag of Keypoints (BoK): Simply the keypoints themself
(with the inherent local surface information) were choose
as local features.
• Bag of Graphs (BoG): In case of each keypoint, local pat-
terns are defined as colored graphs with a center of p key-
point and ordered (according to cluster number, not dis-
tance) list of 3 closest keypoints. Number of keypoints
constituting the different subgraphs have to be identical in
favor of simple comparison and avoiding computational
requirements of subgraph matching problem. It was cho-
sen to be 4 because volume can be assigned to 4 points. So
one more feature is added to this graph descriptor. From
the four points of a graph a tetrahedron volume is calcu-
lated, considering all graphs in the training set these vol-
umes are clustered and the fifth feature of this local pattern
will be this cluster number of the graph volume. Figure 2
illustrates the definition of the local patterns. Semi-global
information is stored.
• Based on the idea of Global Structure Histogram (GSH)
54
, we defined Keypoint based Global structure Histogram
(further referred as KGH), where keypoint-cluster pair
distances formed global patterns.
Figure 2: Definition of local patterns illustrated on a kinect
point cloud
3.2.7. Classification issues of local patterns
It is hard to define similarity between the local patterns
(formed by colored subgraphs) because of the cardinality.
In case of high keypoint cluster number (which is needed
because distinct features are present) or high graph volume
cluster number (which is needed because similar features
are present in different scales) there are too many patterns
to deal with. The great number of possible feature clusters
can be partly manageable if we use dimensionality reduction
(e.g. PCA) and statistical grouping as the Bag of Features.
3.3. Bag of Features in 2.5D
The second big part of the system tries to solve the matching
of the found local patterns. These steps are taken in case of
each subsystem introduced in previous.
3.3.1. Local patterns as features
The statistics of these local patterns can be a global descrip-
tor of the category, where partial views give back the partial
of this statistic. Counting the numbers of local patterns in the
training measurements from all these features gives our final
descriptor.
3.3.2. Dimension reduction with PCA
Unfortunately, as we mentioned earlier the number of these
features can be very high to deal with. In case of one mea-
surement one can count a very sparse vector. That is why
PCA is used for dimension reduction on the measurements
of frequency of features of the training set.
3.3.3. Clustering of features by K-means
After dimension reduction clustering of training measure-
ments happens in order to determine cluster centers to which
test measurements will be compared.
3.4. Experimental conditions and test environment
For testing the systems part of 57 dataset were used repre-
senting the models by the vertices of the meshes. In case of
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this dataset this was possible because of large point (vertex)
density without the simulation of 3D scanning. Compared
to other meshed model databases which represents planes
with only boundary points. From the dataset we collected
categories with comparable sizes (human, chair, table, an-
gular machine part, quadruped), resized the objects to real
life measure and finally downsized the object numbers of
categories to the amount where affiliation of objects can be
identified by human. From the meshed models we left only
the vertices to get full 3D point clouds and we generated
the one-view 2.5D point-cloud from the 3D cloud by using
Hidden Point Removal (HPR) 58 from 6 different viewpoints
for each object. Figure 3 shows the original point cloud and
two clouds from our dataset (HPR operator applied) for one
object. For a sample object a more (Figure 4/b) and a less
(Figure 4/c) informative cloud is presented here for illustrat-
ing the variety and challenge of the database.
4. Evaluation
In order to simple comparison of the methods in the deci-
sion stage only one cluster center was chosen to represent a
category. The final decision was made based on L1 distance,
which is recommended for global recognition pipeline using
VFH descriptor as it is more robust to occlusion than L2. Ta-
ble 1 shows the overall recognition rate is about 80% for the
different methods on the set, these views covered maximum
45 % percent of the full 3D cloud. VFH has the lowest score
on the test of full views, this shows this views very already
challenging. The follow up tables (Table 2, 3) were made
by top-to-bottom exploring sequence. 10 visible keypoints
stage corresponds about 10 % while 25 keypoints stage cov-
ered cc. 20 % of the whole 3D cloud. From these one can
conclude that even in the very beginning of shape explo-
ration we can get useful predictions, from almost all meth-
ods. KGH is the least suitable for this. As it was expected,
from the stored global structure information very few per-
cent present in the very partial view. To reach these scores
the KGH descriptor was constructed as a 64x15 ’matrix’ by
8 keypoint cluster. In case of BoK 60 keypoint cluster were
defined and in case of BoG from 6 keypoint cluster and 5
graph volume cluster 1032 type graph were defined in the
training set, which was reduced to a 65 dimension descrip-
tor. We experienced with BoK and BoG that if we deal with
categories of very different average keypoint numbers it is
worth to normalize the descriptors in the beginning of ex-
ploration. By this category recognition can be improved by
after a high number of keypoints the normalization can be
omitted. One reason of the phenomenon is that reaching a
stage where many keypoints are seen (which only arises in
specific categories) we can keep this information to help the
decision. Later, toward to the whole shape (but not knowing
the whole size), the decision is consolidating (see Figure 5),
and we reach a comparable good result to that of the other
methods of limited view of the whole shapes (54,55).
Figure 5 shows the class variation of successful catego-
rizations as a function of percent of full 3D point cloud.
When only few percent of the object is visible the hesitation
between categories is significant, but as it (and the number of
local patterns) grows as the hesitation decrease. Horizontal
lines in each category (except for table which resulted poor
categorization rate) indicating the decision did not change
after a given point. By contrast in Figure 6 which diagram
shows curves with false final decision; consolidated horizon-
tal lines are much less frequent.
The evolution of the classification process is characteris-
tic for the quality of the possible decision: average category
change of stages resulted in final correct / incorrect decision
are significantly different. This change average is 0.41 / 0.46
at 10 keypoints stage; 1.3 / 1.6 at 25 keypoints stage; and 2.8
/ 3.9 at stage of 55 keypoints.
5. Conclusions
We compare here the average efficiency for the different
methods:
• For cc. 10 % of visible points:
VFH: 57 % KGH: 32 % BoK: 64 % BoG: 54 %,
• For cc. 20 % of visible points:
VFH: 60 % KGH: 44 % BoK: 68 % BoG: 66 %.
• For full one-view (max. 45% of points):
VFH: 64 % KGH: 89 % BoK: 89 % BoG: 83 %.
This shows that GSH like descriptor (KGH) may also char-
acterize well the full one-views with its global information
as it was shown in 54, but our novel proposed methods (BoK
and BoG) based on scale selected keypoints have similar ef-
ficiency at the full one-view case. Looking at the case of
partial body scans the novel methods outperforms the oth-
ers; addressing this limited view is our main challenge. The
presented subgraph based new object description is able to
characterize objects from partial information and inherits the
possibility of the semantic information based object catego-
rization which is our future research goal. The method has
good prediction (early recognition) results on very partial
2.5D views. We expect even better results in big databases,
which will be tested in the near future and developing deci-
sion method based on tendency of object exploring is also
planned. The new method introduces local descriptors, like:
• local scale, independently of the whole shape and size,
• keypoints tailored by local scale,
• local histogram data,
• clustered keypoints,
• local graph descriptors with scale dependence in radius,
• volume of the local graph,
• evolution tendency based on the detected features as ad-
ditional feature for endurance test.
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(a) human (b) chair (c) table (d) angular machine part (e) quadruped
Figure 3: Original full 3D point clouds
Table 1: Categorization results (in%) on the full one-view test clouds (2.5D, max. 45% of real 3D points)
Viewpoint Feature Histogram (VFH)43 , Keypoint based Global struct.Hist.(KGH) 54 , new: Bag of Keypoints (BoK), Bag of Graphs (BoG)
Query / Re-
sult Human Chair Table Angular machine part Quadruped
VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG
Human 28 82 88 67 17 6 6 17 0 6 0 11 0 6 0 0 55 0 6 5
Chair 0 0 0 0 89 100 100 94 0 0 0 6 0 0 0 0 11 0 0 0
Table 6 0 0 0 44 17 33 28 22 72 67 67 0 11 0 5 28 0 0 0
Angular
machine
part
0 0 0 0 0 6 0 6 0 0 0 0 83 94 100 94 17 0 0 0
Quadruped 0 6 11 6 0 0 0 0 0 0 0 0 0 0 0 0 100 94 89 94
Table 2: Categorization results (in%) on the single view in stage of 10 visible keypoints / partial shape
Query / Re-
sult Human Chair Table Angular machine part Quadruped
VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG
Human 61 0 56 67 17 6 11 11 0 94 0 10 0 0 0 6 22 0 33 6
Chair 0 0 6 11 83 72 94 72 0 28 0 11 0 0 0 0 17 0 0 6
Table 6 0 44 33 72 11 22 11 17 89 17 33 0 0 11 17 5 0 6 6
Angular
machine
part
0 0 0 0 22 22 11 6 0 78 0 5 61 0 89 89 17 0 0 0
Quadruped 22 0 16 39 17 17 6 6 0 83 11 28 0 0 0 16 61 0 67 11
Table 3: Categorization results (in%) on the single view in stage of 25 visible keypoints / partial shape
Query / Re-
sult Human Chair Table Angular machine part Quadruped
VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG VFH KGHBoK BoG
Human 56 0 39 61 11 83 11 6 0 17 0 6 0 0 0 11 33 0 50 16
Chair 0 0 0 5 89 100 94 89 0 0 0 6 0 0 6 0 11 0 0 0
Table 6 0 28 17 50 17 33 11 16 72 28 50 0 11 11 16 28 0 0 6
Angular
machine
part
0 0 0 0 16 50 11 17 0 0 0 0 67 50 89 78 17 0 0 5
Quadruped 16 0 11 44 6 72 0 0 0 28 0 6 0 0 0 0 78 0 89 50
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(a) Chair full PC (b) Chaire from side (c) Chair from above
Figure 4: Point clouds after HPR
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Figure 5: Evolution of recognition stages resulted correct
categorization as function of visible part of the full 3D cloud,
BoG method
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