Abstract. In weighted Orlicz type spaces S p, µ with a variable summation exponent, the direct and inverse approximation theorems are proved in terms of best approximations of functions and moduli of smoothness of fractional order. It is shown that the constant obtained in the inverse approximation theorem is in a certain sense the best. Some applications of the results are also proposed. In particular, the constructive characteristics of functional classes defined by such moduli of smoothness are given. Equivalence between moduli of smoothness and certain Peetre K-functionals is shown in the spaces S p, µ .
Introduction
Let C r (T) (T := [0, 2π], r ∈ N 0 := {0, 1, . . .}) denote the space of 2π-periodic r-times continuously differentiable functions with the usual max-norm f = max x∈T |f(x)|. Let also E n (f) = inf τn f − τ n be the best approximation of function f ∈ C(T) by trigonometric polynomials τ n of degree n, n ∈ N 0 . The classical theorem of Jackson (1912) says that i) if f ∈ C r (T), then the following inequality holds: E n (f) ≤ K r n −r ω(f (r) , n −1 ), n = 1, 2, . . . , where ω(f, t) := sup |h|≤t f(· + h) − f(·) is the modulus of continuity of f. This assertion is a direct approximation theorem, which asserts that smoothness of the function f implies a quick decrease to zero of its error of approximation by trigonometric polynomials. On the other hand, the following inverse theorem of Bernstein (1912) with the opposite implication is well-known: ii) if for some 0 < α < 1, E n (f) ≤ K r n −r−α , n = 1, 2, . . ., then ω(f (r) , t) = O(t α ), t → 0+. In ideal cases, these two theorems correspond to each other. For example, it follows from i) and ii) that the relation E n (f) = O(n −α ), 0 < α < 1, is equivalent to the condition ω(f, t) = O(t α ), t → 0+. Such theorems have been of great interest to researchers and constitute the classics of modern approximation theory (see, for example the monographs [1] , [6] , [26] , [11] , [12] , [27] ).
In recent decades, the topics related to the direct and inverse approximation theorems have been actively investigated in the Orlicz spaces and in the Lebesgue spaces with a variable exponent. In particular, for the Lebesgue functional spaces with variable exponent, similar results are contained in the papers of Guven and Israfilov [13] , Akgün [2] , Akgün and Kokilashvili [3, 4] , Chaichenko [8] , Jafarov [14, 15] and others. The latest results related to the Lebesgue spaces with variable exponent, and their applications are described in the monograph [10] . We also note the papers by Nekvinda [16, 17] devoted to the investigations of the discrete weighted Lebesgue spaces with a variable exponent.
In 2000, Stepanets [23] considered the spaces S p of 2π-periodic Lebesgue summable functions f (f ∈ L) with the finite norm
are the Fourier coefficients of the function f, and investigated some approximation characteristics of these spaces, including in the context of direct and inverse theorems. Stepanets and Serdyuk [24] introduced the notion of kth modulus of smoothness in S p and established the direct and inverse theorems on approximation in terms of these moduli of smoothness and the best approximations of functions. Also this topic was investigated actively in [22] , [18] , [28] , [25, Ch. 9] , [27, Ch. 3] and others.
In the papers [19] , [20] some results for the spaces S p were extended to the Orlicz spaces l M and to the spaces l p with a variable summation exponent. In particular, in these spaces, the authors found the exact values of the best approximations and Kolmogorov's widths of certain sets of images of the diagonal operators. The purpose of this paper is to combine the above mentioned studies and prove the direct and inverse approximation theorems in the weighted spaces S p, µ of the Orlicz type with a variable summation exponent.
Preliminaries.
Let p = {p k } ∞ k=−∞ be a sequence of positive numbers such that
where K is a positive number, and µ = {µ k } ∞ k=−∞ be a sequence of nonnegative numbers. Let S p, µ be the space of all functions f ∈ L such that the following quantity (which is also called the Luxemburg norm of f) is finite:
The functions f ∈ L and g ∈ L are equivalent in
The spaces S p, µ defined in this way are the Banach spaces. In case when p k = p and µ k = 1, k ∈ Z, p ≥ 1, they coincide with the above-defined spaces S p . Let T n , n = 0, 1, . . ., be the set of all trigonometric polynomials τ n (x) := |k|≤n c k e ikx of the order n, where c k are arbitrary complex numbers. For any function f ∈ S p, µ , we denote by
the best approximation of f by the trigonometric polynomials τ n−1 ∈ T n−1 in the space S p, µ . For a fixed a > 0 and arbitrary numbers c k ∈ C, |k|≤n−1
therefore, for any function f ∈ S p, µ we have
where S n−1 (f, x) = |k|≤n−1 f (k)e ikx is the Fourier sum of the function f.
3 Differences and moduli of smoothness of fractional order.
Similarly to [7] , we define the (right) difference of f ∈ L of the fractional order α > 0 with respect to the increment h ∈ R by
where
, j ∈ N, α 0 := 1, and assemble some basic properties of the fractional differences.
The proof of Lemma 3.1 and other auxiliary statements of the paper will be given in Section 8.
Based on (3.1), the modulus of smoothness of f ∈ S p, µ of the index α > 0 is defined by
Using the standard arguments, it can be shown that the functions ω α (f, δ) p, µ possess all the basic properties of ordinary moduli of smoothness. Before formulating them, we give the definition of the ψ-derivative of a function.
Let ψ = {ψ k } ∞ k=−∞ be an arbitrary sequence of complex numbers, ψ k = 0, k ∈ Z. If for a given function f ∈ L with the Fourier series of the form
ikx , the series k∈Z\{0} f (k)e ikx /ψ k is the Fourier series of a certain function g ∈ L, then g is called (see, for example, [25, Ch. 9] ) ψ-derivative of the function f and is denoted as g := f ψ . It is clear that the Fourier coefficients of functions f and f ψ are related by equality
In the case
4 Direct approximation theorem. 
Proof. According to (2.3) and (3.2), we have
Note that if ε n = max
an arbitrary polynomialτ k 0 (x) := c e ik 0 x , c = 0, obviously, the equality holds:
Theorem 4.2. Assume that p = {p k } ∞ k=−∞ and µ = {µ k } ∞ k=−∞ are sequences of nonnegative numbers such that 1 < p k ≤ K, k ∈ Z, and the function f ∈ S p, µ . Then for any numbers α > 0 and n ∈ N, the following inequality holds:
where C = C(α) is a constant that does not depend on f and n.
Let us use the proof scheme from [21] , where the similar estimates were obtained in the spaces C r (T). In order to adapt this scheme in accordance with the properties of the spaces S p, µ , before proving, we formulate the auxiliary Lemma 4.3. This assertion establishes the equivalence of the Luxembourg norm (2.2) and the Orlicz norm, where the latter is defined as follows.
For given sequences p = {p k } ∞ k=−∞ and µ = {µ k } ∞ k=−∞ of nonnegative numbers such that 1 < p k ≤ K, k ∈ Z, consider the sequence q = {q k } k∈Z defined by the equalities 1/p k + 1/q k = 1, k ∈ Z, and the set Λ = Λ(p, µ) of all numerical sequences λ = {λ k } k∈Z such that k∈Z µ k |λ k | q k ≤1. For any function f ∈ S p, µ , define its Orlicz norm by the equality
(4.1)
Proof of Theorem 4.2. Let {K n (t)} ∞ n=1 be a sequence of kernels (where K n (t) is a trigonometric polynomial of order not greater than n), satisfying for all n = 1, 2, . . . the conditions:
In the role of such kernels, in particular, we can take the well-known Jackson kernels of sufficiently great order, that is,
where k 0 is an integer that does not depend on n, 2k 0 ≥ r + 2, the positive integer p is determined from the inequality n/(2k 0 ) < p ≤ n/(2k 0 ) + 1, and the constant b p is chosen due to the normalization condition (4.3). It was shown in [21] that for any sequence of kernels {K n (t)} satisfying conditions (4.3)-(4.4), the following estimate holds:
Let us first consider the case of α ∈ N. Set
It is clear that σ n−1 (x) is a trigonometric polynomial which order does not exceed n. Further, in view of (4.3), we have
Hence, taking into account relations (4.1)-(4.2) and the definition of the set Λ, we obtain
Applying now the Fubini theorem and again using estimate (4.2), we find
To estimate the integral on the right-hand side of relation (4.6), we use the property (viii) of Lemma 3.2. Setting η = |t|, δ = n −1 , we see that
Using this inequality and (4.5), we get
Thus, in the case of α ∈ N, the theorem is proved. If α > 0, α ∈ N, then we denote by β an arbitrary positive integer satisfying the condition β − 1 < α < β. Due to property (ii) of Lemma 3.2, we obtain
Inverse approximation theorem. Proposition 5.1. Let ψ = {ψ k } ∞ k=−∞ be an arbitrary sequence of complex numbers, ψ k = 0. Then for any τ n ∈ T n , n ∈ N, the following inequality holds:
By the definition of the ψ-derivative and equalities (3.2), we get
Note that if min 0<|k|≤n |ψ k | = |ψ k 0 |, then for an arbitrary polynomial of the form
an arbitrary sequence of complex numbers such that |ψ
In particular, if
Theorem 5.3. If f ∈ S p, µ , then for any α > 0 and n ∈ N, the following inequality is true:
Proof. Let us use the proof scheme from [24] , modifying it taking into account the peculiarities of the spaces S p, µ . Let f ∈ S p, µ , n ∈ N and f jh (x) := f(x − jh), where j = 0, 1, . . . and h ∈ R. Then for any k ∈ Z, we have
Since f ∈ S p, µ , then for any ε > 0 there exist a number N 0 = N 0 (ε) ∈ N, N 0 > n, such that for any N > N 0 , we have
Let us set f 0 := S N 0 (f). Then in view of (5.3), we see that
Further, let S n−1 := S n−1 (f 0 ) be the Fourier sum of f 0 . Then by virtue of (5.3), for |h| ≤ π/n, we have
. . Now we use the following assertion which is proved directly. 
Therefore,
Combining relations (5.4), (5.5) and (5.7) and taking into account the definition of the function f 0 , we see that for |h| ≤ π/n, the following inequality holds:
which, in view of arbitrariness of ε, gives us (5.1).
In the spaces S p , similar results were obtained in [22] and [24] . In the Orlicz type spaces S M of functions f ∈ L with the finite norm
where M is an Orlicz function, direct and inverse theorems were proved in [9] . Unlike the results of [9] , here we also get the constant π α in inequality (5.1). This constant is exact in the sense that for any positive number ε > 0, there exists a function f * ∈ S p, µ such that for all n greater that a certain number n 0 , we have
Consider the function f * (x) = e ik 0 x , where k 0 is an arbitrary positive integer.
Since sin t/t tends to 1 as t → 0, then for all n greater that a certain number n 0 , the inequality 2 α | sin k 0 π/(2n)| α > (π α − ε)k α 0 /n α holds, which yields (5.8). Since ν α − (ν − 1) α ≤ αν α−1 , it follows from inequality (5.1) that
This, in particular, yields the following statement:
Corollary 5.5. Assume that the sequence of the best approximations E n (f) p, µ of a function f ∈ S p, µ satisfies the following relation for some β > 0:
Then, for any α > 0, one has
For the spaces L p of 2π-periodic functions integrable to the pth power with the usual norm, inequalities of the type (5.9) were proved by M. Timan (see, for example [26, Ch. 6] , [27, Ch. 2]).
6 Constructive characteristics of the classes of functions defined by the αth moduli of smoothness.
In the following two sections some applications of the obtained results are considered. In particular, in this section we give the constructive characteristics of the classes S p, µ H ωα of functions for which the αth moduli of smoothness do not exceed some majorant. Let ω be a function defined on interval [0, 1]. For a fixed α > 0, we set
Further, we consider the functions ω(t), t ∈ [0, 1], satisfying the following conditions 1)-4): 1) ω(t) is continuous on [0, 1]; 2) ω(t) ↑; 3) ω(t) = 0 for any t ∈ (0, 1]; 4) ω(t) → 0 as t → 0; as well-known condition (B α ), α > 0 (see, e.g. [5] ): 
Proof. Let f ∈ S p, µ H ω α , by virtue of Theorem 4.2, we have
Therefore, relation (6.1) yields (6.2). On the other hand, if relation (6.2) holds, then by virtue of (5.9), taking into account the condition (B α ), we obtain
Thus, the function f belongs to the set S p, µ H ω α .
The function ϕ(t) = t r , r ≤ α, satisfies the condition (B α ). Hence, denoting by S p, µ H r α the class S p, µ H ω α for ω(t) = t r , 0 < r ≤ α, we establish the following statement: 
7 The equivalence between αth moduli of smoothness and K-functionals.
K-functionals were introduced by Lions and Peetre in 1961, and defined in their usual form by Peetre in 1963. Unlike the moduli of continuity expressing the smooth properties of functions, K-functionals express some of their approximative properties. In this section, we prove the equivalence of our moduli of smoothness and certain Peetre K-functionals. This connection is important for studying the properties of the modulus of smoothness and the K-functional, and also for their further application to the problems of approximation theory. In the space S p, µ , the Petree K-functional of a function f (see, e.g. [11, Ch. 6] ), which generated by its derivative of order α > 0, is the following quantity:
Theorem 7.1. Assume that p = {p k } ∞ k=−∞ and µ = {µ k } ∞ k=−∞ are sequences of nonnegative numbers such that 1 < p k ≤ K, k ∈ Z. Then for each f ∈ S p, µ and α > 0, there exist constants C 1 (α), C 2 (α) > 0, such that for δ > 0
Before proving Theorem 7.1, let us formulate the following auxiliary Lemma 7.2, which is used to prove the right-hand side of (7.1).
Lemma 7.2. Assume that α > 0, n ∈ N and 0 < h < 2π/n. Then for any τ n ∈ T n sin nh/2 n/2
Proof of Theorem 7.1. Consider an arbitrary function h ∈ S p, µ such that h (α) ∈ S p, µ . Then we have by Lemma 3.2 (iii), (v) and (vi)
Taking the infimum over all h ∈ S p, µ such that h (α) ∈ S p, µ , we get the left-hand side of (7.1). Now let δ ∈ (0, 2π) and n ∈ N such that π/n < δ < 2π/n. Let also S n := S n (f) be the Fourier sum of f. Using Lemma 7.2 with h = π/n and property (i) of Lemma 3.1, we obtain
By virtue of (2.3) and Theorem 4.2, we have
Combining (7.3), (7.4) and the definition of modulus of smoothness, we obtain the relation
, which yields the right-hand side of (7.1): 
where for any a > 0, the following inequalities hold:
and hence property (i) is true. Property (ii) follows from (5.2) and property (iii) is its consequence. Part (iv) follows from (i)-(iii).
To prove (v) we first show that the following relation holds:
where τ n is a polynomial of the form τ n (x)= |k|≤n c k e ikx , n ∈ N, c k ∈ C.
. Then for all |h| < δ, we have ∆ α h τ n p, µ < ε, i.e., relation (8.1) is indeed fulfilled. Now let f be a function from S M and S n = S n (f) its Fourier sum. Then for any ε > 0 there exist a number n 0 = n 0 (ε) such that for any n > n 0 , we have f − S n p, µ < ε/2 {α}+1 . Furthermore, by virtue of (8.1), there exist a number δ := δ(ε, n) such that ∆ α h S n p, µ < ε 2 when |h| < δ. Then using properties of norm and (i), for n > n 0 we get the following relation which yields (v): . . . . . .
To prove (viii) it is sufficient to consider the case δ < η (for δ ≥ η, property (viii) is obvious). Choosing the number p such that η/δ ≤ p < η/δ + 1, by virtue (i) and (vii), we obtain ω α (f; η) p, µ ≤ ω α (f; pδ) p, µ ≤ p α ω α (f; δ) p, µ ≤ (η/δ + 1) α ω α (f, δ) p, µ . ✷ Thus, the first inequality in (7.2) also holds. ✷ Bibliography
