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ABSTRACT 
 
Acoustic Wave Induced Convection and Transport in Gases under Normal and 
Micro-gravity Conditions 
Yiqiang Lin 
Bakhtier Farouk, Ph. D. and Elaine S. Oran, Ph. D. 
 
 
 
 
Acoustic wave induced convection and transport phenomena in gases by thermal and 
mechanical acoustic sources are numerically and experimentally studied. First, the 
characteristics of thermally induced acoustic waves due to rapid heating of compressible 
fluids are investigated. The undisturbed fluid pressure ranged from atmospheric to 8.0 
MPa. The physics of the thermally induced acoustic wave and the effect of fluid 
properties are described and explained in detail. The flow fields generated by the 
thermally induced acoustic wave under microgravity and normal gravity conditions were 
investigated numerically. The flow field and heat transport induced by high-intensity 
acoustic wave fields in enclosures driven by endwall vibrations are also studied. 
Secondary flows (acoustic streaming) when present are found to enhance mixing and heat 
transfer. Secondary flow fields are also found to be significantly affected by temperature 
gradients in the flow field. Finally, the numerical model is applied to simulate transport in 
a thermoacoustic refrigerator. The temperature separation along a stack (composed of 
thin low-conductivity parallel plates) and the cooling effect are successfully predicted.  
 
 
1 
1. INTRODUCTION 
 
1.1 Background 
  
Acoustic waves can be generated by various sources. Usually acoustic waves are 
generated by mechanical vibrations, such as wall vibration or shaking of a chamber. They 
can also be created by some thermal actions, such as rapid heating/cooling, combustion, 
special arrangement of heat source and sink, and so on. In this thesis, we focus on the 
acoustic waves either induced by rapid heating or driven by wall vibrations, and the 
associated convection and transport phenomena under different gravity conditions. 
When a compressible fluid within a closed enclosure is subjected to rapid 
temperature increase at a solid surface, the fluid in the immediate vicinity of the 
boundary is heated by conduction and tends to expand. However, the sudden expansion 
of the fluid due to the energy input is constrained by the inertia of the unperturbed media 
and creates a local pressure disturbance, which then leads to the production of a pressure 
wave. The pressure wave that is generated from the hot wall travels at approximately the 
speed of sound within the enclosure and impinges on the opposite wall and then is 
reflected back. The wave repeatedly traverses between the walls, and its amplitude 
eventually damps out due to the viscous and thermal losses within the fluid and wall 
boundary. [1] 
The small fluid velocities induced by the acoustic wave may be sufficient to cause 
convective heat transfer. As a consequence, the fluid is heated more rapidly than it would 
have been by pure conduction. Previous studies show that though heat transfer effects of 
such waves are usually not appreciable under normal conditions. They may be very 
2 
significant when other modes of convection are weak or absent, such as under zero-
gravity conditions, or when the fluid is close to its thermodynamic critical point [2]. 
Because of the high density and compressibility of the high-pressure fluid, strong 
thermally induced acoustic waves can be produced. Heat transfer effects of these waves 
become significant even when the system undergoes a small temperature variation. The 
waves may cause unwanted disturbances in static processes, such as cryogenic storage 
systems, which involve rather weak diffusive and convective transport of heat, especially 
in a reduced-gravity environment.  
In normal gravity conditions, the velocities generated by the acoustic waves may 
also affect the development of buoyancy-induced flow, because the velocities in both 
modes are expected to be of the same order. The interaction between a thermally induced 
acoustic wave and gravity creates an interesting problem. 
For intense sound waves that are driven mechanically, one of the challenging 
problems is the interaction of acoustic waves and solid boundaries. It is well-known that 
sound sources may generate an acoustic field in which the particle velocities are not 
simply sinusoidal, and a pattern of time-independent vortical flows or steady circulations 
is often found in the body of compressible media [3]. These second-order steady flow 
patterns are known as acoustic streamings, which always have rotational character. The 
streaming velocity increases with the sound intensity. 
Acoustic streaming may be effective in accelerating certain kinds of rate processes 
and has applications in localized micro-mixing, convective cooling, acoustic 
compressors, micro-fluidic devices, acoustic levitation, ultrasonic medical diagnostic 
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devices and ultrasonic cleaning of contaminated surfaces. Acoustic streaming also 
attracted a lot of attention becasue it enhances heat transfer. 
Thermal-acoustic interactions are found in many natural phenomena and industrial 
applications, such as pulse tube refrigerators, thermoacoustic refrigerators and engines. 
All of these and other applications involve mechanically driven acoustic fields in 
chambers with various media. A sound wave in a compressable fluid is usually regarded 
as consisting of coupled pressure and motion oscillations, but temperature oscillations are 
also present. For instance, when the sound travels in small channels, oscillating heat 
transfer occurs along the channel walls. For intense sound waves in pressurized gases, the 
acoustic energy can be harnessed to produce powerful engines, pulsating combustion, 
heat pumps, refrigerators, and mixture separators. 
The interaction between the standing wave and a stack introduces one of the 
important industrial applications: thermoacoustic engines and refrigerators [4]. A 
thermoacoustic engine absorbs heat at a high temperature and exhausts heat at a low 
temperature while producing acoustic power as an output. A thermoacoustic refrigerator 
works in the opposite way. It absorbs heat at a low temperature, and requires the input of 
acoustic power to exhaust heat to a high temperature. Figure 1.1 shows a simple model of 
a thermoacoustic refrigerator, which consists of a straight resonance tube housing a stack 
of parallel plates, heat exchangers, and a loudspeaker as the acoustic source. 
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Figure 1.1 Thermoacoustic refrigerator (http://www.lanl.gov/thermoacoustics) 
 
 
 
In this thesis, the important transport phenomena resulting from thermally induced 
acoustic waves and mechanically driven acoustic waves under the microgravity and 
normal gravity conditions are considered. The thesis first focuses on the thermally 
induced pressure waves and associated convective flows for different kinds of fluids 
under different pressures. Here, the interaction between flow fields generated by acoustic 
waves and the buoyancy induced flows in different heating enclosures is studied. Then, 
flow patterns and energy transport in high-intensity sound fields driven by mechanical 
vibrations in resonators are considered. Finally, simulations of a thermoacoustic 
refrigerator are carried out.  
 
1.2 Literature Review 
 
In this section, the relevant literature on two important aspects of acoustic waves 
and buoyancy induced flows is reviewed. The past work on thermally induced acoustic 
waves and the features of convection induced by these waves are given first. The section 
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continues with the review of the literature on buoyancy induced flows in closed 
chambers. Finally, mechanically driven acoustic waves and various aspects of associated 
transport processes are reviewed. 
 
1.2.1 Thermally Induced Acoustic Waves 
 
Trilling [1] treated the problem of thermally induced sound fields in a semi-infinite 
body of a perfect gas, subjected to a step change in temperature at the solid wall. The 
one-dimensional compressible flow equations were linearized and a closed-form 
asymptotic solution was obtained using a Laplace transform technique. He also 
determined how sound intensity depended on wall temperature history by developing 
analytical solutions. 
Larkin was apparently the first to use the numerical method to study the thermally 
induced fluid motion in a confined medium as a result of step increase in temperature on 
one wall [5]. In his numerical model, one-dimensional equations of motion, continuity 
and energy were considered, while the kinetic energy and dissipation terms were omitted. 
He used the explicit finite-difference scheme for the motion and energy equations, but an 
implicit scheme for the continuity equation. The acoustic nature of the fluid motion was 
observed, but the behavior of pressure oscillation was not completely captured due to 
high numerical diffusion. The fluid motion was observed to greatly increase the rates of 
both heat flow and pressure rise. 
Solutions to the problem of the response of a perfect gas in a slot to a 
monotonically varying temperature disturbance at the boundaries were developed by 
Kassoy [6] employing a variety of perturbation methods.  
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Radhwan and Kassoy [7] studied the response of a gas confined between infinite 
parallel planar walls subjected to significant heat addition. Solutions were developed in 
terms of asymptotic expansions, valid only when the ratio of acoustic to conduction time 
scales is small.  
Numerical studies of one- and two-dimensional thermoacoustic convection in a 
confined region have been carried out by Ozoe and co-workers [8, 9]. The compressible 
Navier-Stokes equations for a gas with constant viscosity and conductivity and neglibible 
viscous dissipation were non-dimensionated, finite-differenced, and numerically solved 
by employing first-order upwind schemes, which is a flip-flop procedure depending on 
the sign of the velocity. The pressure waves were captured, but it showed effects of 
substantial numerical diffusion. The effects of various parameters, such as gravity, 
viscosity, wall temperature, and fluid properties on the development of convection were 
discussed in their paper.  
A simplified model (the hyperbolic equation of conduction) for thermoacoustic 
motion was compared with the one-dimensional Navier-Stokes equations model of the 
phenomena, and limitations of the simplified approach were discussed by Brown and 
Churchill [10]. By using finer discretization, Brown and Churchill’s numerical results of 
one-dimensional compressible Navier-Stroke equations showed that rapid heating of a 
solid surface bounding a region of gas generates a slightly supersonic wave with positive 
amplitude in pressure, temperature, density and mass velocity [11].  
Huang and Bau [12] solved the linearized equations for thermally induced acoustic 
waves in a semi-infinite medium, suffering step and gradual changes in the boundary 
temperature, by using a numerical inverse Laplace transform method. They also solved 
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equations of the nonlinear wave model by using a finite differences scheme modified 
with a Galerkin finite element interpolation in space. A similar theoretical analysis for 
thermally induced acoustic waves in a confined medium was repeated more recently by 
Huang and Bau [13]. Their results illustrated that thermally induced acoustic waves have 
a characteristic shape consisting of a sharp front and a long tail, which is different from 
the round symmetric wave shape predicted by the earlier numerical method. 
Farouk et al. [14] used a control-volume-based flux-corrected transport algorithm 
to predict the early time behavior of thermally induced acoustic waves in a compressible-
fluid filled cavity. In their numerical model, the temperature dependent fluid properties 
were used. Aktas and Farouk [15] recently studied the effect of gravity on the fluid 
motion generated by the thermally induced acoustic waves in a rectangular enclosure. 
The gravitational acceleration was found to have a negligible effect on the behavior of 
thermal induced acoustic wave for early times. A uniformly heated side wall was 
considered and the flow development of thermally induced acoustic waves under zero-
gravity conditions was not studied. 
The generation of thermally induced acoustic waves in gases has been studied 
experimentally by only a few investigators. Parang and Salah-Eddine [16] investigated 
the thermoacoustic convection phenomena in a cylinder containing air in both normal and 
reduced gravity environments. In their resulting measurements of air temperature, no 
oscillations was recorded due to the small oscillation amplitude and low sample rate of 
measurement, but the air temperatures were found to rise much faster than in the 
computational results for the case of pure conduction. No pressure measurement was 
reported.  
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Experimental measurements of pressure waves generated by rapid heating of a 
surface were reported by Brown and Churchill [17]. In their experiments, the rapid 
heating procedure was achieved by a R-C criuit. These pressure measurements in the wall 
of the closed chamber clearly demonstrated the generation of acoustic waves by rapid 
heating of a wall. 
 
1.2.2 Buoyancy Induced Flow in Closed Chambers 
 
The buoyancy induced convective flow inside a rectangular enclosure has been 
widely investigated. Consider the system shown in Figure 1.2, where a fluid is contained 
between two vertical plates separated by a distance δ. As a temperature difference 
∆T=T1-T2 is impressed on the fluid, a heat transfer will be experienced with the flow 
regions shown in Figure 1.2, according to J. P. Holman [18].  
 
 
 
 
Figure 1.2 Nomenclature for free convection in enclosed spaces [18] 
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Figure 1.3 Schematic diagram and flow regimes for a vertical convection layer [18] 
 
 
 
For differential heating of the horizontal walls, two distinct situations may arise 
[18]. If the upper wall is maintained at a higher temperature than the lower wall, the 
lower-density fluid is above the higher-density fluid and no convection currents will 
occur. The second, and more interesting, case is experienced when the lower wall has a 
higher temperature than the upper wall. For values of Grδ less than 1700, pure conduction 
is still observed and Nuδ =1.0. As convection begins, a pattern of hexagonal cells is 
formed as shown in Figure 1.4. These cells are called Benard cells. Turbulence begins at 
about Grδ =20,000 and destroys the cellular pattern. 
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Figure 1.4 Benard-cell pattern in an enclosed fluid layer heated from below [18] 
 
 
 
Buoyancy induced convective flow phenomena were studied by analytical, 
empirical and numerical methods. Samuels and co-workers [19] used finite-difference 
methods to compute the two-dimensional fluid flow in a rectangular region heated from 
below. The vorticity and energy equations were solved by the implicit, alternative 
direction (ADI) method. The critical Rayleigh number, streaming lines and isotherms 
were obtained for different Pr values and aspect ratios of the enclosure. 
The Nusselt number for natural convection in an inclined, square channels 
maintained at a high temperature on one inclined side and a lower temperature on the 
opposite sides were determined via both experimental and numerical methods by Ozoe et 
al. [20]. In their numerical model, the Navier-Stokes equations were simplified by the 
usual Boussinesq assumption and converted to the form of the vorticity-streaming 
function. 
McDonough and Catton [21] used a mixed finit-difference and Galerkin procedure 
to solve the problem of thermal convection in a two-dimensional square box heated from 
below. The system of equations used by McDonough and Catton are the simplified 
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Navier-Stokes equations by the Oberbeck-Boussinesq approximation. Their numerical 
method consisted of the following combination of finite differencing and Galerkin 
procedures: finite differencing was done in the vertical direction, and a Galerkin 
procedure was used for the horizontal direction. 
Leong and co-workers [22]  used the experimental method to measure the heat 
transfer coefficient of a cubical air-filled cavity with one pair of opposing faces at 
different temperatures. The cavity was tilted at different angles. 
Recently, Gelfgat [23] reported a numerical solution on Rayleigh-Benard instability 
in rectangular two- and three-dimensional boxes. His solution was carried out by the 
spectral Galerkin method with globally defined divergent-free basis functions.  
The previous studies done on buoyancy induced flows in enclosures did not 
consider the effect of heating rate of the wall on the development of convection, nor did 
they consider its interaction with the thermally induced acoustic waves due to rapid 
heating. 
 
1.2.3 Mechanically Driven Acoustic Waves 
 
1.2.3.1 Physics of acoustic streaming 
Mechanically driven sound waves are associated with some second-order, steady, 
circulatory fluid motion acoustic streaming flow structures, which are called acoustic 
streaming. Acoustic streaming is a net mean flow generated by sound. Acoustic 
streaming can be classified on the basis of the different mechanisms by which the 
streaming is generated [3]: 
Rayleigh streaming can be referred to as “boundary layer driven” streaming inside 
a standing wave resonator, as the shear viscosity close to a solid boundary is responsible 
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for the induced flow. Rayleigh streaming describes the mean fluid motion outside the 
boundary layer, and it is often referred to “outer streaming”.  
Schlichting streaming (also known as “inner streaming”) is the mean flow motion 
inside the boundary layer of a standing wave field. The size of Schlichting streaming 
vortices is estimated to be λ/4×∆. Here, ∆ is approximately equal to 1.9δν where δν = 
(2ν/ω)1/2 is the viscous penetration depth.  
Inner and outer streaming can be formed inside a channel where the acoustic wave 
propagates longitudinally (Figure 1.5) or there is oscillation of solid boundary wall inside 
the bulk medium (Figure 1.6). 
Eckart streaming is driven by dissipation within the fluid volume and is 
predominant in the high frequency range. This kind of streaming has been used in 
ultrasonic applications and can be referred to as “bulk dissipation driven” streaming.  
 
 
 
 
Figure 1.5 Schematic of acoustic streaming in a channel [3] 
 
 
13 
 
Figure 1.6 Schematic of acoustic streaming induced by oscillation of cylinder [24] 
 
 
 
Another streaming mechanism is called “jet-driven streaming”. It is associated with 
the periodic suction and ejection of a viscous fluid through an orifice or a change in 
resonator cross section. The mechanism of jet driven streaming relies on the fact that a 
viscous fluid behaves quite differently during the suction and ejection periods. During 
suction, the flow in the orifice comes effectively from all directions. However, in the 
ejection period, a jet is generated that induces a mean flow in a certain direction. The 
vortices in the jet shear layer in the vicinity of the orifice or change in cross sectional area 
are responsible for this kind of streaming. Finally, “traveling wave streaming” occurs in 
the presence of a progressive wave and exhibits certain unique features. 
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The study of acoustic streaming started with the theoretical work of Lord Rayleigh 
[25]. He used a successive approximation technique to study the vortex flows occurring 
in a long pipe (Kundt’s tube) as a result of the presence of a longitudinal standing wave. 
In the successive approximation technique, the governing equation, the momentum 
equation, is scaled to the first-order linear equation and the second-order nonlinear 
equation. The solution for the first-order linear equation provides the forcing function for 
the second-order streaming equation. This approach has become the dominant analytical 
tool since then for the study of the acoustic streaming. In the other way, Westervelt [26] 
evaluated the streaming velocity induced by acoustical disturbances by developing and 
solving a general vorticity equation. 
Andres and Ingard [27, 28] analytically investigated acoustic streaming around a 
cylinder and discussed the distortion of the streaming flow patterns as a function of sound 
intensity, under different Reynolds numbers.  
Lee and Wang [29] studied the effect of compressibility on the streaming pattern. 
Lee and Wang concluded that compressibility can affect the inner but not the outer 
streaming flow for the flow between parallel plates, but that for two or three dimensional 
objects, such as a cylinder or a sphere, the compressibility also affects the outer streaming 
pattern. They used the limiting velocity at the edge of the inner streaming layer as a slip 
boundary condition to solve for the large outer streaming for the different geometries.  
The effect of compressibility on acoustic streaming near a rigid boundary was also 
investigated by Qi [30]. Qi tried to resolve an existing inconsistency: while the 
compressibility is a necessary condition for the propagation of acoustic waves, previous 
analyses of acoustic streaming were limited to incompressible fluids. This inconsistent 
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description is due to adapting the incompressible boundary layer solutions obtained by 
Schlichting to solve acoustic streaming near rigid boundaries. Qi’s results showed that 
the consideration of compressibility leads to a larger streaming velocity outside the 
boundary layer. The effect was found to be significant in gases, but not in liquids. The 
study was extended to investigate acoustic streaming in a circular tube [31].  
Vainshtein [32] combined the problems of Rayleigh streaming and Couette flow 
and investigated the effect of streaming on shear flow. Menguy and Gilbert [33] studied 
nonlinear acoustic streaming in a guide with a perturbation calculation using asymptotic 
expansions. A noticeable distortion of the acoustic field due to the fluid inertia was 
demonstrated and a comparison of slow and nonlinear acoustic streaming was presented. 
Hamilton et al. [34] derived an analytic solution for the average mass transport 
velocity generated by a standing wave which is excited by shaking the system 
harmonically between parallel plates. In their study, both the streaming structure and 
streaming velocity were described for various channel widths. They found that the inner 
vortices increase in size relative to the outer vortices as channel width is reduced, and the 
outer vortices disappear when the width of channel is less than 5.7. The analysis method 
was extended to a gas in which heat conduction and dependence of viscosity on 
temperature were taken into account [35]. It was revealed that for channel widths 10-20 
times the viscous velocity penetration depth, thermal effects may alter the streaming 
velocity substantially. For significantly wider or narrower channels, thermal effects 
influence the streaming velocity by only a few percent. 
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Wang and Kuznetsov [36] analytically solved for the acoustic streaming in a 
channel bounded by one beam at rest and one beam vibrating at ultrasonic frequency. The 
flow field was found to be highly dependent on the aspect ratio. 
The classical theory of acoustic streaming is restricted to slow or linear streaming. 
It is assumed that in the second-order governing equations, any nonlinear term that 
involves a second-order quantity is negligible. As a result, the second-order equations are 
linear in the dependent variables. This is way why it usually referred to as linear 
streaming. The numerical method that directly solves the Navier-Stokes equations 
provides a new method to overcome this limit. 
Yano [37] used an upwind TVD scheme to solve the full Navier-Stokes equation to 
investigate the turbulent acoustic streaming in a resonator. When M<<1 (and hence 
Re>>1), shock waves are formed and the gas oscillation attains a quasi-steady state, 
where the magnitude of the streaming velocity is linearly proportional to the acoustic 
Mach number. 
Aktas and Farouk [38] directly solved the compressible Navier-Stokes equations by 
the LCPFCT scheme. They classified acoustic streaming into classical streaming and 
irregular streaming. The transfer line between the two streaming patterns was determined 
by the two following non-dimensional variables: wall vibration amplitude and width of 
channel.  
Andrade [39] experimentally studied the streaming flows occurring outside the 
boundary layers in a tube and around cylindrical and spherical obstacles. The outer 
streaming structures were visualized in air around a cylindrical rod immersed in a 
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standing sound wave. The fluid particles flow towards the cylinder from above and from 
below, and move away in both directions parallel to the acoustic oscillations (horizontal).  
The phenomenon of flow reversal in the circulation occurring in the vicinity of 
oscillating cylinders was experimentally observed by West [40]. The results of this 
investigation showed that, as soon as the amplitude of the excited sound wave exceeds a 
critical value, the direction of the circulation in the vicinity of the cylinder reverses and 
streaming outside the boundary layer forms. 
Holtsmark et al. [41] studied the vortices in air near a cylindrical rod in a Kundt’s 
tube. The streaming in and outside the boundary layer was observed. The boundary layer 
streaming structures around a cylinder were visualized by Raney et al. [42] in a water-
glycerin mixture.  
Coppens and Sanders [43] measured the acoustic wave in a resonator. They found 
that the microphone output waveforms become irregular when the sound intensity 
increases. A similar measurement was carried out by Cruikshank [44]. This kind of non-
harmonic wave shape is believed to be the non-linear source of the acoustic streaming. 
Trinh and Robey [45] investigated the streaming flows associated with ultrasonic 
levitators. In this experimental study, the streaming flow field caused by an ultrasonic 
vibrating wall of an enclosure. The circulation induced by the presence of a sample in the 
enclosure was studied. 
 
1.2.3.2 Thermal effects on acoustic waves 
As initially described by Kempton [46] and Morfey [47], mixing several “lumps” 
of fluid with different temperatures can act as a sound source mainly due to the fact that 
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the physical properties of the medium are not uniform. As another example, a heated 
surface can maintain large amplitude acoustic oscillations.  
Kempton [46] analytically examined the role of heat diffusion as an internal noise 
source. He considered a number of problems: sound induced by unsteady heat transfer 
from a solid body; fluctuation flow over a hot body, and unsteady heat transfer between 
gas streams. Morfey [47] analytically examined the radiation of sound from a free 
turbulent jet. The sound was generated due to thermal dissipation and composition 
gradient. 
Fand and Kave [48] used photography to study the streaming around a circular 
cylinder in standing wave tube. The experimental results showed that the streaming 
around the heated cylinder was much stronger than the isothermal streaming for the same 
geometry and sound intensity. 
 
1.2.3.3 Enhancement of heat transfer by acoustic waves 
Acoustic streaming has received attention as a heat-transfer enhancement 
mechanism. The mean flow motion due to streaming not only contributes to the 
convective heat transfer, but also promotes the transition to turbulence. 
Richardson [24] analytically studied the effect of sound on natural convection 
along a horizontal cylinder which is immersed in sound fields. Later, Richardson [49] 
presented shadowgraphs for a heated horizontal circular cylinder, subjected to transverse 
horizontal and vertical sound fields. The shadowgraph demonstrated the local changes in 
boundary layer thickness and heat transfer coefficient. 
Engelbrecht and Pretorius [50] experimentally studied the influence of sound 
waves on the transition from laminar to turbulent flow in the boundary layer associated 
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with natural convection from a vertical flat plate with uniform heat flux. The transition 
has been shown to occur at a Grashof number lower than the normally cited value. 
Gopinath and Mills [51] estimated the convective heat transfer from an isolated 
sphere in a standing sound field due to acoustic streaming in large streaming Reynolds 
numbers. The Nusselt number correlations for a wide range of Prandtl numbers were 
obtained. Later, Gopinath and Mills [52] extended their study to the air-filled tube, 
modeling an acoustic levitation chamber. The flow was treated as incompressible. 
Analytical techniques were used along with a commercial numerical solver for the 
solution of the complete elliptic form of the equations governing the steady transport due 
to the streaming motion.  
Vainshtein et al. [53] performed a theoretical analysis on the heat transfer between 
two horizontal parallel plates in presence of a steady sonic wave propagated in the 
longitudinal direction. An acoustic Pelclet number, which represents the interaction 
between heat conduction and forced convection, was introduced, and the mean Nusselt 
number in terms of the Pelclet number was derived. 
Mozurkewich [54] placed a heated cylindrical wire at a velocity antinode of a 
standing wave and measured the rate of heat transfer from the wire to the acoustic 
medium. The Nusselt number showed a distinctive variation with acoustic amplitude. A 
similar experiment was reported by Gopinatch and Harder [55]. 
Kawahashi and Arakawa [56] numerically studied acoustic streaming induced by 
finite-amplitude oscillation in a closed duct driven by a piston. The results showed 
velocity distributions in the oscillatory boundary layer and the change of the streaming 
profile due to the increase in the amplitude of oscillation, and the existence of a double 
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layer in the vicinity of the duct wall. Kawahashi et al. [57] performed experimental 
studies on the interaction of acoustic streaming with natural convection in a closed 
rectangular duct, and observed intensified steady streaming.  
Loh et al. [58] investigated the acoustic streaming induced by ultrasonic vibrations 
in an open space and the associated convection enhancement using both theoretical and 
numerical methods. Later, Loh and Lee [59] measured the heat transfer enhancement 
capability of acoustic streaming generated by ultrasonic vibration. The cooling effect was 
found to have a strong correlation with the gap size between the ultrasonic device and the 
heat source. The cooling effect was maximized when the gap corresponded to a multiple 
of the half-wavelength of the ultrasonic wave. 
Mozurkewich [60] measured the heat transfer within a cylindrical resonance tube, 
mediated by acoustic streaming. For an empty resonator with heated wall segment, the 
radial heat flux varied with position in a manner consistent with the global streaming 
pattern within the tube. 
Wan and Kuznetsov [61] numerically studied the fluid flow and heat transfer due to 
acoustic streaming in the gap between two horizontal beams, the part of the lower of 
which is vibrating. By utilizing the perturbation method, the compressible Navier-Stokes 
equations were decomposed into the first-order acoustic equations and second-order 
streaming equations. A similar problem was experimentally studied by Wan and co-
workers [62]. The visualization clearly showed that vertical streaming can be induced by 
bimorph vibration, which enhanced the heat transfer between the heated surface and 
surrounding air. 
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Aktas et al. [63] numerically investigated thermal convection in a two-dimensional 
resonator due to acoustic excitations induced by the vibration of the left side wall. In this 
cases, the left and right walls were held at different temperatures. The mechanically 
induced periodic oscillations in the fluid were found to have an insignificant effect on the 
heat transfer characteristics of the system. 
 
1.2.3.4 Effect of the stack in an acoustic wave field 
The interaction between the acoustic standing waves and a low-conductivity stack 
introduces some very interesting applications, including thermoaocustic refrigerators and 
engines [64]. Thermoacoustic refrigerators use high amplitude acoustic standing waves to 
pump heat from low temperature sinks to high temperature sources along a stack in inert 
gases such as helium, optionally mixed with other noble gases. The thermoacoustic 
engine works in the opposite way, and it converts the temperature difference along the 
stack to acoustic energy. 
These thermoacoustic devices offer a variety of advantages, including the 
requirement of very low maintenance operation due to few or no mechanical moving part, 
sliding seal or lubrication; and elimination of harmful refrigerants, such as CFCs. A 
simple model of a thermoacoustic refrigerator consists of a straight resonance tube 
housing a stack of parallel plates, heat exchangers, and an acoustic source (Figure 1.7) 
[65, 66]. The performance of thermoacoustic refrigerators was successfully demonstrated 
by several experimental studies [67-70]. In these experiments, the driver ratio, or the 
amplitude of pressure oscillation over mean pressure, plays an important role in 
determining the coefficient of operation of a thermoacoustic refrigerator. 
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Figure 1.7 Scheme illustration of the thermoacoustic refrigerator 
 
 
 
Based on the assumption that the length of the stack is much shorter than the 
driving acoustic wave length, previous investigators assumed that the stack does not 
perturb the standing wave appreciably, and two-dimensional motion exists only in the 
neighborhood of the stack. After neglecting the entrance effects of a stack, analytical 
models of thermoacoustic devices were developed for the calculation of time-averaged 
energy fluxes [64]. Cao et al. [71] studied an isothermal, short, thin parallel-plate stack 
without the heat exchangers in a one-dimensional idealized acoustic standing wave by 
solving the Navier-Stokes equations. A similar problem and model were solved by  
Ishikawa and Mee [72].  
Earlier on, Worlikar and Knio [73] simulated the flow field and energy fluxes in the 
neighborhood of the stack and heat exchangers in an idealized thermoacoustic 
refrigerator. With additional  simplifications, Besnoin and Knio [74, 75] developed a 
two-dimensional numerical model based on a vorticity-based scheme for low-Mach-
number flows, combined with a simplified quasi-one-dimensional idealized acoustic 
standing wave in a resonant tube.  
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Hamilton and co-workers [76] developed a nonlinear two-dimensional model for 
the domain near the stack. They considered resonator vibration by introducing an inertial 
body force term in the equation of motion. Karpov and Prosperetti [77] presented a 
nonlinear, time-domain model of thermoacoustic devices based on cross-sectionally 
averaged equations. The key simplification rested on the observation that the dimensions 
of the system in the direction of the fluid particle displacement were much greater than 
those normal to it.  
There are few published papers that account for the effect of acoustic streaming on 
the thermoacoustic refrigerator performance. Bailliet and coworkers [78] developed an 
analytical model to simulate the acoustic streaming in the closed thermoacoustic devices, 
where the temperature gradient was considered. Mironov et al. [79] demonstrated that the 
temperature gradient of the stack and asymmetry of inflow and outflow at each end of 
stack excite acoustic streaming, and predicted the effects of acoustic streaming on the 
efficiency of the device performance by theoretical methods. 
 
1.3 Motivation for present research 
 
The literature survey indicates that the computational studies of thermally induced 
acoustic waves in zero-gravity condition are mostly limited to the ideal gas range. It is 
necessary to extend the study to the high-pressure gas and super-critical fluid, because of 
the wide applications of high-pressure fluid. The experimental reports in this area are also 
very few and limited. There is no experiemental report found for the long-time behavior 
of thermally induced acoustic and  considering the effect of gravity.  
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The past studies on the buoyancy-induced flows did not consider the effects of 
thermally induced acoustic waves, even though the acoustic wave may significantly alter 
the flow development process. Furthermore, the effect of gravity on the thermally 
induced acoustic wave is not studied. Therefore, the thermally induced acoustic waves 
and their related transport phenomena under different gravity conditions is a worthwhile 
research area. 
In the area of mechanically driven acoustic waves, the literature survey indicates 
that most studies focused on how the coupled pressure and flow develop. However, 
temperature oscillations are seldom considered. Furthermore, the effect of acoustic waves 
on heat and mass transfer is infrequently reported.  
Although the thermoacoustic refrigerator is widely studied, the detail of flow and 
energy seperation is still not clear, expecially the existence and effect of acoustic 
streaming. More detailed simulations are needed to clearly understand the physics of 
thermoacoustic refrigerator. 
 
1.4 Objectives 
 
In this study, we fully describe and analyze acoustic waves / fluid mechanics, and  
heat transfer interactions in compressable fluids by the use of numerical models and 
experiments. Several problems related to thermally induced acoustic waves and 
mechanically driven acoustic waves are investigated:  
 Numerically simulate thermally induced acoustic waves for compressible fluids. 
The undisturbed fluid pressure ranged from atmospheric to 8.0 MPa.  The 
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physics of thermally induced acoustic waves and the effects of fluid properties 
are described and explained in detail. 
 Determine the effect of gravity on the thermally induced acoustic waves and 
related transport phenomena. The acoustic wave and induced flow field are 
studied in different gravity and wall heating conditions. 
 Generate and measure thermally induced acoustic waves in the experimental 
setup. The quick variations of wall temperature are also measured to study the 
relationship between the wall temperature history and generated acoustic waves. 
 Interaction of acoustic streaming, which is driven by wall vibration, with heat 
transport phenomena are studied numerically.  
 The physics of thermoacoustic refrigerators are numerically investigated by 
numerical methods. 
 
1.5 Outline of the Thesis 
 
The remaining chapters of the thesis are organized as follows. In Chapter 2, the 
mathematical model used to describe the acoustic wave and the physical boundary 
conditions of the processes are first discussed. Then the numerical method utilized in 
solving the governing equations, as well as the treatment of the boundary conditions in 
the computational technique are described and discussed. Chapter 3 is devoted to the 
numerical investigation of thermally induced acoustic waves in real gases, and the effect 
of gravity on the thermally induced acoustic waves and induced flow fields. Chapter 4 
describes the experimental apparatus and procedures for characterizing thermally induced 
acoustic waves. The presentation of the experimental results and the comparison of 
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numerical and experimental results are also given in Chapter 4. Chapter 5 focuses on the 
flow fields in an empty resonator created by mechanically driven acoustic waves, and its 
effect on the energy transportation. The simulation of a thermoacoustic refrigerator is 
given in Chapter 6. Conclusions from the present study and the contribution of the thesis, 
along with recommendations for future research, are discussed in Chapter 7.  
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2. MATHEMATICAL MODEL AND NUMERICAL METHOD  
 
2.1 Overview  
 
There are two steps involved in solving a physical problem by the CFD methods. 
First, a mathematical model must be developed to describe the physical process. Then, an 
appropriate numerical scheme must be employed to solve the equations of the 
mathematical model with the corresponding boundary conditions. 
 
2.2 Mathematical Model 
 
A sound field is formed by a series of compressions and expansions of a substance, 
which obey the laws of thermodynamics, heat transfer, and fluid mechanics. It is 
essentially characterized by the pressure p, corresponding density ρ, temperature T, and 
velocities. Hence, an accurate mathematical model must be able to describe the 
compressible behavior of the substance in question. In this study, the compressible form 
of the Navier-Stokes equations, including the conservation of mass, momentum and 
energy, along with a state equation, are used as the governing equations. 
 
2.2.1 Conservation Equations in Three-dimensional Cartesian coordinates 
 
In three-dimensional Cartesian coordinates (x, y, z), these equations can be 
expressed in the conservative form as: 
( u) ( v) ( w) 0
t x y z
∂ρ ∂ ρ ∂ ρ ∂ ρ+ + + =∂ ∂ ∂ ∂                                                                                 (2.1) 
 
x
pf
z
)uw(
y
)uv(
x
)uu(
t
)u(
x ∂
∂−ρ=∂
ρ∂+∂
ρ∂+∂
ρ∂+∂
ρ∂  
28 
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ−∂
∂+
z
u
x
w
zy
u
x
v
yx
u2
xz
w
y
v
x
u
3
2
x
  (2.2) 
 
y
pf
z
)vw(
y
)vv(
x
)uv(
t
)v(
y ∂
∂−ρ=∂
ρ∂+∂
ρ∂+∂
ρ∂+∂
ρ∂  
⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ−∂
∂+
z
v
y
w
zy
v2
yx
v
y
u
xz
w
y
v
x
u
3
2
y
 (2.3) 
 
z
pf
z
)ww(
y
)vw(
x
)uw(
t
)w(
z ∂
∂−ρ=∂
ρ∂+∂
ρ∂+∂
ρ∂+∂
ρ∂  
⎥⎦
⎤⎢⎣
⎡
∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ−∂
∂+
z
w2
zy
w
z
v
yx
w
z
u
xz
w
y
v
x
u
3
2
z
(2.4) 
 
( ) ⎥⎦
⎤⎢⎣
⎡
∂
∂+∂
∂+∂
∂−++ρ=∂
∂+∂
∂+∂
∂+∂
∂
z
)pw(
y
)pv(
x
)pu(wfvfuf
z
)Ew(
y
)Ev(
x
)Eu(
t
E
zyx  
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ−⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ∂
∂+ u
z
w
y
v
x
u
3
2w
x
w
z
u
2
1v
y
u
x
v
2
1u
x
u2
x
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ−⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+ v
z
w
y
v
x
u
3
2w
z
v
y
w
2
1v
y
vu
y
u
x
v
2
12
y
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂µ−⎥⎦
⎤⎢⎣
⎡
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+⎟⎠
⎞⎜⎝
⎛
∂
∂+∂
∂µ∂
∂+ w
z
w
y
v
x
u
3
2w
z
wv
z
v
y
w
2
1u
x
w
z
u
2
12
z
⎟⎠
⎞⎜⎝
⎛
∂
∂λ∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂λ∂
∂+⎟⎠
⎞⎜⎝
⎛
∂
∂λ∂
∂+
z
T
zy
T
yx
T
x
                                                                        (2.5) 
 
Here, E is the total energy: 
)wvu(
2
1iE 222 ++ρ+=                                                                                     (2.6)  
 
2.2.2 Conservation Equations in Two-dimensional Cylindrical Coordinates 
 
In two-dimensional cylindrical coordinates (r, z), these equations can be expressed 
in the conservative form as 
r z( ru ) ( u )1 0
t r r z
∂ ρ ∂ ρ∂ρ + + =∂ ∂ ∂                                                                                     (2.7) 
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Here, E is the total energy. The components of stress tensor τ are 
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where the second coefficient of viscosity µ’ is set equal to 
µ
3
2−
 (zero bulk viscosity). 
The components of the heat flux vector are written as 
r
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The viscous dissipation terms are written in the stress tensor form: 
rr r rz z zr r zz z[( u u )r] [( u u )r]
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2.2.3 Other laws 
 
In this thesis, the studied fluids range from ideal gases to real gases and 
supercritical fluids. The thermodynamic properties of real gases and supercritical fluids 
will be explained in Chapter 3. Here, only ideal gases are discussed. 
An equation of state for perfect gas is used to relate the temperature to the other 
thermodynamic characteristics: 
RTp ρ=                                                                                                               (2.18) 
Here, R is the specific gas constant of the medium. 
The definition of the speed of sound waves in compressible fluid is expressed as 
Tv
p p
c
c
c ρ∂
∂=
                                                                                                              (2.19) 
Here cp and cv are the specific heats at constant pressure and constant volume, 
respectively. For an ideal gas, this equation can be expressed as a function of temperature 
only: 
RT
c
c
c
v
p=                                                                                                                  (2.20) 
The internal energy of ideal gas can be expressed using the following simple 
equation: 
1
Pi −γ=                                                                                                                        (2.21) 
Here, γ is the ratio of specific heat. 
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2.3 Numerical Method  
 
The governing equations (except for the diffusion terms) are discretized using a 
finite-volume method based on the flux-corrected transport (FCT) algorithm. FCT is a 
high-order, nonlinear, monotone, conservative and positivity-preserving method designed 
to solve a general one-dimensional continuity equation with appropriate source terms. 
This scheme has fourth-order phase accuracy and is able to resolve step gradients with 
minimum numerical diffusion. The diffusion terms (the viscous term in the momentum 
equations and the conduction terms in the energy equation) were discretized using a 
second-order central difference approach. Time-step splitting was also used to couple all 
of the representative physical effects. 
No-slip boundary conditions were used at all solid walls. In the present 
computational method, the treatment proposed by Poinsot and Lele was followed for 
implementing the boundary conditions for the density. 
 
2.3.1 The Flux-Corrected Transport Algorithm 
 
LCPFCT itself can treat a one-dimensional convection equation with appropriate 
source terms in Cartesian, cylindrical or spherical, and generalized nozzle coordinates. 
Further details of the FCT algorithm used here are documented by Boris et al. [80]. 
For illustration, consider the one-dimensional convection equation, 
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where v is the local convection velocity, D1, D2, and D3 are additional source terms. The 
quantity Φ can be any flow variable, such as density ρ, momentum flux ( ρu, ρv, ρw ) or 
energy E. The value C2 can either be a constant or a function of convected variables. 
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Different one-dimensional geometries may be selected through variation of an input 
integer α: where α=1 is Cartesian or planar geometry, α=2 is cylindrical geometry, and 
α=3 is spherical geometry. By choosing α=4 and writing problem-specific code for 
defining cell interface area and volume, we can define other useful coordinate system, 
such as elliptical coordinate or various nozzle geometry.  
The application of FCT to this type of equation consists of three steps. 
(1) Central difference the equation by volume integral: 
 
 
 
 
Figure 2.1 Geometry and layout of the LCPFCT finite volume grid 
 
 
 
Figure 2.1 shows a one-dimensional geometry in which the fluid is constrained to 
move along a tube. In the Lagrangian grid, the flux out of one cell on the interface can be 
calculated by 
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where the superscripts f and g indicate the velocities of the fluid and grid, respectively. 
By this definition, the explicit finite difference formula for the convection transport part 
of the convection equation is 
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Λ is the cell volume, and A is the area of the interface. The superscripts o and * indicate 
the beginning and the end of the time step, respectively.  
Add the source terms in Equation (2.24): 
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(2) Add numerical diffusion to stabilize the algorithm: 
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ν  is the non-dimensional numerical diffusion coefficient, which appears as a 
consequence of considering adjacent grid points. Substituting Eqs. (2.23) and (2.24) into 
Eq. (2.26) with no source term gives 
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(3) Add antidiffusion to control the amount of numerical diffusion: 
The antidiffusion is designed so that when the grid is the Langrangian case and the 
2
1i+
ν∆  vanishes in Eq. (2.27), 
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Applying Eq. (2.28) to Eq. (2.27) gives 
( )
( ) (2.29)                                                                                   
ΦΛΦΛ
1i
o
i
o
2
1-i
2
1i
2
1i
i
o
1i
o
2
1i
2
1i
2
1i
i
oo
ii
nn
i
−−−
++++
Φ−ΦΛ⎟⎟⎠
⎞
⎜⎜⎝
⎛ µ−ν
−Φ−ΦΛ⎟⎟⎠
⎞
⎜⎜⎝
⎛ µ−ν+=
 
The largest choice of the antidiffusion coefficient that still guarantees positivity 
linearly is 
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However, this antidiffusion coefficient is not large enough. To reduce the residual 
diffusion (ν−µ) even further, the flux correction must be nonlinear, depending on the 
density gradient. This corrected antidiffusive flux is: 
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Here, 1S =  and sign )~~(signS i1i Φ−Φ≡ + . The final value at the new time is 
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The value of the residual diffusion coefficient is observed as a critical parameter for 
the low Mach number and second order flow problems under investigation. The default 
value of the RDC is 0.999. RDC may be reset to unity for minimal residual diffusion or 
to slightly smaller values than 0.999.  
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The geometric variables used above in the Cartesian, cylindrical and spherical 
coordinates are defined as 
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2.3.2. LCPFCT Solution Procedure 
 
In the one-dimensional problem, the three conservation equations of gas dynamics 
are coupled, and need to be solved simultaneously.  
(2.35)                                                                                                 )v(
t
rρ⋅−∇=∂
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(2.36)                                                                                  p)vv(
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)v( ∇−ρ⋅−∇=∂
ρ∂ rr  
(2.37)                                                                                    )pv()vE(
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∂  
Solving the coupled equations is done by first choosing an appropriate time step ∆t, 
then integrating from old time ot  to 
2
tt o ∆+ , and then integrate from time ot  to tt o ∆+ . 
The half time step integration is used to calculate time centered spatial derivatives and 
fluxes. The whole integration procedure for one time step is: 
(1) Half time step integration: 
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a) Calculate iov  and iop  using the old known value of ioρ , ioio vρ , ioE  at the 
beginning of the time step; 
b) Convect ioρ  a half time step to i2
1
ρ ; 
c) Evaluate - op∇  as the source term for momentum equation; 
d) Convect ioio vρ  a half time step to i2
1
i2
1
vρ ; 
e) Evaluate )vp( oo∇−  as the source term for energy equation; 
f) Convect ioE  a half time step to i2
1
E . 
(2) Whole time step integration: 
a) Calculate i2
1
v  and i2
1
p  using the old known value of i2
1
ρ , i2
1
i2
1
vρ , i2
1
E  at the 
half of the time step; 
b) Convect ioρ  a full time step to i1ρ ; 
c) Evaluate 2
1
p∇−  as the source term for momentum equation; 
d) Convect ioio vρ  a full time step to i1i1 vρ  using 2
1
p∇− ; 
e) Evaluate )vp( 2
1
2
1
∇−  as the source term for energy equation; 
f) Convect ioE  a full time step to i1E . 
(3) Repeat these two procedures above to do another time step from 1t  to 2t . 
The above one-dimensional solving procedure can be used repeatedly to construct a 
multidimensional program by time step splitting in the different coordinate directions. 
The approach is straightforward. For example, in Cartesian coordinates, these equations 
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can be treated as the summary of three sets of one-dimensional equations in x-, y- and z- 
directions. Then the integration can be performed separately in the three directions.  
To use this time step-splitting approach , the time step must be small enough that 
the distinct components of the flux do not change the cell-averaged values appreciably 
during the time step. This approach is second-order accurate as long as the time step is 
small, but there is still a bias built in depending on which direction is integrated first. To 
remove this bias, the sequence of directions of integration should be alternated. 
 
2.3.3 Evaluation of Boundary Conditions 
 
A high-order non-dissipative algorithm such as FCT requires rigorous formulation 
of boundary conditions [81]. Otherwise, numerical solutions may show spurious wave 
reflections at the regions close to boundaries and nonphysical oscillations arising from 
instabilities. In the present computational method, the treatment proposed by Poinsot and 
Lele [82] was followed for implementing the boundary conditions for density. This 
method is based on the theory of wave characteristics and avoids incorrect extrapolations 
and overspecified boundary conditions.  
Along any solid wall, the density is calculated from 
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where the subscript w signifies the location of the wall, and n is the direction normal to 
the wall. 
Following the procedure described by Poinsot and Lele, the density along a 
vibrating wall is calculated by 
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2.3.4 Boundary Conditions of Moving Wall 
 
In the numerical model (Figure 2.2), we define the dimensions of both cell center 
xcn(i) and cell boundary xbn(i). To deal with the computation with moving wall, we 
select several cells near the boundary as moving cells, while the other cells as fixed cells. 
The number of moving cell, i1-1, is selected so that the maximum grid size variation is 
less than 25%. This also means that xbn(i1) is a fixed value. At every time step, we first 
update the wall location, xbn(1)n,  according to the boundary condition. Then we can 
update the dimensions of every moving cells by, 
xcn(i)  = (xbn(i1)-xbn(i))/(i1-1)*(2i-1)/2,            i=1 to i1. 
xbn(i)  = xcn(i) + (xbn(i1)-xbn(i))/(i1-1)             i=2 to i1-1. 
 
 
 
 
Figure 2.2 Layout of the finite volume grid for moving wall 
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2.3.5 Representation of Boundary Conditions in LCPFCT 
 
To implement boundary conditions in the numerical model, we develop 
extrapolations from the interior to ghost cells (see Figure 2.3) outside the computational 
domain that continue the mesh a distance beyond the domain boundary. The definition of 
the ghost cells allows the cells on the domain boundary to be treated as interior cells.  
 
 
 
 
Figure 2.3 Ghost cell approach for a boundary at the cell interface 
 
 
 
In this approach, the ghost cell value is given by 
(2.40)                                                                                     VΦSΦ EBCIE
n
EBCG
n +=  
Here, the subscripts G and IE indicate the ghost cell and the first interior cell, 
respectively. The quantity SEBC is the slope boundary factor for either boundary 
condition. The quantity VEBC is specified as the value added to the ghost value.  
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(1) For a no-slip stationary wall 
Momentum perpendicular to wall: 1EG )u()u( ⊥⊥ ρ−=ρ  
Momentum along wall: 1EG )u()u( ρ−=ρ  
Density: 1EwG 2 ρ−ρ=ρ  
Energy: 1EwG EE2E −=  
(2) For a no-slip vibrating wall 
If the velocity of wall is only in the normal direction, then the only difference from 
the stationary wall is the equation of momentum perpendicular to the wall: 
1EWG )u()u(2)u( ⊥⊥⊥ ρ−ρ=ρ  
(3) Symmetric line 
Momentum perpendicular to boundary: 1EG )u()u( ⊥⊥ ρ−=ρ  
Momentum along boundary: 1EG )u()u( ρ=ρ  
Density: 1EG ρ=ρ  
Energy: 1EG EE =  
 
2.4 Computational Resources 
  
All numerical simulations reported in this thesis were performed at a DELL 
Dimension 5150 desktop computer. This machine has one Pentium® D Processor 940 
with Dual Core Technology (3.4 GHz), and 2GB Dual Channel DDR2 SDRAM at 
533MHz.    
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3. NUMERICAL STUDY OF THERMALLY INDUCED ACOUSTIC WAVES  
 
3.1 Introduction 
The physics of thermally induced acoustic waves and effect of gravity are studied 
in this chapter. First, the early time behaviors of acoustic waves produced by rapid 
heating were studied for initial pressures ranging from 0.1 to 8 MPa. In this part of study, 
we try to understand the variation of fluid properties with pressure, and their effects on 
the generation, propagation and damping of thermally induced acoustic waves. Then the 
flow fields generated by thermally induced waves under different gravity conditions are 
studied. The effects of gravity are investigated under two categories: side wall heating 
and bottom wall heating. 
 
3.2 Thermally Induced Acoustic Waves for Compressible Fluids 
 
3.2.1 Introduction 
 
Previous study [15] already showed that the behaviors of thermally induced 
acoustic waves are significantly different for different gases, due to the different fluid 
properties. In this section, we investigate the behavior of thermally induced acoustic 
waves for carbon dioxide gas under different initial pressures. It is well known that the 
effect of pressure on other thermodynamic properties is very small when the gas pressure 
is low. However, for a high-pressure fluid such as real gas or super-critical fluid, the 
effect of pressure cannot be neglected. In this part of the thesis, the behaviors of 
thermally induced acoustic waves in high-pressure fluids are numerically simulated. 
Also, the effect of initial pressure on the thermally induced acoustic wave is studied. The 
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pressure range is from 0.1 to 8 MPa, which covers conditions for an ideal gas, real gas 
and a super-critical fluid. 
 
3.2.2 Fluid Properties 
 
The ideal gas law is widely used for gases under low pressure and high 
temperature. However, the simple equation forms for P-ρ-T relations, functions of 
internal energy and sound speed are not available for high pressure gas and super-critical 
fluid. Other than using published correlations, which are always limited in some special 
zones, we used the NIST Standard Reference Database 12 [83] to evaluate the P-ρ-T 
relations and other thermodynamic properties for such gases.  
Figure 3.1 gives the variation of density for carbon dioxide as a function of 
pressure under constant temperatures. The density is strongly nonlinear with respect to 
pressure. Figure 3.2 shows the variation of internal energy as a function of pressure under 
constant temperatures. It is interesting to observe that the internal energy is not only a 
function of temperature, but also a function of pressure (density). The other 
thermodynamic properties, such as sound speed, viscosity and heat conductivity are also 
shown in Figures 3.3 – 3.5. All fluid properties show strong dependence on pressure, and 
these relationships become more dramatic when pressure approaches the critical point, 
Pcrit = 7.377 MPa, Tcrit = 304.128 K.  
 
 
 
43 
 
Figure 3.1   Variation of density for carbon dioxide as a function of pressure at 
constant temperatures 
 
 
 
 
Figure 3.2   Variation of internal energy for carbon dioxide as a function of 
pressure at constant temperatures 
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Figure 3.3   Variation of sound speed for carbon dioxide as a function of pressure 
at constant temperatures 
 
 
 
 
Figure 3.4   Variation of viscosity for carbon dioxide as a function of pressure at 
constant temperatures 
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Figure 3.5   Variation of heat conductivity for carbon dioxide as a function of 
pressure at constant temperatures 
 
 
 
To use the data provided by the NIST Standard Reference Database 12 in our 
computational model, the polynomial fitting method is used to build the property 
equations in the specific data region. Six equations are used in the numerical models: 
P=f(T, ρ), i= f(T, ρ), a=f(T, ρ), µ=f(T, ρ), K=f(T, ρ), T=f(i, ρ). These expressions have 
the form 
∑∑
= =
=
I
0i
J
0j
ji
ij YXaZ                                                                                   (3.1) 
where the variables X, Y, Z are the special thermodynamic properties minus the reference 
values. The values aij are the coefficients for the curve fit generated from the original data 
by the least squares method.  
The method of least squares is the procedure used to establish the coefficients of 
the best fit equation for a limited number of points, where the sum of the square 
deviations from the data points is a minimum [84].  
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Assume that the total number of data points (Xk, Yk and Zk) is NUM. We wish to 
choose the coefficients aij such that the summation  
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= = =
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The minimum occurs when the partial derivative of equation (3.2) with respect to 
amn equal zero. 
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Modifying the above equation, we have I x J following equations: 
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Solving the above I x J equations by the Gausee iteration method, we can get the 
coefficients aij in Equation 3.1.  
In our numerical model, the i-ρ-T relation is used twice in two different equations, 
i= f(T, ρ) and T=f(i, ρ). Although we can use the curve fit method to get equations i= f(T, 
ρ) and T=f(i, ρ) independently from the NIST database, the small error induced during 
the procedure will still make the i-ρ-T relation un-identification during the computation. 
To overcome this shortage, only one equation T=f(i, ρ) is achieved from the curve fitting 
method, then the other equation i= f(T, ρ) is solved from the established equation T=f(i, 
ρ). In all the cases studied here, the i-ρ-T relation can always be fitted as the second-order 
function. For the second-order curve fitting equation, T=f(i, ρ) is expressed as 
22
22
2
21
2
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020100 iaiaiaiaaaaT ρ⋅+ρ⋅+ρ⋅+ρ⋅+ρ+ρ+=                  (3.5) 
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where aij is calculated by the least squares method from the NIST database. Modifying 
the above equation, we get 
0)Taaa(i)aa(i)aa( 2020100
2
1211
22
2221 =−ρ+ρ++ρ+ρ+ρ+ρ                (3.6) 
By solving the above second-order equation, we can calculate i from ρ and T. It should be 
noted that there are the two roots for Equation (3.6). To choose the correct root, a 
reference equation i= f(T, ρ) is calculated by the curve fitting method. Then both roots of 
Equation 3.6 are compared with the value calculated from this reference equation, and the 
closer one is selected. 
  
3.2.3 Problem statement 
 
The effects of pressure on the thermally induced acoustic waves are reported for a 
two-dimensional cavity (L = 0.001 m) containing carbon dioxide. As shown in Figure 
3.6, the side-walls of the cavity are held at specified temperatures and the horizontal 
surfaces are thermally insulated. Initially, the fluid is quiescent (u=v=0 everywhere) at a 
constant temperature and pressure (P0 and T0). At the given time, the temperature along 
the left vertical wall is raised impulsively or gradually, while the right wall is kept at the 
initial temperature. This triggers the initiation of a thermally induced acoustic wave in the 
medium. The temperature history of the left wall is governed by the following equation:  
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+= τ− h
t
0
0max
0L e1T
TT
1T)t(T                                                             (3.7) 
In Equation (3.7), Tmax is the maximum temperature that the heated left wall can attain. 
The increasing rate of the bottom wall temperature can be controlled by varying the time 
constant τh value in equation (3.7). All of cases presented here were carried out for a 
zero-gravity condition. 
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Figure 3.6 Geometry and boundary conditions of the problem 
 
 
 
3.2.4. Results and Discussions 
To study the behavior of the thermally induced acoustic wave in the different fluid 
pressures, a total of eight cases are selected, as shown in Table 3.1. Case 1 is for an ideal 
gas, P0 = 0.1 MPa. From case 2 to case 7, the pressure is in the real gas zone. P0 = 8 MPa 
in case 8 represents a supercritical fluid. In all eight cases, the initial temperature and 
maximum temperature of the left wall are same. The properties table listed in Table 3.1 
gives ranges of density and temperature that were calculated from the NIST database, and 
then used to generate a polynomial equation for the each case. 
 
 
 
Table 3.1 List of computational cases 
Properties Table Case T0 (K) P0 (MPa) ρ (kg/m3) T (K) Tmax (K) τ h (s) 
1 310 0.1 1.62-1.90 308-324 320 3.57x10-7 
2 310 1 16.9-18.4 308-324 320 3.57x10-7 
3 3.57x10-7 
4 7.14x10-7 
5 
310 3 55-61 308-324 320 
1.79x10-6 
6 310 5 78-120 308-324 320 3.57x10-7 
7 310 7 170-221 308-324 320 3.57x10-7 
8 310 8 210-450 308-324 320 3.57x10-7 
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First, the simulation is run for the following initial condition: P0=0.1 MPa and 
T0=310K (case 1). The heat rate of left wall is set as τ h = 3.57x10-7 s. At this pressure 
and temperature, the ideal gas law is still effective. We use two kinds of methods to 
calculate the gas thermodynamics in this case: the NIST database, and the ideal gas law. 
The comparison of the pressure variation at the mid point of the enclosure for the two 
kinds of methods is given in the Figure 3.7. The two methods give the same sound speed 
and very similar wave shape. Therefore, the method that calculates the gas properties 
from the NIST database is accurate and reasonable.  
 
 
 
 
Figure 3.7 Variation of pressure at the mid point of the enclosure: (a) ideal gas law 
and (b) NIST database, case 1 (P0=0.1 MPa,  τ h = 3.57x10-7 s) 
 
 
 
For case 3, P0=3 MPa, the profiles of pressure and internal energy in the selected 
data table are given in Figures 3.8 and 3.9. Although the thermodynamic properties are 
strongly nonlinear in the range of P=0.1 to 8 MPa, these relations are still nearly linear in 
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the small range used in the computational model. Therefore, we can expect that the 
thermally induced acoustic wave in the real gas should behave similarly to that in an ideal 
gas. 
 
 
 
 
                                     (a)                                                                   (b) 
Figure 3.8   Variation of pressure for case 3 (P = 3 MPa) 
 
 
 
 
                                     (a)                                                                   (b) 
Figure 3.9   Variation of internal energy for case 3 (P = 3 MPa) 
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Figure 3.10 shows the variation of pressure with time at the mid point of the 
enclosure for case 3 (P0=3 MPa,  τ h = 3.57x10-7 s). The pressure in the middle point 
remains unchanged until the acoustic wave reaches it. The local pressure rises almost 
instantaneously, and then decreases gradually. After the pressure wave passes the middle 
point, it keeps traveling until it hits the right wall and reflects. The reflected acoustic will 
reach the middle point, and generates a similar pressure fluctuation again. Eventually, 
these repeated oscillations are damped due to the viscosity dissipation. Other than the 
acoustic wave, the overall pressure in the chamber increases because of the energy input 
to the system by the heated left wall. The corresponding fluctuation of velocity at the 
middle point is given in Figure 3.11. This kind of particle velocity flucation will 
introduce the new convection. 
 
 
 
 
Figure 3.10 Variation of pressure with time at the mid point of the enclosure,  
P0=3 MPa,  τ h = 3.57x10-7 s (case 3) 
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Figure 3.11 Variation of velocity with time at the mid point of the enclosure,  
P0=3 MPa,  τ h = 3.57x10-7 s (case 3) 
 
 
 
The results of the pressure wave along the horizontal mid plane of the enclosure are 
depicted in Figure 3.12. The pressure profiles are shown at selected instants during the 
first cycle. The arrows in Figure 3.12 indicate the direction of wave motion. A sharp front 
and long tail chraractize the pressure wave in the early time scale. 
The effect of the rapidity of the wall heating process on the thermally induced wave 
behavior was investigated and the results are shown in Figure 3.13. The heating rate is 
controlled by selecting the value of τ in Equation (3.7). Figure 3.13 indicates that the 
rapidity of the wall heating process has a very significant effect on the strength of the 
pressure. When τ = 1.79x10-6 s, the strength of the pressure wave becomes very weak.  
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Figure 3.12 Variation of pressure at the mid-horizontal plane of the enclosure at 
different times, P0=3 MPa,  τ h = 3.57x10-7 s (case 3) 
 
 
 
 
Figure 3.13 Variation of pressure at the midpoint of the enclosure for different 
heating rates, P0=3 MPa (case 3, 4 and 5) 
 
 
 
The effect of the initial pressure on the thermally induced acoustic wave is shown 
in Figure 3.14. All six cases have same initial temperature, maximum wall temperature 
and heating rate. Although the shapes of pressure wave are very similar for all cases, 
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stronger acoustic waves are observed in the cases that have higher initial pressures. Other 
than the wave amplitude, the overall pressure also increases faster in cases with higher 
initial pressure. It is also observed that the waves damp out much faster for higher initial 
pressures, because of higher viscosity. No quality difference is observed when the 
pressure crosses the critical pressure, Pcrit = 7.377 MPa, which can be expected by the 
behavior of properties. Because the selected temperature (T=310K) in the presented study 
is much larger than the critical temperature (Tcrit = 304.128 K), the thermodynamic 
properties change smoothly when the pressure crosses the critical pressure. So did the 
thermally induced acoustic waves. 
Figure 3.15 shows the relationship between initial pressure and the first peak of an 
acoustic wave, or the strength of the acoustic wave. The strength of a thermally induced 
acoustic wave increases with initial pressure, especially when the initial pressure is close 
to the critical point, the rate of increase becomes very dramatic. 
Figure 3.16 shows the variation of temperature at the mid point of the enclosure for 
different initial pressures under the same initial temperature, maximum wall temperature 
and heating rate. It is very interesting to find that the strongest temperature wave occurs 
in the case for which P0=0.1 MPa, then that the wave ampltitude decreases with initial 
pressure increase until the weakest temperature wave is observed in the case with P0=3 
MPa. After that, the temperature waves become stonger with initial pressure increase. 
 
 
 
55 
 
Figure 3.14 Variation of pressure at the mid point of the enclosure for different 
initial pressures, τ h = 3.57x10-7 s (cases 1, 2, 3, 6, 7 and 8) 
 
 
 
 
Figure 3.15 Variation of the strength of an acoustic wave with different initial 
pressures, τ h = 3.57x10-7 s (cases 1, 2, 3, 6, 7 and 8) 
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Figure 3.16 Variation of temperature at the mid point of the enclosure for different 
initial pressures, τ h = 3.57x10-7 s (cases 1, 2, 3, 6, 7 and 8) 
 
 
 
There are three major steps involved in the generation of a thermally induced 
acoustic wave. First, the fluid temperature in the immediate vicinity of the wall increases 
due to the heat conduction from the wall. The thermal diffusivity α plays a key role in 
this step when the wall temperature is kept constant. Second, the local pressure increases, 
while its temperature increases and density remains unchanged for a very short time after 
heating begins. Third, part of the increase in pressure will be balanced by the 
compression of the nearby fluid, while the remaining part estibalishes the pressure 
disturbance that travels at the acoustic speed. How much of the increased pressure 
becomes the pressure disturbance is determined by the compressibility of the fluid, which 
is described by
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂
. Consequently, there are three important fluid properties involved 
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here: α, 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P
 and
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂ . Higher α and 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P  increase the strength of a pressure 
wave, while higher 
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂ weakens the pressure wave. 
Figures 3.17 to 3.19 show the variations of α, 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P
 and 
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂ , respectively, 
with pressure for constant temperature T = 310 K. Figure 3.17 shows that thermal 
diffusivity α decreases steeply when pressure increases from the atmospheric value, 
however, it changes very slowly after about P = 2 MPa. In Figure 3.18, 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P always 
increases with pressure, and it increases much more dramatically when pressure 
approaches the critical pressure, 7.39 MPa. The quantity 
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂  in Figure 3.19 decreases 
constantly when pressure increases. 
 
 
 
Figure 3.17 Variation of fluid thermal diffusitivity α as a function of pressure at 
constant temperature T=310 K 
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Figure 3.18 Variation of fluid 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P  as a function of pressure at constant 
temperature T=310 K 
 
 
 
 
Figure 3.19 Variation of fluid 
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂  as a function of pressure at constant 
temperature T=310 K 
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From the above analysis, we can conclude that when the initial pressure increases, 
decreasing α weakens the acoustic wave, while the both increasing 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P  and 
decreasing 
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂  enhance the acoustic wave. We also notice that strong variation in α is 
limited to low pressures near 1 atm, while strong 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P and 
T
P ⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂ variations exist in the 
whole pressure range and become even stronger in the high pressure zone. This kind of 
property behavior explains why the strength of a pressure wave increases when the initial 
pressure increases and why the rate of increase becomes much larger when the initial 
pressure is close to the supercritical pressure (Figures 3.14 and 3.15).  
The effect of temperature fluctuation is much more complex, because 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
P
T , the 
inverse of 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
T
P , decreases when pressure increases. The decreasing 
ρ
⎟⎠
⎞⎜⎝
⎛
∂
∂
P
T will 
strongly decrease the temperature fluctuation when pressure fluctuation is converted to 
temperature values. Therefore, the temperature wave may become even weaker when the 
pressure wave becomes stronger. The complex effects cause the weakest temperature 
wave to occur at about P0=3 MPa (Figure 3.16).  
 
3.2.5 Conclusions 
 
The behaviors of thermally induced acoustic waves in a real gas and a supercritical 
fluid were numerically studied. At the constant temperature T0 = 310 K, the fluid 
properties of carbon dioxide are strongly dependent on pressure; however, no sudden 
change is observed when pressure crosses the critical pressure. Under this kind of smooth 
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property variation, similar pressure-wave shapes are observed in both the real gas and 
supercritical fluid. The strength of pressure waves increases when the initial pressure 
increases, and the rate of increase becomes very dramatic when initial pressure nears the 
critical pressure. The effects of initial pressure on acoustic waves are explained by the 
behavior of thermodynamic properties and the principals of thermally induced acoustic 
waves. 
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3.3 Interaction of Thermally Induced Acoustic Waves with Buoyancy Induced Flow in 
Side Wall Heated Enclosures for Ideal Gas1 
 
3.3.1 Problem statement 
The flow field generated by a thermally induced acoustic wave and the effect of 
gravity on this field are studied in a square enclosure filled with nitrogen gas at 1 atm and 
300 K. The heating is applied on the left wall of the square enclosure, which has a  side 
of length L = 13 mm (Fig. 3.20). The horizontal walls of the square enclosure are 
adiabatic. Initially the gas and all of the walls are in thermal equilibrium (T = TR 
everywhere). At later times t > 0, the left-wall temperature is increased to TL (TL > TR), 
either suddenly or gradually. We examine the effects of increases in temperature that are 
either spatially uniform or nonuniform. 
 
 
 
Figure 3.20 Geometry and boundary conditions of the problem 
                                                 
 
1 “Flows Induced by Thermoacoustic Waves an Enclosure”, Lin, Y., Farouk, B. and Oran, E. S., Journal 
of Thermophysics and Heat Transfer, Vol. 20, No. 3, pp. 376-383, 2006 
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3.3.2 Results and Discussion 
 
Numerical simulations of the flows generated by thermally induced acoustic waves 
were performed in a square enclosure filled with nitrogen gas at 1 atm and 300 K. Results 
were obtained for four cases: uniform impulsive heating without gravity, uniform gradual 
heating without gravity, spatially nonuniform gradual heating without gravity, and 
spatially nonuniform gradual heating with gravity. 
Results of a prior investigation [14] on the very short time behavior of the 
thermally induced acoustic waves generated by impulsive and gradual heating of a wall 
were in very good agreement with the results given in the literature. In the present study, 
longer time behavior of the velocity fields, produced by either step impulsive heating or 
gradual heating of the left wall was investigated under zero- and normal-gravity 
conditions. In the numerical scheme, “impulsive heating” can be approximated by 
changing the value of the temperature in the first time step. In the present computations, 
the first time step is small, 2.81×10-8 s, compared to the characteristic acoustic and 
diffusion times of the system.  
(1) Uniform impulsive heating at zero gravity 
For impulsive heating, the temperature of the left wall is given as 
[ ]A1T)t(T 0L +=                                                                                             (3.8)    
where the overheat ratio A is given by 
0
0L
T
TT
A
−=                                                                                                  (3.9)  
and is equal to 1/3 for all cases presented for spatially uniform wall heating.  
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The variation of pressure at the mid point of the enclosure is shown in Figure 3.21 
for early times; a distinctive peak is observed whenever the thermally induced acoustic 
wave crosses the mid point. This wave periodically reflects from both side walls as seen 
by the multiple peaks. We have shown earlier that the strength of the pressure wave is 
strongly correlated to the overheat ratio and that the pressure oscillations damp out with 
increasing time. Computational cells were nonuniformly distributed with fine grids in the 
vicinity of the boundary, and the ratio of the maximum to minimum grid size was 5.0. 
The results for a resolution study using three mesh sizes, 201 x 201, 241 x 241 and 281 x 
281, are also shown in Figure 3.21. The initial time step was, however, the same for all 
three mesh sizes to represent identical impulsive heating for all cases. From this figure, a 
mesh size of 241 x 241 was found to be adequate for the present computations. The time 
variation of the pressure and the x-component of the velocity at the mid point of the 
enclosure are shown in Figure 3.22 for a short time after the impulsive heating. The x-
component of the velocity fluctuates between positive and negative values, depending on 
the direction of the oncoming pressure wave.  
The velocity vectors in Figure 3.23 show the flow field that developed from the 
wave motion created by impulsive heating at two different instants (25.78 and 100 ms). 
Due to spatially uniform heating and zero-gravity conditions, the flow field is essentially 
symmetric along the horizontal mid plane. Flow structures develop along the top and 
bottom left corners due to viscous interactions between the solid surfaces and bulk fluid. 
The strength of the flow field decreases considerably at 100 ms compared to its value at 
25.78 ms. In Figure 3.24, we show the temporal variation of the x-component of the 
velocity at the mid point for 100 ms. The thermally induced acoustic wave undergoes 
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many reflections from the sidewalls during this period. The dark regions reflect the 
highly oscillatory nature of the flow field. The x- velocity component decays with every 
reflection and by 100 ms the value becomes quite small; however, a flow field still exists 
within the enclosure as shown earlier in Figure 3.23(b). 
 
 
 
Figure 3.21 Variation of pressure at the mid point of the enclosure for three grid 
sizes, under spatially uniform impulsive heating, zero gravity 
 
 
 
 
Figure 3.22 Variation of pressure and the x-component of velocity at the mid point of the 
enclosure for early times, under spatially uniform impulsive heating, zero gravity 
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(a)                                                   (b) 
Figure 3.23 Velocity vectors at two different times, under spatially uniform 
impulsive heating, zero gravity: (a) 27.58 ms (b) 100 ms 
 
 
 
Figure 3.24 Variation of the x-component of velocity with time at the mid point of 
the enclosure, under spatially uniform impulsive heating, zero gravity 
 
 
(2) Spatially uniform gradual heating under zero gravity 
The thermal inertia of walls and heating systems as well as unavoidable heat losses 
to the environment make it difficult in practice to generate a step change (impulsive 
heating) in the wall temperature. Here we study the effect of more gradual heating by 
using an exponential expression for the wall heating: 
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Here, hτ  is a time constant. For impulsive heating, hτ  tends to zero.  
Figure 3.25 shows the variation of the pressure and the x-component of the velocity 
at the mid point for early times with gradual wall heating and a time constant ch 5τ=τ ,  
where cτ  is the travel time of sound waves over the length of the enclosure. In the same 
figure the variation of the left wall temperature with time is shown. Comparing Fig. 3.25 
with Fig. 3.22 shows that, for gradual wall heating, the thermally induced acoustic wave 
is much weaker. As shown in Fig. 3.25, the pressure values at the mid point increase 
continuously; however, discrete jumps in its value are observed each time the wave 
crosses the center. The effect of gradual heating on the x-component of the velocity is 
interesting. The velocity component still fluctuates with time, but does not reverse sign as 
in Fig. 3.22, and hence the damping rate is slower in this case. 
 
 
 
Figure 3.25 Variation of pressure and the x-component of velocity at the mid point of the 
enclosure for early times, under spatially uniform gradual heating with ch 5τ=τ , 0g 
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Figure 3.26 shows velocity vectors at two different times (25.78 and 100 ms) for 
the case described above. The velocity field is found to be similar to that for the case of 
impulsive heating; it is symmetric along the horizontal mid plane, and decays with time. 
Comparing Figs. 3.23(a) and 3.26(a), we find that the flow field induced by the impulsive 
heating is much stronger at 25.78 ms. The flow fields shown in Figs. 3.23(b) and 3.26(b) 
for 100 ms are, however, not that different. The decay rate slows down at later times, 
irrespective of the mode of heating. In Fig. 3.27, we show the temporal variation of the x-
component of the velocity at the mid point for 100 ms for gradual heating. The dark 
regions in the plot again reflect the highly oscillatory nature of the flow field. Comparing 
Fig. 3.27 with Fig. 3.24 shows that the x-component of velocity at the midpoint at 100 ms 
for gradual heating is higher than that of the impulsive heating case. 
 
 
 
 
(a)                                                          (b) 
Figure 3.26 Velocity vectors at two different times, under spatially uniform gradual 
heating with ch 5τ=τ , zero gravity: (a) 27.58 ms (b) 100 ms 
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Figure 3.27 Variation of the x-component of velocity with time at the mid point of the 
enclosure, under spatially uniform gradual heating with ch 5τ=τ , zero gravity 
 
 
 
(3) Spatially nonuniform gradual heating at zero gravity 
For the spatially nonuniform gradual heating situation, the left wall temperature is 
now given by  
⎥⎥⎦
⎤
⎢⎢⎣
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⎞
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⎛ −−+= τ− h
t
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where a linear variation of the spatial temperature distribution is considered. 
Figure 3.28 indicates the time variation of pressure along the vertical mid plane (x 
= L/2) of the enclosure at three locations, y = L/4, L/2 and 3L/4. These curves are similar 
to those shown earlier for spatially uniform gradual heating (see Fig. 3.25). Though the 
heating rate at the lower region of the left wall is much higher than at the top, the 
pressure profiles at the three different locations are insensitive to the variation. The effect 
of spatially nonuniform gradual heating on the x-component of the velocity, as shown in 
Fig. 3.29, is quite different. The x-component of velocity values fluctuates with time, but, 
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however, does not reverse sign (as was shown in Fig. 3.22) and hence the damping rate is 
slower in this case (gradual heating) than in the impulsive heating case. The values of the 
x-component of velocity are highest at y = L/4, as the heating rate is higher at the lower 
region of the left wall. 
 
 
 
 
Figure 3.28 Variation of pressure with time for three points at the mid line of the 
enclosure, under spatially non-uniform gradual heating with ch 5τ=τ , zero gravity 
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Figure 3.29 Variation of the x-component of velocity with time for three points at the mid 
line of the enclosure, under spatially non-uniform gradual heating with ch 5τ=τ , zero 
gravity 
 
 
 
 Figures 3.30(a) - (d) show the development of velocity vectors from 0.074 ms to 
100 ms. At 0.074 ms (Fig. 3.30(a)), all fluid flows in the direction nearly normal to the 
vertical wall because the pressure disturbance is generated in the horizontal direction. 
Figure 3.30(a) also shows that the horizontal velocity in the lower region of the enclosure 
(with higher wall temperature) is higher than that in the upper region, which demonstrates 
that the acoustic wave-induced flow is proportional to the temperature increase on the 
wall. At a later time, 7.37 ms, there is a recirculating flow pattern at the left top corner, as 
shown in Fig. 3.30(b). With increasing time, this vortical flow field grows and covers the 
entire enclosure. Even at 100 ms, the flow field is quite strong. We saw earlier that 
spatially uniform gradual heating can generate a longer lasting flow field than impulsive 
heating with the same overheat ratio. Here we see that the strength of this flow field can 
be further be enhanced with spatially nonuniform heating. 
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(a)                                                                (b) 
 
(c)                                                                   (d) 
 
Figure 3.30 Velocity vectors at four different times, under spatially non-uniform gradual 
heating with ch 5τ=τ , zero gravity: (a) 0.074 ms (b) 7.37 ms (c) 25.78 ms (d) 100 ms     
 
 
 
Pressure contours at two different times are shown in Fig. 3.31. At early time (t = 
0.074 ms), a strong pressure difference, 17.14 Pa, was found in the whole flow field, due 
to the generation of an acoustic wave that is nonuniform in the vertical direction. At time 
t = 25 ms, however, the pressure difference decreases to 0.22 Pa, and the pressure 
difference in the vertical direction also disappears except in the region near the left wall, 
where an eddy is developed.  
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(a)                                                                     (b) 
Figure 3.31 Pressure contours at two different times, under spatially non-uniform gradual 
heating with ch 5τ=τ , zero gravity: (a) Pmin=101345.44 Pa, Pmax = 101362.58 Pa (b) 
Pmin=103884.92 Pa, Pmax = 103885.14 Pa 
 
 
 
(4) Spatially nonuniform gradual heating under normal gravity 
Now we consider the effect of gravity on the flows induced by acoustic waves. The 
conditions considered here are identical to those considered in Section (3) above, albeit at 
normal gravity conditions. Figures 3.32(a) – (d) show the development of velocity 
vectors in the enclosure from 0.074 ms to 100 ms. At t = 0.074 ms, Fig. 3.32(a), and t = 
7.37 ms, Fig. 3.32(b), the predicted flow fields are similar to the results shown in Figs. 
3.30(a) and Fig. 3.30(b) under zero-gravity conditions. The buoyancy-induced flow takes 
comparatively larger time to develop than the thermoacoustic wave-induced flows. The 
flow field shown in Fig. 3.32(c) at t = 25.78 ms shows the signs of a developing 
buoyancy-induced flow along the left lower corner of the enclosure. With increasing time 
(t = 100 ms, Fig. 3.32(d)), this vortical flow field enlarges and covers the entire 
enclosure. The overall strength of the flow field in the enclosure at t = 100 ms under zero-
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, Fig. 3.30(d), and normal-, Fig. 3.32(d), gravity conditions are quite similar. The 
directions of the vertical flows, however, are in opposite directions. With increasing time, 
the flow field under normal-gravity conditions will represent a purely buoyancy induced 
flow field, and the flow field under zero-gravity conditions will damp out. 
 
 
 
 
(a)                                                              (b) 
 
(c)                                                                  (d) 
 
Figure 3.32 Velocity vectors at four different times, under spatially non-uniform gradual 
heating with ch 5τ=τ , normal gravity: (a) 0.074 ms (b) 7.37 ms (c) 25.78 ms (d) 100 ms     
 
 
 
Pressure contours at two different times, under normal-gravity, nonuniform heating 
conditions are shown in Fig. 3.33. The pressure contours at early time, Fig. 3.33(a) (t = 
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0.074 ms) is identical to that for the zero-gravity case, Fig. 3.31(a). A strong pressure 
difference, 17.14 Pa, was found in the flow field, due to the generation of the 
thermoacoustic waves. At t = 25 ms, Fig. 3.33(b), however, the overall pressure 
difference decreases to about 0.22 Pa. Comparing with the zero-gravity case, Fig. 3.31(b),  
the pressure near the left wall is low along the vertical direction, because of the 
development of the buoyancy induced flow.  
 
 
 
 
(a)                                                                        (b) 
Figure 3.33 Pressure contours at two different times, under spatially non-uniform gradual 
heating with ch 5τ=τ , normal gravity (a) Pmin=101345.44 Pa, Pmax = 101362.58 Pa (b) 
Pmin=104058.30 Pa, Pmax = 104058.74 Pa 
 
 
 
3.3.3 Conclusions 
Table 3.2 summarizes the results for the cases studied. Impulsive heating is found 
to generate strong thermoacoustic waves; however, the damping rate for the resulting 
velocity field is high. Gradual heating conditions studied produce weaker acoustic waves 
but they tend to produce flow fields that can sustain for longer periods. Spatially 
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nonuniform heating is found to produce faster flows in the region with higher heating and 
eventually results in recirculating flow fields in the enclosure. For the conditions studied, 
the effect of gravity on the flow fields is only evident after about 25 ms from the start of 
the heating process. Buoyancy induced flow field strength at 100 ms was similar to that 
obtained by thermally induced acoustic wave-induced flow at zero gravity.  
 
 
 
Table 3.2 Summary of the main observations 
Case Description Observations from results for short times 
Observations from results 
at longer times 
1 
Uniform 
impulsive 
heating at zero 
gravity 
 
1. Strong thermally 
induced pressure  waves 
 
2. Horizontal velocity 
component reverses sign 
after reflection from a 
sidewall 
1. Essentially one-
dimensional flow field is 
developed in the 
enclosure 
 
2. The damping rate for 
the flow field is high 
2 
Spatially 
uniform 
gradual 
heating under 
zero gravity 
 
1. Weak thermally induced 
pressure waves 
 
2. Horizontal velocity 
component fluctuates in 
value after reflection from 
a sidewall but does not 
reverse sign 
1. Two-dimensional flow 
field is developed in the 
enclosure, near the 
corners of the heated wall 
 
2. The damping rate for 
the flow field is slow and 
the flow field appears to 
be quasi-steady 
3 
Spatially 
nonuniform 
gradual 
heating at zero 
gravity 
 
1. Pressure waves are 
insensitive to the variation 
of the heating rate along 
the vertical direction 
 
2. Horizontal velocity 
component values are 
higher at the lower region 
of the enclosure (higher 
heating rate) 
1. Two-dimensional 
counter-clockwise 
vortical flow field is 
established 
 
2. The damping rate for 
the flow field is low 
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Table 3.2 (Continued) 
4 
Spatially 
nonuniform 
gradual 
heating under 
normal 
gravity 
 
1. Effect of gravity is not 
observed 
 
2. Pressure waves are 
insensitive to the variation 
of the heating rate along 
the vertical direction 
 
3. Horizontal velocity 
component values are 
higher at the lower region 
of the enclosure (higher 
heating rate) 
1. Effect of gravity 
(buoyancy) becomes 
evident 
 
2. The counter-clockwise 
flow field created by 
spatially nonuniform 
heating is replaced by a 
strong clockwise vortical 
flow 
 
3. Overall strength of the 
flow field at 100 ms is 
similar to that observed 
in case 3.  
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3.4 Interaction of Thermally Induced Acoustic Waves with Buoyancy Induced Flow in 
Bottom Wall Heated Enclosures2 
 
3.4.1 Problem statement 
 
In this section, the interactions of thermally induced acoustic waves with the 
buoyancy induced flow are reported for bottom heated rectangular enclosures. We 
consider enclosures with varying aspect ratios: H/L = 0.5, 1.0 and 5.0. The vertical walls 
of the rectangular enclosure are considered to be insulated. Initially the gas and all walls 
are in thermal equilibrium (T = T0 everywhere). At t > 0, the bottom wall temperature is 
increased rapidly to a value Tb (Tb > T0) in the following manner:  
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−+= τ− h
t
0
0max
0b e1T
TT1T)t(T                                                                       (3.12) 
Meanwhile, the top wall is held at the initial temperature (Tt = T0). In equation (3.12), 
Tmax is the maximum temperature that the heated bottom wall can attain. The rate of 
increase of the bottom wall temperature can be controlled by varying the time constant τ 
value in Equation (3.12). This is important because the temperature increase rate has a 
significant effect on the strength of a thermally induced acoustic wave, according to 
previous studies [14]. For all calculations reported in this paper, the value of max 0
0
T T
T
− is 
set to 1/3. To study the effect of gravity on the flow field generated by a thermally 
induced acoustic wave, the computations were carried out for different gravity 
conditions, viz.,   +1.0g, 0g and –1.0g. 
                                                 
 
2 “Interaction of Thermally Induced Acoustic Waves with Buoyancy Induced Flows in Rectangular 
Enclosures”, Lin, Y., Farouk, B. and Oran, E. S., International Journal of Heat and Mass Transfer, (in 
press) 
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Figure 3.34 Geometry and boundary conditions of the problem 
 
 
 
3.4.2. Results and Discussion 
Numerical simulations of thermally induced waves and buoyancy induced flow 
were performed in a rectangular enclosure filled with air. The initial pressure of air is 1 
atm, and the initial temperature (T0) is 300 K. The bottom wall is heated to 400 K (Tmax) 
at different heating rates (varying τh), while the top wall is kept at the initial temperature. 
Results were obtained for the following seven cases (Table 3.3) to study the effects of 
gravity, heating rate, and aspect ratio (H/L) on the flow field and the heat transfer 
characteristics. For all cases studied, the width of the enclosure was considered to be L = 
0.02 m. 
For a mesh-resolution study, the computational results for the variation of 
temperature with y at the middle plane of the enclosure at t = 1.27 s, using three different 
mesh sizes, 80 x 80, 100 x 100 and 120 x 120, are shown in Figure 3.35 for case 1 (see 
Table 3.3). The time step (2.81×10-8 s) was the same for all three mesh sizes. From this 
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figure, a mesh size of 100 x 100 was found to be adequate for the present computations 
for cases with H/L = 1.0. For cases with non-unity aspect ratios (Table 3.3) the mesh 
sizes were adjusted such that the grid density is approximately the same as found in the 
base case. 
 
 
 
Table 3.3 List of computational cases 
 L (m) H/L 
Heating rate 
τ h (s) GrH 
Gravity 
ζ 
1 0.02 1.0 5.76x10-5 5.27x104 +1.0g 
2 0.02 1.0 5.76x10-5 - 0g 
3 0.02 1.0 5.76x10-5 - 5.27x104 -1.0g 
4 0.02 1.0 2.88x10-4 5.27x104 +1.0g 
5 0.02 1.0 1.15x10-2 5.27x104 +1.0g 
6 0.02 0.5 5.76x10-5 6586 +1.0g 
7 0.02 5.0 5.76x10-5 6.59x106 +1.0g 
 
 
 
 
Figure 3.35 Variation of temperature with y along the horizontal mid plane of the 
enclosure at t = 1.27 s 
(H/L = 1, τ h = 5.76x10-5 s, +1.0g), by different grid sizes 
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(1) Effect of gravity 
Simulations were carried out for identical conditions with three different values of 
ζ , viz., 1.0g, 0g, and -1.0g (cases 1, 2 and 3, respectively). The aspect ratio of the 
enclosure is fixed at 1.0 for all of the above three cases, and the time constant of the 
heating process is also kept at 5.76x10-5 s. This value is given by the time for an acoustic 
wave to travel from the bottom of the enclosure to the top under normal atmospheric 
conditions.  
The predicted variations of pressure at the midpoint of the enclosure for all three 
cases are shown in Figures 3.36(a) and 3.36(b). A distinctive peak is observed whenever 
the thermally induced pressure wave crosses the mid point. This wave, traveling at 
slightly supersonic speed, periodically reflects from both side walls as seen by the 
multiple peaks. The shapes of the pressure waves are also found to be nearly same for the 
different gravity conditions at early times (Figure 3.36(a)). The pressure variations are 
plotted over a larger time-scale in Figure 3.36(b) and the oscillations shown in Fig. 
3.36(a) are no longer noticeable in the figure due to the change of scale in the pressure 
axis. For all three cases, the pressure rise behavior is identical. Minor differences only 
appear when the slower response buoyancy induced flow starts developing at larger times 
for case 1 (Figure 3.36(b)). For case 1, the center point is at the middle of a developing 
vortical flow, thus causing the incipient pressure rise. 
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(a)                                                                 (b) 
Figure 3.36 Variation of pressure (p – pi) with time at the mid point of the enclosure (H/L 
= 1, τ h = 5.76x10-5 s), 
under different gravity conditions (+1.0g, 0g and -1.0g) 
 
 
 
The velocity vectors in Figure 3.37 show the flow field developed by the wave 
motion due to the rapid heating of the bottom wall at an early time (t = 0.058 s) for case 
1. Due to spatially uniform heating, the flow field is essentially symmetric along the 
vertical middle plane. Flow structures develop along the top and bottom corners due to 
viscous interactions between the solid surfaces and bulk fluid. Results for cases 2 and 3 
(at t = 0.058 s) show essentially no difference from those shown in Figure 3.37. The flow 
fields at a larger time (t = 0.58 s), however, start to display the distinct effects of gravity 
on the acoustic wave induced flow field, as shown in Figures 3.38(a), (b) and (c) for 
cases 1, 2 and 3, respectively. For the case of +1.0g two characteristic eddies are formed 
due to the bottom heated buoyancy induced flow. For the cases of 0g (Figure 3.38(b)) and 
–1.0g (Figure 3.38(c)), the flow fields generated by the acoustic waves are considerably 
damped, due to viscous diffusion. The dampening is further enhanced by the stratified 
density field that is created in the opposed gravity (-1.0g) case.  
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Figure 3.37 Velocity vectors at t = 0.058s (H/L = 1, τ h = 5.76x10-5 s), 1.0g 
 
 
 
 
(a) (b) 
Figure 3.38 Velocity vectors at t = 0.58s (H/L = 1, τ h = 5.76x10-5 s): 
(a) 0g (b) +1g (c) -1.0g 
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(c) 
 
Figure 3.38 Velocity vectors at t = 0.58s (H/L = 1, τ h = 5.76x10-5 s): 
(a) 0g (b) +1g (c) -1.0g (Continued) 
 
 
 
Figure 3.39 shows the instantaneous temperature profiles along the vertical mid 
plane for cases 1, 2 and 3 at t = 1.27 s. In the cases of 0g (case 2) and –1.0g (case 3), the 
temperature profiles tend to be nearly linear, because heat conduction and acoustic 
compression and rarefaction influence the temperature distribution (no recirculating flow 
development). However, for the case of +1.0g (case 1), sharp temperature gradients are 
observed near the two horizontal walls and an inversion to the temperature profile occurs 
near the middle of the enclosure due to a developing vortical flow.  
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Figure 3.39 Variation of temperature with y at the mid point of the enclosure at t = 1.27 s  
(H/L = 1, τ h = 5.76x10-5 s), under different gravity conditions 
 
 
 
(2) Effect of heating rate  
Next we studied the effect of heating rate (as characterized by the value of τ in 
Equation (3.12)). Simulations were carried out for varying values of τh : 5.76x10-5,   
2.88x10-4 and 1.15x10-2 s as shown in Table 3.3 (cases 1, 4 and 5, respectively). The 
aspect ratio of the enclosure is fixed at 1.0 and the value of ζ  = +1.0g for all three cases.  
The variation of pressure at the mid point of the enclosure is shown in Figure 3.40 
for cases 1, 4 and 5. The strength of the pressure wave and the overall rate of pressure 
increase are found to be strongly correlated to the heating rate. The acoustic waves 
produced are rather weak when the heating rate is slower, as in case 5 (τh = 1.15x10-2 s).  
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Figure 3.40 Variation of pressure with time at the mid point of the enclosure (H/L = 1.0, 
+1.0g), under different heating rates 
 
 
 
For τ h = 1.15x10-2 s, the development of the flow field at t = 0.058s is shown in 
Figure 3.41. At this early time, the fluid motion is limited to the vertical direction as 
dictated by the acoustic waves. Comparing the results shown in Figure 3.41 to those 
shown in Figure 3.37 (τh = 5.76x10-5, case 1), the strength of the flow field is found to 
decrease considerably when the time constant of the heating rate is increased from 
5.76x10-5 s (case 1) to 1.15x10-2 s (case 5). Thus at early times, for both values of τ, the 
flow field is dominated by the thermally induced pressure field and no buoyancy effects 
are evident. 
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Figure 3.41 Velocity vectors at t = 0.058s (H/L = 1.0, +1.0g), under heating rate τ h = 
1.15x10-2s 
 
 
 
 
Figure 3.42 Velocity vectors at t = 0.58s (H/L = 1.0, +1.0g), under heating rate τ h = 
1.15x10-2s 
 
 
 
Figure 3.42 shows the development of velocity vectors at t = 0.58 s for case 5. The 
flow field begins to show the signs of a developing buoyancy induced flow. Two eddies 
are found to form near the bottom wall. Compared to similar results for case 1 (Fig. 
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3.38(b)), the velocity values are lower in case 5 (Figure 3.42). The strong acoustically 
induced flow field in case 1 excites the development of the buoyancy induced flow field 
in case 1. The flow fields for case 1 and case 5 will eventually become identical, as the 
acoustic waves damp out (as shown in Figures 3.43(a) and (b) at t = 1.27 s).  
 
 
 
  
                                        (a)                                                                  (b) 
Figure 3.43 Velocity vectors at t = 1.27 s (H/L = 1.0, +1.0g),  
under varying heating rates: (a) τ h = 5.76x10-5 s (b) τ h = 1.15x10-2s 
 
 
 
The effect of the heating rate on the variation of heating transfer on the top wall is 
shown in Figures 3.44(a) and (b). At early times (Figure 3.44(a)) the spatially averaged 
HNu along the top and bottom walls fluctuates with time due to the thermally induced 
pressure wave, which is stronger for faster heating rate. At larger times (Figure 3.44(b)) 
the fluctuations damp out, but the HNu  is still highest for the fastest heating rate. The 
HNu  for all three heating rates will eventually become identical when the acoustic waves 
completely damp out.  
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(a)                                                                    (b) 
Figure 3.44 Variation of  HNu  with time at the top plate (H/L = 1.0, +1.0g), under 
different heating rates 
 
 
 
Time variation of the spatially averaged HNu (t) number along the top and bottom 
walls are given in Figure 3.45 for case 1 for a period of 3 s. Initially the heat transfer rate 
is very high along the bottom wall (heated) due to the large temperature difference 
between the wall and the gas. Although fully developed conditions are not established by 
t = 3 s, the results indicate that a steady state value of HNu  will be close to 3.0. To test 
the numerical model, one of the popular correlations for a bottom-heated closed 
enclosure is used to calculate the heat transfer coefficient [18]: 
1/ 4
H HNu 0.212(Gr Pr)=    for  1/ 4 5H7000 (Gr Pr) 3.2x10< <   
According the conditions of case 1, HNu 2.94= , which is very close to the expected 
numerical result implied by Figure 3.45. 
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Figure 3.45 Variation of HNu  with time (H/L = 1.0, +1.0g, and τ h = 5.76x10-5 s) 
 
 
 
(3) Effect of aspect ratio 
Simulations were carried out for varying values of aspect ratio H/L = 1.0, 0.5 and 
5.0 as shown in Table 3.3 (cases 1, 6 and 7, respectively). The time constant of the 
heating rate is τ h  = 5.76x10-5 s and the value of ζ  = +1.0g for all three cases.  
The early time variation of pressure at the mid point of the enclosure is shown in 
Figure 3.46 for cases 1, 6 and 7. For an enclosure with the smallest aspect ratio (H/L = 
0.5), the acoustic waves reverberate in the enclosure with a higher frequency and the 
pressure increase at the mid point is rapid. For larger aspect ratios, the above frequency 
decreases, as does the rate of increase of pressure at the mid point of the enclosure.  
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Figure 3.46 Variation of pressure with time at the mid point of the enclosure (τh = 
5.76x10-5 s, +1.0g), 
under different aspect ratios 
 
 
 
The flow fields at t = 1.27 s for cases 6 and 7 (which have non-unity aspect ratios) 
are shown in Figures 3.47(a) and (b). The corresponding plot for case 1 was shown 
earlier in Figure 3.43(a). In all cases, two eddies created by the buoyancy induced flow 
form near the bottom wall. In the case of H/L=5.0 (case 7) the eddies only affect the 
lower part of the domain, with the rest of the domain unaffected. For the tall enclosure 
(case 7), the flow field was computed for an extended time. The velocity fields at t = 3.8 s 
and 7.02 s are shown in Figures 3.48(a) and (b) for case 7. A multicellular flow field 
develops for this case. 
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                                               (a)                                                             (b) 
Figure 3.47 Velocity vectors at t = 1.27 s (τh = 5.76x10-5 s, +1.0g), under different aspect 
ratios: (a) H/L=0.5 (b) H/L=5.0 
 
 
 
                     
                                                  (a)                                                   (b) 
Figure 3.48 Velocity vectors for H/L=5.0, τ h = 5.76x10-5 s, +1.0g, at (a) t = 3.8 s (b) t = 
7.02 s 
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The effect of enclosure aspect ratio on the spatially averaged heat transfer h  along 
the top wall is shown in Figure 3.49. The heat transfer coefficient h  along the top wall is 
highest for H/L=0.5. It is the lowest for case in which H/L=5.0, where the buoyancy 
induced flow field has not developed to the top wall. It is apparent that the heat transfer is 
determined by the flow field developed. 
 
 
 
 
Figure 3.49 Variation of heat transfer coefficient h  along the top wall with time at the 
top plate (τh = 5.76x10-5 s, +1.0g), under different aspect ratios  
 
 
 
3.4.3 Conclusions 
 
Interaction of the flow fields in an enclosure generated by acoustic waves (created 
by rapid heating of the bottom wall) and the buoyancy effects were studied by solving the 
unsteady compressible Navier-Stokes equations. The rapidity of the wall heating process 
is directly proportional to the strength of the pressure waves induced. The thermally 
induced waves create an essentially one-dimensional oscillatory flow in the enclosure, 
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which damps out with time. The buoyancy induced flow is developed slowly compared to 
the acoustic wave-induced flows. In addition, the strength of the thermally induced waves 
has significant effects on the temporal development of the buoyancy induced flow. The 
stronger acoustic wave induced by faster heating will delay the development of buoyancy 
induced flow. It is also observed that the thermally generated flow field and the buoyancy 
induced flow field are both affected by the aspect ratio of the enclosure. 
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3.5 Conclusions 
 
Acoustic waves can be generated in an enclosure by rapid heating of a wall for 
ideal gas, real gas or supercritical fluid. Similar pressure wave shapes are observed for all 
compressible fluids. However, the strength of pressure wave increases when the initial 
pressure increases, because of the variation of thermodynamic properties.  
The following important conclusions are obtained from simulations of flow fields 
in enclosures that are either bottom- or side- heated. The rapidity of the wall heating 
process is directly proportional to the strength of the pressure waves induced. Impulsive 
heating is found to generate a strong thermally induced acoustic wave; however, the 
damping rate for the resulting velocity field is high. Immediately after the heating, the 
thermally induced wave creates an oscillatory flow in the enclosure’s flow field, which 
will then damp out with time. The buoyancy induced flow is developed slowly in 
comparison with the acoustic wave-induced flows, but it will reach at the steady state 
eventually. In addition, the strength of the thermally induced wave has a significant effect 
on the temporal development of the buoyancy induced flow. It is also observed that the 
thermally generated flow field and the buoyancy induced flow field are both affected by 
the aspect ratio of the enclosure.  
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4. EXPERIMENTAL STUDY OF THERMALLY INDUCED ACOUSTIC WAVES3  
 
4.1 Introduction 
 
The behaviors of thermally induced acoustic waves generated by the rapid heating 
of a bounding solid wall in a closed cylindrical tube are investigated experimentally. In 
the experiments, a resistance-capacitance (R-C) circuit is used to generate a rapid 
temperature increase in a thin nickel foil located at one end of the closed cylindrical tube. 
The thermally generated pressure (acoustic) waves are generated inside the tube, and 
undergo repeated reflections at the two ends of the tube and gradually decay. The time-
dependent gas pressure variation in the tube and the voltage and temperature histories of 
the foil are recorded by a fast-response measurement system. Finally, the measurement 
results are compared with the numerical results. 
 
4.2 Experimental Apparatus 
 
The realization of a rapid increase of a wall temperature is the critical point in the 
experimental design. The temperature increase rate does not only influence the character 
of thermally induced acoustic waves, but it also determines whether the wave generated 
can be detected by a sensor. With the knowledge gained from past work [17], we utilize a 
direct-current heating of a metal-foil covered end-piece of a plastic tube by means of an 
R-C circuit. A schematic of the experimental setup is shown in Figure 4.1.  
                                                 
 
3 “Experimental and Numerical Studies of Thermally Induced Acoustic Wave in a Closed Enclosure”, Lin, 
Y. and Farouk, B., AIAA Journal of Thermophysics and Heat Transfer (submitted) 
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Figure 4.1 Schematic of the experimental set up 
 
 
 
A plastic tube with an inside diameter of 38 mm and a length of 201 mm is used for 
studying the thermally generated acoustic waves. A nickel foil completely covers one end 
of the tube and is attached with a mica end-piece. A similar mica plate is used at the other 
end of the tube. These mica plates ensure rigid reflecting surfaces for the pressure waves. 
In addition, flexible EPDM (ethylene propylene diene monomer) rubber plates and thick 
plastic plates are added at the back of the mica plate and anchored with the tube to ensure 
a good seal for the tube. The foil is anchored by two long copper bars that serve as 
connection wires and supports for the foil. The cross-sectional dimensions of the copper 
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bars are 70 mm x 70 mm. This minimizes the voltage drop through the copper bar, and 
also guarantees that the electric current flows through the foil evenly.  
A very thin nickel foil (thickness is 6.0 µm, electrical resistivity is 6.84x10-8 ohm-
m) is used in the present study for rapid heating of its surface. A silicon-control-rectifier 
(SCR), (Littelfuse, model: TO-218X) with a 2.5 µs triggering time is used to fully 
discharge the capacitor. This arrangement provides a rapid rise of the foil temperature for 
generating the acoustic waves in the surrounding gas along the tube. Some other 
advantages of the R-C heating system include good repeatability and easy control of 
heating rate and maximum temperature increase. The details of the apparatus and circuit 
elements are listed in Table 4.1.  
 
 
 
Table 4.1 Specifications for the experimental system 
 
No. Part Make and model Specification 
1 Capacitors Sprague Antex A8 18, 27 and 56 mF 
2 SCR Littelfuse TO-218X  Max trigger time: 2.5µs 
3 Foil  Nickel, 0.006mm thick, 99.95%, resistivity 6.84x10-8 ohm-m 
4 Thermocouple Omega Bare-8-E-12 12.7 mm dia. E-type 
B&K 4193 with 
UC0211 adaptor 2 mV/Pa 
5 Pressure probes Endevco 8507C-1 2.1 mV/KPa 
6 
Data 
acquisition 
board 
NI 6052E 333 kHz 
 
 
In the present experimental setup, the dimensions of the foil (attached around a 
circular mica end-piece) are 42 mm x 50 mm x 6.0 µm. The electrical resistance of the 
foil is calculated to be 0.014 ohm. By carefully calculating every component in the R-C 
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circuit, the circuit efficiency foil
total
R
R
ε =  is found to be about 53%. Several capacitors rated 
at 18.0, 27.0 and 56.0 mF are used for the measurements. The circuit time constant, 
RC totalR Cτ = ⋅  is hence 0.0005 s, 0.00071 s, and 0.0015 s for capacitances of C = 18.0 
mF, 27.0 mF, and 56.0 mF used in the circuit, respectively.  
Two different types of pressure probe (see Figure 4.2) are used to measure and 
monitor the thermally generated acoustic waves in the tube. A condenser microphone 
(12.7 mm Brüel & Kjær model 4193) and a piezoresistive pressure transducer (Endevco 
model 8507C-1) are used. The probes are mounted transversely on the plastic tube (see 
Figure 4.1), with the sensing surfaces flush with the tube inner wall. The probes are thus 
directly exposed to the gas and minimally interfered with the pressure wave propagation. 
The gaps between the probe boundaries and the holes are sealed by Dow Corning 832 
non-corrosive sealant. The Brüel & Kjær condenser microphone was chosen because of 
its high sensitivity, fast response, and wide frequency-response band. For the Brüel & 
Kjær condenser microphone, the detection system also included a low-frequency adaptor 
(UC0211), a microphone preamplifier (model 2669) and a conditioning amplifier (ZN 
2690). The piezoresistive pressure transducer, Endevco 8507C-1, is used to measure the 
variation of the total pressure (sum of the static and dynamic components) in the tube. 
The Endevco 8507C-1 piezoresistive pressure transducer is powered and conditioned by 
a 4428A signal conditioner. The sensitivity of the Endevco transducer is, however, not 
sufficient to allow the measurement of the small dynamic pressure fluctuations in the 
tube due to the sudden heating of the foil. Use of these two pressure transducers allow us 
to probe the thermally induced acoustic waves in greater detail than reported earlier. 
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                 (a)  Bruel & Kjaer microphone                 (b) Endevco pressure transducer 
 
Figure 4.2 Details of the pressure probes 
 
 
 
The Brüel & Kjær 4193 condenser microphone (see Figure 4.2(a)), consists of a 
metal housing, inside of which a delicate and highly tensioned diaphragm is placed ahead 
of a back-plate. The distance between the diaphragm and the back-plate changes if there 
is any pressure difference between the microphone housing and the tube volume exposed 
to the diaphragm. The corresponding capacitance variation is converted to pressure signal 
by the microphone cartridge (not shown). To eliminate the influence of static pressure 
variation and protect the diaphragm, the microphone housing is connected to the tube 
medium by a static pressure equalization vent hole (Figure 4.2(a)). The narrow vent hole 
ensures that the static pressure of the microphone housing follows the pressure variation 
in the tube. The vent hole was designed [85] to equalize the static pressure variations 
without suppressing the low-frequency components of the dynamical acoustic pressure 
which are to be measured. The time constant of the microphone’s pressure equalization 
system is about 0.1 s; therefore, frequencies below 10 Hz are affected by the vent hole. 
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The Brüel & Kjær 4193 microphone is thus suitable for measuring the dynamic pressure 
variation when the static pressure in the tube remains constant or varies slowly.  
The Endevco 8507C-1 piezoresistive pressure transducer, shown in Figure 4.2(b), 
on the other hand, measures the variation of resistance due to the pressure difference 
between the two sides of the piezoresistive element. One side is exposed to the gas in the 
tube and the other side communicates with the outside ambient via a vent tube. 
Other than the pressure measurements, the temperature and voltage-drop histories 
of the foil (after the capacitor is discharged) are also recorded in our measurements. 
Previous numerical studies [15] of thermally generated acoustic waves by a rapidly 
heated surface show that the early temperature behavior of the heated surface (during the 
first several micro-seconds) has a significant influence on the behavior of the acoustic 
wave generated. Hence we pay special attention to the measurement of the foil 
temperature at early times after the capacitor is discharged. Chromel-constantan type E 
thermocouples with a diameter of 12.7 µm are used for their fast response time.  
The attachment of thermocouple on the foil is also critical. Figure 4.3 shows the 
effect of different methods of thermocouple attachment on the measurement results. The 
poorest reasult is given by the thermal couductivity glue (Omegatherm “201”), becasue 
of its low conductivity 2.3 w/m-k.  The method of soldering gives a little better result, but 
the “large” volume of soldering material physically decreases the area temperature where 
thermocouple is attached. Kapton tape can be used to press the thermocouple on the 
suface of foil, but its kind of contaction is not perfect. The best measurement result is 
achieved by using silver adhesive 503 from Electron Microscopy Sciences. Silver 
adhesive has very high conductivity 50 w/m-k and is easy to apply. Consequently, Silver 
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adhesive (503, Electron Microscope Science) was chosen to attach the thermocouple on 
the foil. Due to its heat capacitance, the adhesive slows down the response time of the 
thermocouple at very early times.  
 
 
 
 
Figure 4.3 Temperature measurements by different thermocouple attachments for sudden 
heating; Capacitor C=27 mf; Charge voltage: 45 V 
 
 
 
The signals from the thermocouple probe are conditioned by an Omega Omni Amp 
IIB-E conditioning amplifier. The amplifier not only amplifies the weak signal from the 
thermocouple, but also isolates the high-frequency electrical disturbance by its interior 
signal conditioning circuit. Although the amplifier eliminates the electrical disturbance at 
early times, it does not accurately record the peak value of the temperature rise of the foil 
(due to signal conditioning by the Omega Omni Amp IIB-E amplifier). 
The analog temperature, pressure and voltage measurements were recorded, 
digitized and saved through a National Instrument SCB-68 terminal block and a 6052E 
data acquisition (DAQ) board. High sample rate (333 kHz) of the 6052E DAQ board 
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guarantees that the signals are recorded with high fidelity. The data acquisition system 
also provides a voltage output to a relay to control the triggering time of the SCR. 
To control and hold the foil temperature, we also do some changes for the electric 
circuit: substitute the capacitor with a power supply and add a temperature controller in 
the R-C circuit. The foil temperature control is not successful, because the foil has a very 
small electric resistance. The small electric resistance of heat element requires very 
sensitive control of power input, which is beyond the specifications of controller and 
power supplier. 
 
4.3 Experimental Procedure 
 
Before each experiment, all devices were powered up and run such that the warm-
up time requirements were met. All modules and devices were checked for the reliability 
of the experiment. The capacitor was charged up to a desired voltage V0, which was 
measured by an HP 34401A multi-meter. The Labview 7.0 software was used to record 
the signals of temperature, voltage and pressure in the experiments, and to provide 
controlling signals. The SCR was triggered to initiate the experiment. At this point in the 
experiment, the capacitor is discharged causing rapid heating of the foil. The foil 
temperature gradually falls after the initial rapid rise. For most experiments, data were 
collected for about 5.1 seconds. After one experiment was carried out, the experimental 
conditions were initialized before the next set of measurements was made. Each 
experiment was repeated several times in order to confirm the measurements. 
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 4.4 Experimental Results and Discussion 
 
Approximately one hundred experimental runs were carried out with the test rig 
using air at ambient conditions (p0 = 1 atm, T0 = 299K). The nickel foil used for the rapid 
heating was 6.0 µm thick. Several capacitors rated at 18.0, 27.0 and 56.0 mF were used 
for the measurements. For a given capacitor, a number of different charging voltages V0 
were applied.  
Figure 4.4 exhibits the transient voltage drop across the foil with C = 27.0 mF and 
V0= 30 V. The response shows a typical R-C circuit discharge behavior. The foil voltage 
reaches the peak value at about 0.00003 s, and then it gradually decreases to zero by 
about 0.005 s. The foil voltage is about 37% of the peak value at approximately t = 
0.0011 s. This is close to the calculated circuit time constant, RC totalR Cτ = ⋅  = 0.00071 s 
for C = 27.0 mF. 
 
 
 
 
 
Figure 4.4 Transient voltage drop across the foil at C = 27 mF and V0 = 30 V 
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The corresponding temperatures measured by the thermocouple are shown in 
Figures 4.5(a) and 4.5(b). At early times (for t < 0.02 s) the measured temperature rise 
rate is found to be much slower than the corresponding voltage discharge rate. The 
temperature rise in the foil depends on the heat gain and loss to the air. It is also noted 
that during the capacitor discharge period, the electromagnetic disturbance is high, and 
the thermocouple cannot respond during the initial discharge period (for about t<0.005 s).  
 
 
 
 
 
(a)  Early times   (b)  Longer time span 
Figure 4.5 Transient temperature of the foil at C = 27 mF and V0 = 30 V 
 
 
 
Figures 4.6(a) and 4.6(b) show the trace of the pressure wave measured by the 
Brüel & Kjær microphone under the following conditions: C = 27 mF, V0 = 30 V. The 
probe records a peak when the acoustic wave sweeps past the probe diaphragm during its 
motion from the heated side to the unheated side. The next peak indicates the reflected 
acoustic wave that now travels from the unheated side to the heated side. During the first 
several acoustic cycles (Figure 4.6(a)) the wave shape shows steep fronts with long tails, 
which is consistent with the previous studies [14]. Due to viscous dissipation and energy 
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losses, the characteristics of the acoustic wave profile, i.e., sharp peaks and steep fronts, 
gradually disappear. The measured Mach number of the acoustic wave is about M = 1.03. 
The pressure variation recorded by the Brüel & Kjær 4193 microphone over a longer 
period of time (about 5.1 s) is presented in Figure 4.6(b). It is interesting to observe that 
the probe records pressure values lower than the ambient value (that is, non-physical 
values) beginning at about t = 0.6 s. The anomalous result is traced to the inherent 
construction and operational features of the Brüel & Kjær condenser microphone. The 
existence of the narrow vent hole (see Figure 4.2(a)) causes the non-physical results at 
longer times. While the Brüel & Kjær microphone is suitable for the measurement of 
dynamic pressure where static pressure remains constant, it is not designed for the 
measurement with varying static pressure. When the foil is first heated, it heats the gas 
inside the tube, so the static pressure increases. Therefore, the static pressure inside the 
tube increases to a maximum value, then decreases to the initial value in several seconds 
as the heat is lost to the outside environment from the wall. As the diameter of the vent 
hole connecting the microphone housing to the pressure field in the tube is very small, the 
static pressure inside the microphone housing varies more slowly than that in the 
enclosed pressure field. Within some time period, the static pressure inside the 
microphone housing becomes greater than that of the air in the tube, causing the pressure 
readings to fall below zero (from t = 0.6 s to t = 4.2 s in Figure 4.6(b)). Finally, the static 
pressure difference between the microphone housing and the tube is eliminated (due to 
the cooling of the system), and the pressure measurement will become equal to zero, as 
displayed in Figure 4.6(b) as time approaches t = 5.0 s.  
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(a)  Early times                                   (b)  Longer time span 
 
Figure 4.6 Experimental trace of pressure (p – patm) wave measured by the B&K 
microphone, C = 27 mF, V0 = 30 V 
 
 
 
As mentioned earlier, a second pressure probe, the Endevco 8507C-1 piezoresistive 
pressure transducer, was also used in the experiments. In contrast to the Brüel & Kjær 
4193 microphone, the vent hole of the Endevco 8507C-1 pressure transducer is exposed 
to outside the test section (see Figure 4.2(b)), so the variation of static pressure inside the 
test section does not cause any anomalous results. The unfiltered measurements made by 
the Endevco probe are shown in Figures 4.7(a) and 4.7(b), for the same experimental 
conditions used to produce Figures 4.6(a) and 4.6(b). At early times, the pressure waves 
measured by both probes are quite similar, except the noise generated by the Endevco 
probe is much higher and causes distortion in the signal. More interestingly, the two 
measured pressure shapes are very different for longer times (compare Figures 4.6(b) and 
4.7(b)), for reasons discussed above.  
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(a)  Early times                                 (b)  Longer time span 
 
Figure 4.7 Experimental trace of pressure wave (p – patm) by the Endevco pressure 
transducer (unfiltered) at C = 27 mF, V0 = 30 V  
 
 
 
To decrease the noise in the Endevco probe results, the signal is digitally filtered by 
using a third-order Butterworth method. The comparison between the measurements by 
the two pressure probes, using the filtered results for the Endevco probe, is given in 
Figure 4.8. No apparent negative (lower than ambient) pressure signal is found for the 
Endevco probe, due to its construction and measurement principle. From our 
experiments, we find the Brüel & Kjær microphone to be  useful for the measurements of 
the dynamic pressure wave (provided that there is no variation in the background static 
pressure), while the Endevco pressure transducer is useful for the measurement of  the 
overall pressure variations where there is less fluctuation in the pressure field.  
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Figure 4.8 Comparison of pressure (p – patm) measurement by the Brüel & Kjær 
microphone (unfiltered) and Endevco pressure transducer(filtered) at C = 27 mF,V0 =30V 
 
 
 
(1) Effects of the capacitor “charge voltage” 
  A series of measurements were carried out where the capacitor “charge voltage” 
was varied. Figure 4.9 shows the effects of the charge voltage on the temporal decay of 
voltage across the foil where C = 27 mF. The corresponding temperature measurements 
are given in Figure 4.10. Any change of the charge voltage of the capacitor only changes 
the electric energy stored in the capacitor; it does not affect the characteristics of the 
circuit. The variation of the maximum voltage drop across the foil with charge voltage is 
shown in Figure 4.11 with C = 27 mF. The relationship is found to be almost linear.  
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Figure 4.9 Effects of the charge voltage on the temporal decay of voltage drop across foil, 
C = 27 mF 
 
 
 
 
 
 
Figure 4.10 Effects of the charging voltage on the temperature history of foil (extended 
time), C = 27 mF  
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Figure 4.11 Variation of the maximum voltage drop across foil with charge voltage, C = 
27 mF 
 
 
 
Figure 4.12 exhibits the effects of the charge voltage of the capacitor on the 
acoustic wave (early time) as measured by the Brüel & Kjær microphone under similar 
conditions. Stronger acoustic waves are generated for higher charge voltages, because of 
the higher temperature increases rate. Also, the static pressure increase is higher for 
higher charge voltage. The variation of the unattentuated amplitude of the acoustic wave 
with charge voltage is given in Figure 4.13. The amplitude of the first pressure peak as 
measured in the middle of tube is plotted. Physically, the acoustic wave originates from 
the local pressure disturbance near the wall introduced by sudden gas temperature 
increase. The sudden gas temperature increase is due to the heat conduction from the foil 
that is rapidly heated. Therefore, the strength of the generated acoustic wave is found to 
vary almost linearly with the charge voltage. 
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Figure 4.12 Effects of charge voltage on the pressure (p – patm) wave (early time) as 
measured by the Brüel & Kjær microphone, C = 27 mF  
 
 
 
 
Figure 4.13 Variation of the unattenuated amplitude of the acoustic wave with charge 
voltage, C = 27 mF  
 
 
 
(2) Effects of the capacitor value 
  Figure 4.14 shows the effects of the capacitor value, or capacitance, on the voltage 
decay rate across the foil at V0 = 30 V as the capacitor is discharged. The corresponding 
temperature measurements are given in Figure 4.15. The capacitor value not only changes 
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the amount of electric energy stored in the capacitor according to the 
relationship CVQ = , but also changes the discharge character of the circuit.  
 
 
 
 
 
Figure 4.14 Effects of capacitance on the voltage drop across foil at early times, V0 =30 V 
 
 
 
 
 
Figure 4.15 Effects of the capacitance on the temperature response of the foil, V0 = 30 V 
 
113 
Figure 4.16 exhibits the effects of capacitor value on the acoustic wave (early time) 
as measured by the Brüel & Kjær microphone under similar conditions. The higher 
capacitor values result in high energy input from the foil, so the acoustic wave generated 
is stronger, with higher static pressure increases. The variation of the first peak of the 
acoustic wave with capacitance (as measured at the midpoint of the tube) is given in 
Figure 4.17.  
 
 
 
 
 
Figure 4.16 Effects of the capacitance on the acoustic wave (early time) measured by the 
Brüel & Kjær microphone at V0 = 30 V 
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Figure 4.17 Variation of the unattenuated amplitude of the pressure (p – patm) wave with 
capacitance at V0 = 30 V  
 
 
 
4.5 Estimation of Experimental Uncertainty 
 
Several independent measurements were performed for the completion of the 
experimental study. These measurements are as follows: gas pressure in the tube (as 
measured by the Brüel & Kjær 4193 microphone and the Endevco 8507C-1 pressure 
transducer), foil temperature as measured by the fine thermocouple, and voltage decay 
across the foil. All measurements are recorded by the NI 6052E DAQ board. The 
accuracy of the NI 6052E is ±4.747 mV for the range of voltage measurements made by 
the 4193 microphone, ±0.479 mV for the 8507C-1 pressure transducer measurements, 
and  ±0.242 mV for the thermocouple measurements.  
There are two sources of error in the Brüel & Kjær 4193 microphone system: ±0.2 
dB from the 4193 microphone itself and ±0.1 dB from the 2690 signal conditioner. With 
the error introduced by the DAQ board, the total maximum error for the pressure 
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measurements made by the Brüel & Kjær 4193 microphone is estimated to be ±0.15 Pa. 
There are also two sources of error in the Endevco 8507C-1 pressure transducer system. 
The uncertainty of the Endevco 8507C-1 pressure transducer is 0.25% of the “full scale 
output” (6895 Pa); also, the 4428A signal conditioner has an uncertainty of 0.2% of the 
“full scale output”. The total uncertainty of the 8507C-1 pressure transducer system is 
±31.03 Pa. 
The errors in the thermocouple measurements include ±0.045 ºC error from the 
cold junction compensation, 0.01%/ºC instability from the amplifier, ±0.02 ºC error from 
converting equation??, and ±0.08 ºC DAQ board error. Consequently, the total 
temperature error is 0.145 ºC plus 0.01% of the reading value. The only error in the 
voltage measurement is from the DAQ board, which is ±7.47 mV.  
The uncertainty associated with the experimental data is estimated by using the 
method recommended by Kline [86]. Both the transient pressure measurements by the 
Brüel & Kjær 4193 microphone and voltage measurements exhibit very high degrees of 
consistency and very low uncertainties. For the 4193 microphone measurement, the 
uncertainty, with a 95% confidence level, is 0.75% for the experimental case with the 
lowest charging voltage and capacitance. The corresponding uncertainty is 0.07% for the 
voltage measurements. The transient pressure measurements by the Endevco 8507C-1 
pressure transducer show significant noise, due to the uncertainty being close to the 
amplitude of the pressure fluctuation. The maximum uncertainty is ±1.0% for the 
temperature measurements. 
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The ambient temperature for all runs is within ±0.6% of 299 K, and the ambient 
pressure is within ±1% of the standard atmospheric pressure. The error associated with 
the variation of the ambient conditions is considered to be minor. 
4.6 Comparison of Numerical and Experimental Results 
 
4.6.1 Introduction 
 
To simulate the presence of possible leakage in the experimental tube, part of the 
side boundary was also considered as being open, as shown in Figure 4.18, in some of the 
calculations. A 50 x 1000 (r x z) grid size is used for all calculations as the problem is 
essentially one-dimensional (in the z-direction) for the short time-scale considered. A 
very fine mesh in the axial direction allows us to capture the characteristics of the 
thermally induced acoustic waves. In the simulations, we provide the transient 
temperature history of the foil as the temperature boundary condition for the heated wall. 
Defining the transient temperature history of the foil is rather challenging. We used the 
experimental measurements of both voltage and temperature decay to develop the 
thermal boundary condition for the heated wall for the numerical simulations.  
 
 
 
 
Figure 4.18 Computational domain 
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4.6.2 Temporal Foil Temperature  
 
The experimental measurements of both voltage and temperature decay were used 
to develop the thermal boundary condition of the heated wall for the numerical 
simulations. Limited by the properties of the used thermocouple, its contact with the foil 
and the electric noise of the discharging circuit, the thermocouple in our experiments can 
not accurately measure the foil temperature at very early times. The foil voltage 
measurements and the electric energy input into the foil were used to develop the 
temperature decay rate at very early times. 
Figure 4.18 gives the foil voltage measurements and the foil temperatures 
calculated from the foil voltage measurements for the case of V0 = 30 V and C = 27 mF. 
In the calculation of temperature (from the voltage measurements), an energy balance 
equation for the foil is considered: 
2
loss
foil
T V(t)c A q
t R
∂ρ δ = +∂                                                                        (4.1) 
Here, c is the specific heat of the foil, A is the foil area, qloss is the total heat loss of the 
foil to the ambient environment, and V(t) is voltage response of the foil. Here, we 
consider two cases: (a) no heat loss, qloss = 0, and  
           (b) heat loss by radiation, loss rad b foil ambientq  = q (T T )= ασ −  
where α is the absorptivity of the foil (0.36) and bσ is the Stefan-Boltzmann constant. 
The above equation was numerically solved by an explicit scheme. From the 
calculated temperature profiles (with and without heat loss), we find from Figure 4.19 
that the heat loss term has only a slight effect on the foil temperature during the 
temperature rise time (within the initial 0.001 s).  
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Figure 4.19 Measured foil voltage and calculated foil temperature at early times,  
 C = 27 mF and V0 = 30 V 
 
 
 
Figure 4.20 shows the comparison of the calculated foil temperature (with radiation 
heat loss) from the voltage measurements and the thermocouple temperature 
measurements. As stated earlier, the thermocouple data were conditioned by an Omega 
Omni Amp IIB-E conditioning amplifier. The adhesive (silver paint) used also slows 
down the response of the thermocouple. These effects perhaps cause the measured 
temperature data at early times to be under-predicted. For larger values of time, 
somewhat different reasons cause the discrepancy between the measured and predicted 
values of the temperature. There are several sources of heat loss, such as convective heat 
loss to air and conduction losses to the copper bars and the mica plate, that were not 
considered in Equation (4.1). Independent experiments in simple systems confirm that the 
temperature measurements at larger values of time (t > 0.1 s) are accurate.  
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Figure 4.20 Calculated foil temperature (with radiation heat loss) and thermocouple 
measurements, C = 27 mF and V0 = 30 V 
 
 
 
A polynomial fit of the measured data was obtained for t > 0.1 s. We extend the 
polynomial fit for the measured temperature decay from t = 0.1 s to t = 0.0001 s, as 
shown in Figure 4.21. We show the temperature profiles shown in Figure 4.20 one more 
time in Figure 4.22 albeit for early times (0 > t >0.01 s). For the experiments, the foil 
temperature increases rapidly and then gradually decays. The predicted temperature 
increase of the foil (from the voltage measurement) meets the extrapolated curve of the 
temperature decay at about t = 0.0007 s. This is close to the calculated circuit time 
constant, RC totalR Cτ = ⋅  = 0.00071 s for C = 27.0 mF as discussed earlier in Chapter 4.2. 
 
 
 
120 
 
Figure 4.21 Extrapolation of measured foil temperature, C = 27 mF and V0 = 30 V 
 
 
 
 
 
Figure 4.22 Extrapolation of measured foil temperature, C = 27 mF and V0 = 30 V 
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Figure 4.23 Measured and calculated foil temperature history 
C = 27 mF and V0 = 30 V 
 
 
 
The constructed temperature profile for the foil is shown in Figure 4.23 for 0 > t > 
4.4 s. The initial temperature rise for the foil when 0 > t > 0.0007s is given as  
( ) ( )( )∑
=
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          (4.2) 
where a0=140.3, a1=-60.57, a2=-34.98, a3=-22.27, a4=-13.28, a5=-6.817, a6=-2.757, a7=-
0.7334, a8=-0.05938, b1=-30.39, b2=-13.74, b3=-2.497, b4=2.769, b5=4.091, b6=3.337, 
b7=1.943, b8=0.7773, w=2.393  
When 0.0007 s > t > 4.2 s, 
297.636
b10t
aT ++= ,                                                                                         (4.3) 
where a=50.92, b=0.3704  
 
The above corrected temperature history (Equations (4.2) and (4.3)) for 0 > t > 4.2 
s was used as the temperature input in our numerical simulations for the experimental 
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case where V0 = 30 V and C = 27 mF. The method was used to obtain foil temperature 
histories for other cases with different charge voltages and capacitances.  
 
4.6.3 Pressure Wave Predictions 
 
The numerical model described earlier was used to obtain the predictions of the 
flow and pressure fields in the tube driven by rapid heating of the foil. For the pressure at 
the mid point of the tube wall, the comparison of the numerical and experimental results 
is given in Figure 4.24(a), where V0 = 30 V and C = 27 mF. In the first several acoustic 
cycles (t < 0.002 s) the numerical and experimental results have an excellent match. The 
thermal boundary condition for the foil was switched from Equation (4.2) to Equation 
(4.3) at t = 0.0007 s. The good agreement between the computational and experimental 
pressure results demonstrates that the method for considering the transient foil 
temperature is reasonable.  
 
 
 
 
(a)  Early times                               (b) Longer time span 
 
Figure 4.24 Comparison of experimental and computational pressure waves, 
C = 27mF and V0 = 30V 
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The comparison for the long time scale is shown in Figure 4.24(b). In the numerical 
model, all walls are considered smooth and rigid, and also the system is assumed to be 
sealed perfectly. The numerical results correctly predict the pressure wave speed and 
amplitude of dynamic pressure fluctuations to be the same as the experimental results. 
The pressure in the computational study is, however, found to be larger than the 
experimental measurements. In the experiments, the acoustic energy is partially absorbed 
by the walls when the wave hits one. There is also the possibility of the existence of 
leakage in the experimental setup. We repeated the simulations with a small opening at 
the side boundary (0.1% of the tube length). The computational pressure results 
considering the leakage are also shown in Figure 4.24(b). Compared to the sealed case, 
the pressure response in this case is much closer to the experimental results.  
Figure 4.25 shows the comparison of experimental data and numerical predictions 
for three cases: C = 27 mF and V0 = 25 V, C = 27 mF and V0 = 35 V, and C = 56 mF and 
V0 = 30 V. The computational and experimental results are found to have the same 
acoustic speeds and similar wave shapes. The comparisons between the computational 
and experimental results on the unattentuated amplitude of the acoustic wave (the first 
peak measured in the middle of the tube) for different charging voltages are given in 
Figure 4.26. In all the different cases, the computational results are found to be close to 
the experimental results. The maximum deviation between the experimental 
measurements and numerical predictions is about -7%, for the case of V0 = 45 V and C = 
27 mF. The computational results are always found to slightly under-predict the 
experimental results. The reason the computational results are always a little bit lower 
than the experimental results may be that the parameters that used in the numerical model 
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are slightly different from the real value. For example, the thickness of the metal foil 
plays a significant role in the numerical model. However, the value given by 
manufacturer has ±10% toleration. So, it is possible that the input of our numerical model 
is not totally same as the experimental setup. 
 
 
 
 
Figure 4.25 Comparisons of experimental and computational pressure waves at the 
middle of the tube for different charging voltages and capacitances 
 
 
 
 
Figure 4.26 Comparison of experimental and computational results on the unattenuated 
amplitude of acoustic wave at the middle of the tube at C = 27 mF 
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4.7 Micro-gravity Experiment Plan 
 
To study the effect of gravity on the thermally induced acoustic waves, the 
experimental measurements were planned to be carried out in the normal amd micro-
gravity conditions. The experiments under the normal gravity condition were finished in 
the Hess Lab, Drexel University. The experimental results are reported in this chapter. 
The micro-gravity experiments were planned to be carried out in the NASA Glenn 2.2 
Second Drop Tower. 
Following the experimental procedure of Drop Tower, we first finished the electric 
and mechanical design, including the 3-D arrangement of rig and equipment detail 
installing drawings, those were proven by the safty staffs in the Glenn Research Center.   
After that, the frame, GPDM (General Power Distribution Module),  (Dropable 
Data Acqusition and Control System) and batteries were shipped from NASA facilities at 
Cleveland, Ohio to the Hess Lab, Drexel University. According to the documents 
provided by NASA, all electric and signal cable connections and mechanical installment 
were finished in the Hess Lab. 
In the drop rig, the control of other experimental equipments and measurement data 
record are finished by DDACS. DDACS is composited by a Model 8 CPU from Onset 
Computer Corporation, ampltifiers and connectors. DDACS can be programed either in 
TxBasic or Aztec C. However, the maximum sample rate programed by TxBasic is only 
10 kHz, which can not meet our experimental requirement. To achieve the high sample 
rate, 50 kHz, Aztec C has to be used.  
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After the hardware steup and program are finished, some test runs were carried out 
in Hess Lab. DDACS was found to capature the positive signals, however, unable to 
capture the negative signals. The reason is that TT8-DDACS is designed to capature the 
signal between 0 to 5 voltages. Some circuit modifications and addups are needed to 
extend the measurement range.  
Limited by the time and knowledge in modifing circuit inside the DDACS, the 
experimental plan in the Drop Tower became untenable as the facility at NASA was 
shutdown. Instead, the experiments were run in the Hess Lab for two gravity conditions: 
+g and -g. No significant effect was found on acoustic wave measurement for early times. 
In spite of our preparation for the micro-gravity experiments, the experimental plan in the 
Drop Tower was finally abandoned. 
4.8 Conclusions 
 
Experimental measurements were carried out to characterize the generation, 
development and decay of thermally induced acoustic waves in a cylindrical tube. In the 
experiments, the development and the decay of pressure waves inside the tube were 
investigated by two different pressure probes, and the different results are explained by 
the physics of the probes. The strength of the unattenuated amplitude (the first peak) of 
the acoustic wave produced is found to be linearly dependent on the temperature increase 
rate of the foil at early times. At early times, the computational and experimental results 
are an excellent match. The experimental measurements and numerical results for the 
pressure evolution, however, do not match well at larger times. This is perhaps due to the 
presence of leaks in the chamber and damping due to the walls (considered rigid in the 
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simulations). However, the physical features of the computational and experimental 
results are in good agreement.  
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5. MECHANICALLY DRIVEN ACOUSTIC WAVES IN CLOSED ENCLOSURES 
 
5.1 Introduction 
 
In the first part of this chapter, acoustic streaming motion generated by finite-
amplitude resonant oscillations in a gas-filled two-dimensional cylindrical enclosure is 
experimentally studied and numerically simulated. Other than the formation of acoustic 
streaming, we are also interested in the pressure variations in different intense wave 
fields. Then the interaction of acoustic streaming with heat transfer in gas-filled closed 
rectangular enclosures is investigated numerically.  
In the present numerical model, we compute and fully describe the formation of the 
standing wave and acoustic streaming by directly solving the full compressible form of 
the Navier-Stokes equations. With this model, we are able to simulate the physical 
processes including the interaction of the wave field with viscous effects and finally 
formation of streaming structures, the effect of thermal action on the acoustic streaming, 
and the enhancement of heat transfer by acoustic streaming. The gravity effect is ignored 
because its order is much less than the driven pressure variation. 
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5.2 Experimental and Numerical Studies of Mechanically Driven Acoustic Streaming 
in a Cylindrical Enclosure4 
 
5.2.1 Introduction 
 
Acoustic streaming motion generated by finite-amplitude resonant oscillations in an 
air-filled two-dimensional cylindrical enclosure was experimentally studied and 
numerically simulated. The oscillatory flow field in the enclosure was created by the 
vibration of one end of the cylindrical resonator (L = 325 mm, R=12.5 mm). The 
frequency of the wall vibration was chosen as f = 1062 Hz, such that the corresponding 
wavelength was equal to the length of the resonator. A standing wave was then generated 
in the closed tube. In the experiment, the flow field was visually studied by a smoke 
generator, He-Ne Laser and a digital camera. The pressure wave in the axial points was 
measured by a piezoresistive pressure transducer (Endevco #4428A). To simulate the 
flow field, the full compressible form of the Navier-Stokes equations in cylindrical 
coordinates was considered and solved by a highly accurate flux-corrected transport 
algorithm for convection terms and a central differencing scheme for the viscous and 
diffusive terms. In both of the experimental and numerical studies, outer acoustic 
streaming due to interaction of acoustic waves with viscous boundary layers was 
observed, and the effects of sound field intensity on the formation of streaming structures 
were studied. 
 
 
 
 
                                                 
 
4  “Experimental and Numerical Study of Acoustic Streaming in a Cylindrical Enclosure”, Lin, Y, Farouk, 
B, Heat Transfer Summer Conference, San Francisco, CA, July 17-22, 2005 
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5.2.2 Experimental Study 
 
(1) Experimental apparatus 
For the investigation of the streaming motion in air, an experimental system was 
designed and constructed. Figure 5.1 shows a schematic illustration of the experimental 
setup. The resonator was a cylindrical tube made of Plexiglas. The inside diameter of the 
tube was 25 mm and the length was 295 mm. The acoustic chamber was mounted 
horizontally with the sound driver on the left end and an aluminum plug which closed the 
right end. The source of sound waves in this system was a compression driver type 
loudspeaker (JBL 2426H). The sinusoidal driving signal of the acoustic driver was 
provided by a GoldStar FG-8002 function generator and amplified by a Crown CE1000 
type power amplifier.  
 
 
 
Figure 5.1 Experimental apparatus 
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An Endevco 8507C-1 series piezoresistive pressure transducer was used to detect 
and quantify the acoustic field. The transducer was installed in a 1/8” steel tube, which 
could be moved along the axis of the tube to measure the pressure at different locations. 
The cross-sectional area of the microphone was approximately one percent of the 
resonator area, therefore the error introduced by the presence of the probe in the sound 
field was assumed negligible. An Endevco 4428A pressure signal conditioner was used to 
process the signal from the transducer and provide excited voltage. Finally, the pressure 
signal was collected by an NI 6052E DAQ system. 
Flow visualization experiments in the resonator were performed by utilizing a laser 
system and a smoke injection technique. The laser beam generated by a Spectro-Physics 
120S Helium-Neon 15 mW laser system passes through a cylindrical lens. An expanded 
beam was then obtained to illuminate a thin horizontal layer of the resonator. An Aristo-
Craft ART-29308 U-25B smoke unit was used to produce smoke in the system. The 
smoke was injected into the chamber from the driver side through an inlet hole (see 
Figure 5.1). During the filling procedure, a small discharging hole on the other side of 
tube was opened to allow smoke to freely flow into the chamber. After the filling 
procedure was completed, both the filling and discharging holes were closed. A Canon 
ZR80 digital camera recorder was used to record and store the visualized flow patterns in 
the experiments.  
 
(2) Experimental Results 
 
Figure 5.2 shows the sketch of the acoustic driver and the resonator with critical 
dimensions of the system. As the figure illustrates, the vibrating diaphragm of the driver 
is located 76 mm behind the driver end of the cylindrical chamber.  
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Figure 5.2 The compression driver with the mounted resonator 
 
 
 
The series of experiments were run under the following ambient conditions: P = 
0.1017 MPa, T = 297.15 K. First, a number of experiments were conducted to find a 
resonant frequency for the cylindrical chamber and driver geometry. Figure 5.3 indicates 
the variations of the pressure amplitude in the right wall of the tube with the driving 
frequency of the loudspeaker. The maximum pressure amplitude was received at 
approximately 1062 Hz. At this frequency, the pressure fluctuations in the cylindrical 
chamber reached resonance. Since the speed of sound could be calculated from the air 
temperature, smRTc /54.345== γ , the wavelength of the oscillations was given by λ = c/f. 
Figure 5.4 shows the peak-to-peak pressure values along the axial direction for a 
loudspeaker power of 91.5 mW at 1062 Hz. The maximum pressure antinode (AN) was 
located in the middle of the resonator, with two minimum nodes (N) symmetrically 
located on the two sides. According to this rule, we were able to calculate the effective 
length of resonator to be about 325 mm (indicated by the vertical dashed line in Figure 
5.2), which is same as the length that we calculated from the wavelength. The pressure 
wave was not totally symmetrical because the boundary conditions and geometries of the 
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two endplates are not the same. Figure 5.5 shows the root-mean-square pressure values 
along the axial direction for three different power values with the frequency held at 1062 
Hz. While the root-mean-square pressure values decrease with decreasing loudspeaker 
power, the positions of the nodes and antinodes remain the same.  
 
 
 
Figure 5.3 Variation of pressure amplitude in the right wall with frequency of 
loudspeaker for driving power 22.4 mW (experimental) 
 
 
 
Figure 5.4 Peak-to-peak value of the standing pressure wave along the axis of the tube for 
loudspeaker power 91.5 mW and f = 1062 Hz (experimental) 
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Figure 5.5 RMS value of the standing pressure wave along the axis of the tube for 
different loudspeaker powers and f = 1062 Hz (experimental) 
 
 
 
The instantaneous pressure fluctuation on the node (z = 3L/4) is shown in Figure 
5.6 for three different power levels. A sinusoidal pressure wave was recorded when the 
power of loudspeaker was low. When the power was increased, the pressure wave could 
not keep its regular form and it became more and more skewed. This signifies the 
existence of acoustic streaming because the generation of steady vertical structures 
destroys the regular harmonic pressure distribution. 
Figure 5.7 shows the frequency spectra of the pressure fluctuations at the right wall 
of the tube for a driving frequency of 1062 Hz and a loudspeaker power of 91.5 mW. A 
strong first harmonic frequency was found at 1062 Hz, the driving frequency. Weaker 
higher harmonics are also present. 
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Figure 5.6 Instantaneous pressure fluctuations at z = 21.5 cm (3L/4) for different 
loudspeaker powers and f = 1062 Hz (experimental) 
 
 
 
 
Figure 5.7 Frequency spectra of the pressure fluctuations at the right wall of the tube for 
loudspeaker power 91.5 mW and f = 1062 Hz (experimental) 
 
 
 
For the flow visualization experiments, visualization results were recorded under 
driving frequency f = 1062 Hz and a loudspeaker power of 81.6 mW. The time evolution 
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of the structures is presented here. Figure 5.8(a) shows the separated flow field structure 
in the resonator. A sudden flow separation was observed in the middle section of the 
chamber once the standing wave was formed by the loudspeaker. Since the pressure is 
highest in this zone (lowest velocity), the smoke particles were pushed in both horizontal 
directions and formed the separated flow regions. A few seconds later, the formation of 
the streaming vortices was observed in the resonator. Figure 5.8(b) depicts this flow 
pattern in the half portion of the tube near the right fixed end. The length of clockwise 
and counterclockwise circulation was approximately a quarter wavelength of the standing 
sound field (as expected). The four vortices shown in Figure 5.8(b) were found to be 
nearly symmetric with respect to the resonator axis. 
 
 
 
 
(a) 
 
(b) 
Figure 5.8 Vortical flow structures in the resonator for loudspeaker power 81.6 mW and f 
= 1062 Hz (experimental) 
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5.2.3 Numerical Study 
The time-varying primary flow field in the resonator was numerically simulated. 
To simplify the computations, the resonator was modeled as a cylindrical domain whose 
length is from the driver end to the fixed end. To maintain high grid density (as required 
for the high resolution calculations here), the scale of the computational model is reduced 
to 1/10 of the experimental resonator (L = 32.5 mm and D = 2.5 mm). The schematic of 
the computational domain is shown in Figure 5.9. Due to symmetry, only the top half of 
the domain was considered for the simulations. Initially, the air in the chamber is 
considered as quiescent everywhere. At t > 0, the left wall starts to vibrate sinusoidally. 
The displacement of the vibrating wall is given as 
)tsin(XX max ω=                                                                                                (5.1) 
 
Here, Xmax is the maximum displacement; and w is the angular frequency of the vibration, 
fπω 2= . Since the computational domain is scaled down by a factor of 10 compared to 
the experimental system, the driving frequency for the computations was scaled up by a 
factor of 10 (f = 10620 Hz) so that the wavelength λ = L for both the measurements and 
the computations. 
 
 
 
 
Figure 5.9 Schematic of the computational domain 
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The input power of the speaker is simulated by adjusting the maximum 
displacement of the left wall, Xmax. In the presented paper, the calculations are run for 
two values of Xmax: 10 µm and 4 µm. The initial conditions of the air is same as those in 
the experiment: P = 0.1017 MPa, T = 297.15K. For every cycle of left wall vibration, 
about 28778 time steps were used; the flow is found to be quasi-steady after 100 cycles.  
Figures 5.10 and 5.11 show the pressure and axial velocity distributions, 
respectively, along the axis of the tube at wt =0, p/2, p, and 3p/2 for two driver 
amplitudes at f = 10620 Hz. Both pressure and velocity profiles repeat as a cycle from 
wt =0 to 2p, and the values at wt = 2p are identical to those at wt = 0. The perfect 
sinusoidal profile of the input sound source is distorted by the viscous effects between the 
fluid and solid walls. Since the length of the enclosure is equal to the wave length, the 
pressure profiles are fairly symmetrical with respect to the vertical mid plane. At the 
beginning of the cycle (wt = 0), the amplitude of the pressure wave is maximum at the 
two walls of the enclosure and minimum at the middle of the enclosure. When wt = p, the 
maximum pressure appears at the middle of the enclosure and decreases both wards. For 
the axial velocity profiles, the velocity changes with time at the left wall due to the 
vibration of the wall, and is stationary at the right wall. It has a zero point near the middle 
zone of the enclosure. 
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(a) Xmax = 4 µm                                    (b) Xmax = 10 µm 
 
Figure 5.10 Variation of pressure along the axis of the enclosure at four different instants 
with f = 10620 Hz (computational) 
 
 
 
 
(a) Xmax = 4 µm                            (b) Xmax = 10 µm 
 
Figure 5.11 Variation of axial velocity along the axis of enclosure at four different 
instants with f = 10620 Hz (computational) 
 
 
 
Figure 5.12 shows the root-mean-square pressure values along the axial direction 
for different vibration amplitudes and f = 10620 Hz. These profiles are similar to those 
for the experiments: there is one maximum pressure antinode (AN) in the middle of the 
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resonator, with two minimum nodes (N) symmetrically located on the two sides. Also, 
the absolute values are found to increase with increasing left wall vibration amplitude. 
 
 
 
 
Figure 5.12 RMS value of the standing pressure wave along the axis of the tube for 
different left wall vibration amplitudes (computational) 
 
 
 
 
Figure 5.13 Instantaneous pressure fluctuations at 3L/4 for different left wall vibration 
amplitudes (computational) 
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Figure 5.13 compares the temporal pressure distribution at the location 3L/4 for 
two left wall vibration amplitudes with f = 10620 Hz. The time period shown in the 
figure is one cycle. The standing wave is found to be irregular. The larger the wall 
vibration amplitude is, the more irregular it becomes.  
The time-averaged (steady acoustic streaming) flow fields are shown in Figure 5.14 
(for the top half of the cylindrical enclosure) for two different vibrational amplitudes and 
f = 10620 Hz. The mean velocity is based on the average mass transport velocity in the 
enclosure. The average mass transport velocity is given by 
><
><=
ρ
ρuu zmeanz, , ><
><=
ρ
ρuu rmeanr,                                                         (5.2) 
Here, < > indicates time-averaged quantities. The time average is applied during the 
100th cycle of the pressure wave. As in the experimental results, four circular flow 
patterns are observed in each (top or bottom) half of the resonator. The four vortical 
structures are equally arranged along the axial direction, and the rotational directions of 
the neighbor vortices are opposite. Due to the large diameter of the resonator, 57.6R/δν = , 
only the outer streaming is generated, and no inner streaming is observed. 
The comparison of the root-mean-square values of the standing pressure wave 
along the axis of the tube for the computational and experimental results is shown in 
Figure 5.15 where λ = L for both cases. For the experiments, loudspeaker power was 66.1 
mW, and for the computations, wall vibration amplitude was Xmax = 4 µm. Since direct 
measurement of the loudspeaker vibrational amplitude was not possible, the applied 
power was varied until reasonable agreements were obtained for the computations done 
with the above vibrational amplitude. The experimental and computational results are 
found to agree well.  
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(a) Xmax = 4 µm 
 
(b) Xmax = 10 µm 
 
Figure 5.14 Mean flow field in the resonator in the symmetric computational domain, f 
=10620 Hz (computational) 
 
 
 
 
Figure 5.15 Comparison of RMS value of the standing pressure wave along the axis of 
the tube for computational and experimental results 
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5.2.4. Conclusions 
 
The formation of acoustic standing waves, acoustic boundary-layer interactions, 
and associated flows in a cylindrical resonator are studied by experimental and numerical 
methods. The dimension of the computational model is reduced to 1/10 of that of the 
experimental setup and the computational frequency is increased to 10 times the 
experimental value, so that l = L for both the experiments and the computations. The 
computational and experimental results demonstrate the same characteristics of the 
standing wave characteristics and acoustic streaming and match each other very well. For 
the studied resonator characteristics, the pressure wave is found to be distorted from the 
perfect sinusoidal profile and the outer streaming structures are observed. 
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5.3 Interaction of Mechanically Driven Acoustic Wave and Heat Transfer in a Closed 
Rectangular Chamber5  
 
5.3.1 Introduction 
 
Heat transfer in differentially heated enclosures has been studied extensively in the 
past both experimentally and computationally. However the effects of acoustically driven 
oscillatory flow fields on the convective heat transfer processes have been primarily 
studied experimentally.  A detailed understanding of thermal energy transport in these 
problems is challenging. Sound sources whose elements move essentially sinusoidally 
may generate a flow field in which the particle velocities are not simply sinusoidal, but a 
pattern of steady vortices (streaming) is often found in the body of the irradiated fluid. 
Sound at high intensity levels in gases and liquids is accompanied by these second order-
steady flow patterns. 
Acoustic streaming is often observed where a standing wave is formed in a 
resonator driven by a vibrating surface. With suitable design, this steady vortex flow can 
be employed for cooling of electronic systems in micro-gravity environments where free 
convective flows in fluids are greatly reduced or completely eliminated. Such flows can 
also aid mixing processes in containers and augment heat and mass transfer from 
resonator walls. Acoustically enhanced convection can be significant in zero- or micro-
gravity environments where conduction is the only heat-transfer mode. 
In this chapter, acoustic streaming generated by standing waves and the associated 
heat transfer in gas-filled closed enclosures is investigated numerically. To simulate the 
                                                 
 
5 “Heat Transfer in a Rectangular Chamber with Differently Heated Horizontal Walls:  Effects of a 
Vibrating Sidewall”, Lin, Y. and Farouk, B.  International Journal of Heat and Mass Transfer (submitted) 
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flow field, the fully compressible form of the Navier-Stokes equations is considered and 
solved by a highly accurate flux-corrected transport algorithm. In the numerical model, 
temperature-dependent heat conductivity and viscosity are taken into account. The study 
is focused on the channels having intermediate widths (30-50 times the viscous 
penetration depth). The simulations are run for different wall temperature conditions: 
Tt=Tb=T0 and Tt=Tb+∆T.  
5.3.2. Problem Geometry 
A two-dimensional rectangular enclosure filled with nitrogen is considered (Figures 
5.16). The left wall of the enclosure vibrates harmonically, either completely or partially. 
The vibrating-wall boundary condition is thus the acoustic energy source in this 
geometry. The displacement of vibration is given as x = Xmax sin(ωt), where ω = 2πf is 
the angular frequency. The length of the enclosure is chosen as L = 2x0 = 8.825 mm for 
all cases studied. The width of the enclosure (H) is varied in the cases studied. The 
frequency of the wall vibration is set as f = 20 kHz, and the corresponding wavelength of 
the sound waves is λ = 17.65 mm based on the undisturbed enclosure temperature T0 = 
300 K and pressure P0 = 1atm. Hence for the cases studied, λ = 2L. 
One of the important parameters in the resonator is the viscous penetration depth 
1/2= (2 /2 f)νδ ν π =0.0158 mm. Here f is the frequency of the wall vibration and ν is the 
kinematic viscosity of the fluid. Previous studies already showed that the ratio of the 
resonator width H over δν play an important role in the acoustic-fluid dynamic 
interactions. In the present study, the resonator widths are limited to the range: H (= 2y0 ):  
30δν to 50δν  ( Table 5.1 ). In this width range, the acoustic streaming is most significant. 
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The width of resonator was kept small such that the viscous penetration depth δν can be 
well resolved in the simulation. 
In the present study, the aspect ratios of resonators L/H varied from 11 to 18. The 
high aspect ratio is due to the order of wave length λ is much higher than that of viscous 
penetration depth δν.  
To investigate the interaction between acoustic waves (propagating primarily in the 
x-direction) and heat transfer (in the y-dirction), the top and bottom walls are set at 
different temperatures. As mentioned earlier, the vibrating left sidewall and the right 
sidewalls are thermally insulated.   
Typically a grid size of 150 x 98 is used for the rectangular domain. To simulate 
accurately the formation of acoustic streaming structures and heat transfer along the 
walls, resolving the boundary layer in the computational method is essential. For this 
reason, we employ a non-uniform grid structure. This structure has finest grid in the 
vicinity of the walls and the grid quality gradually decreases as the distance from the 
horizontal walls increases. For the present calculations, there are always 3 to 5 cells 
inside the boundary layer. To model the wall vibration, moving cell boundaries were 
considered for a few cells next to the left wall. The number of moving cell is chosen such 
that the maximum variation of a cell size is less than 25%. 
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(a) Whole left wall vibrating 
 
 
(b) Part left wall vibrating 
 
Figure 5.16 Schematic of the computational domain 
 
 
 
Table 5.1.  List of cases studied 
 
No. y0/δν x0/δν Xmax (m) H1/H ∆T (K) 
1A 0 
1B 20 
1C 
20 1.0x10-5 1.0 
60 
2 20 0.5x10-5 1.0 20 
3 20 1.5x10-5 1.0 20 
4 15 1.0x10-5 1.0 20 
5 25 1.0x10-5 1.0 20 
6A 0 
6B 
20 1.0x10-5 0.4 20 
7 20 
279 
1.0x10-5 0.1 0 
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5.3.3. Results and Discussion 
 
(1) Validation results 
To verify the numerical model and grid size, the numerical model is first used to 
simulate the analytical results given by Hamilton [35] under the following conditions: 
Pr=0.67, γ=5/3, y0=20δν. The predicted steady streaming flow field (at the end of the the 
120th cycle) obtained by the present numerical method (where f = 20 kHz) for the 
conditions given in Hamilton et al. [35] is shown in Figure 5.17. This cycle-averaged 
flow field is based on the average mass transport velocity values in the enclosure. The 
predicted streaming pattern and size are similar to those given by Hamilton et al. (not 
shown here), except that here the left and right vortices are not symmetric along the 
middle vertical plane of resonator. In the present case, only the left wall vibrates, 
however for the results given in Hamilton et al. the entire resonator vibrates, albeit with 
the same frequency and amplitude considered in the present simulations.  
Figure 5.18 shows the comparison of the variation of the x-component of the cycle-
averaged velocity along the enclosure height at x/(L/2) = x/x0= 1.5 of the present model 
predictions with the results given by Hamilton et al. Figure 5.19 gives similar 
comparisons for the variation of the y-component of the cycle-averaged velocity along 
the enclosure height at x/(L/2) = x/x0 = 1.0. In these two figures, the cycle-averaged 
velocities are nondimensionalized by 
2
max
R
U3U =
16 c
 , which is Rayleigh’s result for the 
maximum streaming velocity in the center of a wide channel containing a pure viscous 
fluid. The maximum error that is found in Figure 5.19 is 6%, which can be perhaps 
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explained by the non-symmetric streaming structure due to the different wall conditions 
in the two studies.  
 
 
 
 
Figure 5.17 End wall oscillation induced acoustic streaming (cycle averaged values for 
the 120th cycle) for conditions given by Hamilton et al. [35] 
 
 
 
 
Figure 5.18 Comparison of the transverse distribution of x-component streaming velocity 
at x/x0=1.5 with the results by Hamilton et al. [35] 
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Figure 5.19 Comparison of the transverse distribution of the y-component streaming 
velocity at x/x0=1.0 with the results by Hamilton et al. [35] 
 
 
 
(2) Parametric Case Studies 
After the verification of the mathematical formulation and the solution procedure, 
we investigate the effects of transverse acoustic waves on the convective heat transfer in 
the enclosure with imposed longitudinal temperature difference. Table 5.1 lists the cases 
reported in this paper. For each case, the calculations were started by keeping the top and 
bottom walls at the same temperatures. After the system achieves steady state, then the 
top wall temperature is changed to investigate the interaction between heat transfer and 
acoustically driven flows. 
In the first case considered (Case 1A), the maximum displacement of the entire left 
wall vibration is set to x = Xmax sin(ωt) with Xmax= 10 µm, and f = ω/2π = f = 20 kHz. 
The width of channel is set to y0=20δν. At first, the temperature of the top and bottom 
walls are kept at the initial temperature T0 = 300 K. The cycle-averaged steady state flow 
condition is achieved at about the 120th acoustic cycle.  
Figure 5.20 shows the pressure distribution along the horizontal mid-plane of the 
enclosure at ωt = 0, π/2, π, 3π/2 (during cycle # 120) for Case 1A. These pressure 
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profiles remain essentially the same at any other horizontal plane away from the bottom 
and top walls and this indicates the near-one-dimensional character of the acoustic field 
in the bulk medium. The pressure distribution for ωt = 2π (not shown in Figure 5.20) is 
identical to the curve given for ωt = 0. At ωt = 0 and ωt = π, the amplitude of the pressure 
waves reach a maximum and a minimum value at the ends of the enclosure. At the 
beginning of the cycle (ωt = 0), the pressure is maximum on the vibrating (left) wall of 
the enclosure and decreases with increasing distance from the wall and reaches a 
minimum value at x ≅ L. The behavior is quite opposite at ωt = π where the pressure is 
minimum on the vibrating (left) wall of the enclosure and increases with increasing 
distance from the wall and reaches a maximum value at x ≅ L. The u velocity profiles 
given in Figure 5.21 for ωt = 0, π/2, π and 3π/2, along the horizontal midplane show that 
the velocity node is formed at approximately x = L/2. Cycle-averaged (120th cycle) 
solutions from the present simulations predict steady streaming flows in the enclosure. 
The predicted steady streaming flow field is shown in Figure 5.22. At this stage, the 
predicted cycle-averaged velocity fields were found to be cycle-independent.  
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Figure 5.20: Variation of pressure along the horizontal mid-plane of the enclosure at four 
different instants (ωt = 0, π/2, π, 3π/2) at the 120th cycle, isothermal top and bottom walls, 
y0/δν=20, Xmax=1.0x10-5 (CASE 1A) 
 
 
 
 
Figure 5.21: Variation of the x-component velocity along the horizontal mid-plane of the 
enclosure at four different instants (ωt = 0, π/2, π, 3π/2) in 120th cycle, isothermal top and 
bottom walls, y0/δν=20, Xmax=1.0x10-5 (Case 1A) 
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Figure 5.22: Cycle averaged flowfield showing acoustic streaming at the 120th cycle,  
isothermal top and bottom walls, y0/δν=20,  Xmax=1.0x10-5 (Case 1A) 
 
 
 
After the steady state is achieved (120th cycle), the top wall temperature is then 
increased to 320K (∆T = 20K), while the bottom wall is still kept at the initial 
temperature (Case 1B). Figure 5.23 shows that cycle-averaged velocity field (121st cycle) 
changes drastically immediately after the heating is initiated. The steady streaming 
structure is destroyed due to the temperature change of the top wall. Instead, the gas 
flows from top to bottom, as heating of the top wall increases the local pressure in the 
upper part. The flow field is found to attain steady-state conditions again (in a cycle-
averaged sense) by the 360th cycle. The new steady streaming flow field at the 360th cycle 
is shown in Figure 5.24, where only two vortices (instead of the four shown in Figure 
5.22 earlier) are found. Thus the temperature difference between the top and the bottom 
walls affect the acoustically driven flow field in a significant way. Since the density, 
viscosity and conductivity values of the gas are temperature dependent, the symmetric 
streaming structure in Figure 5.22 is distorted and we essentially have a rather 
asymmetric (cycle-averaged) flow field.  
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Figure 5.23: Streamlines (cycle-averaged)  immediately after differential heating along 
the top and the bottom walls, at 121st cycle , y0/δν = 20, Xmax = 1.0x10-5 (Case 1B) 
 
 
 
 
Figure 5.24: Acoustic streaming in 360th cycle, differential heating along the top and the 
bottom walls, y0/δν = 20, Xmax  = 1.0x10-5 (Case 1B) 
 
 
 
To further study the effect of temperature difference on streaming velocity, we 
increase the top wall temperature to 360K from 320K (Case 1C). For the three different 
heating cases (1A, 1B and 1C), x-component of the cycle-averaged streaming velocity 
profiles along the vertical-plane at x = 3L/4 are given in Figure 5.25, and the y-
component of the cycle-averaged streaming velocity profiles along the vertical-plane at x 
= L/2 are shown in Figure 5.26. Compared with the unheated case (1A), velocity profiles 
change dramatically due to the streaming structure changes for cases 1B and 1C. The 
streaming-velocity components also increase when the top wall temperature increase. 
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Consequently, differential heating increases the strength of acoustic streaming, though 
the symmetrical structure found in Figure 5.22 is destroyed. 
 
 
 
 
 
Figure 5.25: x-component of the cycle-averaged velocity along the vertical-plane at 
x=3L/4 for different heating conditions along the top and bottom walls (Cases 1A, 1B 
and 1C) 
 
 
 
 
Figure 5.26: y-component streaming velocity along the vertical-plane at x=L/2 for 
different for different heating conditions along the top and bottom walls (Cases 1A, 1B 
and 1C) 
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The cycle-averaged temperature contours are shown in Figure 5.27 for Ttop=320K 
(Case 1B). The effect of the cycle-averaged flow field (Figure 5.24) on the temperature 
field is evident. The variation of cycle-average temperature along the vertical plane of the 
enclosure at three different locations (x = L/4, L/2, 3L/4) are given in Figure 5.28 (Case 
1B) along with the conduction profile for no acoustic perturbation. The heat transfer to 
the horizontal walls is found at the middle of resonator, where the mean streaming flow is 
strongest. The cycle-averaged Nu along the top and bottom walls are found to be 0.998 
and 1.231, respectively. The asymmetry is due to the acoustic power input from the left 
wall vibration. The acoustic power input to the system is converted to thermal energy by 
the viscous dissipation, which increases the bottom wall heat load, compared to the top 
wall. Considering the temperature dependent thermal conductivity, Nu number is 0.975 
for the case of steady heat conduction (no wall vibration). Hence, the acoustic streaming 
increases the Nu number by 2.4% in the top wall and by 26.3% for the bottom wall for 
the geometry considered here.  
 
 
 
 
Figure 5.27: Cycle-average temperature contours, at the 360th cycle, differentially heated 
top and bottom walls, y0/δν=20, Xmax=1.0x10-5 (Case 1B) 
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Figure 5.28: Variation of cycle-averaged temperature along the vertical plane of the 
enclosure at three different locations (x = L/4, L/2, 3L/4), at the 360th cycle, differentially 
heated top and bottom walls, y0/δν = 20, Xmax = 1.0x10-5 (Case 1B) 
 
 
 
To further study the effects of wall vibration amplitude on the heat transfer, 
simulations are run for different amplitudes: Xmax = 0.5x10-5 m (Case 2) and Xmax = 
1.5x10-5 m (Case 3) with ∆T = 20K. For the different wall vibration amplitudes, there is 
no significant difference on the streaming structure compared to the results obtained for 
case 1B (Xmax = 1.0x10-5 m). The corresponding cycle-averaged (360th cycle) temperature 
contours are shown in Figures 5.29 and 5.30. For lower acoustic power input (Case 2), 
the isotherms are similar to those obtained for the heat conduction case. For higher 
acoustic power input (Case 3) compared to Case 1B, the temperature field undergoes 
further distortion to accommodate the larger acoustic power input.  
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Figure 5.29: Cycle-average temperature contour, in 360th cycle, differentially heated top 
and bottom walls, y0/δν = 20, Xmax = 0.5x10-5 m (Case 2) 
 
 
 
 
Figure 5.30: Cycle-average temperature contour in 360th cycle, differentially heated top 
and bottom walls, y0/δν = 20, Xmax = 1.5x10-5 m (Case 3) 
 
 
 
Cases 4 and 5 are run for different channel widths y0 = 15δν, and 25δν respectively 
with ∆T = 20K. In this range, the predicted streaming structures do not change much 
compared to results obtained for Case 1B. However the temperature contours for y0 = 
15δν (Figure 5.31) and y0 = 25δν (Figure 5.32) show significant differences. For a larger 
enclosure height, the acoustic power input is higher and the temperature field shows more 
distortion. The effect of enclosure height on Nu number is given in the Table 5.2. Nu 
along the bottom wall increases significantly with the increasing channel width, but the 
Nu along top wall does not change much. To compensate for the energy addition by the 
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vibrating wall, the heat addition from the hot wall to the fluid is lesser than the heat 
removal from the bottom wall. 
 
 
 
Table 5.2.  Effect of enclosure width on Nu 
Case y0/δν Top wall Bottom 
1B 20 0.998 1.231 
4 15 1.016 1.114 
5 25 1.098 1.395 
 
 
 
 
Figure 5.31: Cycle-average temperature contour, iat the 360th cycle, differentially heated 
top and bottom walls, y0/δν = 15, Xmax = 1.0x10-5 (Case 4) 
 
 
 
 
Figure 5.32: Cycle-average temperature contour, in 360th cycle, differentially heated top 
and bottom walls, y0/δν = 25, Xmax = 1.0x10-5 (Case 5) 
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Next we discuss a more realistic system where the vibration of the left wall is 
limited to the central part of the wall. To investigate this kind of problem, we vibrate the 
part of left wall vibration: H1/H = 0.4 and 0.1, in the cases 6 and 7. The schematic is 
given in Figure 5.16(b).   
Figure 5.33 (a) shows the cycle-averaged flow field (360th cycle) for Case 6, where 
40% of the left wall vibrates, under unheated (isothermal top and bottom walls) 
condition. In the bulk zone, four outer streaming and four inner streaming rolls are 
observed, similar to the case of the full wall vibration (see Figure 5.22). However, two 
other additional vortices are found near the central vibrating part of the left wall. The 
steaming patterns near the left wall are enlarged in the Figure 5.33 (b), which clearly 
shows the effects of the partial vibration on the flow field. 
 
 
 
  
(a)                                                              (b) 
Figure 5.33: Acoustic streaming, at 120th cycle, isothermal top and bottom walls, y0/δν = 
20, Xmax = 1.0x10-5, differentially heated top and bottom walls, partial (40%) left wall 
vibration, (Case 6A) 
 
 
 
Following earlier simulations with full wall vibration (Cases 1A and 1B), the top 
wall temperature is now increased to 320K, while the bottom wall is held at 300K (Case 
6B). The cycle-averaged flow field (after an additional 360 cycles) is given in Figures 
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5.34. The results are similar to those reported earlier in Figure 5.24 (for the full wall 
vibration). The effect of the partial wall vibration is only limited to the vicinity to the left 
wall, considering. Figure 5.35 shows the temperature contour in the steady state. It is 
closed to the results of heat conduction, because of the weak streaming velocity. 
 
 
  
(a)                                                                   (b) 
Figure 5.34: Acoustic streaming, at 360th cycle, y0/δν = 20, Xmax = 1.0x10-5 , 40% of left 
wall vibrating, (Case 6B) 
 
 
 
 
Figure 5.35: Cycle-average temperature contour, in 360th cycle, heating, y0/δν = 20, Xmax 
= 1.0x10-5 , 40% of left wall vibrates, (Case 6B) 
 
 
 
In case 7, the vibrating part of the left wall is further deceased to 10%. The acoustic 
streaming when the top and bottom walls are kept at the initial temperature is shown in 
Figure 5.36. The streaming structure becomes irregular from the case of whole wall 
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vibration, because of stronger nonuniform boundary condition in the left wall and weaker 
acoustic streaming in the field. 
 
 
 
 
Figure 5.36: Acoustic streaming, in 120th cycle, isothermal top and bottom walls, y0/δν = 
20, Xmax = 1.0x10-5 , 10% of left wall vibrating, (Case 7) 
 
 
 
5.3.4. Conclusions 
 
The structure and strength of acoustic streaming excited by wall vibration, the 
effect of heating on acoustic streaming, and acoustic streaming-induced thermal 
convection in a nitrogen-filled closed enclosure were studied numerically. The formation 
of pressure (acoustic) waves and associated thermal and flows phenomena are dominated 
by the unsteady compressible Navier-Stokes equations with temperature dependent 
viscosity and conductivity. The steady second-order acoustic streaming is predicted by 
mechanically induced periodic oscillations in the fluid. After one wall temperature of the 
closed system is increased, the structure of the streaming is changed due to the 
nonuniform fluid properties. Furthermore, the streaming velocity increases when the 
temperature of the heated wall is increased. Hence, heating is another way to increase the 
acoustic streaming, other than increasing the amplitude of wall vibration. To a closed 
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system, the wall vibration has mixed effects on the heat transfer along the walls. First, the 
mean velocity induced by acoustic streaming can enhance the heat transfer. Second, the 
acoustic power input to the system adds a new heat load to the cooling plate. Therefore, 
acoustic streaming is not always conducive to cooling down the hot source. Finally, the 
effect of partial wall vibration is studied. The nonuniform wall condition is found to be 
the significant effect on streaming structure. Acoustic streaming introduces an additional 
convective heat transfer mode into systems in a zero-gravity environment where it is 
assumed that conduction is the only heat transfer mode. The model developed can be a 
valuable tool in the optimized design of heat exchangers with acoustically enhanced 
performance and other applications of acoustic streaming. 
164 
 
5.4 Conclusions 
 
For the high-intensity standing waves driven by wall vibration, the second-order 
steady acoustic streaming due to acoustic interact with boundary-layer are observed by 
both experimental and numerical methods. The computational and experimental results in 
a cylindrical resonator demonstrate the same characteristics of the standing wave and 
acoustic streaming. The convection induced by acoustic streaming is found to have a 
marked effect on heat transfer. The wall temperature variation will also change both the 
structure of the acoustic streaming and the streaming velocity, due to the nonuniform 
fluid properties.  
Both the characteristics of acoustic streaming and the interaction of acoustic 
streaming with heat transfer are strongly dependent on the intensity of the acoustic wave, 
the width of resonator, and the condition describing the vibrating wall.  
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6. SIMULATION OF A THERMOACOUSTIC REFRIGERATOR6 
 
6.1 Introduction 
 
The thermoacoustic refrigerator uses high-amplitude acoustic standing waves to 
pump heat into inert gases such as helium, optionally mixed with other noble gases. It 
offers a variety of advantages, including requiring very low-maintenance operation due to 
using few or no mechanical moving part, no sliding seal and no lubrication; and 
elimination of harmful refrigerants, such as CFCs. A simple model and working 
principles of a thermoacoustic refrigerator are illustrated in Figure 6.1.  
In this chapter, we try to simulate the physical processes including the 
compression/expansion of fluid in a wave field, the acoustic boundary layer development, 
the interaction of the wave field with viscous effects, and formation of temperature 
difference along the stack and the associated thermal convection in a two-dimensional 
resonator with thin plates inside. Such parallel plates (stacks) have been used in acoustic 
resonators for developing thermoacoustic refrigerators. 
 
6.2 Non-dimensional Form of Numerical Model 
 
Considering the large dimension of practical refrigerator and extreme small 
acoustic boundary thick, a non-dimensional form is used in this chapter to reduce the 
computational time. In this chapter, a variable with superscript * is a dimensional 
variable, while all other variables are non-dimensional.  
                                                 
 
6  “Numerical Simulation of an Acoustically Driven Resonator with Internal Thin parallel Plates”, Lin, Y, 
Farouk, B, ASME-JSME Thermal Engineering Summer Heat Transfer Conference, July 8-12, 2007, 
Vancouver, British Columbia, Canada  
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Figure 6.1 Schematic illustration of the thermoacoustic refrigerator 
 
 
 
In the two-dimensional Cartesian coordinate system, the N-S equations are 
expressed in the non-dimensional conservative form as 
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The non-dimensional components of the heat flux are written as 
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Here, the variables with subscript 0 are the initial values. The quantity u0* is wall 
vibration amplitude, and ω* is the angular frequency of wall vibration. 
The fluid thermophysical properties in the dimensionless group, Re, St, Ec and Pr, 
are evaluated at the initial temperature, and the specialized velocity used is the maximum 
velocity of the left wall vibration. 
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The gravitational effects on the flow fields are neglected in this study as the effects 
are considered to be negligible when compared to the flow fields produced by the 
vibration of the left wall. In addition, an equation of state for perfect gas is used to relate 
the temperature to the other thermodynamic characteristics: 
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The temperature distribution in the plate is governed by the unsteady heat 
conduction equation: 
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Zero-gradient temperature boundary conditions for all walls of the enclosure were 
used. The wall temperature of the stack is calculated by the energy balance of stack 
surface: 
gasstacks n
TK
n
TK ∂
∂=∂
∂                                                                                   (6.12)  
   
 
Figure 6.2 Schematic illustration of the computational domain 
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6.3 Problem Statement 
 
By omitting the effects of the top and bottom walls of the resonator, we are able to 
limit the computational domain to one pair of plates. A two-dimensional rectangular 
enclosure is considered (Fig. 6.2). The top and bottom boundaries are symmetric lines 
across the middle plane of two adjacent plates. The left wall of the enclosure is modeled 
as a rigid boundary which vibrated harmonically and represented the motion of a 
loudspeaker. The vibrating boundary is the acoustic source in this geometry. The right 
wall of the enclosure is fixed. Initially the gas in the enclosure is quiescent and kept at the 
constant mean temperature and pressure. The frequency of the wall vibration and the 
length of the enclosure are chosen such that a half acoustic standing wave formed in the 
enclosure. The stack is located at the middle of the node and antinode of the velocity 
profile.  
In the present study, two locations of stack are studied: L*1/L* = 0.25 and 0.75; the 
length is L*2/L*=0.1, and width is H*2/H*1=0.333. 
The linear dimension that characterizes diffusive heat transfer between the 
acoustically oscillating fluid and the solid pore material, at an angular acoustic 
frequency  f2 ** π=ω , is defined as the thermal penetration depth, 2/1**p***k )c/k2( ωρ=δ . 
The characteristic exponential length scale is related to the distance over which heat can 
diffuse during a time that is related to the acoustic period of the acoustic oscillation. A 
similar exponential length that characterizes the thickness of the viscous boundary for 
oscillatory flow parallel to a solid surface is the viscous penetration depth, 
2/1**** )/2( ωρµ=δν  [87]. The gap between two plates has significant effect on the 
performance of the thermoacoustic refrigerator, because either too big or too small a gap 
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will result in failure to generate a temperature difference. According to practical engines, 
the gap in the computational model is chosen as H*1 = 1.8δk*.  
 
6.4 Results and Discussion  
 
The simulations were performed for three cases in this study (Table 6.1). For case 1 
and case 2, the calculations were started with the vibration of the left wall at x = 0 and 
with uniform initial values of pressure, temperature and density. For each cycle of the 
vibrating wall, about 36,000 time steps were used for the computations. This was 
primarily dictated by the requirements of the explicit time-marching scheme used and the 
tracking of the acoustic waves. 
 
 
 
Table 6.1 Parameters of the selected cases 
No Stack Heat exchanger L1/L Re St 
1 Ks/K0=1.45 No 0.25 2424 667 
2 Ks/K0=1.45 No 0.75 2424 667 
3 Ks/K0=1.45 Yes 0.25 2424 667 
 
 
 
Although the number of parallel plates in a stack is usually very large, we can study 
physics of the interaction between the acoustic waves with the stack in one pair of plates. 
For the present calculations, the thermal and acoustic boundary layers on the parallel 
plates are adequately resolved as we considered a relatively narrow computational 
domain (L*/H* = 244). 
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As the length of resonator was set to be one-half of the acoustic wavelength, a 
standing half wave is expected. In the half-wavelength resonator, the velocity node is in 
the middle of resonator, while the two antinodes are located in the left and right walls. In 
all cases, the middle of stack is put at the middle location between the velocity node and 
antinode. The maximum normalized displacement of vibrational wall was set to Xo*/L*= 
1/St = 0.0015.  
Figure 6.3 shows the variation of pressure along a horizontal plane of the domain 
halfway between two stacks (y*/H*=0.5) at ω*t*=0, π/2, π, and 3π/4 during the 200th 
acoustic cycle (case 1 in Table 6.1). These pressure profiles are quite similar to those for 
the one-dimensional classic standing wave, because the thickness of plates is small 
(H*2/H* = 0.33). However, when the pressure value is low, such as at ω*t*=0 and π, the 
shape of the pressure profiles gets distorted near the front end of the stack. 
 
 
 
 
Figure 6.3 Variation of gas pressure along the horizontal plane of the enclosure (y*/H* = 
0.5) at four different instants (ωt = 0, π/2, π, 3π/2) during the 200th acoustic cycle (case 1) 
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Although the effect of the stack on the pressure profiles is not dramatic, its effect 
on the temperature profiles is significant. The temperature distributions along a horizontal 
plane of the domain (y*/H*=0.5) at the four different phases during the 200th acoustic 
cycle are shown in Figure 6.4. The stack extends between x = 0.2 to x = 0.3. There are 
some strong temperature variations found along the length where the stack is located. In 
the all time, the gas temperature reaches the highest value at the front end position of the 
stack, and then decreases along the length of stack. After the temperature reaches the 
minimum value at the end of stack, it increases back to the bulk temperature. 
To investigate the overall development of temperature profile, the gas temperature 
was time-averaged over one acoustic cycle. Figure 6.5 shows the cycle-averaged 
temperature in the resonator (along the horizontal plane, y*/H*=0.5) for the 100th and 
200th acoustic cycles. It is clearly seen that a temperature separation has occurred along 
the stack: the cycle-averaged temperature increases to the maximum temperature at the 
front position of the stack, then decreases to the minimum temperature at the end position 
of the stack. The cycle-averaged temperature along the horizontal mid plane then relaxes 
back to the mean temperature of the gas in the resonator. The temperature difference 
along the stack increases with time, because no heat exchanger is added to stabilize the 
temperature. Furthermore, the mean temperature in the enclosure increases with time, due 
to the acoustic energy input by the wall vibration and no heat loss through wall boundary.  
The cycle-averaged temperature contours are shown in Figure 6.6 for case 1. The 
temperature values are nearly same in the y-direction, even in the stack zone. This is 
because of the very narrow geometry (L*/H* = 244) and the nearly identical heat 
conductivities of the gas and the stack. 
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Figure 6.4 Variation of gas temperature along the horizontal plane of the enclosure 
(y*/H* = 0.5) at four different instants (ωt = 0, π/2, π, 3π/2) during the 200th acoustic 
cycle (case 1) 
 
 
 
 
Figure 6.5 Time-averaged gas temperature profile along the horizontal plane of the 
enclosure (y*/H* = 0.5) at the different acoustic cycles (case 1) 
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Figure 6.6 Temperature contour in the enclosure based on time averaging at the 200th 
acoustic cycle (case 1) 
 
 
 
The cycle-averaged plate temperature along the longitudinal direction is shown in 
Figure 6.7 for two different times. As expected, the plate temperature decreases from the 
front of the stack point to the end of the stack at all times. It is very interesting to discover 
that the strong temperature gradient is located in the front of stack when oscillation starts, 
but, however, that the temperature variation becomes almost linear along the stack when 
the oscillation becomes more stable. Like with the gas temperature, the stack temperature 
difference and mean temperature increase with time, because there is no heat loss to 
dissipate the energy input by wall vibration.  
The temporal variation of the temperatures at front point and end point of the stack 
are shown in Figure 6.8. The fluctuations in the temperature profiles are due to the 
oscillating flow field in the resonator. However, the process of energy separation between 
the two points is clearly shown in this figure and thus represents the essence of the 
working principles of a thermoacoustic refrigerator or engine. 
Figure 6.9 shows the velocity distribution along the horizontal mid plane of the 
enclosure at ω*t*=0, π/2, π, and 3π/4 during the 200th acoustic cycle. The velocity 
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profiles are quite smooth, except for the sudden jumps at both ends of the stack. This is 
because the flow across the area is suddenly decreased in the zone of the stack. The effect 
of the stack is found to be limited only to the neighborhood of stack; no significant effect 
on the bulk fluid field is found. 
 
 
 
 
Figure 6.7 Time-averaged plate temperature profile along the horizontal plane of the 
stack at different acoustic cycles (case 1) 
 
 
 
 
Figure 6.8 Temporal stack temperature variation at the two ends of the stack (case 1) 
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Figure 6.9 Variation of the gas velocity along the horizontal plane of the enclosure (y*/H* 
= 0.5) at four different instants (ωt = 0, π/2, π, 3π/2) during the 200th acoustic cycle (case 
1) 
 
 
 
 
Figure 6.10 Flow field near the stack based on the time-averaged velocities at the 200th 
acoustic cycle (case 1) 
 
 
 
Figure 6.10 shows the mean (cycle-averaged) flow field in the enclosure during the 
200th acoustic cycle. The flow field is based on the cycle average mass transport velocity 
value in the enclosure. Because the side wall of the resonator is omitted, the streaming 
lines in bulk flow field are straight, except in the zone near the stack. Four strong 
vorticies are formed at the both ends of the plate, due to the sudden changes of flow area. 
Two vorticties are found in the zone along the length of the stack. These kinds of 
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vorticities are unwanted, because they induce the unwanted temperature mixing that 
decreases the temperature separation of the stack. 
To study the effect of stack location, simulations are carried out for L*0/L* = 0.75. 
Figure 6.11 shows the average plate temperature variations along the stack (at y*/H* = 
0.5) during the 100th acoustic cycle for different locations of the stack. It is very 
interesting to find out that the hot and cold ends of the stack are switched for case 1 and 
case 2. Physically, the direction of temperature separation is determined by the particle 
vibration in the bulk fluid. The cool end of the stack always faces the node of the 
velocity, and the hot end of the stack faces the antinode of the velocity. The temperature 
distributions in the two cases are not totally symmetric, because the velocity boundary 
conditions of the left and right walls are different. 
 
 
 
 
Figure 6.11 Time-averaged gas temperature profile along the horizontal plane of the 
enclosure (y*/H* = 0.5) for different L1/L during the 100th acoustic cycle (cases 1, 2) 
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In the final case considered, case 3, two heat exchangers are added to the two ends 
of the stack. To speed up the computation, the computational results in the 200th cycle of 
case 1 are used as the input for case 3. The two isothermal heat exchangers are kept at the 
final temperature from case 1: the hot end of stack is held at T = 1.024, and cold end is 
held at T=0.99. For the hot end, the length of the heat exchanger is 0.009, and for the cold 
end, the length of the heat exchanger is 0.0045. To further cool down the energy input by 
wall vibration, the left and right wall temperatures are also kept at T=0.99. The gas and 
plate temperature profile near the stack at the 600th cycle are shown in Figures 6.12. 
Because of the strong acoustic wave input from the wall vibration, the bulk fluid 
temperature keeps increasing with time. However, the temperature in the neighborhood 
of the stack does not change much, because we keep the temperature of the hot heat 
exchanger constant. Figure 6.12(b) clearly demonstrates the cooling effect of the stack. 
Except the high gas temperature away from the stack, the gas near the cold heat 
exchanger is still lower than the cold heat exchanger. In the meaning time, the cooling 
load in the cold heat exchanger is 1.75W. Because the area of the hot heat exchanger is 
too small to absorb all the acoustic power input, the temperature balance is not 
established in this time scale. A further optimization design is needed to establish a 
reasonable energy balance and performance of a thermoacoustic refrigerator. 
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(a)                                                                    (b) 
Figure 6.12 Time-averaged gas and plate temperature profile in the 600th acoustic cycle 
(case 3) 
 
 
 
6.5 Conclusions 
 
Heat transfer and flow characteristics in a two-dimensional resonator with thin 
plates, due to acoustic excitations were investigated by solving a fully compressible form 
of the Navier-Stokes equations. Temperature separation along the stack is observed. No 
matter the location of stack, the cool end of stack always faces the node of the velocity, 
while the hot end of stack faces the antinode of the velocity. Aside from the flow 
disturbance due to the sudden flow-area change, unwanted streaming is found among the 
stack. After two heat exchangers are added, the cooling effect is achieved. In the future, 
optimizations need to be carried out to achieve reasonable performance for a 
thermoacoustic refrigerator.  
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7. CONCLUDING REMARKS 
 
7.1. Summary and Research Contributions 
 
In this study, acoustic waves are generated by two kinds of sources: rapid heating 
of compressible fluids, and mechanical vibrations of a solid wall. The interactions of 
acoustic waves with viscous and conducting fluids have been investigated both 
computationally and experimentally. The flow field, behavior of heat transfer associated 
with both kinds of acoustic waves and effect of gravity are characterized by 
measurements and simulations. 
First, the generation, propagation and damping of thermally induced acoustic 
waves in an enclosure were studied by experimental and numerical methods. In both 
experimental and numerical results, thermally induced acoustic waves were generated by 
rapidly increasing the wall temperature of the enclosure, and the strength of the pressure 
waves was found to be directly proportional to the temperature increase ratio on the wall. 
The physical features of the computational and experimental results are in good 
agreement with each other.  
The numerical model developed  for thermally induced acoustic waves was then 
applied for a large initial pressure range of P0 = 0.1 to 8 Mpa for carbon dioxide. The 
pressure and temperature considered included ideal and real gas states and supercritical 
states. The pressure-wave shapes observed in both real gas and supercritical states are 
quite similar to those observed for an ideal gas. However, the strength of the pressure 
waves increase with increasing initial pressure, which is explained by the variations of 
fluid properties with pressure.  
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The effects of the thermally induced acoustic phenomena on the transient natural 
convection process in an enclosure were studied by solving the unsteady compressible 
Navier-Stokes equations. The effect of gravitational acceleration was found negligible for 
early times. As the acoustic waves lose their strength, buoyancy-induced natural 
convection currents dominate the flow field. The development of buoyancy induced flow 
is, however, strongly affected by the strength of the thermally induced acoustic wave. It 
is also observed that the thermally generated flow field and the buoyancy induced flow 
field are both affected by the aspect ratio of the enclosure.  
In the original plan, the experiments were carried out in the normal and micro-
gravity conditions. The nomral gravity part of experiments was finished in the Hess Lab, 
Drexel University, and the micro-gravity experiments were planed to be carried out in the 
NASA Glenn 2.2 Second Drop Tower. The drop rig was designed and partly built in the 
Hess Lab, according to the document provide by the Glenn Research Center. During the 
test in Hess Lab, we found that the signal record range of DDACS was limited in 0 to 5 
V, which can not meet our experimental requirement.  Due to the unexpected closure of 
the drop tower facilities at NASA Glenn, the proposed experiments in microgravity 
environment could not be carried out. 
For high-intensity standing waves driven by wall vibration, the second-order steady 
acoustic streamings due to acoustic-boundary layer interactions are observed by both 
experimental and numerical methods. The computational and experimental results in a 
cylindrical resonator demonstrate the same characteristics of the standing wave and 
acoustic streaming.  
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The convection induced by acoustic streaming is found to have a marked effect on 
heat transfer. In turn, the wall temperature variation will also change both the structure of 
acoustic streaming and streaming velocity due to the nonuniform fluid properties.  
Finally, the numerical model was used to simulate the heat transfer and flow 
characteristics in a two-dimensional resonator with internally placed thin plates due to 
acoustic excitations. When the gap of the stack is of the order of the thermal penetration 
thickness, the temperature separation along the stack is observed. The lowest temperature 
is formed at the end of the stack that faces the node of the velocity, while the highest 
temperature is found at the other end of the stack. The presence of the stack in the 
resonator introduces some flow disturbances at the both ends of the stack. Furthermore, 
acoustic streaming is found within the stack. This streaming not only increases the 
acoustic power input, but also mixes the gas temperature and decreases the temperature 
difference along the stack. A significant cooling effect is achieved after two constant-
temperature heat exchangers are added at the ends of the stack.  
The experimental setups allow us to characterize acoustic waves and visualize the 
flow field they produce. The computational models provide dynamic simulations of the 
transport phenomena driven by the interactions of acoustic waves with viscous flows and 
heat transfer. The models have been verified by the experimental data, and perform 
various simulations in both Cartesian and Cylindrical coordinates. They can be used as a 
flexible design tool in industrial applications. 
A significant part of the results obtained in this study have already been published 
or presented in various national and international conferences (see Appendix B for a 
complete listing). 
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7.2. Recommendations for Future Work 
  
Acoustic-fluid dynamic interactions have applications in a wide range of industrial 
processes and create challenging problems. Several research problems in this area remain 
which require further investigation to fully explore the nature of their underlying physical 
processes. 
• An interesting extension of the thermally induced acoustic-wave problem for 
high-pressure gases and supercritical fluid would be the investigation of their 
long-time behavior and their interactions with buoyancy-induced flow. 
• Acoustic waves are also an important problem involved in the combustion 
phenomenon. The pressure waves generated by combustion have two opposite 
effects on the flame. First, they enhance the mixing of the fuel and oxidant. 
Second, the temperature oscillations induced by a pressure wave will destabilize 
the flame. A detailed investigation can be carried out by coupling the mass 
conservation equation and chemical reaction model with the Navier-Stokes 
equations. 
• Investigate the formation of standing waves and acoustic streaming in resonators 
with different shapes. With specially designed shaped resonators, it is possible to 
control the formation and strength of acoustic streaming according to the 
demands of different applications. For instance, we would like to maximize 
acoustic streaming in an acoustic mixer, but acoustic streaming should be 
minimized in a thermoacoustic refrigerator and pulse tube refrigerator to decrease 
energy dissipation in these systems. 
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• An extension of the experimental studies to quantify the velocity fields in 
thermally induced and mechanically driven acoustic waves would be an 
extremely valuable contribution. 
• Acoustic streaming in liquids and super-critical fluid also has important 
biomedical applications. 
• Optimize the design of thermoacoustic refrigerator. The careful selection of wall 
vibration amplitude, and length and temperature of heat exchangers are needed to 
apply the numerical model in industry.  
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APPENDIX A: NOMENCLATURE 
 
 
c  speed of sound 
C  capacitance 
cp  specific heat at constant pressure 
cv  specific heat at constant volume 
E  total energy 
Ec  Eckert Number,  1)M-(
Tc
u 2
0p
2
0 γ=  
f  frequency 
g  gravitational acceleration 
GrH  Grashof number, 
3
1 2
2
g (T T )Hβ −
ν  
h  heat transfer coefficient 
i  internal energy 
k  thermal conductivity 
M  Mach number 
NuH   Nusselt number,  
k
Hh   
p  pressure 
Pr  Prandtl number 
q  heat flux 
r  radial direction ( Cylindrical coordinate ) 
R  specific gas constant 
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Ra  Rayleigh number 
Re  Reynolds number 
Rfoil  foil electric resistance 
St  Strouhal Number,  
u
L
0
ω   
t  time 
T  temperature 
u  velocity component in the x-direction 
v  velocity component in the y-direction 
V  voltage 
w  velocity component in the z-direction 
x/y/z  directions in Cartesian coordinates 
X  wall displacement 
z  axial direction ( cylindrical coordinates ) 
 
Greek symbols 
α thermal diffusivity 
β volumetric thermal expansion coefficient 
γ ratio of specific heat 
δν viscous penetration thickness,  2ρω
µ  
δk thermal penetration thickness,  
c
k2
pωρ
 
λ wavelength 
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µ dynamic viscosity 
ν kinematic viscosity 
ρ density 
τ shear stress 
τc travel time for the acoustic wave to traverse the enclosure width 
τh time constant for wall heating 
ω angular frequency 
 
Subscripts and superscripts 
0 initial 
b bottom  
L left 
n direction normal to the wall 
R right 
t top 
w wall 
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The present research study resulted in a number of scientific publications. A list of 
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