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О вычислении энтропийных функционалов и их минимумов 
в неопределённых проблемах продолжения 
Д. 3. АРОВ и М. Г. КРЕЙН 
Посвящается академику Б. Секефальви-Надь к его семидесятилетию в знак 
глубокого уважения и самых лучших чувств 
Введение 
Для измеримых при \1\ = 1 матриц-функций (сокращённо — м.-ф.) / (£ ) 
порядка тХп, таких, что / * ( 0 / ( О =1„ п. в. (/£КтУп) в настоящей работе 
рассматриваются функционалы 
а 
(1) .• ( / ; * ) = - / 1п [/„ - Г ( 0 / ( 0 1 1 ^ 1 (И -= !)• 
ч п |;|=1 ^ 
Функционал г( /)==г(/ ; 0) имеет следующий энтропийный смысл. Условие 
/ * / равносильно неравенству 
Поэтому [1] для / из КтХп м.-ф./(е'") можно интерпретировать как смешанную 
спектральную плотность Д „ (/¡) двух стационарных и стационарно-связанных 
гауссовских случайных процессов £ = {£,(/с)}™=1 и ч = {г!](к)}"=1 с дискретным 
временем A:(gZ) (размерностей /и и и со спектральными плотностями = 
=1 т и /ч>ч00=/„*)). Согласно формуле Пинскера [2] величина г'(/) может быть 
проинтерпретирована как скорость передачи информации /(£, у) одним из про-
цессов £ и // о другом. В силу этого функционалы г ( / ; г) мы называем энтропий-
ными. 
Поступило 22 июля, 1982. 
*) Последнее условие означает, что гауссовы случайные величины ¡¡(к) (и незави-
симы при различных { О) или к и имеют единичную дисперсию. 
з 
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В настоящей статье вычисляются значения / ( / ; z) и минимума г ( / ; z) 
для решений/(С) следующей проблемы продолжения и других проблем, свод-
ящихся к ней (задача Шура, би-касательная задача Неванлинны—Пика и др.). 
Задача N(m; п). Найти м.-ф. / ( ( ) из КтХп с заданной «главной частью» 
сю 
её разложения в ряд Фурье: / (С)~ 2 УкС~к + ••• • 
1 
Ещё в 1957 г. Не хари [3] в скалярном случае (т=п = 1) получил критерий 
разрешимости такой проблемы продолжения. Позже авторы совместно с 
В. М. А д а м я н о м [4а] получили критерий того, когда множество 91 решений этой 
проблемы содержит более одной функции и формулу (2), дающую в этом слу-
чае параметрическое описание множества 21. Эти и другие результаты в даль-
нейшем были обобщены на случай, когда значениями / ( Q являются матрицы-
операторы, действующие из С" в Ст [4с] (определённая часть результатов сох-
ранила силу и на случай операторов в бесконечномерных гильбертовых прост-
ранствах). 
В этот же период стало ясно, что к задаче N(m; п) легко сводится ряд ин-
терполяционных задач таких, как задача Неванлинны—Пика, Шура, Карате-
одори—Фейера и др. и их матричные обобщения, а также появившаяся к тому 
моменту задача С а р а с о н а [5]. Один из авторов (М. Г. Крейн) совместно с 
Ф. М е л и к - А д а м я н о м выполнил исследование [6], в котором был рассмот-
рен матрично-континуальный аналог задачи N(n; п) и установлена связь такой 
задачи с задачей рассеяния для канонических систем. 
Таким образом, имеется довольно широкий круг задач, в которых в так 
называемом вполне неопределённом случае описание решений получается по 
формуле (2). В основу вычисления энтропийных функционалов i ( f ; z ) и их 
минимума для решений / (£) задачи N(m;n) в настоящей работе положена 
именно эта формула. 
В нашей заметке [7] сформулированы полученные на таком же пути анало-
гичные результаты для родственных задач продолжения в классе голоморфных 
при [z[ < 1 м.-ф./(г) с Re/(z) а 0, где вместо /„—/*(£)/(£) рассматривается 
R e / ( Q (ICI — !)• После опубликования этой заметки авторам стали известны 
статьи Р. ÜEWiLD'a и Н. DYM'a [8], где, в частности, на том же пути применения 
формулы пописания всех решений задачи указано решение с минимальной энтро-
пией для специальной задачи продолжения. Статья [8Ь] передана в печать в один 
и тот же день с нашей заметкой [7] и в ней рассмотрена задача вычисления 
минимума энтропии для матрично-значной касательной проблемы Неванлинны 
—Пика с конечным числом узлов интерполяции. Она явилась дальнейшим раз-
витием предыдущей работы тех же авторов [8а], где была рассмотрена такая 
задача в скалярном случае. 
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За недостатком места мы не имеем возможности подробно остановиться 
на связях, существующих между результатами настоящей статьи и нашей за-
метки [7], где, кстати, указана дополнительная литература, имеющая отноше-
ние к рассматриваемому циклу исследований. Отметим только, что настоящая 
статья является подробным раскрытием содержания п. 5 заметки [7]. Развёр-
нутое изложение остальной части заметки [7] будет нами дано в другом месте. 
1. Некоторые положения об энтропийных функционалах 
1. Напомним, что через КтХп обозначается класс измеримых при |£| = 1 
матриц-функций/(Q порядка тХп с | | /(£) | |sl (/*(£)/|С1 =Q п. в. Через 
ВтХ" обозначим класс голоморфных при |z| < 1 м.-ф. <o(z) порядка т Х " с 
| | * (z ) | | s l . По теореме Фату для $(£) из BmXn существует п.в. при |(| = 1 гра-
ничное значение <?(С)(=Нш «?(/•())• Для м.-ф. <S{Q имеем S{Q^KmXn и 
esssup||<f(í)|| = sup | |í(z)| |(= ||<f|U). 
I?l=1 |z|cl 
Переходом от ${z) к S(Q осуществляется естественное вложение ВтХ" в КтХп. 
В этом параграфе центральным объектом будет семейство QÍ (А) = 
= {/у. <?еВтХ"} м.-ф. /¿(Q из КтХп, являющееся образом В т Х п при инъектив-
ном дробно-линейном преобразовании 
(2) /ДС) = [ М 0 < П 0 + М 0 Н М С К ( 0 + я 2 2 ( 0 ] - \ <^€BmXn, 
переводящем сжимающие матрицы в м.-ф. fg(Q из ктХп и изомет-
рические матрицы S (£*£—1п) в изометрическизначные м.-ф. /¿,(0 (предпола-
гается, что п ^ т ) . Известно [9, 10], что дробно-линейное преобразование яв-
ляется таковым, когда его измеримая м.-ф. коэффициентов A{Q=[aik(Q]\ ум-
ножением на некоторую измеримую скалярную функцию может быть сделана 
у-унитарной с 
В дальнейшем будем предполагать, что уже сама матрица А (О является 
у-унитарной, т. е. Л* (£)/4 (£)=./ п. в., |(| = 1. Поблочная запись этого ра-
венства означает, что 
я Ш М О - а ^ Л О М О - 4 , я* ( О М О - я & Ю М О = 0, 
аШ)а1г(0-аШа22(0=-1п. 
Так как вместе с А (0 является ./-унитарной и матрица А* (С), то из системы ра-
венств (3) вытекает: 
а21 (С) «21 (0 — а22 (0 Я22 (0 — — 4 • 
3* 
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Отсюда видно, что матрица а 2 2(0 обратима, так что можно определить 
(4) у.(0й=-0^(0^(0, 
и что для м.-ф. у (() имеем 
(5) ^ ( O f e W = 1„-х(0хЧ0, 
(6) i(*) = J - f ln|deta22(Ç)\\dQ. 
2 n iei=x 
Будем в дальнейшем предполагать, что м.-ф. у(С) удовлетворяет следую-
щим дополнительным условиям: 
(О 1) Z€B«xm ; 2) 
Во всех представляющих интерес конкретных задачах, приводящих к семейству 
91 (А), м.-ф. х(0 удовлетворяет условиям (!). Напоминаем, что включение 
Х£В"Хт означает, что х(0 — граничное значение м.-ф. x(z) из BnXm. 
2. Т е о р е м а 1. Пусть A(Q — (aik(Q)j •—м.-ф., принимающая j-унитарные 
значения п.в. при |Ç| = 1, и пусть определённая по формуле (4) м.-ф. у (О удовлет-
воряет условиям (!). Тогда для м.-ф. fg из семейства И(А), определённых по 
формуле (2), имеем: 
(7) i ( f s ) = i(X) + W + ln |det [ / -*(0K(0)] | . 
В 91 (A) существует и притом единственная м.-ф./0.т[п{§, на которой функцио-
нал i ( f ) принимает наименьшее значение. М.-ф. /0;min(О получается по 
формуле (2) при постоянной м.-ф. ё({) — у*ф), так что 
(8) 1 (/о; mi„) = i (у) + (1/2) ln det [/„ - х (0) (0)]. 
Если, в частности, х (0 )=0 т Х п , т о : / 0 ; m i n = a 1 2 а " 1 , 
(9) i ( f g ) = i(l) + i (<?), i (/* mi„) = i С/)-
Д о к а з а т е л ь с т в о . Пользуясь системой равенств (3), получаем 
in-томо = 
= KV ю п к - * ( î k ю г т е - ^(о(О](/„ - х ( о в (О]-1 «¿21 (О-
Для х(€#п х ш) условие i(x) < «> равносильно следующему 
f ln( l - | | z (0 | | ) |dÇ| . 
ICI=i 
Поэтому ||х(011 < 1 п. в. Из принципа максимума для м.-ф. из Вп Х т вытекает, 
что ||/(z)|| < 1 при |z| < ï . Поэтому для любой м.-ф. <a(z) из В т Х" определена 
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и голоморфна при | z |< l м.-ф. [/„— x(z)$(z)] 1. Более того, In—x(z)£(z) 
— внешняя м.-ф. (см., например, [11], лемма 3.1), т. е. 
In |det[/„-*(0K(0)]| = ¿ г fin | de t [ /„ -z (0^(0] | K l -
2 к ici =i 
Это равенство вместе с (6) и (10) дают (7). Остаётся показать, что величина 
i (<f) + ln |det [/„ — х(0)S(0)]| («Г€В»х») 
принимает наименьшее значение тогда и только тогда, когда <f (£) = /*(0). 
Это очевидно, когда х(0) =0„Х т , ибо i(S')=sO и i{$) = 0, если S(Q = 0 т Х п и только 
в этом случае. Пусть х(0)^0„Х т . Тогда рассмотрим дробно-линейное преоб-
разование 
*Л0 - [ ¿ i l + 
с постояннойу'-унитарной матрицей коэффициентов Â = (âik)l, отображающее 
¿?(О=Х*(0) В ^ ( С ) = о т х „ , 
~ У-а-ХоХ*о)112Хо Vn-XoXt)-112 Г 
Применяя для семейства 21 (Â) уже доказанную формулу (7), получаем: 
'(А) = i(Хо) + i(£) + ln [det [/„-Z(0)g(0)J1, 
где хо(0 = хо = х(0)- Таким образом, равенство (7) можно переписать в виде 
Остаётся заметить, что =0 и i(S1)=0 тогда и только тогда, когда 
^ ( 0 = 0, т. е. когда (О = Г*(0). При такой м.-ф. <?(£) получается/0;min (О 
с '(/о; min)='(z)—'(/о)> ч т о равносильно формуле (8). Теорема доказана. 
Замечание 1. Нетрудно показать, что каково бы ни было число с, боль-
шее, чем i(f0.min), существует постоянная м.-ф. S(Q такая, что i ( f g ) = c. 
3. Для f(iKmX" и | z |< l рассмотрим функционал i ( f ; z ) , определённый 
формуле (1). Очевидно, что если / £К т Х п , то / z ( 0 = / j j ^ | r j — м.-ф. 
из КтХп и / ( / , ) (=/( / г ; 0)) = /(/ ; z). Положим: 
f ^ o - 4 - Щ ^ ) -
Тогда x2(0)=z(z), i(Xz)=i(y, Z), i(fgrZ)=i(fg; z) и, применяя теорему 1 к 
семейству W(AZ) = {fStZ}, получаем, что справедлива 
по 
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Теорема 2. Пусть м.-ф. А (С) удовлетворяет условиям теоремы 1. Тогда 
при каждом фиксированном z (\z¡ < 1) : 
1) для м.-ф./g из 91(/4) имеем 
(И) ¿(Л; z) = i(r, z) + i(S- z)+ln |det [I„-l{z)S{z)]\-
2) в 41 (А) существует единственная м.-ф. fz mia{0, па которой функционал 
i ( f ; z) принимает наименьшее значение; 
3) м.-ф. fz¡mm(Q получается по формуле (2) при постоянной м.-ф. <?(£) = 
= у* (z), так что 
(12) i'(/z,rain! = ¿(x; 2)+ (1/2)ln det[/„-x(2)^(z)]. 
Замечание 2. Если x(z) — произвольная м.-ф. из B"Xm такая, что 7m — 
— п - в - (|С1 = 1)> то существует измеримая при |С| = 1 м.-ф. /1 (0 = 
= [(aik(Olí. принимающая^'-унитарные значения п. в. и такая, что a221(C)a2í(0 = 
= — х(0- М.-ф. А (О можно определить по у (С) точно так же, как при доказатель-
стве основной теоремы 1 была определена А по Хо • Из теоремы 2 следует, что 
при |z| < 1 
- J ln det [Im~x*{z)x(z)] S / ln det [/m-**(Oz(í)] № 
Это неравенство означает, что в левой его части стоит субгармоническая функ-
ция (впрочем, в этом можно убедиться и непосредственно). В правой части не-
равенства стоит её наилучшая гармоническая мажоранта. Согласно теореме 2, 
разность между наилучшей гармонической мажорантой субгармонической при 
| z |< l функции — (1/2) lndet [/m—z*(z)/(z)] и самой этой функцией имеет 
теоретико-информационный смысл: она равна наименьшему значению вели-
чины / ( / ; z) (( = /(/.)), когда / пробегает множество (Я). 
2. Матричное обобщение энтропийного неравенства 
1. Как известно, д л я / и з КтХп условие г ( / ) < ° » является необходимым и 
достаточным для существования внешней м.-ф. ф f такой, что 
Ф т м о = 1 п - г ( о л о п. в. ( i c i - i ) 
[ф ,€В»x- , ln |de t^(0) | = ^ - / l n |de t^ (0 | | dC | ) . 
v ¿ n |С] =3- > 
М.-ф. 1¡ff определяется по / с точностью до постоянного левого унитарного 
множителя, а при нормировке i/^(0) > 0 — однозначно. Очевидно, что / ( / ) = 
О вычислении энтропийных функционалов и их минимумов 39 
= — In |det 1/^(0)1. Поскольку предполагается, что г < , то существует фх (z). 
Из равенства (5) следует, что 
(13) а22(С) - Ь(09~Ч0, 
где b(Q — унитарно-значная м.-ф., а i]/(z) — внешняя м.-ф. такая, что 
(14) Н0ч>40 = 1п~х(0х*(0-
Имеем: i(x)— — In |det^.j(0)| = — In jdet îf C0)|. Совершая замену переменной 
£>->-(£+z)/(l+z(), получаем: 
(15) i ( / ; z) = - I n |det i!>f(z)|, i(X; z) = - I n |det cp(z)| 
Введём в рассмотрение м.-ф. B0(z): 
(16) B0(z) ^(рЧгЖ-хШЧ*)]-1^)-
Тогда равенство (12) можно записать в виде 
- I n | d e t ^ > m l n ( z ) | = - ( l /2 ) lnde t J ß 0 ( 2 ) 
так что для fg из 91 (А) имеем: 
(17) In det Ще(2)Фге (z)] In det B0(z). 
В этой оценке достигается равенство точно тогда, когда <g(Q=x*(z). 
2. Если предположить, что в представлении (13) функция b(Q является 
скалярной, то получается значительно более сильное утверждение, чем нера-
венство (17). 
Теорема 3 (матричное неравенство). Пусть для м.-ф. A(() = [aik(£ 
выполняются условия теоремы 1 и её блок а22(О допускает факторизацию (13) 
со скалярной унимодулярной функцией b(Q. Тогда при каждом фиксированном 
z ( |z |<l) для семейства м.-ф. fg(Q, определённых по формуле (2), выполняется 
неравенство 
(18) 
где B0(z) определяется по формуле (16). Знак = здесь достигается точно тогда, 
когда *(С) = х*(г). 
Д о к а з а т е л ь с т в о . Из равенства (10), учитывая (в существенном) единст-
венность решения задачи факторизации неотрицательно-значной м.-ф. в классе 
внешних м.-ф. и то, что согласно условию теоремы в представлении (13) функ-
ция Ь(О является скалярной, получаем: 
Фг/z) = ие xj/g (z) [/„ — х (z) (f (z)] ~г<р (z), 
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где ие — постоянная унитарная матрица. Докажем сначала утверждение тео-
ремы для г=0 . Если / ( 0 ) = 0 л Х т , то имеем ф/а(0)=иефг(0)ф(0), £0(0) = 
— <р*(0)<р(0) и остаётся учесть, что ф^(0)ф^(0) = 1п и ф#(0)фа(0)=1п лишь когда 
<? (С) = 0 т х „( =/*(0)). Случай, когда х(0)^0 п Х т , рассматривается так же, как в 
аналогичной ситуации в доказательстве теоремы 1. Для семейства *И(А) м.-ф. 
имеем 
где — постоянная унитарная матрица. Следовательно, 
•МО) = и^фв1(0)[1п-х(0}х*(0)]-^-ср(0). 
Остаётся здесь учесть, что и8ь*е — унитарная матрица, Фа (0)фе и 
Ф*1(Щг1Ф) = 1п тогда и только тогда, когда ^1(С) = 0гаХ„, т.е. когда <?(£) = 
= ;у*(0). Утверждение теоремы для произвольной точки г ( | г |<1 ) получается 
из уже доказанного для г = 0 путём замены переменной: <-((+2)/(1 +гС). 
Замечание 3. Можно показать, что при выполнении условий теоремы 
3 при каждом фиксированном для любой матрицы с (г) такой, 
что 0<с ( г )^5 о ( г ) существует постоянная м.-ф. (с) = £ с , при которой 
3. Важным для приложений является случай, когда а2,(() является гранич-
ным значением мероморфной при |г| < 1 м.-ф. При этом такими же будут 
а и ( 0 и м.-ф. ¿ ( 0 в представлении (13), так что 
(Р(?) = с/221(г)Ь(г), х(г) = -а^^а^г), 
В0 (г) = Ь*(г) [а 22 (г) а*22 (г) - а21 (г) (г)] Ъ (г). 
Пусть А(г) = [а<к(г)]2 —произвольная /-внутренняя м.-ф., т.е.: 1) А (г) — * 
мероморфная при \г\ < 1 м.-ф., 2) в каждой точке голоморфности при \г\ < 1 
она принимает /-сжимающие значения (Л*(г)уА(г)^ /), 3) она имеет /-уни-
тарные граничные значения А (0 п. в. 
Такой м.-ф. А (г) отвечает дробно-линейное преобразование (2), инъектив-
но отображающее ВтХ" в себя так, что внутренним м.-ф. ё(г)(8£9!пУ-п, £*(£)&(£) = 
= 1„ п. в.) отвечают внутренние м.-ф. /е(г). Это свойство является характерис-
тическим: произвольная мероморфная при | г |<1 м.-ф. А (г), обладающая этим 
свойством, лишь мероморфным скалярным множителем отличается от /-внут-
ренней м.-ф. [10]. 
Для /-внутренней м.-ф. А (г) условия (!) выполняются автоматически. 
Действительно, вместе с А (г) матрица А* (г) также является /-сжимающей. 
Поэтому: 
-а22(г) а22(г) + а21 (г)а* (г) ё - /„. 
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Отсюда вытекает, что: «¡¡1€В"Хш. Из последнего включения следует, 
что правая часть в формуле (5) является конечной, т. е. i(x) < Из него также 
следует представление а22(0 в в иД е (13), где b~1(z) — внутренняя м.-ф. Поэто-
му из теорем 2 и 3 вытекает 
Теорема 4. Пусть A(z) = [aik(z)]l — произвольная j-внутреняя м.-ф. 
Тогда для семейства Ч1(А) м.-ф. fe{z), определяемых по формуле (2), справед-
ливы утверждения теоремы 2. Если при этом в факторизации (13) блока a22(z) 
функция b(z) является скалярной, то для 21 (А) справедливы утверждения 
теоремы 3. 
3. Применение к задаче N(m; и) 
1. Остановимся на применении результатов § 1—2 к задаче N(m; и). На-
помним некоторые положения, полученные в [4с] при исследовании задачи 
N(m; п). 
По коэффициентам ук (к — 1, 2, ...) заданной «главной части» 2 Ук£~к 
1 
м.-ф. / (О строится блочно-ганкелева матрица и рассматривается 
определяемый ею ганкелев оператор Г, действующий из /2(С") в / 2 ( С ) по 
формуле: 
= г, = {>Ь}Г, r,j = 2 yJ+k-£ = i 
Задача N(m; n) имеет решение тогда и только тогда, когда I—Г*ГйО (||Г|| ^ 1). 
Если ||Г||<1, то множество 91 описывается формулой (2), т.е. 21 = 21(Д), где 
/4(C)=[aifc(C)]i удовлетворяет условиям теоремы 2 и а22(С) — внешняя м.-ф., 
так что в представлении a22{Q в виде (13) имеем b(()=/, а22(.С)=<р~1(О- Та-
кое же описание решений получается и в более общем, так называемом вполне 
неопределённом случае, когда для подпространства векторов £ = с 
£ к =0 при к > 1 имеем 
(20) с: ( / -ГТ) 1 / 2 / 2 (С") . 
Это включение равносильно следующему 
с (/-ГГ*)1 / 2 /2(Ст), 
где sJt2 — подпространство в /2(СШ) векторов ц = с цк — 0 при к > 1 . 
Для А(0=[а ш (0]1 имеем: 
(21) flu(0 = а12(О = a 2 i ( 0 = £ + (0, «22(0 = » Ш 
где и 3, + (С) вычисляются с помощью следующих процедур. 
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Пусть сначала [|Г|| < 1. Обозначим через а положительную матрицу по-
рядка лХл такую, что 
((/-Г*Г)-Ч, «) = ( а ~ Н £ -
Соответствующий этой матрице оператор а в 91х определяется по формуле 
а = [Р9,1(7-Г*Г)-1|911]-1/2. 
Рассмотрим оператор (I—Г*Г)_1а, действующий из С"(=^] ) в /2(С"). Он 
определяется последовательностью матриц порядка и х л: 
¿idC". Точно так же определяется оператор 2,=Т(1—Т*Т)~1а и вводится соот-
ветствующая последовательность матриц {qk}~ порядка т Х п . М.-ф. (z) и 
£ + (z) определяются по формулам 
= 2 я+(0=2дкСк. 1 1 
М.-ф. (С) и (С) вычислятюся аналогично: следует в формулах, записанных 
для получения ЗР+ (() и (Q, заменить Г на Г*, Г* — на Г и £ — на С-1. 
Если ||Г|| = 1, то во вполне неопределённом случае м.-ф. ¿Р± (С) и -2±(Q 
получаются как пределы при ßtl м.-ф. и отвечающих Г(е) = дГ 
( 0 < е < 1 ) (см. [12]). 
Итак, для семейства 21 решений задачи N(m;n) во вполне неопределён- • 
ном случае применима теорема 2. Учитывая, что а22(0 — ̂ >+(0 — внешняя 
м.-ф., для В0(С), определённой по формуле (19), получаем 
(22) B0(z) = ( z ) - ü + ( z ) <2*+ (z)]-1. 
Для м.-ф. x(z) имеем 
( 2 3 ) X ( 2 ) = - ^ ( z ) £ + ( Z ) 
и, таккак 1+ (0)=0, то х(0)=0. Легко видеть, что &>+(0)=а~1, так что В0(0) = 
=а2 , где а — положительная матрица порядка пХп, определяемая уже ра-
венством 
| ( / _ г + г ) _ 1 / 2 а | 2 = | | a i /2^||2 ; ^ = ß j - g ^ . 
Предложение . Пусть задача N(m;n) является вполне неопределённой, 
т. е. для неё выполняется условие (20), и, значит множество всех её решений 
описывается формулой (2), где м.-ф. A(() — [aik(()]l вычисляется по формулам 
(21). Тогда для всех решений fs(Q этой задачи справедливо матричное неравен-
ство (18), где B0(z) и x(z) определяются по формулам (22) и (23) и в (18) имеем 
место знак равенства тогда и только тогда, когда (£) = X*(z)- При нормировке 
i/fy (0) > 0, в частности, для всех решений fg(Q: 
ф Г в ( 0 i { f / > ) = — In det а, 
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причём равенства здесь имеют место тогда и только тогда, когда (С) = 0, т. е. 
когда /,«)=£-(С)^1®-
2. К задаче И(т\ п) сводятся задачи Шура, Неванлинны—Пика и другие. 
Напомним, что в задаче Шура требуется описать множество 21 всех м.-ф. / ( ¿ ) 
класса ВтХ", имеющих заданные первые р коэффициентов разложения 
/ ( г ) в ряд Маклорена 
/(г) = а0 + агг+...+ар.1г'"1+.... 
Задача Шура сводится к задаче Ы(т; п) рассмотрением граничных значений 
м.-ф. При этом получаем ук=ар_к при 1 ^к^р и ук=0 при к>р. 
Для такой задачи Ы(т; п) будем иметь рк=0 и ^ = 0 при к>р, так что 
и — многочлены с матричными коэффициентами степени не выше р — 1 
и р соответственно. В рассматриваемом случае вместо бесконечной блочно-
ганкелевой матрицы Г в формулах для и &± (г) можно писать конечные 
блочно-ганкелевые матрицы Гр, 
У1 У-2. •  УР] Др~1 Яр-2 • . а0 
ГР = 
У2 Уз- . 0 
= 
Ор-2 ар-з • . 0 
0 . . 0 
/ > 0 • 0 
Заметим, что ГР = УТР, где Тр — блочно-теплицева матрица, V — симметри-
ческая ортогональная матрица: 
¡Ур 0 . • 0 1 а0 0 .. 0 1 Го 0 . . 0 /"1 
II Ур-х Ур- . 0 — «1 «0 .. 0 , У = 
0 0 . . I 0 
У2 • •Ур. ар.! Яр-2 .. а0 I \ 0 . . 0 0 / 
Очевидно, что 1-Г*рГр=1-Т;Тр, 1-ГрГ*р = У(1-ТрТ;)Г. М.-ф. ^ . ( г ) и 1 ( г ) 
— многочлены относительно г - 1 с матричными коэффициентами, степени не 
выше р — 1 и р, соответственно. Поэтому г р и 2р2._(г) —многочлены от-
носительно г степени не выше р. 
Итак, задача Шура имеет решение тогда и только тогда, когда 1—Т*Тр^0. 
Эту задачу назовём вполне неопределённой, если 1—Т*Тр>0. В этом случае 
множество решений описывается по формуле (2), т. е. 21=21 (А), где 
М.-ф. А (г) здесь является многочленом с матричными коэффициентами степени 
не выше р. Ниже будет показано, что она является у'-внутренней. Многочлены 
ЗР+^г) и получаются по блочно-теплицевой матрице Тр следующим об-
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, разом. Рассматриваются матрицы X и Y порядков трХтр и пр Хпр соот-
ветственно, являющиеся решением системы 
(X+TpY = О, 
Пусть Хк и Yk(l ^kSp) их блоки порядков тХт и яXи. Тогда рк= YkY^112, 
qk=Xp-k+iYrlß> т а к ч т о 
(*) = 2 Y k Y ^ z k - \ J + ( z ) = Í JVp-k+1Yrll2zk-
i l 
Подобным же образом определяются многочлены zp^_(z) и zpJ_(z). 
3. Задача Шура является частным случаем следующей обобщённой задачи 
Неванлинны—Пика. Пусть заданы две внутренне м.-ф. bl (z) и b2(z) соответствен-
но порядков тХт и пХп. Требуется описать множество 21 всех м.-ф. / ( z ) 
класса BmXn таких, что b~1(z)/(z)b~1(z) имеют граничные значения с заданной 
«главной частью» у(() разложения ряд Фурье: 
7 ( 0 = КЧОДО^ЧО = 2 укС-к+.... 1 
Для / (0 имеем задачу N(m;n), у которой заданная главная часть y(Q 
удовлетворяет условию: b1(()y(Qb2(0 имеет нулевую «главную часть», т. е. 
разлагается в ряд Фурье по неотрицательным степеням В задаче Шура имеем 
b1(z)=zpIm, b2(z) = In. Случай, когда bl(z)=b(z)Im, b2(z) = Tn, где b(z) — про-
извольная скалярная внутренняя функция, был ранее рассмотрен в [4Ь]. Если, 
в частности, b(z) —произведение Бляшке с простыми нулями zk (\zk\ < 1 , 1 Sk < 
< N ^ + то имеем задачу, к которой сводится задача Неванлинны—Пика для 
м.ф. / (z) класса вшХ" с узлами интерполяции zk: описать множество 21 м.-ф. 
/(z)(£BmXn) с заданными значениями fk=f(zk) (1 +=<=) (при N=+ 
предполагается, что 2 — lzkl)<00)- Как известно, впервые нескалярный ва-
1 
риант классической задачи Неванлинны—Пика," и даже не для м.-ф., а для опе-
ратор-функций, изучался методами теории расширения изометрических опе-
раторов в работе В. SZ.-NAGY И A . KORÁNYI [13]. 
Если b2(z)=In, a b^z) — конечное или бесконечное матричное произве-
дение Бляшке—Потапова [14], то имеем задачу, к которой сводится касатель-
ная задача Неванлинны—Пика, исследованная в работах [16]. Если же не только 
bL(z), но и b2(z) — произведения Бляшке—Потапова, то приходим к более об-
щей задаче, нежели касательная (би-касательной задаче), в которой в интерпо-
ляционных данных одновременно фигурируют величины, связанные с / (z ) 
И f*(z). 
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В случае, когда обобщённая задача Неванлинны—Пика является вполне 
неопределённой, множество 51 её решений описывается формулой (2), т. е. 
91 = 21 (А), где 
А ( п = (Ьг(0 О U*_(0*-(01 
I о ь^(0){£>+(0 &лоУ 
М.-ф. 0>±(О и J ± ( 0 определяются по у (С) по указанным ранее формулам. По-
кажем, что рассматриваемая в этой задаче м.-ф. А (С) является граничным зна-
чением /-внутренней м.-ф. Действительно, А (() принимает /-унитарные значения 
и 
S u ( 0 = «и(0-а 1 2 (0я 2 - 2 Ч0« 2 1 (0 = ь,(от © Г е в — 
s » ( 0 = ^ ( О а й Ч О = / о ( О е в - х " , 
s2i(C)= - ^ Ч О М О = - . ^ Ч О ^ М О е в 1 " " " , 
s * ( 0 = айЧО = .ПЧОМСКв»*". 
По основной лемме из [11] получаем, что A(z) = [aik(z)]l /-внутренняя м.-ф. 
4. Континуальные аналоги 
1. Будем теперь рассматривать вместо единичной окружности веществен-
ную прямую, а вместо единичного круга — верхнюю полуплоскость. 
Через В™х" обозначим класс голоморфных при lm z>-0 м.-ф. S(z) порядка. 
тХп с \\£(z)\\tk\ при l m z > 0 . Для S'(z) из В'"х" существуют п. в. гранич-
ные значения <?(x) = lim S(x-\-iy), — + причём ess sup |[<?(х)|| = 
= sup ||«f(z)||(=||«r|U). 
1 Ш 2 > 0 
Замена переменной 
(24) z ~ ( z - 0 / ( z + Q, 
отображающая замкнутую верхнюю полуплоскость на замкнутый единичный 
круг, биективно переводит В™х" на ВшХ", а класс К"'х" измеримых сжимающих 
на вещественной прямой м.-ф./(z) порядка т Хп — на класс КтХп. При этом 
функционал i(f;z), определённый по формуле (1), переходит в функционал 
(1+) / ( / ; z) = ~ f Indet [ /„- /*(*)/(*)] (lm z > О, % 
так что 
(1'+) 1 ( f ) d= / ( / ; 0 = ~ f° In det [ /„- /*(*)/(*)] . 
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Для м.-ф. A(x)=[aik(x)]l, принимающей п. в. на вещественной прямой 
у-унитарные значения, будем рассматривать 
(6+) Х(х)=-ай1(х)а1а.(х) 
и предполагать, что для м.-ф. х(х) выполняются условия 
( U ) 1) x W , 2) / ( * ) « = 
Путём замены переменной (24) из теоремы 2 получается 
Теорема 2+ . Пусть м.-ф. A(x) = [aik(x)]\ принимает j-унитарные значе-
ния п. в. на вещественной прямой и м.-ф. х(х)> определённая по формуле (6+), 
удовлетворяет условию (!+). Тогда справедливо утверждение, отличающееся от 
утверждения теоремы 2 лишь тем, что в нём следует писать вместо перемен-
ных £ с |{| = 1 uzc \z\ < 1 переменные х с 1шх=0 и z c l m z > 0 , вместо функ-
ционала i ( f ; z ) — функционал I ( f ; z) и вместо класса В т Х" — класс В"х". 
Аналогичным образом из теоремы 3 получается её континуальный аналог 
— теорема 3 + . 
2. Теоремы 2+ и 3+ применимы, в частности, к задаче N+ (/я; п), являю-
щейся континуальным аналогом задачи N(m; п). При её формулировке в пол-
ной общности возникают дополнительные трудности, связанные с тем, что 
преобразование Фурье от ограниченной м.-ф. является обобщённой функцией 
медленного роста и приходится, таким образом, использовать определённые 
факты из теории обобщённых функций. 
Во избежание этих трудностей ограничимся рассмотрением следующей 
задачи №+(т; п), являющейся по существу частным случаем задачи N+(m; п), 
однако важной тем, что она имеет прямое отношение к теории рассеяния ка-
нонического дифференциального уравнения вида 
(25) j*L = XY + V(r)Y (О^т•< + -), J = J ) 
с суммируемым потенциалом У=¥*(^Ц"х 2 п(0; +°°)) [6] и её решение опи-
рается на теорию классических интегральных операторов. 
Пусть задана суммируемая м.-ф. Го(еЬ™Хп(0; + °°)) порядка тХп. Тре-
буется описать множество 21 всех м.-ф. S(x) из К"Хп таких, что 
S(x) = f e-ixT0(t) сИ+Ф(х), , 
о 
где Ф(х) — граничное значение некоторой ограниченной при l m z > 0 м.-ф. 
Ф(г). 
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Для формулировки условия разрешимости этой задачи N+ (т ,п ) и опи-
сания множества 91 рассматривается вполне непрерывный гаикелев оператор 
Гв в пространстве L"xl(0; определяемый по формуле 
(ГоОСО = 7 Г 0 ( ' + * ) £ ( * ) ds, £ 6 l S x l ( 0 ; - ) . 
о 
Задача п) имеет решение тогда и только тогда, когда /—Г^ Г0 ^0 . Она 
является вполне неопределённой, если ||Г0||<1. Именно к этому случаю при 
т—п приводит задача рассеяния для канонической системы (25) с суммируе-
мым потенциалом [6]. В этом и только этом случае существует решение задачи 
ЭДс | |S|L<1. 
Замечание 4. Для задачи N+(m;n) в множестве решений существуют 
такие S(x), которые представимы в виде 
S(;t) = S0 + f eUx Г (t) dt, 
где S0 — постоянная матрица, а Г ( — + Более того, S(x) допус-
кает указанное представление тогда и только тогда, когда соответствующая 
ей в формуле (2+) параметрическая м.-ф. S(z) допускает представление 




В частности, такими являются решения задачи 7V" (т; п), дающие минимум 
функционалов I(S; z) (Im z >0), ибо для них соответвующие м.-ф. являются 
постоянными. 
При выполнении условия ||Г0 | |<1 описание множества 91 получается по 
формуле (2+), отличающейся от (2) лишь тем, что £ с = 1 заменяется на х 
с lmx=0, a Bm X n—на В+х". Для м.-ф. A(x)=[aik(x)]l получаются формулы 
(21+), отличающиеся от (21) тем, что £ заменяется на х. Рассматриваемые в 
(21+) м.-ф. (х) и (х) определяются следующим образом: 
• М * ) = - Т * Т 0 ) - 1 П } ( Х ) . 
Здесь использовано обозначение 
{G} (х) = f eixtG (0 dt, G6 L\*" (0; 
о 
М.-ф. 9_(х) и 2,-(х), рассматриваемые в (21+), получаются по таким же фор-
мулам, что и 0>+(х) и £1+(х): следует в них заменить Г0 на Гц, на Г0, Г0 на 
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Г*, Гд на Г и л* на —х. Для получаемой в итоге м.-ф. A(x) — [aik(x)]\ выпол-
няются условия теорем 2+ и 3+ ; здесь a221(x) = áö^1(x) —внешняя м.-ф. класса 
тапХл . 
3. Точно так же, как ранее была решена задача Шура S(m; и), сводящаяся 
к задаче N(m; п), рассматривается её континуальный вариант—задача S\ (т; п): 
описать все м.-ф. F(z) из В™х" 
F(z) = f eh,C(t)dt + eizT<P(z), 
о 
где C(t)(£L™x"(0; Г)) — заданная м.-ф., a <P(z) — ограниченная голоморф-
ная при lm z > 0 м.-ф. Она сводится к задаче 7V" (т; и), поставленной для 5(дг) = 
= e~'xTF(x) по заданной м.-ф. ía(t), 
Í0 при t>T, 
l U lc(r-f) при 0 < / -t < Т. 
Так как 
, . _ г 10 при ( > Г 
>7(0 = Г0£ = J г-» 
I / C(T-t-s)£(s)ds при 0 < í < 7 \ 
то условие /—Г„Г0&0 существования решения задачи можно переписать 
в виде 1—8£8Т^0, где 8 Г —теплицев оператор, действующий из £"х 1(0; Т) 
в Ц?Х1(0; Т), определяемый по формуле 
г 
о 
Условие полной неопределённости задачи 8°+(т;п) записывается в виде I— 
•^-8£8Г>0. Формулы для и £1± (х) можно переписать, заменяя ганкелев 
оператор Г0 теплицевым оператором 8 Т . Описание всех решений F(z) задачи 
Б°+(т; п) получается по формуле (2+), в которой м.-ф. А(г) = [а1к(г)]1 — у'-внут-
реняя при 1т г >0, 
Ал (г) = (г), а22(г) = 0>+ (г). 
Все блоки а1к (г) в рассматриваемой задаче оказываются м.-ф. из НгХ" © еНТНгХ" 
(г=т, п) и поэтому это целые м.-ф. Таким образом А (г) целая /внутренняя 
м.-ф. и к ней применима теорема 4+ — континуальный аналог теоремы 4. 
Для задачи Б°+(т; п) справедливо замечание такое же, какое было сде-
лано ранее для задачи № + ( т ; п). 
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Приведенные нами результаты об описании множества решений задач 
№+(т; п) и 5° (m; ri) заимствованы из рукописи М. Г. Крейна и Ф. Э. Мелик-
А д а м я н а (где предполагалось т = п), краткое извлечение из которой опуб-
ликовано в работе [6]. Следует отметить, что работа [6] была первым матрич-
ным и притом континуальным аналогом работы [4а]. 
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