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Abstract
This paper focuses on the acceleration of the hybrid %nite element–boundary element analysis of 2D eddy
current problems by means of the fast multipole method. An adaptive truncation scheme for the expansion
of the 2D Laplace Green function is proposed. A linear time harmonic test case is considered. The results
obtained with the hybrid model, with and without fast multipole acceleration, agree well with those obtained
with a %nite element model. The computational cost of the three calculations is compared and discussed. The
proposed adaptive truncation scheme signi%cantly contributes to the computation time savings achieved with
the fast multipole method, particularly when dealing with moderate sized problems.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Hybrid %nite element–boundary element (FE–BE) models are particularly suited for solving open
electromagnetic %eld problems that comprise nonlinear media and movement [3]. They are exten-
sively used for quasi-stationary and scattering problems.
The BE part of the hybrid FE–BE technique generates dense blocks in the system matrix and
signi%cantly limits the size of the problem to be handled, in particular for 3D problems [2]. The fast
multipole method (FMM) [7] can be employed to overcome this limitation. This mathematical tool,
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which is applied in conjunction with an iterative solver, e.g. GMRES [8], speeds up the matrix–vector
multiplications in every iteration and reduces the computational cost and the memory requirements.
The FMM has been successfully applied to BE models in both high-frequency [9] and low-
frequency problems [2]. With regard to hybrid FE–BE models, the FMM has been solely used
in scattering applications [5]. This paper deals with the resolution of a hybrid FE–BE model in
low-frequency accelerated by the FMM. A 2D eddy current test case is discussed in detail.
2. Hybrid FE–BE model for a 2D eddy current problem
A time harmonic eddy current problem in R2 is considered. The FE method is used in a domain ,
the boundary of which is denoted . It comprises a domain ins and a domain c (with conductivity
) in which eddy currents may appear. The BE method accounts for the free space exterior to 
extending to in%nity and a domain exts . A current density j = js(x; y) 1z, directed along the z-axis,
is given in the domains ins and 
ext
s . The rest of the exterior domain is current free. The FE part
 and the BE part  of the hybrid model are discretised with, e.g. triangular elements and straight
line segments, respectively.
The present analysis is restricted to the linear time harmonic case, though it can be easily extended
to the nonlinear case and the transient case. The complex notation is adopted for denoting the
sinusoidal time variation of frequency f and pulsation != 2f. The imaginary number is denoted
i.
The governing diHerential equations and constitutive laws are
curl h= j; div b= 0 and h= b in R2; (1)
curl e =−i!b and j = e in c; (2)
where the z-component of the magnetic %eld h(x; y) and the magnetic induction b(x; y) vanish, the
current density j and the electric %eld e are directed along the z-axis, and the magnetic reluctivity
 and the electrical conductivity  are constant scalars.
The eddy current problem is formulated in terms of the magnetic vector potential a = a(x; y) 1z
in  and the equivalent current layer q = q() 1z on  [6,4]. For any continuous potential a, (1b)
and (2a) are full%lled on account of
b= curl a= 1z × grad a and e =−i!a+ grad v: (3)
where v is the electric scalar potential. In absence of external voltage sources, the term grad v in
(3b) can be omitted.
From curl h=−div( grad a) 1z, it follows that the weak form of AmpJere’s law (1a) in  is given
by ∫

 grad a · grad a′ d + i!
∫
c
 a a′ d =
∫
ins
js a′ d +
∮


9a
9n a
′ d; (4)
where the test function a′(x; y) is continuous in .
The BE model is coupled through the contour integral in (4) of the product of the test function
a′ and the tangential magnetic %eld on ; ht = bt = (9a=9n) =  n · grad a, where n is the unit
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normal vector on  pointing into . Indeed, the potential a in R2 \ can be expressed in terms of
the equivalent current layer q() on  and the given current density js(x; y) in exts
a=
1
0
∮

qG d +
1
0
∫
exts
js G d with G =− 12 ln r ; (5)
and r the distance from a source point on  to an observation point in R2 \ .
Further, from (5) it follows that the tangential magnetic %eld on the boundary  is given by

9a
9n =
1
2
q+
∮

q
9G
9n d +
∫
exts
js
9G
9n d: (6)
On the basis of the discretisation of  and , #a real basis functions j(x; y) and #q real basis
functions l() are de%ned for the vector potential a(x; y) and the equivalent current layer q(),
respectively
a(x; y) =
#a∑
j=1
aj j(x; y) and q() =
#q∑
l=1
ql l(): (7)
The complex coeNcients aj and ql are assembled in the column matrices A and Q.
By employing the #a basis functions i(x; y) as test functions in the weak form (4a) and consid-
ering (6), a system of #a complex algebraic equations is obtained. Eq. (5) is imposed by weighing
it on  with the #q basis functions k(). The resulting system of #a + #q complex equations of
the hybrid model can thus be written as[
S + i!L C
DT M
][
A
Q
]
=
[
J in + J ext
K
]
: (8)
S and L are sparse #a× #a FE matrices
Si; j =
∫

 grad i · grad j d; Li; j =
∫
c
ij d: (9)
The partially dense #a× #q matrices C and D, and the full #q× #q matrix M are given by
Ci;l =
∮

i
(
1
2
l +
∮

l
9G
9n d
)
d; Dj;k =
∮

jk d (10)
and
Mk;l =
1
0
∮

k
(∮

lG d
)
d: (11)
The #a× 1 column matrices J in and J ext and the #q× 1 column matrix K follow from the imposed
current density in ins and 
ext
s
J ini =
∫
ins
jsi d; J exti =
∮

i
(∫
exts
js
9G
9n d
)
d (12)
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and
Kk =
1
0
∮

k
(∫
exts
jsG d
)
d: (13)
Solving the eddy current problem requires the assembly of the system of algebraic equations (8)
and its resolution. The assembly of the BE part is expensive, especially when numerical integration
is used. If straight line elements and piecewise constant basis functions are used for q(), the inner
integrals in (10) and (11) can be evaluated analytically.
3. Fast multipole method
The FMM reduces the operational count by spatially decomposing the boundary  into #g groups
of elements, =
⋃#g
g=1 g, and determining the interactions between distant groups by means of the
multipole expansion of the Green function. Hereto, for each group a geometrical center is considered.
This is illustrated in Fig. 1.
The simplest way to achieve these groups is to build an octree [2]. Note that in a single level
FMM, as described in the present paper, only the %nest level of the octree is considered.
3.1. Multipole expansion
For sake of simplicity, points (x; y) in R2 will be denoted by complex numbers, i.e. z=x+iy. Let
zs be a source point in a given group centered in zsc and zo an observation point in a distant group
of center zoc. Omitting the factor −1=2, the 2D Laplace Green function (5b) is then expanded
as [7]
ln r=R(ln(zo − zs))
=R
( ∞∑
u=0
∞∑
v=0
Du(zo; zoc)Tu;v(zoc; zsc)Av(zsc; zs)
)
(14)
with
Du(zo; zoc) = (zoc − zo)u; Av(zsc; zs) = (zs − zsc)v; (15)
Fig. 1. Distant groups s and o on contour , with respective centers cs and co.
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Tu;v(zoc; zsc) =


ln(zoc − zsc) if u= 0 and v= 0;
−(u+ v− 1)!
u!v!(zoc − zsc)u+v if u = 0 or v = 0:
(16)
In practice, the multipole expansion (14) must be truncated by considering 06 u6p and 06 v6p,
where the truncation number p is suNciently large to limit the error to a prescribed value +∣∣∣∣∣ln r −R
(
p∑
u=0
p∑
v=0
Du(zo; zoc)Tu;v(zoc; zsc)Av(zsc; zs)
)∣∣∣∣∣¡+: (17)
In [7], the truncation number is taken by p= log2(1=+). However, as will be shown, if the distance
between the source point and its group center and the distance between the observation point and its
group center are small compared to the distance d between the two group centers, a smaller number
of terms suNces. A more economic law takes those distances into account. Let us denote by Rs the
maximum distance between a source point in a source group and its center, and by Ro the maximum
distance between an observation point in an observation group and its center (see Fig. 1). The value
of p as a function of Ro=d and Rs=d for + = 10−6 and 10−9 is depicted in Fig. 2. It can be seen
that in both cases p= log2(1=+) corresponds to Ro=d= Rs=d= 0:35 .
In order to apply the FMM to (10), the expansion of gradG is necessary as well. It can be
straightforwardly obtained by deriving (15a) with respect to the coordinates of the observation point.
The process to follow is then analogous.
3.2. Application of the FMM
Two groups s and o are said to be ‘far groups’ if Rs=d¡/ and Ro=d¡/, where d is the distance
between the group centers and where /¡ 1=2.
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Fig. 2. Truncation number p(Ro=d; Rs=d) for + = 10−6 (left) and + = 10−9 (right).
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The approximation of the matrix M can be formally written as
M ≈M near +M far =M near +
#g∑
o=1
#g∑
s=1︸ ︷︷ ︸
o; s far
M faro; s (18)
and analogously for the matrix C .
Let us consider the degrees of freedom qk and ql of q() with associated basis functions k()
and l() that are nonzero on the respective far groups o and s. Substituting (14) in (11), the
contribution to the corresponding element in M far is given by
(M faro; s)k; l =R
(
p∑
u=0
MDo;k;u
p∑
v=0
MTu;vM
A
s; l; v
)
; (19)
with
MDo;k;u =
∫
o
kDu(zco ; z) d; M
A
s; l; v =
∫
s
lAv(zcs ; z) d (20)
and
MTu;v =−
1
20
Tu;v(zco ; zcs): (21)
In case of straight line elements and piecewise constant basis functions, the integrals in (20) and
(21) can be evaluated analytically considering∫ z2
z1
(zc − z)u d z = (zc − z1)
u+1 − (zc − z2)u+1
u+ 1
: (22)
The assembly stage of the FMM consists in calculating and storing the required complex numbers
MDo;k;u; M
T
u;v and M
A
s; l; v. The matrix M
far itself is never built. The matrix M near is calculated in the
conventional way and stored using a sparse storage scheme.
The aim of the formal decomposition (19) is accelerating the multiplication of M far by a trial
vector Q, required for the iterative solution of (8). Group by group, the %eld produced by the current
layer in the considered group is aggregated into its center by (20b). This aggregated %eld is then
subsequently translated to the centers of all the far groups by (21b) and %nally the aggregated and
translated %eld is disaggregated into the degrees of freedom of the far groups thanks to (20a).
The multiplication M farQ is further accelerated by means of the adaptive truncation scheme fol-
lowing the law p=p(Rs=d; Ro=d; +) shown in Fig. 2. For the MD and MA data of a given group,
the truncation number p considered during the FMM assembly stage is determined by its closest
far group, p = pmax. For the MT data, the truncation number p is determined by the two groups
s and o involved in the translation, p= pso. During the iterative process, the aggregation step is
carried out with p= pmax, while p= pso suNces for the translation and disaggregation steps.
4. Example
As an application example, we consider a simple 2D linear time harmonic eddy current problem.
It comprises three conductors carrying a three-phase 50 Hz current and a thin steel plate placed
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(a) (b) (c)
Fig. 3. (a) Three conductors and thin steel plate; (b) Detail of the discretisation of the domain  of the hybrid model;
(c) Discretisation of the FE transformation domain.
above the conductors. The magnetic %eld is computed using both a FE model and a hybrid FE–BE
model. In the hybrid model, the BE part is either accelerated by means of the FMM or not. Some
results are presented and compared. A short discussion on the computational cost follows.
4.1. Model
Fig. 3a shows the three copper conductors with square cross section (30 mm × 30 mm; 0 = 00),
in which balanced sinusoidal currents of frequency f = 50 Hz and r.m.s. value 2 kA are imposed.
The horizontal distance between the centers of the conductors is 125 mm.
The steel plate is 1 mm thick and 1 m wide. It is placed 100 mm above the conductors. Its
relative permeability 0r = 0=00 and electrical conductivity  are 1000 and 2:106 S=m, respectively.
The penetration depth in the plate equals 1=
√
f0 = 2:82 mm.
In the hybrid FE–BE model, the FE domain  comprises the steel plate and a layer of air around
the plate. The three conductors constitute the domain exts . Fig. 3b shows a detail of the discretisation
of . The plate is discretised into four layers of triangular elements. The number of divisions along
x is 500. Thanks to the three layers of air elements around the plate, the number of line segments
on the BE contour  is reduced to 104 while retaining a large number of divisions in the plate.
The air layer also allows to avoid the oscillation problem that may occur when using piecewise
constant basis functions k() on an air–iron interface [4]. The hybrid FE–BE discretisation yields
4316 complex unknowns for the harmonic analysis: 4212 for a and 104 for q.
In the FE model, the plate, the three conductors and a portion of the surrounding air are discretised
by means of %rst-order triangular elements. The discretisation of both the plate and the surrounding
air layers coincides with the one in the hybrid model. The FE model is bounded by a ring (see
Fig. 3c) to which a transformation method is applied in order to account for the free space extending
to in%nity [1]. On its outer boundary, the Dirichlet condition a=0 is imposed. Two lines placed 0.5
and 1 m above the plate, where the computed induction will be shown, are also depicted in Fig. 3c.
In order to allow a fair comparison of the hybrid model and the FE model with regard to both
accuracy and computational cost, a suNciently %ne discretisation is adopted for the latter, result-
ing in 12844 unknowns for the harmonic analysis with a piecewise linear interpolation of the
complex a.
4.2. Calculation results
The harmonic %eld calculations are %rst carried out with the FE model and the nonaccelerated
hybrid FE–BE model. The Qux pattern (real and imaginary part) obtained with the FE model is
represented in Fig. 4.
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Fig. 4. Real (left) and imaginary part (right) of the Qux pattern.
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Fig. 5. Induction bx in the four layers (denoted 11, 12, 13, 14) in which the steel plate is discretised (left) and induction
by 0.5 and 1:0 m above the plate (right).
In Fig. 5 (right) the real and imaginary part of the x-component of the magnetic induction in
the four layers of the plate are depicted for both resolution methods. The agreement is very good.
The discretisation of the plate in four layers proves to be necessary: due to the eddy currents, the
induction is seen to vary considerably from one layer to another.
The y-component of the magnetic induction (real and imaginary part) above the plate at the
distances of 0.5 and 1:0 m is depicted in Fig. 5 (left). As expected, the curves achieved with the
hybrid model are smoother and more accurate due to the fact that in the BE formulation free space
is automatically and exactly considered, while in the FE model the surrounded air is discretised and
a transformation method is used to account for its extension to in%nity.
The FMM is now applied to speed up the BE part of the hybrid model. The BE contour  is
split up in 25 groups constituted by either 10 line segments (the two groups on the left and right
edge of the plate) or 8 line segments (the rest of the groups). Two groups are considered to be far
groups if there are at least two groups in between. This corresponds to Rs=d6 1=6 and Ro=d6 1=6,
or, according to Fig. 2, to a maximum truncation number pmax = 8 for + = 10−6. The classical law
p= log2(1=+) leads to a truncation number of 20.
The error of the induction in and above the plate obtained with the accelerated FE–BE hybrid
model with respect to the nonaccelerated model is illustrated in Fig. 6. It is lower than 0.3% in the
plate, 0.06% at 0:5 m above the plate and 0.033% at 1:0 m above the plate.
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Fig. 6. Error on the induction bx in the steel plate (left) and the induction by 0.5 and 1:0 m above the steel plate (right),
due to the FMM acceleration.
4.3. Computational cost
For all computations, the system of algebraic equations is solved by means of the iterative solver
GMRES [8]. To ensure convergence, an ILU-preconditioner is applied. In case of FMM acceleration,
the ILU decomposition is based on the sparse matrix due to the FE part and the BE near-%eld
interactions.
The total computation time on a 400 MHz MIPS R12000 Processor is 6:2 s for the FE model and
15:2 s for hybrid model without FMM acceleration. Using the FMM with the adaptive truncation
scheme (pmax = 8) results in a calculation time of 9:5 s. This is mainly due to the reduced time
for assembly (8.9 vs. 14:2 s), which constitutes in both hybrid cases approximately 93% of the total
computation time. When using a %xed truncation number p=20, the application of the FMM to the
hybrid model does not prove useful: the computation time increases to 16:3 s.
The time spent on the iterative resolution of the system of algebraic equations is 3:8 s for the FE
model and only 0:6 s for the accelerated hybrid model.
5. Conclusions
The resolution of a 2D eddy current problem by means of a hybrid FE–BE model accelerated with
the FMM has been elaborated. An adaptive truncation scheme for the expansion of the 2D Laplace
Green function has been envisaged. The proposed accelerated hybrid method has been successfully
applied to a moderate sized test case, obtaining signi%cant savings in the computational time.
The hybrid modelling is particularly attractive for nonlinear problems and problems with move-
ment. Indeed, in the former case, the BE assembly needs to be done only once prior to the iterative
solution by means of, e.g. the Newton–Raphson method, while in the latter case, only a partial BE
reassembly is required for every new position of the moving bodies. Future research will therefore
focus on the accelerated hybrid modelling of such problems.
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