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ABSTRACT
Theoretical Analysis of Dynamic Behaviors in Liquid Chromatography
The chromatographic techniques are used on laboratory and industrial scales for the sepa-
ration of substances that under the traditional processes, such as distillation or extraction,
are neither technically nor economically feasible. It is an important separation technique in
the petrochemical industry and becomes more and more exploited in fine chemical, phar-
maceutical and biotechnical industries. For instance, this attractive technology is used to
separate chiral molecules, enzymes, sugar and to purify proteins or to produce insulin.
This thesis project is concerned with the analytical and numerical solutions of three stan-
dard liquid chromatographic models namely, the equilibrium dispersive model (EDM), the
lumped kinetic model (LKM) and the general rate model (GRM). Each model consid-
ers different levels of complexities to describe the process. These models are systems of
convection-diffusion partial differential equations with dominating convective terms and
coupled through differential or algebraic equations.
The Laplace transformation is applied to derive the analytical solutions of the EDM and
LKM considering the special case of single-component linear adsorption isotherm, contin-
uous or finite width pulse injections, two different sets of boundary conditions and fully
porous particles. For further analysis of the solute transport behavior, the analytical tem-
poral moments are derived from the Laplace-transformed solutions and are compared with
the numerical solutions of a semi-discrete high resolution finite volume scheme (HR-FVS).
For nonlinear adsorption isotherms, numerical techniques are the only tools to provide solu-
tions. However, the strong nonlinearities of realistic thermodynamic functions pose major
difficulties for the numerical schemes. For that reason, computational efficiency and accu-
racy of the numerical methods are highly important. The suggested HR-FVS is extended
ix
to approximate these nonlinear model equations. The numerical results of the suggested
HR-FVS are compared with some other finite volume schemes available in the literature.
Different case studies are considered covering a wide range of mass transfer kinetics. The
results obtained verified the correctness of analytical results and accuracy of the suggested
HR-FVS.
An interesting aspect of this thesis project is the application of GRM to fixed-bed chro-
matographic columns packed with core-shell or fully porous particles. Due to their proven
performance and improved availability, core-shell particles are increasingly applied for chro-
matographic separations. Such particles are useful for highly efficient and fast separation
of complex samples with a reasonably low back pressure. Cored beads provide advantages
over fully porous beads, such as reduced diffusional mass transfer resistances in particle
macropores and separation times. The concept has improved column efficiency by shorten-
ing the diffusion path that molecules have to travel and thus, has improved the diffusional
mass transfer kinetics in particle macropores. Once again, both single-component linear
and multi-component nonlinear GRM models are considered. The above mentioned ana-
lytical and numerical solution techniques are applied to solve the model equations. The
potential of the solutions is demonstrated by considering different case studies that quan-
tify the effects of the relative core size, axial dispersion, film mass transfer resistance and
intraparticle diffusion resistance in the porous layer on the elution curves.
x
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Chapter 1
Introduction
1
This chapter presents a general overview regarding the chromatographic process and its
historical background. It gives a motivation for this research work and highlights the
importance of studying the chromatographic process. It provides a description of the con-
sidered chromatographic models and solution techniques. Furthermore, it briefly highlights
the achievements during this research project, gives an outline of the thesis, and presents
a list of publications during this thesis project.
1.1 Overview
In the early 19th century, chromatography was originated as a preparative separation tech-
nique when the physical methods of analysis were not available, such as sensors or detectors
[30, 31, 89]. Analytical methods were essentially based on chemical reactions, they were
slow and had a poor sensitivity. In the mid of 19th century, the development of electronic
systems and technologies reintroduced the chromatography in a different way as chemists
were used to. From the last fifty years, chromatography has been used as a technique
to separate, extract and purify mixture components at laboratory and industrial scales.
Recently, this technique has been widely used in pharmaceutical, chemical, environmental
and biotechnological industries. It can be used to determine amount of each chemical found
in new product, to detect alcohol levels in a patient’s blood stream, to determine the level
of pollutants in the water supply, etc. Now a days, chromatography is known to be the
most versatile technique used in pharmaceutical industry, as ordinary methods of distilla-
tion, extraction, purification and crystallization only had a usage in chemical industries.
Chromatography is one of the powerful and up to the mark industrial technique to get
rapid productions from milligram to tons of purified products.
In the liquid chromatographic process a mobile (liquid) phase, carrying mixture components
which has to be separated, passes through the chromatographic column containing porous
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particles called the stationary (solid) phase, see Figure 1.1. The components having strong
interactions with the particles of the stationary phase transport slowly as compared to
the components having weak interactions. Thus each component while moving with some
specific velocity will form its own concentration band profile which a detector detects at the
outlet of the column. If the column is long enough that supports the transport phenomenon
and do not destroy the separation process then pure fractions of the components can be
collected at the outlet of the column in certain time periods.
Several transport mechanisms determine the rate at which the mixture components pass
through the column. These mechanisms may include processes like convection, dispersion,
mass transfer resistances and adsorption and desorption. Due to the effect of these mech-
anisms on transport process, analytical as well as the numerical solutions of the model
equations are required for the analysis of the actual transport inside the column and to
analyze the transport mechanisms themselves.
Figure 1.1: Schematic diagram of chromatographic process.
Mathematical modeling and simulation of the chromatographic process are important tools
to optimize the production cost and product quality. Several chromatographic models were
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developed in the literature to describe chromatographic processes. Some well known models
include the equilibrium dispersive model (EDM), the lumped kinetic model (LKM) and
the general rate model (GRM) [18, 30, 31, 79].
The EDM is the simplest model that takes axial dispersion and mass transfer kinetics into
account. In the EDM, the mobile and the stationary phases are assumed constantly in
equilibrium. In other words, the model assumes that the mass transfer kinetic and the
kinetics of adsorption-desorption are fast. The contribution of these kinetics are lumped
together in an apparent dispersion coefficient Da. This coefficient is related to the axial
dispersion and mass transfer kinetics. This relationship is taken from linear chromatogra-
phy and used in the nonlinear chromatography. This approximation is valid only as long
as the column efficiency is high enough and the contributions of axial dispersion and mass
transfer kinetics are only corrections to band profiles, which remain essentially controlled
by thermodynamics.
The mass transfer kinetics have several contributions in the chromatographic process.
Firstly, the film mass transfer resistance appears at the interface separating the liquid
phase passing through the column and the liquid phase stagnant inside the pores of the
particles of stationary phase. Secondly, this mass transfer resistance controls the mass
transfer between this interface and the adsorbent surface. All types of mass transfer resis-
tances except the kinetics of adsorption-desorption, depend upon the molecular diffusivity.
Thus, the study of diffusion is really important to understand the process of chromatogra-
phy.
When the EDM does not provide reasonable information about the band profiles, the
LKM is applied which is based upon the kinetic equation. This model assumes that the
kinetics of adsorption-desorption is infinitely fast but that the mass transfer kinetics is not.
More precisely, the mass transfer kinetics of the solute to the surface of the adsorbent is
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described by either the liquid film linear driving force model or the solid film linear driving
force model. In this model, the mass balance equation is combined with a kinetic equation,
relating the rate of variation of the concentration of each component in the stationary phase
to its concentrations in both phases and to the equilibrium concentration in the stationary
phase. Although kinetic models are considered to be more exact than the equilibrium-
dispersive model, the difference between the individual band profiles calculated using the
equilibrium-dispersive model is negligible when the rate constants are not very small i.e.,
when the column efficiency exceeds a few hundred theoretical plates.
A complex mass transfer mechanism is involved in the separations of certain large molecular
compounds like peptides and proteins, that is usually slower than the mass transfer kinetics
of the small molecular compounds [30, 31]. The band profiles of the components are highly
effected by these slow kinetic mechanisms. Therefore, a correct mathematical model that
involves certain mass transfer processes is required to predict the behavior of the band
profiles. In such a scenario, the GRM is the most suitable model which accounts for all
the sources of mass transfer kinetics that influence the band profiles, for example the axial
dispersion, the external film mass transfer resistance, the intraparticle diffusion and the rate
of adsorption-desorption [31, 79]. The model describes in detail the effect of diffusion and
mass transfer inside and outside the adsorbent particles. The model equations comprises
of two mass balances for the solute, one for the mobile phase flowing between the particles
and the other one for the stagnant mobile phase inside the particles. In this work, GRM
is applied to model the liquid chromatographic columns packed with either fully porous
or core-beads particles [23, 24, 45, 46]. In the case of cored beads, the solid particles
are made of non-porous silica core surrounded by a porous shell. Cored beads are useful
for highly efficient and fast separation of complex samples with a reasonably low back
pressure. They provide advantages over fully porous beads, such as reduced diffusional
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mass transfer resistances in particle macropores and separation times. The concept has
improved column efficiency by shortening the diffusion path that molecules have to travel
and thus, has improved the diffusional mass transfer kinetics in particle macropores.
In this thesis, the aforementioned models of liquid chromatography are analytically and
numerically investigated. The models comprise convection-diffusion partial differential
equations (PDEs) for mass conservation in the mobile phase and algebraic or differen-
tial equations for the adsorption isotherm between the two phases. The considered models
are analyzed for linear and non-linear adsorption isotherms and different sets of boundary
conditions. The analytical solutions are obtained by means of Laplace transformation for
linear adsorption isotherms [40, 76]. The Aris’s method of moments is to be used to calcu-
late the temporal moments from the Laplace-transformed solutions. These moments can
be used to analyze the retention time, band broadenings, front asymmetries and kurtosis
of the elution profiles. For validation, the derived analytical solutions are being compared
with numerical ones obtained by the high resolution finite volume scheme (HR-FVS) [39].
In the case of nonlinear isotherms, the numerical solution techniques are the only tools
to demonstrate the dynamic behavior of elution profiles percolating through a chromato-
graphic column. Thus, the proposed HR-FVS is further extended to solve the nonlinear
chromatographic models describing the transport of multi-component mixtures through a
chromatographic column. The results of different case studies are presented and discussed
covering a wide range of mass transfer characteristics. The analytical and numerical solu-
tions will provide useful tools to quantify the effects of different kinetic parameters on the
process and to determine the related coefficients from experimentally determined elution
profiles.
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1.2 Historical background
Chromatography means color writing deduced from the Greek words chroma and graphein,
chroma means color and graphein means write. It is a widely used separation technique
since the early 19th century. In 1906, the Russian chemist and botanist Michael Tswett
[89] firstly introduced chromatography to separate the plant pigments on physicochemical
basis. This work did not get much attention until the work of Kuhn [51] on the same
topic in 1930 and the first book of Zechmeister [103] published on chromatography in 1937.
The present form of chromatography originated in 1940s and 1950s. The fundamental
techniques of partition chromatography emerged with the work of Martin and Synge [60]
on different chromatography methods such as, paper chromatography, gas-solid and gas-
liquid chromatography and various techniques of column liquid chromatography. Further
advances constantly improved the performance of chromatography for the separation of
more complex mixtures.
Several mathematical models are available in the literature for studying chromatographic
separations at the analytical and preparative/production scales, such as the ideal model,
the equilibrium dispersive model (EDM), the lumped kinetic model (LKM), the linear
driving force model and the general rate model (GRM) [29, 30, 31, 79]. Each model has its
own level of complexity to describe the process. The current thesis is mainly focused on
the three widely used chromatographic models namely, the GRM, the LKM and the EDM.
Many researchers worked on the equilibrium theory, for example authers in [94, 97] used
this theory in describing single-component chromatography. The authors in [34, 35, 36, 37]
calculated the trajectories of components analytically considering the equilibrium theory.
Similar results were also obtained in [73] using the method of characteristics. Moreover,
the authors in [74, 75] applied the equilibrium theory to the non-reactive chromatography
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and was extended to reactive chromatography in [26, 27, 95]. The EDM is based upon
the assumptions that constant thermodynamic equilibrium is achieved between the two
phases, the stationary and the mobile phases. Also, the effect of axial dispersion and
certain contributions to band broadening of the kinetic origin can be considered by using
an apparent dispersion coefficient of appropriate magnitude [29, 30, 31, 79].
In contrast to the EDM, the LKM has been based upon the use of a kinetic equation. In
the LKM, the influences of all the mechanisms involved in band broadening, due to their
comparatively slow kinetics, are lumped into a single rate coefficient [29, 30, 31, 79].
The high performance liquid chromatography (HPLC) is considered to be an essential anal-
ysis tool for research, manufacturing, clinical tests and diagnostics. The main challenges in
HPLC include efficient and fast separation with high resolution and ideally low back pres-
sure for various types of samples. In efforts to increase the power of HPLC, the particles
packed into the columns has been progressively downsized. The development of ultra-
high-performance liquid chromatography (UHPLC) using such smaller particles has made
possible to enhance the good analytical features of HPLC and to improve the column per-
formance. However, despite the fact that UHPLC allows efficient and fast separations and
utilizes smaller amounts of solvents, the small sized particles generate high back pressures,
[80]. Such high-pressure conditions require special equipments for handling and, thus, an
investment in new instruments. The introduction of core breads (also called pellicular or
fused-cored or superficially porous particles or beads) provides an alternative technology
which avoids the use of special equipments, provides efficiencies comparable to UHPLC,
and have ideally low back pressures. They also provide the possibility of using already
existing conventional HPLC systems in the laboratories [2].
Cored beads are made of a solid, nonporous silica core surrounded by a porous shell layer
with similar properties to those of the fully porous materials used in conventional HPLC
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columns [9, 22, 23, 24, 32, 45, 46, 59, 84, 102]. They were invented and pioneered by authers
in [38] with the specific purpose of preparing columns that could provide highly efficient
HPLC separation of the constituents of high molecular weight compounds of biological
origin. They are more beneficial than the fully porous beads in minimizing diffusional
mass transfer resistances inside the particle macropores and in reducing the separation
times. The cored beads are of small volume, however, they provide large linear distances
for diffusional mass transfer kinetics inside the particle macropores [45, 46].
In HPLC, the use of cored beads provide the properties of both fully porous and non-
porous beads in a sense that they could be adjusted to take benefits of both particularly for
multi-component elution systems [28, 96]. Non-porous beads remove intraparticle diffusion
completely and provide sharp elution peaks in smallest retention times [19, 28, 54, 77, 100].
However, they are unable to provide sufficient retention time range in HPLC due to their
limited binding capacities [45, 61]. On the other hand, fully porous particles present
differences in the retention time to be quite large rather they suffer from excessive band
broadenings.
Cored beads could form a narrow particle size distribution of perfectly spherical particles
using suitable cores such as borosilica beads [96]. Such spherical beads could minimize
non-ideal flow along with a lower pressure drop inside the column as compared with the
particles having smaller sizes [17, 45, 70]. Cored beads have an extensive usage in many
chromatographic separations particularly in ion exchange [38, 67, 69, 96]. Also, they are
being used in the separations of proteins and peptides [43, 45, 102] including proteins
in proteomic research [96], nucleotides [38], and other compounds [67]. The authors in
[6] and [17] performed experiments to compare and analyze many commercially available
cored beads and fully porous beads. Cored beads were also used in gas chromatography
[44].
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The GRM for cored beads was used in [102] to obtain intraparticle diffusion coefficients.
The authors in [42] considered thin-shelled coated beads using a lumped particle model
with the assumption that the concentration of the solute in the thin shell can be expressed
using an averaged concentration value. With a comparison to fully porous beads, they used
the GRM for fully porous bead. The authors in [57] performed optimization of core size for
linear chromatography by minimizing height equivalent theoretical plate (HETP) number.
Gu et al. [28] have presented a nonlinear GRM for core radius fractions and its numerical
solution technique. The cored beads model was applied to optimize a preparative ternary
elution system as a test problem. Finally, the use of core-shell particles as stationary phases
in HPLC columns was recently discussed in [21, 33, 53]. In this thesis project, the linear
and nonlinear GRM models will be analytically and numerically investigated for describing
chromatographic process in the columns packed with core bead particles.
Moment analysis is an efficient way of getting information of the retention times and
mass transfer processes in the column [31, 49, 50, 52, 62, 63, 64, 65, 79, 82, 86, 98, 99].
The Laplace transformation, having moment generating properties, can be applied to get
moments. The retention equilibrium-constant and the mass transfer kinetic parameters in
the chromatographic column are associated with the moments in the Laplace domain. In
this thesis, the description of chromatographic peaks by means of statistical moments is
presented. The central moments up to third or fourth orders are calculated for different
sets of BCs.
1.3 Objectives and motivations
Mathematical modeling of the dynamic chromatographic process is an important ingredient
of the chromatography theory. It offers a technique for predicting the dynamic behaviors of
the solute in the columns without carrying out expensive and time-consuming experiments
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in the laboratories. The numerical tools are often more valuable than the conventional
experimental methods in terms of providing more profound insights and complete infor-
mation that cannot be directly measured or observed [31, 81]. In this thesis project, three
chromatographic models are analytically and numerical investigated namely, the EDM, the
LKM and the GRM. Each model considers different levels of complexities to describe the
underlying physical processes. For further analysis, the Laplace domain solutions have been
used to derive the statistical temporal moments. The analytical solutions play important
roles in understanding and analyzing the dynamic composition fronts in chromatographic
columns, in determining transport parameters, in enhancing the design and operational
conditions, and in validating the derived numerical methods. In many applications of chro-
matography, due to the small sample size and low concentration, the equilibrium isotherm
is linear. Thus, in nonlinear chromatography, the inspection of the kinetic contributions
to band broadening could be simplified by considering the results obtained in linear chro-
matography. The Laplace transformation has been adopted to find the analytical solution.
Since the Laplace inversion is not possible analytically for all cases, we used numerical
laplace inversion in order to obtain back transformation of the solution in actual time
domain [76]. Moreover, the Laplace domain solution has been used to find the temporal
moments. Since the moment analysis plays an important role for obtaining relevant in-
formation related to the retention time and mass transfer processes in chromatographic
columns. The moments are used to get expressions for retention times, band broadenings,
front asymmetries and kurtosis. Such moment analysis is well-known and approach has
been found instructive in the literature [31, 49, 50, 52, 62, 63, 64, 65, 79, 82, 86, 98, 99]. In
this thesis project, the analytical solutions in Laplace domain are utilized to get temporal
moments. The analytical solutions are possible for the case of linear equilibrium isotherms
only. Whereas, for the case of nonlinear adsorption isotherms, numerical solution tech-
niques are the only tools to to get physically realistic solutions of the models. Therefore,
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computational speed and accuracy of a numerical scheme are of large relevance. Because of
the occurrence of strong nonlinearity due to the adsorption isotherms, it would be difficult
to get precise numerical solution. Steep concentration fronts and shock layers may occur
due to the convection dominated PDEs of chromatographic models and, hence, efficient nu-
merical methods are required to obtain accurate and physically realistic solutions. In this
thesis, the high resolution finite volume scheme (HR-FVS) is proposed to solve both linear
and nonlinear chromatographic models. The proposed HR-FVS has the ability to resolve
sharp discontinuities and narrow peaks of the solutions. The HR-FVS was established
for nonlinear conservation laws. The scheme gives higher order accuracy on non-refind
meshes, resolves sharp discontinuities, and avoids numerical dispersion that leads to inac-
curate solutions [56]. Besides, the derivation of analytical moments are not possible from
the solutions of nonlinear models. Subsequently, numerical moments are calculated for
understanding the dynamic behavior of elution profiles. Moreover, a comparison of fully
porous beads and cored beads is presented to demonstrate the principle of optimization of
the core radius fraction. Good agreements between analytical and numerical results verify
the accuracy of proposed numerical algorithm and correctness of the analytical solutions.
1.4 Solution methodologies
This work is concerned with the analytical and numerical solutions of the three consid-
ered models. The analytical solutions are only possible in the case of linear equilibrium
isotherms. The Laplace transformation is used as a tool to derive these analytical solutions
[40, 71, 76]. Whereas, in the case of nonlinear equilibrium isotherms, numerical solution
techniques are the only tools to solve the model equations. The HR-FVS is proposed to
approximate the model equations numerically [39].
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1.4.1 Laplace transformation
The Laplace transformation was first introduced by a French mathematician and as-
tronomer Pierre-Simon Laplace, while working on the probability theory. Since then,
it has been frequently used as a tool to solve the problems analytically. When Laplace
transform is applied in term of time variable, a function of time is transformed into a
function of complex frequency. Now, the phenomenon is converted to Laplace domain in
which certain operations can be carried out, for example temporal moments can be found
using the Laplace transformed function. After deriving the solution in Laplace domain, it
requires a back transformation to the actual time domain. However, the analytical back
transformation is not possible in all situations. Thus, the numerical Laplace inversion is
applied in such scenarios [76].
In the dissertation, the Laplace transformation is used as a basic tool to transform the linear
partial differential equations (PDEs) into ordinary differential equations (ODEs) which are
then solved analytically in the same Laplace domain. When the Laplace inversion is not
obtainable analytically, the numerical technique of Laplace inverse is used to get back the
solution in original time domain. Moments of the models are obtained analytically and
numerically using the Laplace domain solutions [31, 40, 71, 79].
1.4.2 High resolution finite volume scheme (HR-FVS)
The HR-FVS has been applied to solve the model equations considering both linear and
nonlinear adsorption isotherms. In a finite volume scheme, divergence theorem is applied
to convert the volume integrals containing divergence terms to surface integrals [56]. These
divergence terms are evaluated as fluxes at the cell interface. The schemes are conservative
since there remains a balance between the fluxes entering and leaving the given control
13
volume. The flux limiters are used in the HR-FVS to avoid oscillations that may occur
due to the presence of sharp discontinuities in the solutions. Many limiting functions are
available in the literature and each of which gives a different numerical scheme.
In the present thesis, we use the HR-FVS of Koren to solve our models numerically [39,
48]. Here, the space variable is discretized by using the suggested FVS whereas the time
derivative remains continuous. The resulting system of ODEs are then solved by any ODE-
solver, such as Runge-Kutta method in the present case. To suppress numerical oscillations,
flux limiters are used [39, 48].
1.5 Achievements of the project
Main focus of this work is the analytical and numerical solutions of three chromatographic
models considering different levels of complexities to describe the mass transfer and parti-
tioning processes. These models constitute of systems of convection-diffusion type PDEs
with dominating convective terms and coupled with differential or algebraic equations.
For further analysis, the analytical temporal moments of these models are derived. The
research work is divided into four major parts as summarized below.
The first part of the thesis deals with the analytical solutions of single-solute EDM and
LKM for rectangular pulse injections. Both models are solved for linear adsorption isotherms
considering two sets of boundary conditions, such as Danckwerts (Robin) and Dirichlet
boundary conditions (BCs). The Laplace transformation is used as a tool to derive ana-
lytical solutions. Since the analytical inverse Laplace transformation is not possible for all
kinds of models and boundary conditions, the numerical Laplace inversion is applied to ob-
tain actual time domain solutions. The derived analytical solutions are compared with the
numerical solutions of suggested HR-FVS of Koren [48]. For further analysis, the Laplace
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transformed solutions are used to get temporal moments for both types of models and BCs
analytically. These moments provide useful expressions for analyzing the retention times,
band broadenings and front asymmetries of the elution curves. Different case studies are
considered covering a wide range of mass transfer kinetics.
In the second part of this thesis project, the suggested semi-discrete HR-FVS of Koren
[48] is extended to solve the multi-component nonlinear EDM and LKM. To suppress the
numerical oscillations and preserve the monotonicity of the scheme a minmod limiter is
used. As the scheme gives discretization in the axial coordinate only, the resulting system
of ODEs is being solved by an explicit second order RK-method which is nonlinearly stable.
The third part of this thesis project is about the semi-analytical solutions and moment
analysis of the single-solute linear GRM for fixed-beds packed with core-shell adsorbents.
The GRM is more detailed and a complicated model to be solved analytically. This compre-
hensive model is solved analytically by considering linear adsorption isotherm and by using
the Laplace transformation for two different sets of boundary conditions, i.e. Danckwerts
(Robin) and Dirichlet BCs. The numerical Laplace inversion is applied for back transfor-
mation of the solution in the actual time domain. Furthermore, the first three statistical
temporal moments are derived from the solutions obtained in the Laplace domain. The
main motivation for applying the cored bead theory to the GRM was to achieve highly
efficient and fast separation of complex samples with a reasonably low back pressure. They
provide more advantage than the fully porous beads in reducing diffusional mass transfer
resistances inside the particle macropores as well as the separation times. The concept has
improved column efficiency by shortening the diffusion path that molecules have to travel
and, thus, has improved the diffusional mass transfer kinetics in particle macropores. The
derived and carefully validated solutions are seen as a useful tool to produce further op-
timized core-shell particles and to apply them efficiently in chromatographic separation
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processes.
The fourth part of this thesis project is related to the extension of the linear theory in part
three to the simulation of multi-component nonlinear chromatographic process in fixed-
bed columns packed with core-shell particles. Here, the nonlinear GRM for core-beads
is numerically approximated. The model equations considers axial dispersion, interfacial
mass transfer processes, intraparticle diffusion and multi-component Langmuir model for
nonlinear isotherms. The semi-discrete HR-FVS of Koren [48] is extended to solve the
model equations. The scheme is second order accurate in axial- and radial-coordinates. The
resulting system of ODEs are solved by using a second-order TVD Runge-Kutta method.
Different case studies of single solute and multi-component mixtures are considered to see
the effects of core radius fractions on elution curves.
1.6 Thesis layout
The arrangement of the thesis is as follows:
Chapter 2
Chapter 2 includes some basic definitions and description of the models being investigated
in this thesis project for predicting the dynamic behaviors of the solute in the chromato-
graphic columns. It also briefly explains the model parameters and adsorption isotherms.
Chapter 3
Chapter 3 provides the analytical solutions of the LKM and the EDM by means of Laplace
transformation. To analyze the solute transport behavior further, the temporal moments
up to fourth order are calculated from the Laplace-transformed solutions. For validation,
the analytical solutions are compared with the numerical solutions of models using the
suggested HR-FVS [48].
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Chapter 4
In Chapter 4, the suggested semi-discrete HR-FVS [48] is applied to solve the nonlinear
EDM and LKM. To suppress the numerical oscillations and preserve the monotonicity
of the scheme a minmod limiter is used. The scheme provides a HR-FVS in the axial-
coordinate system and converts the given PDE to a system of ODEs. The ODE-system so
obtained is solved by applying nonlinearly stable high order explicit RK- method. Different
case studies of single solute and multi-component mixtures are considered in order to get
the effects of core radius fractions on elution curves.
Chapter 5
Chapter 5, presents the analytical solutions along with the moment analysis of the linear
GRM for fixed-beds packed with core-shell particles. Again, the Laplace transformation
is used as a basic tool to derive analytical solutions for the two different sets of boundary
conditions. Moreover, the first three statistical temporal moments are derived from the
Laplace domain solutions. In order to demonstrate the potential of the solutions, different
case studies are considered to quantify the effects of the relative core size, axial dispersion,
film mass transfer resistance and intraparticle diffusion resistance in the porous layer on
the elution curves.
Chapter 6
Chapter 6 presents the numerical approximation of the multi-component nonlinear GRM
for fixed-beds packed with core-shell adsorbents using the HR-FVS [48]. Different case
studies of single solute and multi-component mixtures are considered in order to see the
effects of core radius fractions on elution curves.
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Chapter 7
Chapter 7 concludes the thesis and describes the potential areas for future work.
Chapter 8
Chapter 8 lists the most relevant references to this work.
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tional journals of good impact factors.
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Chapter 2
Preliminaries
19
This chapter comprises of some basic definitions and derivations used for the theoretical
description of the process in fixed-bed liquid chromatographic columns (FBLCC). Math-
ematical modeling of such a process is helpful to understand and predict the migration
behavior of the mixture components in the columns filled with the solid stationary phases.
A brief description of basic concepts, procedures, model parameters, adsorption isotherms,
and derivations of standard chromatographic models are provided to understand the con-
tents of upcoming chapters.
2.1 Chromatography
The chromatography is used for the purification and separation of life sciences products
like fine chemicals, medicine and biological products. It is a helpful technique for the
continuous separation of the bulk multi-component mixtures and can be applied for the
separation of the mixture components that are not practically separable by conventional
processes like distillation and extraction. The method is very suitable for complicated
separation purposes in which high purity of the product is of prime concern [30, 31]
In this process, the mixture components (solute) are transported through a stationary
phase by a carrier mobile phase (solvent). Based on the process setup, the carrier phase
can be either liquid or a gas and the stationary phase is either a liquid film on the surface
of immobile support material or a solid surface. This study investigates the liquid (elution)
batch chromatographic processes.
In the fixed-bed liquid chromatographic column (FBLCC), a cylindrical column is consid-
ered that is filled with the porous medium, also called the stationary phase. A pulse of
liquid mixture also called the solute is injected to the column along with the mobile phase
which is flowing continuously through the column, see Figure 1.1. During the flow, the
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mixture components individually interact with the porous medium and the solute gets dis-
tributed into the stationary and mobile phases. The components having strong interactions
with the stationary phase will transport (elute) slowly through the column as compared
to the less interacting components. Thus, different band profiles of the solute components
are formed moving with particular speeds along the chromatographic column. This gives
a possibility for long enough columns, to obtain pure separated components (products) at
the column outlet.
2.1.1 Basic terminologies in chromatography
The following terminologies are used in the description of chromatography.
• Chromatograph: Instrument employed for a chromatography.
• Stationary phase: Phase that stays in place inside the column. It can be a par-
ticular solid or gel-based packing (liquid chromatography (LC)) or a highly viscous
liquid coated on the inside of the column (gas chromatography (GC)).
• Mobile phase: Solvent moving through the column, either a liquid in LC or gas in
GC.
• Eluent: Fluid entering the column.
• Eluate: Fluid exiting the column.
• Elution: The process of passing the mobile phase through the column.
• Chromatogram: Graph showing detector response as a function of time.
• Flow rate: How much mobile phase passed per minute (ml/min).
• Linear velocity: Distance passed by mobile phase per min in the column (cm/min).
21
2.2 Mathematical modeling of FBLCC
Mathematical modeling is an important tool for designing, optimizing and scaling up pro-
cesses in chemical engineering. Mathematical models can be used to predict the migration
behavior of the components in the columns filled with the stationary phases. The standard
chromatographic models can be mainly divided into three main categories namely, the dis-
crete plate models, the continuous models using differential equations, and the statistical
variants [30, 31].
In the plate models, the chromatographic column is divided into a series of interconnected
theoretical plates and in each plate the the mobile phase and stationary phase are con-
sidered in equilibrium. The important examples of plate models are the continuous plate
model proposed by Martin and Synge [60] and the discontinuous plate model by Craig [10].
In these models, axial dispersion is described by using the number of theoretical plates and
mass transfer effects are typically ignored. The chromatographic solution profiles of both
models are the same for a sufficiently high number of theoretical plates. Although, the
plate models were used to describe chromatographic process and to optimize the experi-
mental conditions in analytical chromatography, several disadvantages are associated with
these models. These models do not provide information about any physical phenomenon
which causes band broadening or may influence it, such as column efficiency. Since an
interaction between the mixture components and the stationary phase effects the number
of theoretical plates, the use of averaged number of theoretical plates for all components
may cause a reduction in the accuracy of calculations.
A second approach for modeling chromatographic process is the use of continuous models.
This approach is based on differential mass balances of each solute in slices of the column,
that leads to a set of partial differential equations. Afterwards, there is a need to find the
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mathematical solution of the set of partial differential equations to describe the chromato-
graphic behavior in a column. Continuous models are further classified into many categories
depending on different levels of complexities to describe the mass transfer and partition
processes. Various mathematical models are available in the literature for understanding
and analyzing dynamic composition fronts in chromatographic columns. The most impor-
tant of these models are the general rate model (GRM), the lumped kinetic model (LKM),
the equilibrium-dispersive model (EDM), and the ideal model of chromatography.
The third approach for modeling chromatographic process is the so-called microscopic sta-
tistical method. Such models deal with the probability density function for solute molecules
in the time and space coordinates. An entire discussion on this specific topic is beyond the
scope of the current research work. For further details, the readers are referred to consult
[15, 81].
2.3 Model parameters
The chromatographic model equations contain parameters. Theories and correlations re-
lated to these parameters are shortly summarized here.
2.3.1 Column porosities
The chromatographic column is packed with porous particles. The volume of a column Vcol
can be divided into an interstitial volume of the mobile phase Vm and a stationary phase
volume Vst. The stationary phase volume Vst can be further divided into two sub-volumes,
such as the solid volume Vs and the intraparticle volume of the pores Vpore. Thus, the total
volume of the column comes out to be
Vcol = Vm + Vs + Vpore. (2.1)
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On the basis of these volumes two types of porosities, the interstitial porosity ǫint and the
total porosity ǫ can be formulated as
Interstitial porosity: ǫint =
Vm
Vcol
, (2.2)
Total porosity: ǫ =
Vm + Vpore
Vcol
. (2.3)
The volume of a column is given as
Vcol =
πd2
4
L, (2.4)
where, d is diameter of a column and L denotes the length of a column. The interstitial
porosity ǫint is relevant for large molecules, whereas for small molecules the total porosity
ǫ is of interest. The total porosity can be estimated from the following formula
ǫ =
t0V˙
Vcol
, (2.5)
where V˙ is the actual volumetric flow rate of the mobile phase. The t0 denotes the dead
time of the column and can be calculated from the ratio of the first and zeroth moments
of an elution profile of a non retained component after a pulse injection, i.e.
t0 =
∫∞
0
Ctdt∫∞
0
Cdt
. (2.6)
Here C denotes the concentration of the solute. In this work, the total porosity, c.f. Eq.
(2.5), was taken into account.
The Phase ratio (F): The phase ratio F is defined as the ratio of the volume fraction of
the solid phase to the total volume of the liquid phase. Its relation to the total porosity is
given by
F =
Vsol
Vint + Vpore
=
(1− ǫ)
ǫ
. (2.7)
24
Linear velocity (u): The linear (or interstitial) velocity u can be calculated from the
subsequent formula, provided the volumetric flow rate V˙ and the total porosity ǫ are
constant, i.e.
u =
V˙
ǫπd
2
4
. (2.8)
2.3.2 Adsorption isotherms
The adhesion of molecules from a gas, liquid or solid to a surface is called adsorption. A
film of adsorbate is created through this process on the surface of adsorbent. This process
is very much different from that of absorption in which the fluid molecules are dissolved by
a liquid or solid. Absorption involves the whole volume of the material, whereas adsorption
is a surface based phenomenon.
Isotherms are used to describe the phenomenon of adsorption that is, at a constant tem-
perature, the amount of adsorbate on the adsorbent as a function of its pressure or con-
centration. The quantity adsorbed is normalized by the mass of the adsorbent so that the
comparison of different materials could be made.
The relation amongst the concentration in the stationary phase and the mobile phase at
equilibrium of a component is known as equilibrium isotherm. The prior knowledge of the
equilibrium isotherms is required to integrate the differential mass balances of solutes in
stationary and mobile phases whatever the chromatographic model is used. The linear and
nonlinear chromatography is distinguished by the shape of the isotherm.
Linear chromatography: Chromatographic process is said to be linear when the equilib-
rium concentration of a component in the stationary and in the mobile phases are propor-
tional to each other. This mean that equilibrium isotherms are represented by the straight
lines starting from the origin. The sample composition and amount have no effects on the
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band profiles and the retention times of the individual components. The peaks heights of
the bands represent the amount of each component in the injected sample. In the analyt-
ical applications of chromatography, linear chromatography plays an important role when
the amount of injected components in the sample is small. In the linear chromatography,
the equilibrium isotherm is defined by a linear equation of the form:
qi = aiCi , i = 1, 2, · · ·Nc . (2.9)
where, qi denotes the concentration of the i-th component in the solid phase, Ci represents
the concentration of the i-th component in the mobile phase, ai is the corresponding Henry’s
coefficients and Nc represents the number of components contained in the mixture.
Nonlinear chromatography: In the nonlinear chromatography, the equilibrium isotherms
do not behave linearly, that is, the components concentrations in the stationary phase and
the mobile phase at equilibrium are not proportional. The equilibrium isotherm depends
on the concentration of all components in the mixture. The problems of nonlinear chro-
matography are quite complicated because individual band profiles are coming as a result
of the interdependence of the components adsorbed in solution. In order to simplify the
nonlinear chromatographic study, we need to distinguish between ideal and non-ideal mod-
els. Among many available models describing the nonlinear equilibrium isotherms like
Langmuir, Bilangmuir, Freudlich and Flowler models, the simplest and more realistic one
is the Langmuir isotherm model [30, 31, 79].
Langmuir adsorption isotherm: Irving Langmuir in 1916 presented a new model for
nonlinear equilibrium isotherms [31, 79]. It is a semi-empirical isotherm derived from a
proposed kinetic mechanism. This isotherm is based upon the following assumptions:
• The adsorbent surface is uniform.
• No interaction between adsorbed molecules.
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• All adsorption occurs through the same mechanism.
• Molecules of adsorbate deposit only on the free surface of the adsorbent.
The nonlinear Langmuir isotherm is defined as
qi =
aiCi
1 +
Nc∑
j=1
bjCj
i = 1, 2, · · · , Nc , (2.10)
where, ai represent the Henry’s coefficients and bj describe the extent of nonlinearity.
By evaluating the shape of the isotherm, one can distinguish between linear chromatog-
raphy and nonlinear chromatography. For demonstration, plots of linear and nonlinear
isotherms for a single component with a = 1 and b = 4 are displayed in Figure 2.1. At
very low concentrations, the isotherm behaves linearly due to the vanishing influence of
the second term in the denominator of Eq. (2.10), while in case of higher concentrations,
the influence of this denominator becomes significant causing the nonlinearity.
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Figure 2.1: Left: linear isotherm, right: nonlinear isotherm.
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2.4 Ideal and non-ideal chromatography
In ideal chromatography, infinite column efficiency is considered, that is, we consider neg-
ligibly small axial dispersion and infinite mass transfer kinetic rate. The idea behind it
is that, the particles inside surface are in equilibrium with the solute passing from the
column. Due to these circumstances, the thermodynamics of phase equilibria control the
band profiles. When the equilibrium isotherm is linear in ideal chromatography, the elution
band profiles depend on the mobile phase velocity and the retention factor or slope of the
linear isotherm. These elution band profiles and the injection profiles are identical with
time or volume delay. This situation is quite unrealistic and impractical.
On the other hand, when nonlinear equilibrium isotherm is applied to the ideal chromatog-
raphy, the equilibrium thermodynamics control the high-concentration bands profiles and
allows to study their influence on these profiles. This model is independent of the influence
of the mass transfer kinetics and axial dispersion.
In non-ideal chromatography, the column efficiency has a finite value. That is we may
consider the phenomenon with infinite mass transfer kinetics and finite axial dispersion.
Alternatively, we can neglect the effects of axial dispersion and consider some other source of
band broadening like adsorption-desorption kinetics or the kinetics of diffusion through the
porous particles. A few models are available related to the importance of band broadening,
for example, the GRM that considers all the sources of non-ideal behavior in the mass
transfer process [31, 79].
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2.5 Continuous chromatographic models
This part explains four well established models of chromatographic columns, namely the
LKM, the EDM, the ideal model, and the GRM. These models can be used for both linear
and nonlinear chromatography. All considered models were derived exploiting several basic
assumptions which are listed as follows:
1. The chromatographic process is isothermal.
2. The bed is homogeneous and the packing material used in the stationary phase is
made of porous spherical particles of uniform size.
3. Radial concentration gradients in the column can be neglected.
4. Axial dispersion occurs and causes band broadening.
5. The mobile phase is considered to be incompressible which holds for liquid chro-
matography.
6. There is no interaction between the mobile phase called the solvent and the stationary
phases also called the solid phase.
2.5.1 The lumped kinetic model (LKM)
The LKM incorporates the rate of variation of the local concentration of solute in the
stationary phase and a local deviation from equilibrium concentrations. The model lumps
the contribution of internal and external mass transport resistances into a mass transfer
coefficient ki. Let us consider a differential volume element of a column dVcol, with a
differential length dz, a diameter dcol, and the cross-section area of the column Acol (see
29
Figure 2.2):
dVcol =
πd2col
4
dz = Acoldz . (2.11)
The mass balances for the i-th component of a mixture containing Nc components in the
differential volume element of the column are formulated as follows.
For the liquid phase (ǫ), it is given as:
∂nLi
∂t
= −∂n˙Lconv,i − ∂n˙Ldisp,i + ∂n˙mtr,i , i = 1, 2, · · · , Nc . (2.12)
In the above equations, nLi is the amount of component i in the liquid-phase and ∂ = ∂/∂z.
The other terms in above equations can be characterized as follows:
Accumulation in the liquid phase:
∂nLi
∂t
= dV L
∂Ci
∂t
= dVcolǫ
∂Ci
∂t
. (2.13)
Convection: ∂n˙Lconv,i = V˙ ∂Ci = uǫAcol∂Ci . (2.14)
Mass transfer between phases: ∂n˙mtr,i = −(1− ǫ)kint,i [q∗i − qi] . (2.15)
Axial dispersion: ∂n˙Ldisp,i = ∂
[
−DǫAcol∂Ci
∂z
]
= −DǫAcol∂
(
∂Ci
∂z
)
. (2.16)
The symbols Ci and qi denote the liquid-phase concentrations and the average loadings

Figure 2.2: Schematic diagrams of fixed-bed adsorber.
of component i, respectively. Di is the axial dispersion coefficient for component i. For
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the mass transfer term, a linear driving force was applied and kint,i is the internal mass
transfer coefficient for component i. Moreover, q∗i = f(Ci) is the loading of component i
in the solid phase in equilibrium with all liquid-phase concentrations.
For the solid phase (1− ǫ), the mass balance for i-th component is given as:
∂nSi
∂t
= −∂n˙mtr,i , i = 1, 2, · · · , Nc . (2.17)
In the above equations, nSi is the amounts of component i in the solid phases. Moreover,
the accumulation term is defined as follows:
Accumulation in the solid phase:
∂nSi
∂t
= dV S
∂qav,i
∂t
= dVcol(1− ǫ)∂qi
∂t
, (2.18)
and ∂n˙mtr,i is given by Eq. (2.15). Let us define
ki = (1− ǫ)kint,i. (2.19)
If the volumetric flow rate V˙ and the total porosity ǫ are constants, the linear velocity u
is also a constant as given by Eq. (2.8). Therefore, Eqs. (2.12) and (2.17) can be rewritten
for the whole column.
For the liquid phase it can be expressed as:
∂Ci
∂t
+ u
∂Ci
∂z
= Di
∂2Ci
∂z2
− ki
ǫ
[q∗i − qi] , i = 1, 2, · · · , Nc . (2.20)
For the solid phase it can be written as:
∂qi
∂t
=
ki
(1− ǫ) [q
∗
i − qi] , i = 1, 2, · · · , Nc . (2.21)
The two conservation Eqs. (2.20) and (2.21) represent a typical 1D heterogeneous two-phase
flow model, named as the lumped kinetic model (LKM).
To solve the related mass balance equations in Eqs. (2.20) and (2.21), we need suitable
initial and boundary conditions to close the model formulations.
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The initial conditions for the mobile phase usually assume regenerated columns, i.e.
Ci(0, z) = C
init
i , qi(0, z) = 0, i = 1, 2, · · · , Nc . (2.22)
Appropriate inlet and outlet boundary conditions (BCs) are required for Eq. (2.20). In
this dissertation, the following two types of boundary conditions are considered.
Boundary conditions of type I: Danckwerts (or Robin) type inlet BCs
In this case, the Robin type BCs, known in chemical engineering as Danckwerts BCs, are
applied at the column inlet [12]
− Di
u
∂Ci
∂z
∣∣∣∣
z=0
+ Ci|z=0 =
{
Ci,inj , if 0 < t ≤ tinj ,
0 , t > tinj ,
i = 1, 2, · · · , Nc , (2.23a)
where tinj is the time of injection. At the outlet of the column of finite length L, the
following Neumann outflow BCs are used:
∂Ci(t, L)
∂z
= 0 , i = 1, 2, · · · , Nc . (2.23b)
This condition assures continuity of the outlet concentration profile to the connecting tube
receiving the fluid after leaving the column.
Boundary conditions of type II: Dirichlet inlet BCs
Alternatively, the simpler Dirichlet boundary conditions could be applied at the column
inlet
Ci|z=0 =
{
Ci,inj , if 0 < t ≤ tinj ,
0 , t > tinj ,
i = 1, 2, · · · , Nc , (2.24a)
together with a Neumann boundary condition for a column of hypothetically infinite length
∂Ci(t,∞)
∂z
= 0. (2.24b)
For sufficiently small dispersion coefficient, for example Di ≤ 10−5 m2/s, the Dirichlet inlet
boundary conditions are well applicable.
When tinj → ∞, the boundary conditions in Eqs. (2.23a) and (2.24a) describe just the
breakthrough curves.
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2.5.2 The equilibrium dispersive model (EDM)
The equilibrium dispersive model assumes that the mass transfer is of infinite rate. More-
over, all contributions due to non-equilibrium isotherms and axial dispersion are aggregated
into the corresponding apparent (lumped) dispersion coefficient Da,i. Thus, if instead of Di
and ki , an apparent (lumped) dispersion coefficientDa,i is used (Da,i(Di, ki) > Di), then
Eqs. (2.20) and (2.21) can be lumped together to obtain the EDM:
∂Ci
∂t
+ F
∂q∗i
∂t
+ u
∂Ci
∂z
= Da,i
∂2Ci
∂z2
, i = 1, 2, · · · , Nc , (2.25)
where, the phase ratio F is given by Eq. (2.7). The EDM predicts the chromatographic
profiles accurately when the column efficiency is high and small particles are used as the
stationary phase in the column. The same initial and boundary conditions can be used for
Eq. (2.25) as given by Eqs. (2.22)-(2.24b).
2.5.3 The ideal model
The ideal model assumes that the column has an infinite efficiency. It means that the
axial dispersion is negligible i.e., Da = 0, and the thermodynamic equilibrium is achieved
instantaneously. In this case, the mass balance equations in Eq. (2.25) reduce to:
∂Ci
∂t
+F
∂q∗i
∂t
+ u
∂Ci
∂z
= 0 , i = 1, 2, · · · , Nc . (2.26)
This model provides a first estimation of the concentration profiles but cannot predict accu-
rately the elution profiles for low-efficiency columns. In such situations, the contributions
of axial dispersion and the mass transfer kinetics become eminent. Once again, the same
initial and boundary conditions can be used for Eq. (2.26) as given by Eqs. (2.22)-(2.24b).
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2.5.4 The general rate model (GRM)
The GRM considers several contributions of mass transfer kinetics occurring in chromatog-
raphy [31, 79]. As there are several ways to describe these effects, there are many versions
of this model. Usually, axial dispersion, the mass transfer between mobile and stationary
phase and intraparticle, the pore diffusion are included in the equations. However, the
possible limited rates of adsorption-desorption are often still ignored. The GRM contains
two mass balances for the solute, one for inside the particles, and the other for outside the
particles. The mass balance for a fluid percolating through a bed of spherical particles of
radius RP is given as [7, 30, 31, 79]
∂Ci
∂t
+ u
∂Ci
∂z
= Di
∂2Ci
∂z2
− 3
Rp
Fkext
(
Ci − Cp,i|r=Rp
)
, i = 1, 2, · · · , Nc . (2.27)
In the above equation, Ci and Cp,i are the concentrations of i-th component of the mixture
in the bulk of the fluid and in particle pores, respectively. The phase ratio F is defined
by Eq. (2.7). Moreover, u is the interstitial velocity, Di represents the axial dispersion
coefficient of the i-th component, kext is the external mass transfer coefficient, and t and z
denote time and axial coordinate of the column. In addition, r denotes the radial coordinate
(c.f. Figure 6.1).
The mass balance inside the particles is given as [7, 30, 31, 79]
ǫp
∂Cp,i
∂t
+ (1− ǫp)
∂q∗p,i
∂t
=
1
r2
∂
∂r
(
r2
[
ǫpDp,i
∂Cp,i
∂r
+ (1− ǫp)Ds,i
∂q∗p,i
∂r
])
, (2.28)
where q∗p,i is the local concentration of i-th component of the mixture in the shell of the
stationary phase, ǫp is the internal porosity, Dp,i is the pore diffusivity and Ds,i is the
surface diffusivity of i-th component of the mixture. The isotherm q∗p,i could be either
linear or Langmuir as given by Eqs. (2.9) or (2.10), respectively. In the case of GRM, Ci
is replaced by Cp,i in both Eqs. (2.9) and (2.10).
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Figure 2.3: Schematic diagrams of fixed-bed adsorber and fully porous adsorbent.
In principle the GRM has the potential to achieve an accurate description of chromato-
graphic profiles. However, the implementation and the computation of the GRM is rather
expensive and requires many input parameters. Therefore, simplified versions of the GRM,
namely the LKM and the EDM are usually applied to simulate chromatographic separation
processes.
The same initial and boundary conditions can be used for Eq. (2.27) as given by Eqs.
(2.22)-(2.24b). Moreover, Eqs. (2.27) and (2.28) are connected at r = Rp via the following
expression which quantifies the temporal change of the average loading of the particles:
[
ǫpDp,i
∂Cp,i
∂r
+ (1− ǫp)Ds,i
∂q∗p,i
∂r
]
r=Rp
= kext,i(Ci − Cp,i|r=Rp). (2.29)
Moreover, the following boundary conditions at r = 0 are assumed for Eq. (2.28)
∂Cp,i
∂r
∣∣∣∣
r=0
= 0 . (2.30)
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2.6 Temporal moments
Temporal moment analysis is an attractive method for giving significant information of the
the shape of concentration profiles [31, 52, 64, 65, 79, 85, 82, 98, 99]. The powerful infor-
mation obtained by using higher temporal moments can be used for parameter estimation
and discrimination between rivaling models. The Laplace transformation technique can be
applied to get moments.
Here we present, the well known method for describing chromatographic peaks by means
of statistical moments. These results can be used to validate numerical techniques and
estimate model parameters [31]. In order to calculate analytical temporal moments for
rectangular concentration pulses of finite width, the moment generating property of the
Laplace transform is exploited [91]
µn = (−1)n 1
µ0
lim
s→0
dn(C¯(s, z = L))
dsn
, n = 1, 2, 3, · · · . (2.31)
The zeroth moment µ0 is expressed as
µ0 = lim
s→0
C¯(s, z = L) . (2.32)
This moment corresponds to the area under the concentration profile which is proportional
to the mass injection. The subsequent formula is employed for continuous breakthrough
curves to obtain analytical moments [91]
µn = (−1)n 1
µ0
lim
s→0
dn(sC¯(s, z = L))
dsn
, n = 1, 2, 3, · · · , (2.33)
where
µ0 = lim
s→0
(sC¯(s, z = L)) . (2.34)
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The first three central moments can be calculated using the formulas
µ′2 = µ2 − µ21 , (2.35)
µ′3 = µ3 − 3µ1µ2 + 2µ31 , (2.36)
µ′4 = µ4 − 4µ1µ3 + 6µ21µ2 − 3µ41 . (2.37)
In order to obtain numerical moments, the n-th temporal moment at the outlet of chro-
matographic bed of length z = L is defined as
Mn =
∫ ∞
0
C(t, z = L) tndt. (2.38)
The normalized n-th temporal moment is expressed as
µn =
Mn
M0
=
∫∞
0
C(t, z = L) tndt∫∞
0
C(t, z = L)dt
. (2.39)
While, the n-th central moment is
µ
′
n =
∫∞
0
C(t, z = L) (t− µ1)ndt∫∞
0
C(t, z = L)dt
. (2.40)
For continuous injections (tinj →∞) derivatives of the concentration profiles could be used
for transforming the step responses to the closed pulse responses for allowing calculating
moments [40]. Thus, the central moments used for analyzing continuous breakthrough
curves are given as:
µ
′
n =
∫∞
0
C˙(t, z = L) (t− µ1)ndt∫∞
0
C˙(t, z = L)dt
, with C˙ =
dC
dt
. (2.41)
The first and second moments predict the retention time and variance of the concentration
profiles, respectively. The third moment is related to skewness and the fourth moment
corresponds to the kurtosis. These four terminologies are further elaborated below.
2.6.1 Mean
In statistics and probability theory, the mean or the expected value represents the measure
of central tendency of a probability distribution. In this work µ1 represents the mean.
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2.6.2 Retention time
The interval between the instant of injection and the detection of the component is known as
the retention time tR,i of the i-th component. The retention time of a component depends
upon the column geometry and the mobile phase flow rate. The retention behavior is
characterized by the the factor k′i called the retention factor or the capacity factor:
k′i =
tR,i − t0
t0
. (2.42)
The retention factor can be calculated from the adsorption equilibrium constant by:
k′i =
1− ǫ
ǫ
ai , (2.43)
where
ai =
qi
Ci
, (2.44)
and
tR,i = t0(1 +
1− ǫ
ǫ
∂qi
∂Ci
) , (2.45)
in which, t0 is hold-up time of a non-retained component through a column of length L. It
can be determined by:
t0 =
L
u
. (2.46)
In this work the first moment µ1 provides the retention time.
2.6.3 Variance
In statistics and probability theory, the variance is the measure of spreading of a set of
numbers. If the value of variance is small it represents that the data points are close
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to the mean whereas the large value of variance shows that the data points have a large
spread around the mean value. The variance represents one of the temporal moments of a
distribution, i.e. the second central moment µ′2 is the variance of the elution breakthrough
curves which provides significant information related to mass transfer processes in the
column.
2.6.4 Skewness
Skewness represents how symmetrical a distribution is. In statistics, the measure of asym-
metry of a probability distribution of a real valued random variable about its mean is known
as skewness. The value of skewness can either be positive or negative. Zero skewness re-
sults for the case where the distribution is symmetrical about the mean. The distribution
is said to be asymmetrical if either it is positively skewed or negatively skewed. If the tail
to the right hand side of the mean is longer, that is, higher values are observed to the right
of the mean, then the distribution is positively skewed, otherwise it is negatively skewed.
The skewness has no units and also it does not show any relationship between the mean
and median. Calculation of skewness of a distribution has many advantages in several
areas. Many available models [31] assume normal distribution which have zero skewness or
in other words, the data is symmetrical about the mean. But practically data points may
not obey perfect symmetric behavior. Thus, it is important to understand the skewness of
the data set which indicates the deviation of the data points from the mean in positive or
negative directions. In this work, the third central moment µ′3 measures the skewness of
the elution curve.
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2.6.5 Kurtosis
The word kurtosis means curved. It is the measure of peakedness of the probability distri-
bution of a random variable. It describes the shape of the probability distribution. Many
ways are described in statistics for calculating the kurtosis from a sample or population.
Among them, one common measure is that of Karl Pearson’s that depends upon the fourth
moment of the data but the problem related to this measure is that it measures the heavy
tails not the peakedness [13]. To deal with this problem an adjusted version of Pearson’s
kurtosis has been used to compare the shape of a distribution to that of normal distri-
bution. The distributions that have negative kurtosis are called platykurtic and those
having positive kurtosis are called leptokurtic distributions. The fourth central moment µ′4
measures the kurtosis of the elution curve.
Following are some main features of kurtosis:
• Kurtosis measures whether the shape of the distribution matches the Gaussian dis-
tribution or not.
• Zero kurtosis corresponds to the Gaussian distribution.
• A distribution having greater peak than the Gaussian distribution will have positive
kurtosis.
• A distribution having flat behavior will have negative kurtosis.
• Kurtosis itself has no units.
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2.6.6 Column efficiency
The efficiency of a column is related to the number of theoretical plates NT which is an
indirect measure of peak width for a peak at a specific retention time tR. It can be measured
by the statistical moment method from measured elution profiles. Thus, NT can be defined
as:
NT =
µ21
µ′2
. (2.47)
Columns with high plate numbers are considered to be more efficient, that is, have higher
column efficiency, than columns with a lower plate count. A column with a high number of
theoretical plates will have a narrower peak at a given retention time than a column with
a lower NT number. This number is related to the height equivalent to a theoretical plate
(HETP) and reduced HETP as
HETP =
L
NT
, h =
HETP
2Rp
, (2.48)
where Rp is the radius of the particle in the stationary phase.
The HETP is a function of linear velocity u and can be correlated by the Van Deemter
equation which is valid in this form (only) using the simplifying Dirichlet BC and Dirac
pulse injection. It can be expressed as [90]
HETP = Ad +
Bd
u
+ Cdu. (2.49)
In the above equation, Ad is the eddy diffusion term, Bd is the axial diffusion term and Cd is
the mass transfer resistance term. The first term Ad is influenced by packing imperfections
and by the particle size distributions. The second term Bd denotes the axial diffusion of
the molecules, which can be usually ignored provided the velocity is high enough. The last
term represents a linear dependence with interstitial velocity, where Cd takes into account
mass transfer resistances, which are unavoidable at very high velocities.
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Chapter 3
Analysis of linear EDM and LKM
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This chapter focuses on the analysis of two standard liquid chromatographic models, namely
the lumped kinetic model (LKM) (c.f. Eqs. (2.20) and (2.21)) and the equilibrium dispersive
model (EDM) (c.f. Eq. (2.25)) considering linear isotherms (c.f. Eq. (2.9)) and two different
sets of inlet and outlet boundary conditions. Analytical solutions, obtained by means of
Laplace transformation, are derived for rectangular single solute (Nc = 1) concentration
pulses of finite length (c.f. Eq. (2.23a) or Eq. (2.24a)) and breakthrough curves (tinj →
∞) injected under linear conditions. In order to analyze the solute transport behavior
by means of the two models, the temporal moments up to fourth order are calculated
from the Laplace-transformed solutions (c.f. Eqs. (2.31) and (2.33)). The limiting cases of
continuous injection and negligible mass transfer limitations are evaluated. For validation,
the analytical solutions of considered models are compared with the numerical solutions
using the Koren HR-FVS [39, 48]. The results of different case studies are discussed
for linear adsorption isotherms. Analytically and numerically determined concentration
profiles and moments were found to be in good agreement.
3.1 Single solute LKM
The LKM lumps the contributions of internal and external mass transport resistances into
a mass transfer coefficient k. In the case of single solute (Nc = 1, C1 := C), the LKM
given by Eqs. (2.20) and (2.21) simplifies to [18, 30, 31, 79]:
∂C
∂t
+ u
∂C
∂z
= D
∂2C
∂z2
− k
ǫ
(q∗ − q) , (3.1)
∂q
∂t
=
k
1− ǫ (q
∗ − q) . (3.2)
In the above equations, C denotes the liquid phase concentration, q is the solid phase con-
centration, q∗ is the solid phase concentration at equilibrium, u is the interstitial velocity,
D is the axial dispersion coefficient, k represents the mass transfer coefficient, ǫ is the
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porosity, t is time, and z stands for the axial-coordinate.
In Eqs. (3.1) and (3.2), the isotherm q∗(C) describes an equilibrium relationship in the
stationary and mobile phase concentrations. For diluted systems or small concentrations,
the isotherm q∗(C) can be considered linear (c.f. (2.9)):
q∗ = aC . (3.3)
Here, a denotes the Henry’s constant. The dispersion coefficient D is typically expressed
using dimensionless Peclet number defined as
Pe =
Lu
D
. (3.4)
Here, L is the length of the column. The initial conditions for a uniformly pre-equilibrated
column are given as
C(0, z) = Cinit q(0, z) = q
∗
init. (3.5)
The following two types of boundary conditions are considered for Eq. (3.1).
Boundary conditions of type I: Danckwerts (or Robin) type inlet BC
In this case, the Robin type boundary condition is applied at the column inlet (c.f. Eq.
(2.23a))
− D
u
∂C
∂z
∣∣∣∣
z=0
+ C|z=0 =
{
Cinj , if 0 < t ≤ tinj ,
0 , t > tinj ,
(3.6a)
where tinj is the time of injection. At the outlet of the column of finite length L, the
following Neumann outflow BCs are used (c.f. Eq. (2.23b)):
∂C(t, L)
∂z
= 0 . (3.6b)
Boundary conditions of type II: Dirichlet inlet BC
Alternatively, the simpler Dirichlet boundary conditions could be applied at the column
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inlet (c.f. Eq. (2.24a))
C|z=0 =
{
Cinj , if 0 < t ≤ tinj ,
0 , t > tinj ,
(3.7a)
together with a Neumann boundary condition for a column of hypothetically infinite length
(c.f. Eq. (2.24b))
∂C(t,∞)
∂z
= 0. (3.7b)
When tinj → ∞, the boundary conditions in Eqs. (3.6a) and (3.7a) describe just the
breakthrough curves.
3.2 Single solute EDM
The EDM assumes that the mass transfer kinetics are infinitely fast, i.e. k → ∞ (c.f.
Eq. (2.25)). All contributions causing band broadening are aggregated into an apparent
dispersion coefficient Da. In the case of single solute (Nc = 1, C1 := C), the mass balance
equation of the EDM given by Eq. (2.25) simplifies to [31, 79]:
∂C
∂t
+ F
∂q∗
∂t
+ u
∂C
∂z
= Da
∂2C
∂z2
. (3.8)
In the above equation, F = (1 − ǫ)/ǫ is the phase ratio based on the porosity ǫ ∈ (0, 1).
The apparent dispersion coefficients Da can be expressed by a Peclet number as
Pea =
Lu
Da
. (3.9)
The EDM predicts chromatographic profiles accurately when the column efficiency is high
i.e. for large Peclet numbers Pea. The model has the same initial and BCs as the LKM
given by Eqs. (3.6a)-(3.7b).
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3.3 Analytical solutions of linear LKM and EDM
This section is about the derivations of analytical solutions of LKM and EDM for two
different sets of boundary conditions considering either pulse injections of finite widths or
continuous injections.
3.3.1 Analytical solutions of the LKM
The single component LKM model is considered along with linear isotherm (c.f. Eqs. (3.1),
(3.2) and (3.3)). The Laplace transformation is used to derive analytical solutions for the
given boundary conditions. The Laplace transformation of a function C(t, x) is defined as
C¯(s, x) =
∞∫
0
e−stC(t, x)dt, s > 0 . (3.10)
Let us normalize the length coordinate
x = z/L , Pe = Lu/D . (3.11)
Using Eqs. (3.3) and (3.11), Eqs. (3.1) and (3.2) can be rewritten as
PeL
u
∂C
∂t
+ Pe
∂C
∂x
=
∂2C
∂x2
− L
2k
Dǫ
(aC − q) , (3.12)
∂q
∂t
=
k
1− ǫ (aC − q) . (3.13)
By applying the Laplace transformation and using the initial condition in Eq. (3.5) for
q∗init = qinit = aCinit, we obtain from the above equations
d2C¯
dx2
− PedC¯
dx
− PeL
u
C¯s− aL
2k
Dǫ
C¯ +
L2k
ǫD
Q = −PeL
u
Cinit, (3.14)
−qinit + sQ = k
1− ǫ(aC¯ −Q)⇒ Q =
ka
(1−ǫ)
s+ k
(1−ǫ)
C¯ +
aCinit
s+ k
(1−ǫ)
. (3.15)
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The Laplace domain general solution (complementary and particular) of the above ODE
is given as
C¯(s, x) = A exp(λ1x) +B exp(λ2x) +
Cinit
s
, (3.16)
where
λ1,2 =
Pe
2
∓ 1
2
√√√√Pe2 + 4PeL
u
s
(
1 +
aF
1 + s(1−ǫ)
k
)
. (3.17)
The coefficients A and B can be obtained from the considered sets of BCs.
Case 1-LKM: Rectangular pulse injection of finite width as Danckwerts BC:
Danckwerts BCs (Eq. (3.6a)) can be rewritten in normalized form as[
− 1
Pe
∂C
∂x
+ C(t, x)
]
x=0
=
{
Cinj , 0 < t ≤ tinj ,
0 , t > tinj .
(3.18)
In the Laplace domain, Eq. (3.18) can be expressed as
C¯(s, 0) =
Cinj
s
(
1− e−stinj)+ 1
Pe
dC¯
dx
∣∣∣∣
x=0
. (3.19)
Similarly, the Laplace transformation of outlet boundary condition (c.f. Eqs. (3.6b) and
(3.11)) is given as
dC¯
dx
(s, 1) = 0 . (3.20)
To fulfil Eqs. (3.19) and (3.20), the values of A and B in Eq. (3.16) have to be of the forms
A =
(Cinj (1− e−stinj)− Cinit)
s
λ2 exp(λ2)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
, (3.21)
B = −(Cinj (1− e
−stinj)− Cinit)
s
λ1 exp(λ1)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
. (3.22)
The solution in the time domain C(t, x) of Eqs. (3.16), (3.17), (3.21) and (3.22) can be
obtained by applying exact back transformation formula given by
C(t, x) =
1
2π i
γ+i∞∫
γ−i∞
e−tsC¯(s, x)ds , (3.23)
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where, γ represents real constant which excel the real part of all singularities of C¯(s, x).
Due to the complex structure of the solution, the inverse Laplace transformation cannot
be performed analytically. Therefore, the numerical inverse Laplace transformation is
employed to determine C(t, x). The efficient and accurate algorithm based on Fourier
series was implemented to approximate the integral in Eq. (3.23) [16].
When tinj → ∞, then rectangular profile causes complete breakthrough curves. In such a
situation, the values of A and B in Eqs. (3.21) and (3.22) reduce to the following form
A =
(Cinj − Cinit)
s
λ2 exp(λ2)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
, (3.24)
B = −(Cinj − Cinit)
s
λ1 exp(λ1)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
. (3.25)
The inversion of the Laplace transformation is not doable analytically, however, the nu-
merical inversion can be used.
Case 2-LKM: Rectangular pulse injection of finite width as Dirichlet BC:
If we consider the second inlet BC given by Eqs. (3.7a) together with outlet BC in Eq.
(3.7b) (Neumann at infinity), the values of A and B take the following forms
A =
1
s
(
Cinj(1− e−stinj)− Cinit
)
, B = 0 . (3.26)
Then, the solution in Eq. (3.16) has the following simple form
C¯(s, x) =
1
s
(
Cinj(1− e−stinj)− Cinit
)
eλ1x +
Cinit
s
, (3.27)
where λ1 is given by Eq. (3.17) (upper case). Once again, the numerical inverse Laplace
transformation is employed to find C(t, x) [16].
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When tinj → ∞, the rectangular profile causes complete breakthrough curves. In such a
scenario, the solution in (3.27) reduces to the following form
C¯(s, x) =
1
s
(Cinj − Cinit) eλ1x + Cinit
s
. (3.28)
3.3.2 Analytical solutions of the linear EDM
For sufficiently large values of k, i.e. k →∞, the LKM approaches to the EDM. Identical
to the LKM, the Laplace transformed solutions C¯(s, x) of EDM are given by Eq. (3.16),
(3.27) and (3.28). Just the roots of the characteristic equations in Eq. (3.17) need to be
modified by letting k →∞ and using Pea = Lu/Da. Thus, we obtain
λ1,2 =
Pe
2
∓ 1
2
√
Pea
2 + s
4PeaL
u
(1 + aF ). (3.29)
Case 1-EDM: Rectangular pulse injection of finite width as Danckwerts BC:
The same values of A and B as given by Eqs. (3.21) and (3.22) hold, we have just to use
the new values of λ1,2 given by Eq. (3.29) [40].
For the current simple solution structure, the back transformation is possible and its ana-
lytical expression is already reported by [92] which is given as
C(t, x) =
{
Cinit + (Cinj − Cinit)H(t, x) , 0 < t ≤ tinj ,
Cinit + (Cinj − Cinit)H(t, x)− CinjH(t− tinj, x) , t > tinj , (3.30)
where
H(t, x) =
1
2
erfc
[
αx− tPea
2
√
αt
]
+
(
tPe2a
πα
) 1
2
exp
[
−(αx− tPea)
2
4αt
]
(3.31)
− 1
2
(
1 + xPea +
tPe2a
α
)
exPeaerfc
[
αx+ tPea
2
√
αt
]
+
(
4tPe2a
πα
) 1
2
[
1 +
Pea
4
(
2− x+ tPea
α
)]
exp
[
Pea − α
4t
(
2− x+ tPea
α
)2]
− Pea
[(
2− x+ 3tPea
2α
)
+
Pea
4
(
2− x+ tPea
α
)2]
ePea erfc
[
α(2− x) + tPea
2
√
αt
]
.
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When tinj → ∞, then rectangular injection profile causes complete breakthrough curves.
For this case, the values of A and B are given by Eqs. (3.24) and (3.25), while λ1,2 are given
by Eq. (3.29). Therefore, the back transformation of Eq. (3.16) is possible analytically and
is given at the upper half of Eq. (3.30), i.e.
C(t, x) = Cinit + (Cinj − Cinit)H(t, x) , (3.32)
where H(t, x) is given by Eq. (3.31).
Case 2-EDM: Rectangular pulse injection of finite width as Dirichlet BC:
In this case, the same solution as given by Eq. (3.27) hold, together with λ1,2 given by Eq.
(3.29). For this simple solution, the analytical back transformation exists which is already
reported by [92] as given below:
C(t, x) =
{
Cinit + (Cinj − Cinit)M(t, x) , 0 < t ≤ tinj ,
Cinit + (Cinj − cinit)M(t, x)− CinjM(t− tinj, x) , t > tinj , (3.33)
where
M(t, x) =
1
2
erfc
[
Rx− Pet
2
√
Rt
]
+
1
2
ePexerfc
[
Rx+ Pet
2
√
Rt
]
. (3.34)
When tinj → ∞, then rectangular injection profile causes complete breakthrough curves.
In this case, the solution in Eq. (3.33) reduces to
C(t, x) = Cinit + (Cinj − Cinit)M(t, x) , (3.35)
where M is given by Eq. (3.34).
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3.4 Temporal moments of the linear LKM and EDM
Moment analysis is an efficient technique for giving useful information about the phe-
nomenons of retention equilibrium as well as mass transfer kinetics in the column [31, 52,
64, 65, 79, 82, 85, 98, 99]. The first and second moments predict the retention time and
variance of the concentration profiles, respectively. The third moment is related to skew-
ness and the fourth moment corresponds to kurtosis. These moments provide significant
information to illustrate the shape of concentration profiles with first and second moments.
The powerful information obtained by using higher moments can be used for parameter
estimation and discrimination between rivaling models.
In this section, the first four moments of the LKM and the EDM are calculated from the
above Laplace domain solutions of Danckwerts and Dirichlet BCs. To find moments for the
rectangular profiles Eqs. (2.31) and Eq. (2.32) are used. While for the case of continuous
injection (τinj →∞), Eqs. (2.33) and (2.34) are utilized. We consider
x = 1 and Cinit = 0 , (3.36)
that is, the column is initially regenerated. Here, the moments of LKM are presented for
rectangular and continuously injected concentration profiles. The moments corresponding
to the EDM are obtained as a limiting case of the LKM moments by letting k →∞ and,
thus, will be presented in parallel.
Case 1: Rectangular pulse injection of finite width as Danckwerts BC:
In this case, the Laplace domain solution given by Eqs. (3.16), (3.21), and (3.22) is used
in Eq. (2.31) to derive the temporal moments for the LKM with Danckwerts inlet BC.
Zeroth moment:
The zeroth moment for a pulse of finite width is given as (c.f. Eqs. (3.16), (3.21), (3.22)
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and (2.32)):
µ0 = lim
s→0
C(s, x = 1) = Cinjtinj . (3.37)
For continuous breakthrough curves, it becomes (c.f. Eqs. (3.16), (3.24), (3.25) and (2.34)):
µ0 = Cinj . (3.38)
First moment:
The first moment µ1 for rectangular pulse of finite width is calculated from Eqs. (3.16),
(3.21), (3.22) and (2.31) for n = 1. It is given as
µ1 =
tinj
2
+
L
u
(1 + aF ) . (3.39)
When tinj → ∞, then rectangular profile approaches to continuous breakthrough curves.
In such a case, the first moment can be obtained by using Eqs. (3.16), (3.24), (3.25) and
(2.33). It is given as
µ1 =
L
u
(1 + aF ) . (3.40)
Since the first moment µ1 corresponds to the retention time tR. The value of equilibrium
constant a is obtained from the slopes of a straight lines, µ1 = tR over 1/u for fixed column
length and porosity. The effects of longitudinal diffusion are not significant with respect to
retention time or first moment (cf., Eq. (3.39)). However, if the pair of boundary conditions
are not physical, such as applying the combination of Dirichlet boundary condition for
rectangular pulse in Eq. (3.7a) with the outflow boundary condition in Eq. (3.6b) on a
column of finite length L. In such a case, the value of µ1 is given as
µ1 =
1
2
tinj +
L
u
(1 + aF )
(
1 +
1
Pe
(
e−Pe − 1)) . (3.41)
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Here, µ1 depends on the dispersion coefficient, and thus, mass balance is not fulfilled.
Therefore, it is required to choose the appropriate pair of inlet and outlet boundary con-
ditions for finite length of a column.
The zeroth and first moments of the LKM and the EDM are same, as k does not appear
in the above relations.
Second moment:
The second temporal moment is derived by using Eq. (2.31) for n = 2 as given below
µ2 =
t2inj
3
+ tinj
L (1 + aF )
u
+
2D2(1 + aF )2
u4
[
−1 + Pe+ 1
2
Pe2 + e−Pe
]
+
2LaF 2ǫ
ku
. (3.42)
The second central moment or the variance can be calculated by the following expression
µ′2 = µ2 − (µ1)2 . (3.43)
Thus, the second central moment is given as
µ′2 =
t2inj
12
+
2LD (1 + aF )2
u3
[
1 +
1
Pe
(e−Pe − 1)
]
+
2LaF 2ǫ
ku
. (3.44)
In order to obtain the second temporal moment for continuous breakthrough curves, Eq.
(2.33) along with Eqs. (3.16), (3.24) and (3.25) are taken into account. In that case, µ
′
2
comes out to be:
µ
′
2 =
2LD (1 + aF )2
u3
(
1 +
1
Pe
(
e−Pe − 1))+ 2LaF 2ǫ
ku
. (3.45)
Limiting case: k →∞ in LKM
For sufficiently large values of k, i.e. k → ∞, the moments of LKM reduces to those of
EDM. Thus, Eqs. (3.44) and (3.45) reduces to
µ′2 =
t2inj
12
+
2LDa (1 + aF )
2
u3
(
1 +
1
Pea
(e−Pea − 1)
)
, (3.46)
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and
µ
′
2 =
2LDa (1 + aF )
2
u3
(
1 +
1
Pea
(
e−Pea − 1)) . (3.47)
The second central moment µ′2, i.e. the variance of the elution profiles, provides significant
information related to mass transfer processes in the column. The quantitative value of µ′2
allows to predict band broadening or width of breakthrough curves or peaks and describes
the efficiency or HETP (height equivalent to theoretical plates) of a column [31].
Third moment:
The third temporal moment, derived from Eqs. (3.16), (3.21), (3.22) and (2.31), is given
as
µ3 =
t3inj
4
+ t2inj
L(1 + aF )
u
+ tinj
3LD(1 + aF )2
u3
(
1
Pe
(
e−Pe − 1)+ 1 + Pe
2
)
(1 + aF )3
u6
(
L3u3 + 6DL2u2 + 6D2Lu− 24D3 + 18D2Lue−Pe + 24D3e−Pe) (3.48)
+
1
k
(
12aǫF 2LD(1 + aF )
u3
( 1
Pe
(e−Pe − 1) + (1 + 1
2Pe
)
))
+
tinj
k
3LaǫF 2
u
+
6LaF 3ǫ2
k2u
.
The third central moment can be calculated as:
µ
′
3 = µ3 − 3µ1µ2 + 2µ13
=
12LD2 (1 + aF )3
u5
(
(1 +
2
Pe
)e−Pe + (1− 2
Pe
)
)
+
1
k
[
12LDaF 2ǫ(1 + aF )
u3
(
1
Pe
(e−Pe − 1) + 1
)]
+
6LaF 3ǫ2
k2u
. (3.49)
Limiting case: k →∞ in LKM
For k →∞, the third central moment of LKM (cf., Eq. (3.49)) reduces to the third central
moment of EDM as given below:
µ′3 =
12LD2a (1 + aF )
3
u5
(
(1 +
2
Pea
)e−Pea + (1− 2
Pea
)
)
. (3.50)
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The third central moment µ
′
3 evaluates fronts asymmetries. The expressions for third
central moments or skewnesses are the same for continuous breakthrough curves and rect-
angular profiles.
Fourth moment:
The fourth moment is obtained as (c.f. Eqs. (3.16), (3.21), (3.22) and (2.31)):
µ4 =
t4inj
5
+ t3inj
L(1 + aF )
u
+
2t2inj
u4
[
D2(1 + aF )2
(
Pe(2 + Pe)− 2(1− e−Pe))+ 1
k
(2Lu3ǫaF 2)
]
+
12tinj
u6
[
D3(1 + aF )3
(
4(e−Pe − 1) + Pe(1 + 3e−Pe) + 1
6
Pe2(6 + Pe)
)
+
D2(1 + aF )u2ǫaF 2
k
(
Pe(2 + Pe)− 2(1− e−Pe)+ Lu5ǫ2aF 3
k2
]
+
D4 (1 + aF )4
u8
[
24e−2Pe +
(
312 + 108Pe2 + 360Pe
)
e−Pe + Pe4 + 12Pe3 + 48Pe2 − 336
]
+
12ǫaF 2 (1 + aF )2D3
ku6
[
Pe3 + 6Pe2 + 6Pe− 24 + (24 + 18Pe) e−Pe]
+
12ǫ2aF 3 (2 + 3aF )D2
k2u4
[
Pe2 + 2Pe− 2 + 2e−Pe]+ 24Lǫ3aF 4
k3u
. (3.51)
The fourth central moment can be calculated from the moments given above using the
subsequent formula
µ
′
4 = µ4 − 4µ1µ3 + 6µ12µ2 − 3µ4 . (3.52)
Thus, we obtain
µ′4 =
t4inj
80
+
t2inj
u4
[
D2(1 + aF )2
(
Pe+ e−Pe − 1))+ Lu3ǫaF 2
k
]
+
12D4 (1 + aF )4
u8
[
2e−2Pe +
(
4Pe2 + 22Pe+ 26
)
e−Pe + Pe2 + 8Pe− 28
]
+
24ǫaF 2 (1 + aF )2D3
ku6
[
Pe2 + 5Pe− 12 + (7Pe+ 12) e−Pe]
+
24D2ǫ2aF 3
k2u4
[
1
2
aFPe2 + (2 + 3aF )
(
Pe− 1 + e−Pe)]+ 24Lǫ3aF 4
k3u
. (3.53)
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For the case of continuous breakthrough profile, Eq. (3.53) reduces to
µ′4 =
12D4 (1 + aF )4
u8
[
2e−2Pe +
(
4Pe2 + 22Pe+ 26
)
e−Pe + Pe2 + 8Pe− 28
]
+
24ǫaF 2 (1 + aF )2D3
ku6
[
Pe2 + 5Pe− 12 + (7Pe+ 12) e−pe
]
+
24D2ǫ2aF 3
k2u4
[
1
2
aFPe2 + (2 + 3aF )
(
Pe− 1 + e−Pe)
]
+
24Lǫ3aF 4
k3u
. (3.54)
Limiting case: k →∞ in LKM
For k →∞, the fourth central moment in Eq. (3.53) reduces to
µ′4 =
t4inj
80
+ t2inj
D2a(1 + aF )
2
u4
[
Pea + e
−Pea − 1
]
(3.55)
+
12D4a (1 + aF )
4
u8
[
2e−2Pea +
(
4Pe2a + 22Pea + 26
)
e−Pea + Pe2a + 8Pea − 28
]
and Eq. (3.54) to
µ′4 =
12D4a (1 + aF )
4
u8
[
2e−2Pea +
(
4Pe2a + 22Pea + 26
)
e−Pea + Pe2a + 8Pea − 28
]
. (3.56)
The fourth central moment µ
′
4 measures the kurtosis. The kurtosis is a measure of the
”flatness” of the variable distribution.
Case 2: Rectangular pulse injection of finite width as Dirichlet BC:
In this case, the Laplace domain solution in Eq. (3.27) is used in Eq. (2.31) to derive the
temporal moments for the LKM with Dirichlet inlet BC.
Zeroth moment:
The zeroth moment for a pulse of finite width is given as (c.f. Eqs. (3.27) and (2.32)):
µ0 = lim
s→0
C(s, x = 1) = cinjtinj . (3.57)
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For continuous breakthrough curves, it becomes (c.f. Eqs. (3.28) and (2.34)):
µ0 = cinj . (3.58)
First moment:
The first moment µ1 for rectangular pulse of finite width is calculated from Eqs. (3.27)
and (2.31) for n = 1. It is given as
µ1 =
tinj
2
+
L
u
(1 + aF ) . (3.59)
When tinj → ∞, then rectangular profile approaches to continuous breakthrough curves.
In such a case, the first moment can be obtained by using Eqs. (3.28) and (2.33). It is
given as
µ1 =
L
u
(1 + aF ) . (3.60)
The zeroth and first moments of LKM and EDM are the same, as k does not appear in
the above relations.
Second moment:
The second temporal moment is derived by using Eqs. (3.27) and (2.31) for n = 2 as given
below
µ2 =
t2inj
3
+ tinj
L
u
(1 + aF ) + 2 (1 + aF )2
LD
u3
[
1 +
1
2
Pe
]
+
2LaǫF 2
ku
. (3.61)
The second central moment is given as
µ′2 =
t2inj
12
+
2LD (1 + aF )2
u3
+
2LaF 2ǫ
ku
. (3.62)
In order to obtain the second temporal moment for continuous breakthrough curves, Eqs.
(3.28) and (2.33) are taken into account. In that case, µ
′
2 comes out to be:
µ′2 =
2LD (1 + aF )2
u3
+
2LaF 2ǫ
ku
. (3.63)
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Limiting case: k →∞ in LKM
For sufficiently large values of k, i.e. k → ∞, the moments of LKM reduces to those of
EDM. Thus, Eqs. (3.62) and (3.63) reduces to
µ′2 =
t2inj
12
+
2LDa (1 + aF )
2
u3
, (3.64)
and
µ
′
2 =
2LDa (1 + aF )
2
u3
. (3.65)
Third moment:
The third temporal moment, derived from Eqs. (3.27) and (2.31), is given as
µ3 =
t3inj
4
+ t2inj
L(1 + aF )
u
+ tinj
3LD(1 + aF )2
u3
(
1 +
Pe
2
)
+
L3
u3
(1 + aF )3
[
6D
Lu
+
12D2
L2u2
+ 1
]
+
12aǫF 2LD(1 + aF )
ku3
(
1 +
1
2Pe
)
+
tinj
k
3LaǫF 2
u
+
6LaF 3ǫ2
k2u
. (3.66)
The third central moment can be calculated as
µ′3 =
12LD2
u5
(1 + aF )3 +
12LD (1 + aF ) ǫaF 2
ku3
+
6Lǫ2aF 3
k2u
. (3.67)
Limiting case: k →∞ in LKM
For k →∞, the third central moment of LKM (cf., Eq. (3.67)) reduces to the third central
moment of EDM as given below
µ′3 =
12LD2a
u5
(1 + aF )3 . (3.68)
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Fourth moment:
The fourth moment is obtained as (c.f. Eqs. (3.27) and (2.31)):
µ4 =
t4inj
5
+ t3inj
L(1 + aF )
u
+
2t2inj
u4
[
D2(1 + aF )2Pe(2 + Pe) +
1
k
(2Lu3ǫaF 2)
]
+
12tinj
u6
[
D3(1 + aF )3
(
2Pe+
1
6
Pe2(6 + Pe)
)
+
D2(1 + aF )u2ǫaF 2
k
Pe(2 + Pe)
+
Lu5ǫ2aF 3
k2
]
+
D4 (1 + aF )4
u8
[
120Pe+ 60Pe2 + 12Pe3 + Pe4
]
+
12ǫaF 2 (1 + aF )2D3
ku6
[
Pe3 + 6Pe2 + 12Pe
]
+
12ǫ2aF 3 (2 + 3aF )D2
k2u4
[
Pe2 + 2Pe
]
+
24Lǫ3aF 4
k3u
. (3.69)
The fourth central moment can be calculated from the moments given above using the
subsequent formula
µ
′
4 = µ4 − 4µ1µ3 + 6µ12µ2 − 3µ4 . (3.70)
Thus, we obtain
µ′4 =
t4inj
80
+
t2inj
u4
[
D2(1 + aF )2Pe+
Lu3ǫaF 2
k
]
+
12D4 (1 + aF )4
u8
[
Pe2 + 10Pe
]
+
24ǫaF 2 (1 + aF )2D3
ku6
[
Pe2 + 6Pe
]
+
24D2ǫ2aF 3
k2u4
[
1
2
aFPe2 + (2 + 3aF )Pe
]
+
24Lǫ3aF 4
k3u
. (3.71)
For the case of continuous breakthrough profile, Eq. (3.71) reduces to
µ′4 =
12D4 (1 + aF )4
u8
[
Pe2 + 10Pe
]
+
24ǫaF 2 (1 + aF )2D3
ku6
[
Pe2 + 6Pe
]
+
24D2ǫ2aF 3
k2u4
[
1
2
aFPe2 + (2 + 3aF )Pe
]
+
24Lǫ3aF 4
k3u
. (3.72)
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Limiting case: k →∞ in LKM
For k →∞, the fourth central moments in Eqs. (3.71) and (3.72) reduce to that of EDM
µ′4 =
t4inj
80
+
t2inj
u4
[
D2(1 + aF )2Pe
]
+
12D4 (1 + aF )4
u8
[
Pe2 + 10Pe
]
. (3.73)
µ′4 =
12D4 (1 + aF )4
u8
[
Pe2 + 10Pe
]
. (3.74)
A comparison between analytically and numerically determined moments will be provided
in the next section. Here, the numerical moments are obtained from the concentration
profiles produced by HR-FVS of Koren [39, 48].
3.5 Numerical test problems
In order to validate the analytical results obtained in the previous sections, we consider
several numerical test problems. The second-order accurate Koren HR-FVS is chosen to
validate our analytical solutions [39, 48]. A complete derivation of the Koren scheme is
presented in the Chapter 4 of this thesis and more details about the scheme can be found in
[39, 48]. Afterwards, statistical moments are calculated and compared with the numerical
predictions in detail.
Comparison of analytical and numerical solutions for the EDM and LKM
Case 1: In this case study, we focus on the comparison of analytically and numerically de-
termined elution profiles for both EDM and LKM using Danckwerts boundary conditions.
The values of required parameters are given in Table 3.1. In Figure 3.1, the analytical
solutions of EDM are compared with the solutions obtained from numerical Laplace in-
version and HR-FVS. Good agreement between the solution profiles verify the accuracy
of numerical Laplace inversion and HR-FVS. Moreover, the numerical Laplace inversion
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technique is found to be a suitable technique for solving such problems and will be used in
subsequent problems due to the unavailability of analytical Laplace inversion.
In Figure 3.2, profiles generated by LKM are presented. For LKM, no analytical back
transform solution is available. Therefore, the solutions of Koren HR-FVS and numerical
Laplace inversion are compared with each other. Good agreement between these solution
profiles demonstrates the high precision of both techniques. Thus, the numerical Laplace
inversion is found to be a reliable tool for solving linear models when the exact solution is
not achievable. The results of EDM are also validated for small injected profiles, which is
demonstrated in Figure 3.3.
Case 2: In this case study, the analytical and numerical solutions of EDM are compared
with each other for two types of boundary conditions (BCs) namely, the Dirichlet and
Danckwerts BCs. All the required parameters are given in Table 3.2.
In Figure 3.4 (left), the analytical solution of EDM for breakthrough curve is compared
with the numerical solution of Koren scheme considering Dirichlet inlet boundary condition.
Good agreement of the solution profiles verify the accuracy of the proposed numerical
algorithm. In Figure 3.4 (right), the numerical solution of Koren scheme for EDM is
compared with the analytical solution by considering Dirichlet inlet BCs and injection of a
pulse of finite width. The left and right hand plots of Figure 3.5 gives a comparison of the
numerical results for LKM obtained by using the Koren scheme and the numerical Laplace
inversion for continuous and pulse injections as Dirichlet BCs, respectively. These profiles
show the high precision of the suggested HR-FVS and numerical Laplace inversion. Thus, it
can also be concluded that the considered techniques give good approximations of the EDM
and LKM for linear isotherm. The results shown in Figure 3.6 illustrate the importance
of using more precise BCs for the model equations considering Peclet number quite small,
e.g. Pe < 10. For these values, visible differences can be seen in the results of Dirichlet
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and Danckwerts BCs. Relying upon these results, one can come to the conclusion that
the implementation of Dirichlet BCs is not suitable for large values of the axial dispersion
coefficients. For small axial dispersion or large values of Peclet number (Pe >> 10), there
is no difference in the results of Dirichlet and Danckwerts BCs.
Discussion on the analytically and numerically determined moments
This part presents the detailed review on the analytically and numerically obtained tempo-
ral moments for EDM and LKM. Here, a regenerated system i.e. Cinit = 0 and Cinj = 1 g/l
is taken into account. The derivation of moments for both models up to fourth order is
presented in Eqs. (3.37)-(3.74). Table 3.3 and 3.4 summarize the analytical moments up to
third order for both LKM and EDM considering Danckwerts and Dirichlet BCs respectively.
The moments were also obtained numerically from the Koren scheme applying the formulas
given in Eqs. (2.39) and (2.40) for the first normalized moment, second, third and fourth
central moments, respectively. The Trapezoidal rule using 100 equidistant mesh points
was applied to get the numerically approximated values of the integral terms appearing
in these equations. For continuous injections (tinj → ∞) derivatives of the concentration
profiles given in Eq. (2.41) were used to approximate the moments and to transform the
step response into the pulse response that is required for the finite results of numerical
integration [40].
To illustrate the moments of injected rectangular pulses, the solution profiles can be di-
vided into three categories, such as continuous breakthrough adsorption curves (Cinj >
Cinit, tinj → ∞), continuous breakthrough desorption curves (Cinj < Cinit, tinj → ∞), and
rectangular finite width curves which includes both adsorption and desorption branches.
The first and second category are called as step upwards and step downwards, respectively.
A quantitative comparison of the first analytically and numerically obtained moments (or
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retention times) over different inverse flow rates for the EDM, considering step upwards,
step downwards, and rectangular curves are presented in Figure 3.7. Good agreement
between analytical and numerical moments verify the highly precise results of the applied
numerical techniques and reveal the expected linear behavior. Furthermore, it can be
seen that the corresponding moments of rectangular profile lie between the step upwards
and downwards moments. To analyze the impact of flow rates on the retention times, we
consider two different flow rates. The corresponding results are shown in Figure 3.8. It can
be observed that the retention time is significantly reduced and a sharp profile is observed
when the velocity is higher, and vice versa.
For calculations of second and third central moments, µ
′
2 and µ
′
3, the analytical formulas
of Table 3.3 are used. A quantitative comparison of analytical and numerical second
central moments µ
′
2 is given in Figure 3.9. The second moments µ
′
2 quantifies the variance
which is the same for steps upward and downward, while the moments corresponding to
the rectangular profiles are higher due to inclusion of the term
t2
inj
12
, see Table 3.3. Figure
3.10 shows that the first moment µ1 or the retention time of chromatograms do not depend
on the injection concentration.
The analytical and numerical third central moments µ′3 are shown in Figure 3.11 (left).
Figure 3.11 (left) and Table 3.3 predict that the third central moment which quantifies the
skewness is the same for step upwards, downwards and rectangular profiles. In Figure 3.11
(right), the chromatograms for discontinuous profiles are plotted for three different times
of injection and for a velocity u = 0.8 cm/min. This figure shows the same adsorption and
desorption fronts shifted according to the length of injection. The good agreement between
analytical and numerical moments demonstrates the good accuracy of the Koren scheme.
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The fourth moment-Kurtosis
Kurtosis is a measure of whether the profiles are peaked or flat relative to a normal distri-
bution. In general, the kurtosis is a descriptor of the shape of a probability distribution.
More instructive is to use an adjusted version of Pearson’s kurtosis, the excess kurtosis [13].
The excess kurtosis provides a comparison of the shape of a given distribution to that of
the normal distribution. Distributions with negative or positive excess kurtosis are called
platykurtic distributions or leptokurtic distributions, respectively. The following definition
quantifies the excess kurtosis
γ =
µ
′
4
(µ
′
2)
2
− 3 . (3.75)
A high kurtosis distribution has a sharper peak and a broader tails than the normal dis-
tribution, while a low kurtosis distribution has a more rounded peak and thinner tails.
Distributions with zero excess kurtosis are called mesokurtic, for example the normal dis-
tribution. In this work, the fourth moment associated with kurtosis is used to analyze the
flatness of chromatogram elution. The analytical fourth moment formulas of LKM in Eq.
(3.53) and EDM in Eq. (3.55) are taken into account. Figure 3.12, shows the effects of
injection time on kurtosis using a velocity u = 1 cm/min. For a relatively small time of
injection, for instance tinj = 0.1min, the excess kurtosis value is γ = 0.0046. This depicts
a tendency towards the normal distribution. For a larger time of injection tinj = 2min,
the value of the excess kurtosis is γ = −1.0386. This predicts that the distribution is more
uniform which corresponds to rectangular injection profiles of finite widths.
Figure 3.13 (left) discusses excess kurtosis for three different values of velocity by con-
sidering same time of injection, for instance tinj = 1min . For relatively higher velocity
u = 5 cm/min, the value of excess kurtosis is γ = −1.1943, which is a clear indication of
the uniform distribution. For small velocity, u = 1 cm/min, the excess kurtosis value be-
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comes γ = −0.7075 revealing a tendency towards the normal distribution. An even smaller
velocity, u = 0.46 cm/min, gives the excess kurtosis value γ = 3.1× 10−4, which predicts
the mesokurtic or normal distribution.
Figure 3.13 (right) shows the comparison of EDM and LKM with respect to kurtosis. The
parameters Da = 0.002 cm
2/min, D = 0.0002 cm2/min, and k = 18 1/min are chosen by
matching the second moments of EDM and LKM [40]. Moreover, u = 0.5 cm/min and
tinj = 1min, are considered. The excess kurtosis values of EDM and LKM are γ = −0.0450
and γ = −0.0564, respectively. Figure 3.13 (right) depicts that the tendency of both elution
profiles is close to the normal distribution, as both kurtosis values approach to zero. As the
excess kurtosis value of EDM is relatively more than LKM, thus, EDM produces relatively
higher peak, as compared to the LKM elution profile.
As mentioned before, the numerical moments are computed from the concentration profiles
generated by the Koren scheme. A comparison of numerical and the analytical moments up
to fourth order (cf., Eq. (3.53)) is presented in Figure 3.14 for the LKM. Here, Danckwerts
BCs with pulse injection was considered. All numerical and analytical moments agree well
with each other which verify the accuracy of the proposed Koren scheme.
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Table 3.1: Parameter values used in test problems.
Parameters values
Column length L = 1 cm
Porosity ǫ = 0.4
Interstitial velocity u = 1 cm/min
Dispersion coefficient of EDM Da = 0.002 cm
2/min
Peclet no for EDM Pea = 500
Dispersion coefficient of LKM D = 0.0002 cm2/min
Peclet no for LKM Pe = 5000
Adsorption rate k = 100 1/min
Injection time tinj = 3 min
Initial concentration Cinit = 0 g/l
Concentration at inlet Cinj = 1 g/l
Adsorption equilibrium constant a = 1
Table 3.2: Case 1: Parameters of the problem (EDM).
Parameters values
Column length L = 1.0 cm
Porosity ǫ = 0.4
Interstitial velocity u = 1.0 cm/min
Dispersion coefficient Da = 0.002 cm
2/min
Time of pulse injection tinj = 2 s
Simulation time tmax = 10 min
Initial concentration Cinit = 0 g/l
Inlet concentration Cinj = 1.0 g/l
Henry’s constant a = 1.0
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Figure 3.1: Case 1 (EDM): Comparison of results for Danckwerts BC.
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Figure 3.2: Case 1 (LKM): Comparison of results for Danckwerts BC.
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Figure 3.3: Case 1 (EDM): Chromatogram for injection time tinj = 0.01min.
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Figure 3.5: Case 2 (LKM): Comparison of results for Dirichlet BC.
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Figure 3.8: Chromatograms for two extreme flow rates u = 0.8 cm/min and u =
10 cm/min, generated by using EDM with Danckwerts BCs, Eq. (3.6a).
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
se
co
n
d 
ce
nt
ra
l m
om
en
ts
,µ
’ 2 
[cm
2 ]
 
 
1/u3 [cm3/min3]
Analytical moment of step upwards and downwards
Numerical moment of step upwards and downwards
Analytical moment of rectangular profiles
Numerical moment of rectangular profiles
Figure 3.9: Second central moments µ
′
2 of EDM versus different flow rates 1/u
3.
72
0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
C
 inj [g/l]
µ 1
 
[m
in]
 
 
EDM numerical moments
EDM analytical moments
Figure 3.10: Influence of first moment µ1 over different injected concentration cinj.
0 2 4 6 8 10 12 14
0
1
2
3
4
5
6
7
8
9 x 10
−3
1/u5 [min5/cm5]
th
ird
 c
en
tra
l m
om
en
ts
,  
µ’ 3
 
[m
in3
]
Third central moments for step upwards, downwards and rectangular profiles
 
 
Analytical moments 
Numerical moments
tinj=3 min
0 1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
1.2
time [min]
C 
[g/
l]
Rectangular concentration profiles
 
 
tinj=1.5 min
tinj=3.0 min
tinj=4.5 min
Figure 3.11: Left: Third central moments µ
′
3 of EDM versus different flow rates 1/u
5, right:
influence of different times of injection on elution profiles for u = 0.8 cm/min.
73
0 1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
t [min]
C 
[g/
l]
 
 
tinj=0.1, min, γ=0.0046
tinj=0.5, min, γ=−0.2350
tinj=1.0, min, γ=−0.7065
tinj=2.0, min, γ=−1.0386
EDM
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Chapter 4
Numerical approximation of nonlinear EDM and
LKM
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This chapter is concerned with the numerical approximation of nonlinear EDM and LKM.
Several case studies are carried out. For nonlinear models, numerical solution techniques are
the only tools to get physically realistic solutions. The high resolution finite volume scheme
(HR-FVS) of Koren [48] is proposed to numerically approximate the model equations.
This scheme is a flux-limiting finite volume scheme in which fluxes are limited by using
a nonlinear minmod limiter. This limiting procedure ensures the positivity of the scheme
by suppressing numerical oscillations, usually encountered in the numerical schemes of
second and higher orders. It has been shown that this scheme is second-to-third order
accurate in space [48]. Therefore, a third order accurate ODE-solver is used to maintain
the overall third order accuracy of the scheme in both space and time [39, 48]. The
results of the considered numerical method are compared with the other available flux-
limiting FVS available in the literature [78, 93]. Moreover, the quantitative analysis of
selected problems is also presented. The case studies include single-component elution,
two-component elution, and displacement chromatography on fixed beds. The program
is written in the C language using Windows operating system and was compiled on a
computer with an Intel(R) Core i3 of speed 1.9 GHz and memory (RAM) 4.0 GB.
4.1 The flux-limiting finite volume schemes
In this section the finite volume schemes are implemented to solve the EDM given by Eq.
(2.25). The extension of this scheme to LKM (c.f. Eqs. (2.20) and (2.21)) is straightforward.
For simplicity, a single component EDM is taken into account (c.f. Eq. (2.25) for Nc = 1
and C1 := C), i.e.
∂C
∂t
+ F
∂q∗
∂t
+ u
∂C
∂z
= Da
∂2C
∂z2
. (4.1)
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Let us define w := w(C) = C + Fq∗(C) and f(C) = uC, the above equation becomes
∂w
∂t
+
∂f(C)
∂z
= Da
∂2C
∂z2
. (4.2)
Before we go to apply the proposed numerical scheme to Eq. (4.2), the discretization of
the computational domain is required. Let N denotes the number of points for discretizing
the domain [0, L] and (zj− 1
2
)j∈{1,··· ,N+1} denote the partitionings of the intervals. For each
j = 1, 2, · · · , N , the constant width of the mesh intervals is denoted by ∆z, zj represent
the cell centers, and zj± 1
2
refer to the cell boundaries, see Figure 4.1. We assign,
z1/2 = 0 , zN+1/2 = L , zj+1/2 = j ·∆z , for j = 1, 2, · · ·N . (4.3)
Moreover,
zj−1 zj zj+1
zj− 1
2
zj+ 1
2
z
Figure 4.1: Cell centered finite volume grid.
zj = (zj−1/2 + zj+1/2)/2 and ∆z = zj+1/2 − zj−1/2 = L
N + 1
. (4.4)
Let Ωj :=
[
zj−1/2, zj+1/2
]
for j ≥ 1. Initially, the averaged data in each cell w0(z) is given
as
wj(0) =
1
∆z
∫
Ωj
w0(z) dz , for j = 1, 2, · · ·N . (4.5)
Integration of the Eq. (4.2) on the interval Ωj =
[
zj−1/2, zj+1/2
]
gives
∫
Ωj
∂w
∂t
dz = −
(
fj+ 1
2
− fj− 1
2
)
−Da
((
∂C
∂z
)
j+1/2
−
(
∂C
∂z
)
j−1/2
)
. (4.6)
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In each Ωj , the averaged values of the conservative variable w(t) are given as
wj := wj(t) =
1
∆z
∫
Ωj
w(t, z) dz . (4.7)
Therefore, by using Eq. (4.7) in Eq. (4.6), the following semi-discrete scheme is obtained
dwj
dt
= −
fj+ 1
2
− fj− 1
2
∆z
− Da
∆z
((
∂C
∂z
)
j+ 1
2
−
(
∂C
∂z
)
j− 1
2
)
, j = 1, 2, · · ·N . (4.8)
The diffusion part of the equation contains a differential term which is calculated in the
following way:
(
∂C
∂z
)
j± 1
2
= ±
(
Cj±1 − Cj
∆z
)
. (4.9)
Next, we approximate the convective fluxes fj± 1
2
in Eq. (4.8) and various approximations
of the fluxes provide various numerical schemes. Further, we assume that u>0. Then, the
suggested schemes are given as follows.
First order scheme: The fluxes for this particular case are approximated as
fj+ 1
2
= fj = (uC)j , fj− 1
2
= fj−1 = (uC)j−1 . (4.10)
In the axial-direction, this approximation provides the first order accurate scheme.
High resolution scheme of Koren: Koren [48] used the following approximation of
the fluxes at the cell interfaces together with Sweby-type flux-limiter [87] to guarantee the
positivity (monotonicity) of the scheme:
fj+ 1
2
= fj +
1
2
φ
(
r˜j+ 1
2
)
(fj − fj−1) , (4.11)
where, r˜j+ 1
2
is the ratio of consecutive flux gradients
r˜j+ 1
2
=
fj+1 − fj + η
fj − fj−1 + η . (4.12)
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Here, η ≈ 10−10 is considered to refrain from division by zero. The function φ, known as
limiting function, is taken to be
φ(r˜j+ 1
2
) = max
(
0,min
(
2r˜j+ 1
2
,min
(
1
3
+
2
3
r˜j+ 1
2
, 2
)))
. (4.13)
Due to flux-limiting, the above scheme is second-to-third order accurate [39, 48]. For
a dispersion dominated EDM, this scheme gives third order accuracy. Whereas in the
convection dominated case ( i.e. dispersion coefficient is small), the scheme provides second
order accuracy [48].
Other flux-limiting schemes: In literature, various schemes have been developed which
are different due to their flux limiting functions only [78, 93]. In these schemes, flux at the
right boundary of cell Ij is approximated as
fj+ 1
2
= fj +
1
2
ϕ
(
θj+ 1
2
)
(fj+1 − fj) . (4.14)
In a similar manner, the left cell-boundary flux can be computed. Here, θj+ 1
2
represents
the ratio of gradients of fluxes as expressed bellow:
θj+ 1
2
=
fj − fj−1 + η
fj+1 − fj + η . (4.15)
Some of the well known flux limiters involved are listed in Table 4.1. The efficiency and
accuracy of the schemes will be observed in selected test problems.
Table 4.1: Various flux limiters applied in Eq. (4.14).
Flux limiter Formula
van Leer ([93]) ϕ(r˜) = |r˜|+r˜
1+|r˜|
Superbee ([78]) ϕ(r˜) = max (0,min(2r˜, 1),min(r˜, 2))
Minmod ([78]) ϕ(r˜) = max (0,min(1, r˜))
MC ([93]) ϕ(r˜) = max
(
0,min
(
2r˜, 1
2
(1 + r˜), 2
))
Scheme strategy at the boundaries: At the boundary intervals Eqs. (4.11) and (4.14)
are not applicable. For instance, if BCs at the left boundary are inflow, the inflow boundary
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Figure 4.2: Grids near the boundaries.
and position of the interval face z 1
2
are the same. As z0 is unknown, Eqs. (4.11) and (4.14)
are not applicable at z 3
2
. To deal with such a problem, the first order approximation in Eq.
(4.10) can be practiced at the cell interfaces z 3
2
and zN+ 1
2
. Let finj indicates the injected
flux, then
f 1
2
= finj , f 3
2
= f1, fN+ 1
2
= fN . (4.16)
At other cell interfaces, the fluxes are calculated by using Eqs. (4.11) or (4.14). However,
the global accuracy of the scheme will not be affected by applying the first order scheme on
the boundary intervals. At every time step, the liquid concentration c is required to update
the isotherm values q(c) and flux f(c) = uc. Whereas, Eq. (4.8) provide the updated values
of wj(t) = cj(t)+Fqj(c) in each mesh interval Ωj . Thus, by applying the chain rule in Eq.
(4.8) for j = 1, 2, · · · , N , we get
dcj
dt
= −
[
1 + F
(
dq
dc
)
j
]−1 [
fj+ 1
2
− fj− 1
2
∆z
− Dapp
∆z
((
∂c
∂z
)
j+ 1
2
−
(
∂c
∂z
)
j− 1
2
)]
. (4.17)
The resulting system of ODEs can be solved by using any standard ODE-solver. In this
dissertation, the Runge-Kutta 45 method was used to solve the ODE-system.
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4.2 Numerical test problems
Several numerical test problems are considered for the validation of proposed numerical
algorithm.
4.3 Single-component elution
Here, we present some case studies by considering linear and nonlinear isotherms.
4.3.1 Single-component elution with linear isotherm
Before going to the case studies of nonlinear isotherm, let us verify the efficiency and
accuracy of this scheme for EDM and LKM with linear isotherm.
Case 1: Error analysis of the Koren scheme for EDM with linear isotherm.
In this study, the accuracy and efficiency of the Koren HR-FVS is quantitatively analyzed
for EDM by comparing its results with other HR-FVS [78, 93]. In the region z = [0.2, 0.4],
partially pre-loaded column is considered in a sinusoidal way. The ICs are given as
C(0, z) =
{
sin(π(z − 0.2)/0.2) , 0.2 ≤ z ≤ 0.4 ,
0, else,
(4.18)
along with left BCs to be C(t, 0) = 0. Thus, the analytical solution is given to be [48]
C(t, z) = 0.5 real (iep[erf(α)− erf(β)]) , (4.19)
where, erf denotes the error function and
p = −0.5Dat
( π
0.2
)2
+ i
π
0.2
(0.2− z − 0.5t) , (4.20)
α =
−0.2 + z − 0.5t
2
√
0.5Dat
− iπ
√
0.5Dat
0.2
, (4.21)
β =
−0.4 + z − 0.5t
2
√
0.5Dat
− iπ
√
0.5Dat
0.2
. (4.22)
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The length of the column is 1 cm, a = 1, u = 1 cm/min, ǫ = 0.5 and simulation time is
0.6min. The L1-error in the axial-coordinate at the final simulation time is calculated by
using the following formula.
L1-error =
N∑
j=1
|Cjexact − CjNumeric|∆z , (4.23)
where Cjexact denotes the exact solution at the midpoint of each discrete cell and C
j
Numeric
denotes the numerical solution at the final simulation time. Also, N denotes the number
of discretization points and ∆z represents the axial step size.
Table 4.2 gives a comparison of the L1-errors of the schemes using 100 mesh points for
different dispersion coefficients values Da. Clearly, the Koren scheme produces small errors
and has less computational cost. Table 4.3 displays the Koren schemes L1-errors and the
experimental order of convergence (EOC) for various mesh points along with variations
of Da values. This table represents second-to-third order accuracy of the Korem scheme.
While, for the convection dominated EDM with influential dispersion coefficient, a scheme
having third order accuracy is obtained, for instanceDa = 2×10−3 m2/s. When the disper-
sion coefficient approaches zero, the scheme produces second order accuracy. Analogously,
for varying grid points, as the dispersion coefficient approaches zero, the rate of transition
from second-to-third order gets slower, see Table 4.3. The same trends were also observed
by Koren [48]. Finally, Tables 4.4 and 4.5 show the EOC of the numerical schemes for
Da = 0.002 m
2/s and Da = 2 × 10−5 m2/s, respectively. It can be seen that better EOC
is provided by the Koren scheme as compared to the other schemes for Da = 0.002 m
2/s.
Case 2: Error analysis of the Koren scheme for LKM with linear isotherm.
Here, a comparison of various numerical schemes is presented for the LKM with linear
isotherm. The parameters of the problem are given in Table 4.6. The L1−error in time at
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the column exit was computed from the formula
L1 − error =
NT∑
n=1
|CnR − CnN |∆t . (4.24)
The relative error can be defined as
relative error =
NT∑
n=1
|CnR − CnN |
NT∑
n=1
|CnR|
∆t , (4.25)
where CnR represents the Laplace solution at outlet of the column for time tn and C
n
N
denotes the numerical solution. Also, NT denotes total number of time steps taken and the
step-size for time is denoted by ∆t. Comparisons of computational times, L1−errors and
relative errors are represented in Tables 4.7 and 4.8 for 50 and 100 mesh points, respectively.
Results demonstrate that the Koren scheme produces small errors as compared to the other
schemes for both 50 and 100 grid cells and has better efficiency (or low CPU time). It
can be noticed that relative errors of the Koren scheme are very low for 100 grid points.
Keeping these results in consideration, one can make a conclusion that the Koren scheme
could be an optimal choice to approximate chromatographic models.
4.3.2 Single-component model with nonlinear isotherm
The following case study is considered to see the performance of the Koren scheme and
other HR-FVS for approximating nonlinear models.
Case 3: In this case study, we consider the EDM given by Eq. (2.25) along with the
nonlinear isotherm q(C) = c/(1 + C). Initially, the column is assumed to equilibrated
with the solvent, i.e. Cinit = 0 g/l. A rectangular pulse of concentration Cinj = 1 g/l is
injected to the column for an injection time of 0.2min. Moreover, L = 1 cm, Nt = 250,
u = 1 cm/min, ǫ = 0.5 and simulation time= 3min. Here, we considered a grid of 100 cells
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and the reference solution was obtained on 2000 grid points from the Koren scheme. At
the column outlet, the numerical results are depicted in Figure 4.3, whereas a comparison
of computational times and L1-errors of the schemes are shown in Table 4.9. Less error
in the solution were produced by the Koren scheme. By applying the formula given in
Eq. (4.24), at the column outlet, the L1-error in time was computed. Clearly, the Koren
scheme provides more accurate solutions. The computational time of the Koren scheme
is comparable to the FVS equipped with van-Leer or minmod limiters but it is much
lower than the scheme using MC and Superbee limiters. The backward difference scheme
has minim computational cost, however, its solution is much deviated from the reference
solution. Moreover, Figure 4.4 shows the solutions of LKM (c.f. Eq. (2.20) and (2.21))
for different values of mass transfer coefficient. It is evident from the results that LKM
solution agrees with EDM solution for K = 300. Thus, for larger value of k LKM solution
agrees with the EDM solution. For small values of k the solution of LKM deviates from
the equilibrium condition and, hence, from the EDM solution. On the basis of these
observations, it is realized that the Koren scheme is an appropriate choices for solving such
types of nonlinear models.
Case 4: In this test problem, the single component LKM (c.f. Eq. (2.20) and (2.21)) along
with the nonlinear Langmuir isotherm (c.f. Eq. (2.10)) is considered for finite injection
volumes. Here, five different injected concentrations, such as Cinj = 0.1 g/l, Cinj = 0.5 g/l,
Cinj = 1.0 g/l, Cinj = 2 g/l, and Cinj = 10 g/l are taken into consideration. Moreover,
Cinit = 0 g/l, tinj = 3min, u = 1 cm/min, and the nonlinear parameter b = 0.1 l/g. The
corresponding numerical results are plotted in Figure 4.5 (left). The figure shows the well
known effect that the retention time is reduced for increasing concentration. Furthermore,
the self sharpening effect of adsorption fronts becomes visible.
For the nonlinear isotherm, the Laplace domain solution and corresponding moments are
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not attainable. Therefore, it is required to rely on numerical techniques. The Koren
scheme is employed again to obtain numerical moments of nonlinear models up to fourth
order for five different concentrations of injection. Figure 4.5 (right) presents the trends
of moments versus different injected concentrations. The first moment µ1 or the retention
time decreases with the increase of nonlinearity in the concentration profiles. The second
central moments µ
′
2 show that the profiles are more spread for higher concentrations, but
no significant differences are observed. The third central moments µ
′
3 indicate the positive
skewness for increasing nonlinearity. The fourth central moments µ
′
4 show that leptokurtic
behavior enhances with higher concentrations.
The numerical moments are shown in Figure 4.6 as functions of flow rate for b = 0.1 l/g
and can be compared with the moments of linear case in Figure 3.14. The nonlinear
trends in the moments are visualized by considering five different injected concentrations,
such as Cinj = 0.1 g/l, Cinj = 0.5 g/l, Cinj = 1.0 g/l, Cinj = 2 g/l, and Cinj = 10 g/l with
b = 0.1 l/g. In Figure 4.6, µ1 (top: left) reveals the expected linear trends and the result
are almost same as obtained for the linear model, particulary for Cinj = 1.0 g/l (c.f. Figure
3.14). In Figure 4.6, µ
′
2 (top: right) depicts high variance or spread in the nonlinear
concentration profiles as compared to the linear case. In Figure 4.6, µ
′
3 (bottom: left)
shows the significant positively skewed behavior of nonlinear concentration profiles than
linear profiles. This is the typical behavior caused by nonlinear Langmuir isotherm. In
Figure 4.6, µ
′
4 (bottom: right) indicate the high kurtosis by increasing the value of injected
concentration profiles or nonlinearity effects. In other words, the peaks are expected to be
more flat in the case of nonlinear models compared to the linear ones. These plots elucidate
almost identical behavior as given in Figure 3.14 for small injected concentrations, while,
significant differences were observed for high injected volumes.
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4.3.3 Two-component elution
After validating the proposed numerical scheme for single component linear and nonlin-
ear adsorption isotherms, this case study is an extension of our study to nonlinear two-
component elution. In this test problem, the two-component lumped kinetic model (c.f.
Eq. (2.20) and (2.21)) along with nonlinear Langmuir isotherms (2.10) is considered for
finite feed volumes. A rectangular pulse of a liquid mixture of width tinj ∈ [0, 12] is in-
jected to the column. The boundary conditions are given by Eqs. (2.23a) and (2.23b) for
two components (Nc = 2). The parameters of this problem are taken from [83] and are
provided in Table 4.10. The numerical results are shown in Figure 4.7 (left) by using 150
grid points. The figure elucidates that the Koren scheme resolves the rectangular profiles
in a better way. These results also agree with those obtained by [83], even for coarse mesh
cells. Due to the large value of the adsorption rate k (c.f. Table 4.10), these results of
LKM are exactly similar to those obtained from EDM. The simulation results validate
the importance of suggested method for approximating nonlinear chromatographic mod-
els. Figure 4.7 (right) describes nonequimolar injection concentrations with C1,0 = 4 mol/l
and C2,0 = 2 mol/l, C1,0 = 2 mol/l and C2,0 = 1 mol/l, as well as, C1,0 = 1 mol/l and
C2,0 = 0.5 mol/l, respectively. The results in Figure 4.7 (right) illustrate the well-known
fact that strong nonlinearities produce overshoots in the profiles. The efficiency and ac-
curacy of the schemes can be graphically seen in Figure 4.8. These plots highlight that
errors of the Koren scheme are lower than the other schemes. It is probably worthwhile
to conclude that an increase in the number of grid points produces smaller errors, but the
computational time of the numerical schemes increases. The computational times of the
Koren scheme are smaller than the other schemes. From this analysis, we arrive to the
conclusion that the Koren scheme could be a better choice to deal with such models.
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4.3.4 Three-component elutions
This case study corresponds to another attractive type of chromatography, called displace-
ment chromatography. In this method, instead of getting separated peaks, the components
get resolved into consecutive rectangular zones comprising highly concentrated pure sub-
stances. It is another wonderful method for separation and purification of compounds.
For example, the technique could be applied to purify metal cations, sugar, antibiotics,
proteins, peptides, nucleic acids and small organic molecules [20]. In this procedure, the
mixture components are pushed through the column by a strong component called the
displacer. The column is initially filled by a solid material and is equilibrated with the
solvent. After injecting the sample into the column, we inject a displacer, also called a de-
velopment agent. The displacer shows stronger affinity to the solid phase than the sample
components. Using a long enough column and appropriate isotherms, the separated rectan-
gular zones of high concentration will develop for each component and will be transported
through the column by the displacer. A series of such type of zones is called an isotachic
train or displacement train [20]. The displacement effect elucidates the sample loading and
minimizes the tailing. That is why, the displacement chromatography is comparatively
more efficient than the elution in preparative scale chromatography.
In this simulation study, we take the injection concentrations of the two components to be
C1,inj = C2,inj = 1 g/l, the concentration of the displacer is considered to be Cd,inj = 1 g/l.
The parameters used in this case study are: column diameter d = 0.357 cm, ǫ = 0.5, a1 = 4,
a2 = 5, ad = 6, b1 = 4, b2 = 5, and bd = 1. Furthermore, Nt = 104, and volumetric flow
rate at the column inlet is V˙ = 1l/min. The mixture pulse is injected into the column
for tinj = 0.1min, followed by a continuous injection of the displacer. The velocity of fluid
velocity is taken as u = 19.19 cm/min. The numerical results are shown in Figure 4.10
using 200 mesh cells. Both components of the sample start separating when the displacer
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drives them along the column. Thus, for a lengthy column, components of the sample will
get separated completely and will build rectangular zones of high concentrations. It can be
noticed in Figure 4.10 that component 1 is less retained than component 2 and the displacer
is highly adsorbable. The operating line in Figure 4.9, plotted using equilibrium conditions,
verifies that the displacer has comparatively more affinity than the two components of the
mixture. Thus, consecutive rectangular zones of pure substances are obtained by resolving
both components after 50 cm at the simulation time t = 13min, see Figure 4.10. The
Koren scheme was used for the simulation of this displacement chromatographic process.
In second simulation study, we take the injection concentrations of the two components
to be C1,inj = C2,inj = 1 g/l, the concentration of the displacer is considered to be Cd,inj =
0.5 g/l. Figure 4.11 displays the numerical results at 200 mesh points. It is clear from
the Figure 4.9 that the isotherm of the component 2 has been intersected by a line drawn
from the origin, whereas the isotherm of the component 1 is not. Thus an equilibrated
rectangular pulse has been developed by the component 2 while the component 1, moving
at higher speed, is unable to do so. This is depicted in Figure 4.11.
In the third simulation study, we consider Cd,inj = 0.1 g/l. By using this particular value of
displacer concentration, the operating line do not intersect the isotherm plots of both com-
ponents. Thus, the two components fail to form a rectangular isotachic train as depicted in
Figure 4.12. The presented results are in good agreement with those concentration profiles
obtained using experimental studies of displacement chromatography.
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Table 4.2: Case 1: L1-errors and CPU times of schemes at 100 grid points (linear EDM).
Limiter L1−error CPU (s)
Da = 0.002 Da = 0.0002 Da = 2× 10−5 Da = 2× 10−6 Da = 0.002
First order 0.04021 0.05303 0.06547 0.05486 0.43
Koren 0.00083 0.00278 0.00405 0.00416 0.56
van Leer 0.00271 0.00574 0.00675 0.00680 0.56
Superbee 0.00336 0.00379 0.00460 0.00475 0.88
Minmod 0.00619 0.01079 0.01175 0.01180 1.45
MC 0.00227 0.00419 0.00499 0.00503 0.62
Table 4.3: Case 1: L1-errors and EOC for the FVS of Koren (linear EDM).
N Da = 0.002m
2/s Da = 0.0002m
2/s Da = 0.00002m
2/s
L1-error EOC L1-error EOC L1-error EOC
50 0.0065 0.0107 0.0114
100 8.31× 10−4 2.97 0.0028 1.93 0.004 1.51
200 1.02× 10−4 3.03 5.64× 10−4 2.30 0.0011 1.86
400 1.15× 10−5 3.15 9.76× 10−5 2.53 2.90× 10−4 1.93
800 1.98× 10−6 2.53 1.32× 10−5 2.89 6.21× 10−5 2.20
Table 4.4: Case 1: EOC of the schemes for Da = 0.002 m
2/s (linear EDM).
Mesh points N Koren van Leer Superbee Minmood MC
50
100 2.97 2.08 0.67 1.81 1.92
200 3.03 2.06 1.34 1.99 1.93
400 3.15 2.04 1.86 2.03 1.98
800 2.53 2.02 1.97 2.02 1.99
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Table 4.5: Case 1: EOC of the schemes for Da = 2× 10−5 m2/s (linear EDM).
Mesh points N Koren van Leer Superbee Minmood MC
50
100 1.51 1.52 0.69 1.52 1.45
200 1.86 1.54 1.54 1.14 1.65
400 1.93 1.67 1.67 1.43 1.49
800 2.20 1.70 1.13 1.52 1.52
Table 4.6: Case 2: Parameters of the problem (linear LKM).
Parameters values
Column length L = 1.0 cm
Porosity ǫ = 0.4
Interstitial velocity u = 0.1 cm/min
Dispersion coefficient for LKM D = 10−5 cm2/min
Peclet no for LKM Pe = 104
Mass transfer coefficient k = 100 1/min
Concentration at inlet C1,0 = 1.0 g/l
Adsorption equilibrium constant a = 0.85
Table 4.7: Case 2: Errors and CPU times of schemes at 50 mesh points (linear LKM).
Limiter L1−error Relative error CPU (s)
Koren 0.5155 0.0137 4.90
Van Leer 0.9324 0.0248 8.26
Superbee 1.0732 0.0286 9.34
MC 0.9762 0.0260 8.82
Table 4.8: Case2: Errors and CPU times of schemes at 100 mesh points (linear LKM).
Limiter L1−error Relative error CPU (s)
Koren 0.0153 4.08× 10−4 7.82
Van Leer 0.2255 0.0060 14.90
Superbee 0.2966 0.0079 17.73
MC 0.2477 0.0066 14.96
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Table 4.9: Case3: L1-errors and CPU times of schemes (nonlinear EDM).
Limiter L1−error CPU (s)
N = 50 N = 100 N = 200 N = 50 N = 100 N = 200
Koren 0.0497 0.0225 0.0102 0.22 0.42 1.62
van Leer 0.0586 0.0271 0.0124 0.21 0.41 1.54
Superbee 0.0582 0.0281 0.0131 0.34 0.61 2.01
MC 0.0589 0.0276 0.0126 0.26 0.32 1.76
Minmod 0.0645 0.0287 0.0125 0.22 0.48 1.57
First order 0.1146 0.0724 0.0415 0.12 0.14 0.70
Table 4.10: Parameters for two-component elusion (nonlinear LKM).
Parameters values
Column length L = 1.0 cm
Porosity ǫ = 0.4
Interstitial velocity u = 0.1 cm/min
Dispersion coefficient D = 10−4 cm2/min
Adsorption rate k = 103 1/min
Peclet no Pe = 103
Injection concentrations C1,0 = C2,0 = 10 g/l
Adsorption constants a1 = 0.5, a2 = 1, b1 = 0.05, b2 = 0.1
Injection time tinj = 12 min
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Figure 4.3: Case 3: Comparison of schemes for single-solute nonlinear EDM.
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Chapter 5
Analysis of linear GRM for fixed-beds packed with
core-shell particles
101
This chapter presents analytical solutions and moment analysis of a mathematical model
for fixed-beds packed with core-shell adsorbents. The model considers axial dispersion,
interfacial mass transfer, intraparticle diffusion, and linear adsorption. The Laplace trans-
formation is used as a basic tool to derive analytical solutions for two different sets of
boundary conditions. For further analysis, the first three statistical temporal moments
are derived from the Laplace domain solutions. The analytical solutions derived could
be helpful in finding elution and breakthrough curves in adsorption columns in order to
optimize the design as well as the operating conditions. In many analytical applications of
chromatography we take small sample size, low concentration and hence, the equilibrium
isotherm is linear. Thus, in order to simplify the phenomenon of band broadening related
to the study of the kinetic contributions in nonlinear chromatography we use the results
obtained in linear chromatography. Different case studies are considered to see the effects
of core radius fraction, film mass transfer resistance, axial dispersion and intraparticle
diffusion resistance on the elution curves.
5.1 The linear GRM for core-shell particles
An isothermal chromatographic column filled with inert core-shell particles is considered
as presented in Figure 5.1. At time zero, a rectangular step injection is introduced in a
flowing stream. The column is subjected to axial dispersion, film mass transfer resistance
and intraparticle diffusion resistance. First cored beads are assumed to have a uniform
particle radius Rp with a radius of the nonporous core size Rcore. Thus the inner core is
not penetrating and there exist the phenomenon of diffusion only that is no convection in
the porous shell. Also, the entire column is assumed to be isothermal.
The GRM presented in Eqs. (2.27)-(2.30) of Chapter 2 can be used to describe this process.
In this case, the mass balance for a single solute component (Nc = 1, C1 := C) percolating
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through a column filled with spherical core beads of radius Rp is given as [7, 30, 31, 79]
∂C
∂t
+ u
∂C
∂z
= D
∂2C
∂z2
− 3
Rp
Fkext
(
C − Cp|r=Rp
)
. (5.1)
In the above equation, C and Cp are the concentrations of a solute in the bulk of the fluid
and in particle pores, respectively. The phase ratio F is defined as F = (1 − ǫ)/ǫ, where
ǫ is the external porosity. Moreover, u is the interstitial velocity, D represents the axial
dispersion coefficient, kext is the external mass transfer coefficient, and t and z denote time
and axial coordinate of the column. In addition, r denotes the radial coordinate (c.f. Figure
5.1).
The mass balance equation for the solute in the stationary phase can be expressed assuming
two mechanisms of intraparticle transport, namely pore and surface diffusions [7, 30, 31, 79]:
ǫp
∂Cp
∂t
+ (1− ǫp)
∂q∗p
∂t
=
1
r2
∂
∂r
(
r2
[
ǫpDp
∂Cp
∂r
+ (1− ǫp)Ds
∂q∗p
∂r
])
, (5.2)
where q∗p is the local concentration of solute in the shell of the stationary phase, ǫp is the
internal porosity, Dp is the pore diffusivity and Ds is the surface diffusivity.
Eqs. (5.1) and (5.2) are connected at r = Rp via the following expression which quantifies
the temporal change of the average loading of the particles:
[
ǫpDp
∂Cp
∂r
+ (1− ǫp)Ds
∂q∗p
∂r
]
r=Rp
= kext(C − Cp|r=Rp). (5.3)
Only linear adsorption isotherms are considered in this work:
q∗p = aCp. (5.4)
By using Eq. (5.4), Eq. (5.2) can be simplified as
a∗
∂Cp
∂t
=
Deff
r2
∂
∂r
(
r2
∂Cp
∂r
)
, (5.5)
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where
a∗ = ǫp + (1− ǫp)a , Deff = ǫpDp + (1− ǫp)Dsa . (5.6)
Similarly, Eq. (5.3) simplifies to
Deff
∂Cp
∂r
∣∣∣∣
r=Rp
= kext(C − Cp|r=Rp). (5.7)
To simply the notations and reduce the number of variables, the following dimensionless
quantities are introduced:
c = C/Cinj, cp = Cp/Cinj, τ =
ut
L
, ρ = r/Rp, x =
z
L
,
Pe =
Lu
D
, Bi =
kextRp
Deff
, η =
DeffL
R2pu
, ξ = 3F
kext
Rp
L
u
. (5.8)
Here, Cinj denotes the injected bulk concentration, Pe is the Pectlet number based on
column length, Bi represents modified Biot number, and η describes the ratio of space
time and intraparticle. Using the above dimensionless variables, the model Eqs. (5.2),
(5.5) and (5.7) can be rewritten as
∂c
∂τ
+
∂c
∂x
=
1
Pe
∂2c
∂x2
− ξ (c− cp|ρ=1) , (5.9)
a∗
∂cp
∂τ
=
η
ρ2
∂
∂ρ
(
ρ2
∂cp
∂ρ
)
. (5.10)
Moreover, Eq. (5.7) takes the form
∂Cp
∂ρ
∣∣∣∣
ρ=1
= Bi(C − Cp|ρ=1). (5.11)
Let us define
ρcore = Rcore/Rp. (5.12)
Range of ρ is from 0 to 1 for fully porous particles whereas, it ranges from ρcore to 1 for
cored particles. As this study is concerned with the cored particles of arbitrary core radius
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fraction ρcore, the necessary thing is to allow the core radius be changed. For cored particles
(c.f. Eq. (5.10)), ρcore ≤ ρ ≤ 1. For fully porous particles ρcore=0, while ρcore 6= 0 for cored
particles. Thus, it is helpful to replace ρ-axis by 0 ≤ γ ≤ 1, where
γ =
ρ− ρcore
1− ρcore . (5.13)
On substituting
ρ = γ(1− ρcore) + ρcore, (5.14)
in Eqs. (5.9) and (5.10), they yield
∂c
∂τ
+
∂c
∂x
=
1
Pe
∂2c
∂x2
− ξ (c− cp|γ=1) , (5.15)
a∗
∂cp
∂τ
− η
(
1
(1− ρcore)2
∂2cp
∂γ2
+
2
γ(1− ρcore)2 + ρcore(1− ρcore)
∂cp
∂γ
)
= 0. (5.16)
Eq. (5.16) can be rephrased as
(1− ρcore)2a∗ ∂
∂τ
[(γ(1− ρcore) + ρcore)cp]− η ∂
2
∂γ2
[(γ(1− ρcore) + ρcore)cp] = 0, (5.17)
The Eqs. (5.15) and (5.17) are also subjected to the initial and boundary conditions. The
initial conditions for an initially regenerated column are given as
c(0, x) = 0 , cp(0, x, γ) = 0 , ∀ x, γ ∈ (0, 1). (5.18)
For Eq. (5.17), the following boundary conditions at γ = 0 and γ = 1 are assumed (c.f.
Eq. (5.7))
∂cp
∂γ
∣∣∣∣
γ=0
= 0 ,
∂cp
∂γ
∣∣∣∣
γ=1
= (1− ρcore)Bi(c− cp|γ=1). (5.19)
Appropriate inlet and outlet boundary conditions (BCs) are required for Eq. (5.15). The
following two types of boundary conditions are considered.
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Boundary conditions of type I: Danckwerts (or Robin) type inlet BCs
In this case, the Robin type boundary condition, known in chemical engineering as Danck-
werts boundary condition, is applied at the column inlet (e.g. [12])
− 1
Pe
∂c
∂x
+ c
∣∣∣∣
x=0
=
{
1 , if 0 < τ ≤ τinj ,
0 , τ > τinj,
(5.20a)
where τinj is the time of injection. At the outlet of the column of finite length x = 1, the
following Neumann outflow BCs are used:
∂c(τ, 1)
∂x
= 0. (5.20b)
Boundary conditions of type II: Dirichlet inlet BCs
Alternatively, the simpler Dirichlet boundary conditions could be applied at the column
inlet
c|x=0 =
{
1 , if 0 < τ ≤ τinj ,
0 , τ > τinj,
(5.21a)
together with a Neumann boundary condition for a column of hypothetically infinite length,
x =∞
∂c(τ,∞)
∂x
= 0. (5.21b)
For sufficiently small dispersion coefficient, for example D ≤ 10−5 m2/s, this Dirichlet inlet
boundary condition is well applicable.
5.2 Analytical solutions of GRM for Linear Isotherms
In this section, solutions of linear GRM are presented for Danckwerts (Eq. (5.20a)) and
Dirichlet (Eq. (5.21a)) inlet boundary conditions. The GRM can conveniently be solved
by means of Laplace transformation. The Laplace transformation is defined as
c¯(s, x) =
∞∫
0
e−sτc(τ, x)dτ, τ ≥ 0. (5.22)
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By applying the above Laplace definition to Eq. (5.15), we obtain
sc¯+
dc¯
dx
=
1
Pe
d2c¯
dx2
− ξ(c¯− c¯p|ρ=1). (5.23)
While, the Laplace transformation of Eq. (5.17) is given as:
(1− ρcore)2a∗[(γ(1− ρcore) + ρcore)c¯p]s− η d
2
dγ2
[(γ(1− ρcore) + ρcore)c¯p] = 0. (5.24)
The general solution of Eq. (5.24) for α(s) = a
∗s
η
is given as
c¯p(s, x, γ) =
1
γ(1− ρcore) + ρcore
[
d1e
(1−ρcore)
√
α(s)γ + d2e
(−(1−ρcore))
√
α(s)γ
]
. (5.25)
By using the boundary conditions (5.19), Eq. (5.25) gives
d1 =
Bic¯p(ρcore(
√
α(s)) + 1)/2 sinh((1− ρcore)
√
α(s))
((1− ρcore) +Biρcore)
√
α(s)
[
(Bi+(ρcoreα(s)−1))
((1−ρcore)+Biρcore)
√
α(s)
+ coth((1− ρcore)
√
α(s))
] ,
(5.26)
d2 =
[
(ρcore(
√
α(s))− 1)
(ρcore(
√
α(s)) + 1)
]
d1. (5.27)
At γ = 1, Eq. (5.25), Eq. (5.26) and Eq. (5.27) gives
c¯p|γ=1 = c¯f(s), (5.28)
where
f(s) =
Bi[ρcore(
√
α(s)) coth((1− ρcore)
√
α(s)) + 1]
((1− ρcore) +Biρcore)
√
α(s)
[
(Bi+(ρcoreα(s)−1))
((1−ρcore)+Biρcore)
√
α(s)
+ coth((1− ρcore)
√
α(s))
] .
(5.29)
Introducing Eqs. (5.28) in Eq. (5.9), we get the following ordinary differential equation
φ(s)c¯+
dc¯
dx
=
1
Pe
d2c¯
dx2
, (5.30)
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where
φ(s) = s+ ξ(1− f(s)). (5.31)
The solution of this equation is given as
c¯(s, x) = A1e
λ1x +B1e
λ2x, (5.32)
where
λ1,2 =
Pe
2
(
1∓
√
1 +
4φ(s)
Pe
)
. (5.33)
The boundary conditions considered above can be used to obtain the values of integration
constants A1 and B1 in Eq. (5.32).
Boundary conditions of type I: Danckwerts (or Robin) type BCs
Firstly, the boundary conditions in Eqs. (5.20a) and (5.20b) are considered to obtain the
values of A1 and B1 in Eq. (5.32). The Laplace transformation of the inlet Danckwerts
boundary condition in Eq. (5.20a) is
c¯(s, 0) =
1
s
(
1− e−sτinj)+ 1
Pe
dc¯
dx
∣∣∣∣
x=0
. (5.34)
Similarly, the Laplace transformation of Eq. (5.20b) is given as
dc¯(s, x)
dx
∣∣∣∣
x=1
= 0. (5.35)
Using Eqs. (5.34) and (5.35), the values of A1 and B1 in Eq. (5.32) have the following forms
A1 =
(1− e−sτinj)
s
λ2 exp(λ2)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
, (5.36)
B1 = −(1− e
−sτinj)
s
λ1 exp(λ1)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
. (5.37)
108
When τinj → ∞, the injection causes just a breakthrough curve. In such a situation, the
values of A1 and B1 in Eqs. (5.36)-(5.37) reduce to
A1 =
1
s
λ2 exp(λ2)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
, (5.38)
B1 = −1
s
λ1 exp(λ1)
(1− λ1
Pe
)λ2 exp(λ2)− (1− λ2Pe)λ1 exp(λ1)
. (5.39)
The complete solutions for pulse responses and breakthrough curves are given by Eq. (5.32)
together with Eqs. (5.36)-(5.37) and Eqs. (5.38)-(5.39), respectively.
Boundary conditions of type II: Dirichlet BCs
Now, we consider the boundary conditions given by Eqs. (5.21a) and (5.21b). Their Laplace
transformations are given as
c¯(s, 0) =
(1− e−sτinj)
s
,
dc¯
dx
(s,∞) = 0. (5.40)
Using Eq. (5.40), the values of A1 and B1 in Eq. (5.32) take the following forms
A1 =
(1− e−sτinj)
s
, B1 = 0. (5.41)
On plugging these values of A1 and B1 in Eq. (5.32), we get
c¯(s, x) =
(1− e−sτinj)
s
exp
[
xPe
2
(
1−
√
1 +
4φ(s)
Pe
)]
. (5.42)
When τinj →∞, the injection causes again a complete breakthrough curve. For this case,
the solution in Eq. (5.42) reduce to the following form
c¯(s, x) =
1
s
exp
[
xPe
2
(
1−
√
1 +
4φ(s)
Pe
)]
. (5.43)
This completes the discussion of analytical solutions for the single component linear GRM
in the Laplace domain.
There is no possibility to analytically transform back the Laplace domain solution in time
domain. Numerical Laplace inversion can be applied to obtain a discrete solution in time.
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In this technique, the integral of inverse Laplace transformation is approximated by Fourier
series, see for example [76]. However, to analyze the general behavior of chromatographic
bands in the column, this numerical solution is not helpful directly. For that reason, an
analysis of the moments is presented in the next section to serve this purpose.
5.3 Moments of the general rate model
In this section we use the method of moments to analysis important information about the
retention equilibrium and mass transfer kinetics in the column. The Laplace transformation
can be applied as tool to obtain moments. The parameters of the mass transfer kinetics
and the retention equilibrium-constant in the column are associated with the moments in
the Laplace domain. In this section, the description of chromatographic peaks by means
of statistical moments is presented. The central moments up to fourth order for the GRM
are calculated for different sets of BCs.
To find moments for rectangular concentration pulses of finite width, considering
Eq. (2.31) - Eq. (2.32) and for the case of continuous injection (τinj →∞), considering
Eq. (2.33) - Eq. (2.34).
Thus we find the first three moments for GRM related to injected rectangular concentra-
tions profiles (finite feed volumes) are calculated.
It is notable that the first moment µ1 corresponds to the retention time τR. The effects
of longitudinal diffusion are not significant with respect to retention time or first moment.
The second central moment µ′2 i.e. the variance of the elution profile provides information
about the mass transfer rates in the chromatographic process in the column. Finally, the
third central moment µ
′
3 quantifies the front asymmetries.
The complete derivations of moments are presented below using the considered two types
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of boundary conditions.
Boundary conditions of type I: Danckwerts (or Robin) type BC
In this case, the boundary conditions given by Eqs. (5.20a) and (5.20b) are considered.
The final solution is given by Eqs. (5.32), (5.36), and (5.37). The moments of this solution
are given below using Eq. (2.31).
Zeroth moment: The zeroth moment for rectangular profiles is given as
µ0 = τinj . (5.44)
For continuous breakthrough curves (c.f. Eq. (2.33)), it comes out to be µ0 = 1 .
Let us define
a˜ = (1− ρ3core)a∗ , ρ1 =
ρcore(1 + 3ρcore + 3ρ
2
core − ρ3core)
(1 + ρcore + ρ2core)
2
, (5.45)
ρ2 =
ρcore(2 + 9ρcore +
35
2
ρ2core +
23
2
ρ3core − 3ρ4core − ρ5core)
(1 + ρcore + ρ2core)
3
, (5.46)
ηmod =
η
ρmod
, ρmod = (1 + ρ1)(1− ρcore) . (5.47)
Then, the remaining temporal moments are given below.
First moment: Using using Eq. (2.31), the first temporal moment from the Laplace
transform solution can be obtained as
µ1 =
τinj
2
+ (1 + a˜F ). (5.48)
On the other hand, a simple mass balance on the elution curve for a step input yields the
following equation for the first moment:
µ1 =
τinj
2
+
[
1 +
1− ǫ
ǫ
[
(1− ρ3core)(ǫp + (1− ǫp)a) + ρ3core · 0
]]
. (5.49)
On using Eqs. (5.6) and (5.45), the above equation simplifies to:
µ1 =
τinj
2
+
[
1 +
1− ǫ
ǫ
(1− ρ3core)a∗
]
=
τinj
2
+ (1 + a˜F ). (5.50)
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Thus, both Eqs. (5.48) and (5.50) are exactly the same. For continuous breakthrough
curves, Eq. (2.33) gives the first moment. In that case, the first term in Eq. (5.48) is zero,
i.e. µ1 = (1 + a˜F ) .
Second central moment: The second central moment based on Eq. (2.31) for a rectan-
gular pulse injection is given as
µ′2 =
τ 2inj
12
+
2 (1 + a˜F )2
Pe
[
1 +
1
Pe
(e−Pe − 1)
]
+ 2F a˜2
[
F
ξ
+
1
15ηmod
]
. (5.51)
For continuous breakthrough curves, the first term on the right hand side of Eq. (5.51) is
zero.
Third central moment: The third central moment for a rectangular pulse injection is
expressed as
µ′3 =
12 (1 + a˜F )3
Pe2
[(
1 +
2
Pe
)
e−Pe +
(
1− 2
Pe
)]
+ a˜3F
(
4
105η2mod
(1 + ρ2)
(1 + ρ1)2
+
4F
5ξηmod
+
6F 2
ξ2
)
+
6F (1 + a˜F )
Pe
(
2F a˜2
ξ
+
2a˜2
15ηmod
)[
1
Pe
(e−Pe − 1) + 1
]
. (5.52)
The third central moment is same for continuous breakthrough curve.
Boundary conditions of type II: Dirichlet boundary conditions
Here, the boundary conditions given by Eqs. (5.21a) and (5.21b) are considered. The final
solution is given by Eqs. (5.43). The moments of this solution are given below.
Zeroth moment: The zeroth moment for rectangular profiles is given as
µ0 = lim
s→0
(c¯(s, x = 1)) = τinj. (5.53)
The zeroth moment for continuous breakthrough curves is simply µ0 = 1 .
First moment: The first temporal moment for rectangular profiles is given as
µ1 =
τinj
2
+ (1 + a˜F ) . (5.54)
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For continuous breakthrough curves, the first right hand side term of µ1 is zero.
Second central moment: For a rectangular profile it is given as
µ′2 =
τ 2inj
12
+
2
Pe
(1 + a˜F )2 + 2F a˜2
[
F
ξ
+
1
15ηmod
]
. (5.55)
For breakthrough curves the first right hand side term is zero in Eq. (5.55).
Third central moment: The third central moment is calculated as
µ′3 =
12
Pe2
(1 + a˜F )3 +
6(1 + a˜F )F
Pe
[
2F a˜2
ξ
+
2a˜2
15ηmod
]
+ F a˜3
[
4
105η2mod
(1 + ρ2)
(1 + ρ1)2
+
4F
5ξηmod
+
6F 2
ξ2
]
. (5.56)
Moreover, µ′3 is the same for rectangular and continuous breakthrough curves.
5.3.1 Heights equivalent to a theoretical plate (HETP) curve for
Dirichlet BC
Theoretical plate numbers NT , heights equivalent to a theoretical plate (HETP), and re-
duced plate heights h can be computed using the first temporal moment µ1 and the second
central moment µ′2 [25, 31, 57], i.e.
NT =
µ21
µ′2
, HETP =
L
NT
, h =
HETP
2Rp
. (5.57)
Our first moment µ1 := µ1(τ) and second central moment µ
′
2 := µ
′
2(τ
2) in Eqs. (5.54) and
(5.55) for the Dirichlet boundary conditions are given above in terms of the normalized
time τ = ut/L. In the real time t, they can be expressed as follows:
(µ1)
t =
L
u
(µ1)
τ =
tinj
2
+
L
u
(1 + a˜Fb) , (5.58)
(µ′2)
t2 =
L2
u2
(µ′2)
τ2 =
t2inj
12
+
2DbL
u3
(1 + a˜Fb)
2 + 2Fba˜
2L
u
[
Rp
3kext
+
R2p
15Deff
ρmod
]
. (5.59)
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According to Eqs. (5.45) and (5.47), for fully porous particles ρcore = 0, a˜ = a
∗, ρ1 = 0,
ρmod = 1, and ηmod = η. Then, the moments in Eqs. (5.58) and (5.59) reduces to the
moments presented in [31] and derived rigorously in Eqs. B.(15) and B.(18) of the article
[71]. Similarly, the other moments of this manuscript reduces to the corresponding moments
presented in Appendix B of article [71]. The moment expressions derived also reduce
correctly into other known results of reduced models, e.g. if kext goes to infinity, see e.g.
[40].
In order to use the moment expressions to derive the classical HETP-curve, let us consider
for the sake of simplicity a Dirac injection, i.e. tinj = 0 = τinj. Then, Eqs. (5.57), (5.58)
and (5.59) gives
HETP(u) =
L(µ′2)
t2
(µ21)
t
=
2Db
u
+
2Fba˜
2
(1 + a˜Fb)
2
[
Rp
3kext
+
R2p
15Deff
ρmod
]
u. (5.60)
The first term, capturing band broadening by dispersion, is frequently splitted using the
following simplifying expression [79]
Db = γ12Rpu+ γ2Dmol . (5.61)
Here, Dmol is the molecular diffusivity of the solute in the solvent and γ represent weight
factors for the relative impact of the particle size/flow rate dependent and the molecular
diffusion based contributions to band broadening. Then Eq. (5.60) can be rewritten as
HETP(u) = 4γ1Rp +
2γ2Dmol
u
+ Ccoreu = A+
B
u
+ Ccoreu , (5.62)
where
A = 4γ1Rp, B = 2γ2Dmol, Ccore =
2Fba˜
2
(1 + a˜Fb)
2
[
Rp
3kext
+
R2p
15Deff
ρmod
]
. (5.63)
For fully porous particles, i.e. ρcore = 0, a˜ = a
∗, and ρmod = 1, the Eqs. (5.62) and
(5.63) reduces to the classical van Deemter equation (see [90]), valid only in this form for
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the general rate model using the simplifying Dirichlet BC and Dirac pulse injection. It
should be mentioned here, that this limitation is often ignored in using HETP-curves for
comparing different chromatographic systems.
The minima of HETP are found at the following optimal velocity:
uopt(ρcore) =
√
B
Ccore
. (5.64)
For this velocity the following minimum of HETP results:
HETPmin(uopt(ρcore)) = A+ 2
√
BCcore . (5.65)
5.3.2 HETP curve for Danckwerts BC
In a similar manner, the moments µ1 and µ
′
2 in Eqs. (5.48) and (5.51) can be rewritten in
the real time t. For a Dirac injection, i.e. tinj = 0 = τinj, they can be expressed as
(µ1)
t =
L
u
(1 + a˜Fb) , (5.66)
(µ′2)
t2 =
2DbL (1 + a˜Fb)
2
u3
[
1 +
Db
Lu
(e
−Lu
Db − 1)
]
+ 2Fba˜
2L
u
[
Rp
3kext
+
R2p
15Deff
ρmod
]
. (5.67)
The above expression can be used to derive the HETP-curve for the Danckwerts BC, i.e.
HETP(u) =
L(µ′2)
t2
(µ21)
t
=
2Db
u
[
1 +
Db
Lu
(e
−Lu
Db − 1)
]
+
2Fba˜
2
(1 + a˜Fb)
2
[
Rp
3kext
+
R2p
15Deff
ρmod
]
u.
(5.68)
Now inserting of expression in Eq. (5.61) provides a more complicated dependence of HETP
on u and Db. In this case, the A- and B-terms in Eq. (5.63) modifies to
A = 4γ1Rp
[
1 +
Db
Lu
(e
−Lu
Db − 1)
]
, B = 2γ2Dmol
[
1 +
Db
Lu
(e
−Lu
Db − 1)
]
. (5.69)
Thus, A- and B-terms are not simple anymore. In contrast to Diriclet BC, the simple
derivations to find HETPmin and uopt are not applicable. HETP for Dankwerts BC will be
always less than the HETP for Diriclet BC.
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5.3.3 Skewness
The skewness is a measure of the degree of asymmetry of a distribution. It can be evaluated
using the third and second moments together
δskew =
µ
′
3
(µ
′
2)
3/2
. (5.70)
This relation is useful to analyze the effect of core radius fraction ρcore captured in these
moments on deviations from Gaussian peak shapes. Such consideration were not possible
up to now.
5.4 Numerical test problems
In this section, the effects of model parameters ρcore, Pe, Bi, and η, characterizing the
extension of the inert core, axial dispersion, film mass transfer resistance, and intraparticle
diffusion resistance, on the the concentration profiles and moments are analyzed. A second-
order accurate FVS is applied to solve the model Eqs. (5.15)-(5.21b) for verification of the
derived analytical results, see [39]. All parameters used in the test problems are given in
Table 5.1.
Figure 5.2 presents a comparison of the concentration profiles for various core radius frac-
tions including fully porous beads. As ρcore increases from 0 to 0.95 that is, from fully
porous beads to beads with a very thin shell, the elution profiles became sharper, i.e. ef-
ficiency increases, and the residence time in the column becomes smaller, i.e. capacity
decreases. The sharpening and the increased symmetry of the peaks in Figure 5.2 are
because of the reduced intraparticle diffusional mass transfer resistance. The smaller resi-
dence times are due to the loss of binding sites using a larger value of ρcore, which results
in lesser interaction between the mobile and the stationary phase for the phenomenons of
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adsorption and desorption. At ρcore = 0.95 the capacity is so low, that complete break-
through occurs and the feed concentration is seen at the column outlet. The analytical
and numerical solutions of finite volume scheme (FVS) are in good agreement with each
other for all values of ρcore. This is an indication of the accuracy of proposed numerical
algorithm and the derived analytical solutions.
On the elution curves, the effects of model parameters Bi and Pe, are presented for two
different values of ρcore in Figures 5.3 and 5.4. Clearly, if the effects of axial dispersion or
film mass transfer resistance are considerable then wider peak is obtained and lower time
corresponding to the peak maximum is observed. The effect of ρcore is as in Figure 5.2.
The column efficiency NT (c.f. Eq. (5.57)), decreases with the decrease of Pe and Bi. In
fact, for a fixed Bi = 50, the plate number decreases from 30.15 (ρcore = 0.0) and 47.07
(ρcore = 0.95) at Pe = 500 to 3.37 (ρcore = 0.0) and 4.82 (ρcore = 0.95) at Pe = 5,
respectively, as extracted from Figure 5.3. For a fixed Pe = 500, the column efficiency
decreases from 30.15 (ρcore = 0.0) and 47.07 (ρcore = 0.95) at Bi = 50 to 3.56 (ρcore = 0.0)
and 16.46 (ρcore = 0.95) at Bi = 0.5, respectively, given in Figure 5.4. When the column
is filled with inert core adsorbents, smaller retention time corresponding to the maximum
peak and steeper peak is observed even though there exists axial dispersion or film mass
transfer resistance.
The effect of model parameter η on the elution curves is shown in Figure 5.5. Smaller
retention time and a very slow diffusion rate are observed for small values of η. Because
of the limitation of the intraparticle diffusion resistance, the breakthrough time of conven-
tional adsorbents becomes closer to that of inert core adsorbents. Meaning of the zone
spreading time is the time from the breakthrough to the saturation of the fixed bed. It can
be observed that the zone spreading time for elution curves can be reduced effectively if the
inert core adsorbents are used. The minimization of the zone spreading time is effective
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for desorption and biomacromolecule separation.
A quantitative comparison of analytical and numerical moments for different core radius
fractions is presented in Figure 5.6 considering considering Danckwerts BC. As ρcore in-
creases from 0 to 0.8 that is from fully porous beads to beads with a thin shell, the values
of moments are decreasing. With an increase of ρcore, the first moment µ1, describing
the retention time of the elution profile, decreases. As ρcore increases, the profiles become
sharper, giving a reduction in the second central moment µ′2 which quantifies the variance
of the concentration profile. Further, the third moment, which quantifies the asymmetry
of the elution profiles, is also decreasing with increasing ρcore. Good numerical results
demonstrate the correctness of analytical calculations and high precision of FVS.
Probably as the most interesting result for chromatography petitioners, in Figure 5.7 the
plate height HETP (c.f. Eq. (5.62)) and reduced plate heights h are plotted as functions
of the velocity u. The calculations were done assuming a particle radius of L = 20 cm,
Rp = 2 × 10−4 cm, kext = 5 cm/min, γ = 0.5, γ2 = 1, Dmol = 6 × 10−4 cm2/min, and
Deff = 2 × 10−5 cm2/min. The optimum velocity uopt and minima of HETP (c.f. Eqs.
(5.64) and (5.65)) are also plotted over different core radius fractions ρcore. It can be
observed that HETP decreases with increasing ρcore. Moreover, the plots shows that uopt
increases and HETPmin decreases on increasing ρcore. Comparing the highest efficiencies, it
is concluded that core-shell particles can be operated at larger flow rates or shorter analysis
times.
Let us define
ηHETP =
HETP for Dirichlet BC
HETP for Danckwerts BC
. (5.71)
In Figure 5.8, the plate height HETP and the ratio ηHETP are plotted as a functions of the
velocity u for different vaules of γ2. Both plots in Figure 5.8 show that values of HETP
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are different for Dirichlet and Danckwerts BCs at lower values of u. Moreover, the values
of HETP for Danckwerts BC are smaller than the values of HETP for Dirichlet BC. It
was also observed that core radius fraction ρcore has no influence on HETP in this velocity
range.
The skewness for a normal distribution is zero, and any symmetric data should have a
skewness near zero. Negative values of the skewness indicate that data are left skewed and
positive values indicate the right skewed data. For illustration of the skewness (c.f. Eq.
(5.70)), concentration profiles considering different Pe are displayed in Figure 5.9. For a
small Pectlet number Pe = 20, the value for the skewness is δskew = 0.83 (ρcore = 0.0)
and δskew = 0.60 (ρcore = 0.95), while for Pe = 500 holds δskew = 0.39 (ρcore = 0) and
δskew = 0.01 (ρcore = 0.95). Thus, one can predict that the concentration profile is more
asymmetrical for Pe = 20 as compared to Pe = 500. Moreover, for smaller ρcore the profiles
are more asymmetrical as compared to the profile for larger ρcore as clearly depicted in
Figure 5.9.
Table 5.1: Parameters of the problems.
Parameters values
Injected bulk concentration Cinj = 1.0 g/l
External porosity ǫ = 0.4
Internal porosity ǫp = 0.333
Dimensionless injection time τinj = 1.0
Adsorption equilibrium constant a = 4.0
Pectlet number Pe = 500
Modified Biot number Bp = 50
Ratio of space time and intraparticle η = 2.0
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Figure 5.1: Schematic diagrams of fixed-bed adsorber and inert core adsorbent.
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Figure 5.2: Core radius fraction effects on concentration profile.
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Figure 5.3: Effect of Pe on elution curves for inert core adsorbent (ρcore = 0.95) and
conventional adsorbent (ρcore = 0.0) using Dankwerts inlet BCs (Eqs. (5.20b)).
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Figure 5.4: Effect of Bi on elution curves for inert core adsorbent (ρcore = 0.95) and
conventional adsorbent (ρcore = 0.0) using Danckwerts BCs.
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Figure 5.5: Effect of η on elution curves for inert core adsorbent (ρcore = 0.95) and con-
ventional adsorbent adsorbent (ρcore = 0.0).
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Figure 5.6: Dimensionless moments for rectangular inlet pulse as Dankwerts BCs.
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Figure 5.7: Plots of HETP over u and uopt and HETPmin over ρcore using Dirichlet BC
(c.f. Eqs. (5.62), (5.64) and (5.65)). Here, γ1 = 0.5, γ2 = 1, Dmol = 6 × 10−4 cm2/min,
Deff = 2 × 10−5 cm2/min, Rp = 2 × 10−4 cm, kext = 5 cm/min, L = 20 cm, and other
parameters are given in Table 6.1.
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Figure 5.9: Illustration of skewness for various values of ρcore.
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Chapter 6
Numerical approximation of nonlinear GRM for
fixed-beds packed with core shell-particles
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In liquid chromatography, cored beads are useful for highly efficient and fast separation of
complex samples with a reasonably low back pressure. They are advantageous than the
fully porous beads, such as reduced diffusional mass transfer resistances in particle macro-
pores and separation times. The concept has improved column efficiency by shortening
the diffusion path that molecules have to travel and, thus, has improved the diffusional
mass transfer kinetics in particle macropores. This chapter is focused on the numerical ap-
proximation of nonlinear general rate model (GRM) (c.f. Eqs. (2.27)-(2.30)) for fixed-beds
packed with core-shell particles. The model equations considers axial dispersion, interfa-
cial mass transfer, intraparticle diffusion, and multi-component Langmuir isotherm (c.f.
Eq. (2.10)). A semi-discrete high resolution flux-limiting FVS scheme is proposed to solve
the model equations [39, 48]. The scheme is second order accurate in axial- and radial-
coordinates. The resulting system of ordinary differential equations (ODEs) are solved by
using a second-order TVD Runge-Kutta method. Different case studies of single solute
and multi-component mixtures are considered to study the effects of core radius fractions
on elution curves.
6.1 Mathematical model for core breads
Mathematical modeling of the dynamic chromatographic process is an important ingredient
of the chromatography theory. It offers a technique for predicting the dynamic behaviors
of the solute in the columns without extensive experiments. Because of different levels
of complexity, several models have been established and applied in the literature, see e.g.
[7, 30, 31, 79]. Among them, the GRM (c.f. Eqs. (2.27)-(2.30)) is the most complicated
and complete. It includes most of the factors which influence mass transfer process in
the column, such as the axial dispersion, external mass transfer resistance, pore diffusion,
surface diffusion and adsorption/desorption kinetic procedure.
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Figure 6.1 represents an isothermal adsorption column filled with inert core particles. At
time zero, a step change in the concentration of an adsorbate is introduced in a flowing
stream. The adsorption column is subjected to axial dispersion, film mass transfer resis-
tance and intraparticle diffusion resistance. It is assumed that cored beads have uniform
particle size Rp and core size Rcore. The inner core is nonpenetrating and there is no
convection that is only diffusion phenomenon is considered in the porous shell. Also an
isothermal column is considered.
Under these assumptions, the mass balance equations for a multi-component mixture of
Nc components percolating through a column filled with spherical core breads of radius Rp
are given as [7, 30, 31, 79]
∂Ci
∂t
+ u
∂Ci
∂z
= Di
∂2Ci
∂z2
− 3
Rp
Fkext,i
(
Ci − Cp,i|r=Rp
)
, i = 1, 2, · · · , Nc . (6.1)
In the above equation, Ci and Cp,i are the concentrations of i-th component of the mixture
in the bulk of the fluid and in particle pores, respectively. The phase ratio F is defined
as F = (1− ǫ)/ǫ, where ǫ is the external porosity. Moreover, u is the interstitial velocity,
Di represents the axial dispersion coefficient of the i-th component, kext is the external
mass transfer coefficient, and t and z denote time and axial coordinate of the column. In
addition, r denotes the radial coordinate (c.f. Figure 6.1).
The mass balance for the solute in the stationary phase is expressed as [7, 30, 31, 79]:
ǫp
∂Cp,i
∂t
+ (1− ǫp)∂qp,i
∂t
=
ǫpDp,i
r2
∂
∂r
(
r2
∂Cp,i
∂r
)
, (6.2)
where qp,i is the local concentration of i-th component of the mixture in the shell of the sta-
tionary phase, ǫp is the internal porosity, and Dp,i is the pore diffusivity of i-th component
of the mixture.
Eqs. (6.1) and (6.2) are connected at r = Rp via the following expression which quantifies
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the temporal change of the average loading of the particles [7, 30, 31, 79]:
ǫpDp,i
∂Cp,i
∂r
∣∣∣∣
r=Rp
= kext,i(Ci − Cp,i|r=Rp) . (6.3)
Here, we consider the convex nonlinear Langmuir isotherm (c.f. Eq. (2.10)) [7, 30, 31, 79]:
qp,i =
aiCp,i
1 +
Nc∑
j=1
bjCp,j
. (6.4)
To simply the notations and reduce the number of variables, the following dimensionless
quantities are introduced:
ci =
Ci
C inji
, cp,i =
Cp,i
C inji
, q∗p,i =
qp,i
C inji
, τ =
ut
L
, ρ =
r
Rp
, x =
z
L
,
Pei =
Lu
Di
, Bii =
kextRp
ǫpDp,i
, ηi =
ǫpDp,iL
R2pu
, ξi = 3BiiηiF . (6.5)
In the above equation, C inji denotes the injected bulk concentration, Pei is the Peclet num-
ber based on column length, Bii represents the modified Biot number, and ηi describes the
ratio of space time and interaparticle for the i-th component. Using the above dimension-
less variables, the model Eqs. (6.1) and (6.2) can be rewritten as
∂ci
∂τ
+
∂ci
∂x
=
1
Pe
∂2ci
∂x2
− ξp (ci − cp,i|ρ=1) , (6.6)
ǫp
∂cp,i
∂t
+ (1− ǫp)
∂q∗p,i
∂t
=
ηi
ρ2
∂
∂ρ
(
ρ2
∂cp,i
∂ρ
)
. (6.7)
In dimensionless form, Eqs. (6.3) and (6.4) take the form:
∂cp,i
∂ρ
∣∣∣∣
ρ=1
= Bii(ci − cp,i|ρ=1) , q∗p,i =
aicp,i
1 +
Nc∑
j=1
(jC injj )cp,j
. (6.8)
For fully porous particles ρ ranges from 0 to 1, while for cored particles it ranges from
ρcore = Rcore/Rp to 1. As this study is concerned with the cored particles of arbitrary core
radius fraction ρcore, it is necessary for the core radius to be changed. For cored particles
130
(c.f. Eq. (6.7)), ρcore ≤ ρ ≤ 1. For fully porous particles ρcore=0, while ρcore 6= 0 for cored
particles. Thus, it is helpful to replace ρ-axis by 0 ≤ γ ≤ 1, where
γ =
ρ− ρcore
1− ρcore . (6.9)
On substituting
ρ = γ(1− ρcore) + ρcore , (6.10)
in Eqs. (6.6) and (6.7) and using Eq. (6.8), they yield
∂ci
∂τ
+
∂ci
∂x
=
1
Pei
∂2ci
∂x2
− ξi (ci − cp,i|γ=1) , i = 1, 2, · · · , Nc, (6.11)
(
ǫp + (1− ǫp)
∂q∗p,i
∂cp,i
)
∂cp,i
∂τ
= η
(
1
(1− ρcore)2
∂2cp,i
∂γ2
+
2
γ(1− ρcore)2 + ρcore(1− ρcore)
∂cp,i
∂γ
)
.
(6.12)
The Eqs. (6.11) and (6.12) are also subjected to the initial and boundary conditions. The
initial conditions for an initially regenerated column are given as
ci(0, x) = 0 , cp,i(0, x, γ) = 0 , ∀ x, γ ∈ (0, 1), i = 1, 2, · · · , Nc. (6.13)
The following boundary conditions at γ = 0 and γ = 1 are assumed for Eq. (6.12) (c.f. Eq.
(6.8))
∂cp,i
∂γ
∣∣∣∣
γ=0
= 0 ,
∂cp,i
∂γ
∣∣∣∣
γ=1
= (1− ρcore)Bii(ci − cp,i|γ=1) . (6.14)
Appropriate inlet and outlet boundary conditions (BCs) are required for Eq. (6.11). In this
case, the Robin type boundary condition, known in chemical engineering as Danckwerts
boundary conditions, are applied at the column inlet (e.g. [12])
− 1
Pei
∂ci
∂x
+ ci
∣∣∣∣
x=0
=
{
1 , if 0 < τ ≤ τinj ,
0 , τ > τinj ,
(6.15a)
where τinj is the time of injection. At the outlet of the column of finite length x = 1, the
following Neumann outflow boundary conditions are used:
∂ci(1, τ)
∂x
= 0 . (6.15b)
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6.2 Numerical scheme
Various numerical schemes are available in the literature to approximate the chromato-
graphic models, see e.g. [30, 31, 39] and reference therein. In this work, the semi-discrete
high resolution flux-limiting finite volume scheme is applied to solve the current model
equations, see e.g. [39]. The scheme is second order accurate in the axial- and radial-
coordinates. The resulting system of ODEs is solved by using a second-order TVD-RK
method.
By considering the Langumir isotherm in Eq. (6.8) and a three-component mixutre (i.e.
Nc = 3), we deduce the following system of equations from dimensionless Eqs. (6.11) and
(6.12):
∂c
∂τ
+
∂c
∂x
= P
∂2c
∂x2
− ξ(c− cp|r=1), (6.16)
J
∂cp
∂τ
= η
(
1
(1− ρcore)2
∂2cp
∂γ2
+
2
γ(1− ρcore)2 + ρcore(1− ρcore)
∂cp
∂γ
)
, (6.17)
where
c =

 c1c2
c3

 , cp =

 cp,1cp,2
cp,3

 , P =


1
Pe1
0 0
0 1
Pe2
0
0 0 1
Pe3

 , ξ =

 ξ1 0 00 ξ2 0
0 0 ξ3

 ,
J =


1 + F
∂qp,1
∂cp,1
F
∂qp,1
∂cp,2
F
∂qp,1
∂cp,3
F
∂qp,2
∂cp,1
1 + F
∂qp,2
∂cp,2
F
∂qp,2
∂cp,3
F ∂qp,3
∂cp,1
F ∂qp,3
∂cp,2
1 + F ∂qp,3
∂cp,3

 , η =

 η1 0 00 η2 0
0 0 η3

 . (6.18)
Before deriving the scheme, the first step is to discretize the computational domain.
6.2.1 Domain discretization
Let Nx and Nγ be the large integers in x and γ-coordinates, respectively. We consider
a domain [0, 1] × [0, 1] which is covered by cells Ωkl ≡
[
xk− 1
2
, xk+ 1
2
]
×
[
γk− 1
2
, γl+ 1
2
]
for
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1 ≤ k ≤ Nx and 1 ≤ l ≤ Nγ. The representative coordinates in the cell Ωkl are denoted by
(xk, ρl). Here
(x1/2, x1/2) = (0, 0), xk =
xk−1/2 + xk+1/2
2
, γl =
γl−1/2 + γl+1/2
2
, (6.19)
and for uniform mesh
∆x = xk+1/2 − xk−1/2 , ∆γ = γl+1/2 − γl−1/2 . (6.20)
Note that
c := c(t, x) , and cp := cp(t, x, γ) . (6.21)
Thus, for Ik :=
[
xk− 1
2
, xk+ 1
2
]
and Ωkl :=
[
xk− 1
2
, xk+ 1
2
]
×
[
γk− 1
2
, γl+ 1
2
]
, the cell averaged
values ck(t) and cp,k,l(t) at any time t are given as
cl := cl(t) =
1
∆xk
∫
Ik
c(t, x) dx , cp,l := cp,k,l(t) =
1
∆xk∆γl
∫
Ωkl
cp(t, x, γ) dγdx . (6.22)
On integrating Eq. (6.16) over the interval Ik and using Eq. (6.22), we obtain
dck
dτ
=− (ck+1/2 − ck−1/2)
∆x
+
P
∆x
[(
∂c
∂x
)
k+1/2
−
(
∂c
∂x
)
k−1/2
]
− ξ(ck − cp,k,Nγ), (6.23)
where k = 1, 2, · · · , Nx. The differential terms of the diffusion part can be approximated
as (
∂c
∂x
)
k±1/2
= ±(ck±1 − ck)
∆x
, (6.24)
Now, integration of equation (6.17) over the interval Ωij gives
dcp,k,l
dτ
=
J−1η
(1− ρcore)2∆γ
[(
∂c
∂γ
)
k,l+1/2
−
(
∂c
∂γ
)
k,l−1/2
+
2(cp,k,l+1/2 − cp,k,l−1/2)
γl+1/2 + ρcore/(1− ρcore)
]
,
(6.25)
where (
∂cp
∂x
)
k,l±1/2
= ±(cp,k,l±1 − cp,k,l)
∆γ
. (6.26)
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The next step is to approximate concentrations at the cells interfaces xk±1/2 and γl±1/2
in Eqs. (6.23) and (6.25). There are several ways to approximate these fluxes, leading
to different numerical schemes. Here, we present the first and second order approxima-
tions. Since the velocity u and 2J
−1η
∆γ[γl+1/2(1−ρcore)2+ρcore(1−ρcore)]
are positive, the vectors of
contractions c and cp at the cell interfaces are approximated as follows.
6.2.2 First order scheme
In this case, backward difference formula is used to approximate concentrations at the cell
interfaces:
ck+ 1
2
= ck, ck− 1
2
= ck−1, cp,k,l+ 1
2
= cp,k,l, cp,k,l− 1
2
= cp,k,l−1 . (6.27)
The above approximations give a first order accuracy of the scheme in the axial- and
particle radial-coordinates.
6.2.3 The flux-limiting high resolution scheme
In this case, the cell interface concentrations are computed as:
ck+ 1
2
= ck +
1
2
ϕ
(
µk+ 1
2
)
(ck − ck−1) , µk+ 1
2
=
ck+1 − ck + ζ
ck − ck−1 + ζ , (6.28)
cp,k,l+ 1
2
= cp,k,l +
1
2
ψ
(
νk,l+ 1
2
)
(cp,k,l − cp,k,l−1) , νk+ 1
2
=
cp,k,l+1 − cp,k,l + ζ
cp,k,l − cp,k,l−1 + ζ . (6.29)
Here, ζ = 10−10 is use to prevent division by zero. The flux limiting functions ϕ and ψ
are used to preserve the local monotonicity (positivity) of the numerical scheme (c.f. [39]).
They are given as
ϕ(µk+ 1
2
) = max
(
0,min
(
2µk+ 1
2
,min
(
1
3
+
2
3
µk+ 1
2
, 2
)))
, (6.30)
ψ(νk,l+ 1
2
) = max
(
0,min
(
2νk,l+ 1
2
,min
(
1
3
+
2
3
νk,l+ 1
2
, 2
)))
. (6.31)
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The proposed high resolution scheme in Eqs. (6.28)-(6.31) is not applicable up to the
boundary intervals. Therefore, the first order (backwards) approximations are used in the
boundary intervals. The fluxes at all other interior interval are computed by using Eqs.
(6.28)-(6.31). Note that, this first order scheme will not diminish the global accuracy of
the method.
To obtain the second order accuracy in time, we use a second order TVD Runge-Kutta
scheme to solve Eqs. (6.28)-(6.31). Denoting the right-hand side of Eqs. (6.28) and (6.29)
as L(c, cp|γ=1) and M(cp), a second order TVD Runge-Kutta scheme update c and cp
through the following two stages
c(1) = cn +∆tL(cn, cnp |γ=1) , c(1)p = cnp +∆tM(cnp ) (6.32a)
cn+1 =
1
2
[
cn + c(1) +∆tL(c(1), c(1)p |γ=1)
]
, cn+1p =
1
2
[
cnp + c
(1)
p +∆tM(c(1)p )
]
. (6.32b)
where cn and cnp are solutions at the previous time step t
n and cn+1 and cn+1p are updated
solutions at the next time step tn+1. Moreover, ∆t represents the time step which is
calculated under the following Courant-Friedrichs-Lewy (CFL) condition
∆t ≤ 0.5min
(
∆x,
∆x2
max(Pek)
,
∆γ2
σ(J−1ηp,k)
,
ρcore(1− ρcore)∆γ
2σ(J−1ηp,k)
)
, (6.33)
where σ represents the spectral radius of a matrix. The above numerical scheme was
programmed in C programming language.
The simulated first moment µ1,i and the second central moment µ
′
2,i are obtained from our
proposed numerical method by using the following formulas:
µ1,i =
∫∞
0
ci(t, x = 1)tdt∫∞
0
ci(t, x = 1)dt
, µ
′
2,i =
∫∞
0
ci(t, x = 1)(t− µ1)2dt∫∞
0
ci(x = 1, t)dt
, i = 1, 2, · · · , Nc. (6.34)
The number of theoretical plate NT , from the plate theory, can be computed using the
above moments (c.f. [32, 57]), i.e.
NT,i =
µ21,i
µ′2,i
. (6.35)
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Theoretical plate numbers are indirect measure of peak width for a peak at a specific
retention time. Columns with high plate numbers are considered to be more efficient, that
is, have higher column efficiency, than columns with a lower plate count. A column with a
high number of theoretical plates will have a narrower peak at a given retention time than
a column with a lower NT,i number.
The height equivalent to a theoretical plate (HETP) and the dimensionless HETP are
defined as (c.f. [32, 57])
HETPi =
L
NT,i
, HETP∗i =
1
NT,i
. (6.36)
6.3 Numerical case studies
In this section, the effects of model parameters ρcore, Pe, Bi, and η, characterizing the
extension of the inert core, axial dispersion, intraparticle diffusion resistance and film
mass transfer resistance, on the the concentration profiles and moments are analyzed. All
parameters used in the test problems are given in Table 6.1.
6.3.1 Single-component elution
Figure 6.2 (top left) represents comparisons of the concentration profiles for various core
radius fractions including fully porous beads. As ρcore increases from 0 to 0.95 that is from
fully porous beads to beads with a very thin shell, the elution profiles become sharper,
i.e. efficiency increases, and the residence time in the column becomes smaller, i.e. ca-
pacity decreases. The sharpening and the increased symmetry of the peaks in Figure 6.2
are because of the reduced intraparticle diffusional mass transfer resistance. The shorter
residence times are due to the loss of binding sites with a larger ρcore value, which results in
smaller correspondence between the mobile and the stationary phase for the phenomenons
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of adsorption and desorption. At ρcore = 0.95, the capacity is so low that complete break-
through occurs and the feed concentration is seen at the column outlet.
The effects of model parameters Pe, Bi and η on the elution curves are also shown in Figure
6.2 for two different values of ρcore. Wider peak and comparatively smaller time correspond-
ing to the peak maximum is observed for the considerable effects of axial dispersion or film
mass transfer resistance. The effect of ρcore is similar in all plots.
The column efficiency NT , decreases with the decrease of Pe and Bi. In fact, for a fixed
Bi = 50, the plate number decreases from 26.95 (ρcore = 0.0) and 71.0 (ρcore = 0.8)
at Pe = 1500 to 3.06 (ρcore = 0.0) and 3.9 (ρcore = 0.8) at Pe = 5, respectively, as
extracted from Figure 6.2 (top right). For a fixed Pe = 1500, the column efficiency
decreases from 26.95 (ρcore = 0.0) and 71.0 (ρcore = 0.8) at Bi = 50 to 2.8 (ρcore = 0.0)
and 4.03 (ρcore = 0.8) at Bi = 0.5, respectively, as extracted from Figure 6.2 (bottom left).
When the chromatographic column is filled with the inert core adsorbent, the retention
time corresponding to the maximum peak becomes smaller and the peak becomes more
steeper even though there exists axial dispersion or film mass transfer resistance.
The effect of model parameter η on the elution curves is shown in Figure 6.2 (bottom
right). Smaller retention time and a very slow diffusion rate are observed for small values
of η. Because of the limitation of the intraparticle diffusion resistance, the breakthrough
time of conventional adsorbents becomes closer to that of inert core adsorbents. Meaning
of the zone spreading time is the time from the breakthrough to the saturation of the fixed
bed. It can be observed that the zone spreading time for elution curves can be reduced
effectively if the inert core adsorbents are used. The minimization of the zone spreading
time is effective for desorption and biomacromolecule separation.
Figure 6.3 shows the plots of NT and HETP
∗. It can be observed from the plots that
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as ρcore increases, NT increases and HETP
∗ decreases. Thus, for large values of ρcore the
column efficiency increases and peaks of the concentration profiles are narrower.
6.3.2 Two-component elution
Figure 6.4 shows the effect of ρcore on the retention times and band broadening of the elution
profiles of a two-component mixture. Parameters required for the simulation are given in
Table 6.1. It can be observed that for fully porous particles differences in retention times of
the two components are the largest and pulse are broader. The separation of peaks is not
achieved in the case of fully porous particles. Cored beads with ρcore = 0.3 have not helped
much in changing the retention times and in peaks separation. However, as ρcore increases
to 0.5 and 0.8, elution peaks became sharper (c.f. Figure 6.4) and retention times of both
components are shorter. With ρcore = 0.8, separation of the two peaks was achieved due to
decrease in band broadening despite the fact that the retention time differences were much
smaller compared to the fully porous particles. The aggregate dimensionless time required
for totally eluting out the two peaks was roughly 43 for fully porous beads (c.f. Figure
6.4), compared to 17 for cored beads having ρcore = 0.8. In Figure 6.4, the peak areas of
both components for ρcore = 0.5 were numerically integrated and were found to be 0.0997
and 0.0992, respectively. They have a good correspondance with the dimensionless sample
pulse size of one injected for τinj = 0.1. This verifies the accuracy of proposed numerical
method.
The effects of model parameters Pe, Bi and η on the two-component elution curves are
also shown in Figure 6.5 for two different values of ρcore. The effects of these parameters
on elution curves are similar to those presented in Figure 6.2.
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6.3.3 Three-component elution
Figure 6.6 shows the effects of ρcore on retention times as well as band broadening of the
elution profiles of a three-component mixture. Parameters utilized in the simulation are
given in Table 6.1. It can be observed that for fully porous particles differences in retention
times of the three components are the largest and have extreme band broadening. They
did not provide separation of the three peaks. Cored particles with ρcore = 0.5 did not help
much in changing the retention times and peaks separation. However, as ρcore values are
increased to 0.8 and 0.9, elution peaks got sharper (c.f. Figures 6.6 and 6.7) and retention
times of all three components are shorter. With these values of ρcore, separation of the three
peaks was obtained due to decrease in band broadening despite the fact that the retention
time differences were comparatively much smaller than the fully porous particles. The ag-
gregate dimensionless time required for totally eluting out the three peaks was roughly 80
for fully porous beads (c.f. Figure 6.6), compared to 20 for cored beads having ρcore = 0.9.
The latter was 4 times faster, provides sharper peaks and better baseline separation. The
peak of component 1 for ρcore = 0.9 in Figure 6.7 (bottom right), has a height higher than
the dimensionless concentration of one. This phenomenon is due to the displacement effect
under the column overload condition. This could be truly attractive if the first peak is
the product peak. In that case, without the displacement effect applied by the second
and third elutes, the peak concentrating effect for the first elute would never happen in
chromatographic elution. In Figure 6.6, the peak areas of three components for ρcore = 0.5
were numerically integrated and were appeared to be 1.0001, 1.0003 and 1.0, respectively.
They corresponded well with the dimensionless sample pulse size of one for τinj = 1. This
verifies the accuracy of proposed numerical method. Our numerical results are also in good
agreement with those obtained by [28] for the same data.
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Table 6.1: Standard parameters of the problems.
Figure Nr. Component Nr. Pei Bi ηi ǫb ǫp ai bi C
inj
i
2 & 3 1 1500 50 2.0 0.4 0.5 10 0.5 0.1
4 & 5 1 10 0.5 0.1
2 1500 50 2.0 0.4 0.5 30 1.5 0.4
1 10 0.5 0.1
6 & 7 2 30 1.5 0.4
3 1500 50 2.0 0.4 0.5 70 3.5 0.4

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Figure 6.1: Schematic diagrams of fixed-bed adsorber and inert core adsorbent.
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Figure 6.2: Single solute: Effects of Pe, Bi and ηp on elusion curves for different values of
ρcore. Here, τinj = 1 and values of the standard parameters are given in Table 6.1.
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Figure 6.3: Single solute: Plots of NT and HETP
∗. Here, Bi = 50, η = 2, τinj = 1 and
other parameters are given in Table 6.1.
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Figure 6.4: Two-component mixture: Comparison of results for different values of ρcore.
Here, τinj = 0.1.
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Figure 6.5: Two-component mixture: Effects of Pei, Bii and ηi on elusion curves for
different values of ρcore. Here, τinj = 0.1.
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Figure 6.6: Three-component mixture: Comparison of results for fully porous particles and
cored beads with different values of ρcore. Here, τinj = 1.
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Chapter 7
Conclusions and future perspectives
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This chapter summarizes the research work of this thesis project and lists some possible
future research directions which are relevant to this work.
7.1 Conclusions
This dissertation addressed the analytical and numerical solutions of three standard chro-
matographic models considering different levels of complexities to describe the mass trans-
fer and partitioning processes. These models comprise of systems of convection-diffusion
PDEs with dominating convective terms and coupled with differential or algebraic equa-
tions. For further analysis, the analytical temporal moments of these models were derived.
The research work was divided into four major parts as summarized below.
The first part of this thesis project was about the analytical solutions of single-solute EDM
and LKM for rectangular pulse injections. Both models were solved for linear adsorption
isotherms considering two sets of boundary conditions, such as Danckwerts (Robin) and
Dirichlet boundary conditions (BCs). The Laplace transformation was utilized to derive
analytical solutions. The analytical Laplace inversion was not possible for the solutions
of all kinds of chromatographic models and boundary conditions. In such scenarios, the
numerical Laplace inversion was applied to obtain solutions in the actual time domain. For
validation, the derived analytical solutions were compared with the numerical solutions of
the suggested HR-FVS of Koren [48]. For further analysis, the derived Laplace transformed
solutions were used to derive analytical temporal moments for both types of models and
BCs. These moments provide useful expressions for analyzing the retention times, band
broadenings and front asymmetries of the elution curves. Different case studies were con-
sidered covering a wide range of mass transfer kinetics. The results obtained verified the
correctness of analytical results and accuracy of the suggested HR-FVS.
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In the second part of this thesis project, the suggested semi-discrete HR-FVS of Koren [48]
was extended to solve the multi-component nonlinear EDM and LKM. To suppress the
numerical oscillations and preserve the monotonicity of the scheme a minmod limiter were
used. As the scheme gives discretization in the axial coordinate only, the resulting ODE-
system was solved by using an explicit and nonlinearly stable second order Runge-Kutta
method. Once again, the results obtained verified the accuracy of the suggested HR-FVS.
The third part of this research work was related to the semi-analytical solutions and mo-
ment analysis of the single-solute linear GRM for fixed-beds packed with core-shell adsor-
bents. The GRM is more detailed and a complicated model to be solved analytically. This
comprehensive model was solved analytically by considering linear adsorption isotherm
and by using the Laplace transformation for two different sets of boundary conditions, i.e.
Robin (Danckwerts) and Dirichlet BCs. The numerical Laplace inversion was applied for
back transformation of the solution in the actual time domain. Moreover, the first three
statistical temporal moments were derived from the analytical solutions of the model in
the Laplace domain. The main motivation for applying the cored bead theory to the GRM
was to achieve highly efficient and fast separation of complex samples with a reasonably
low back pressure. This technique has advantages over fully porous beads, such as reduced
diffusional mass transfer resistances in particle macropores and separation times. The con-
cept has improved column efficiency by shortening the diffusion path that molecules have to
travel and, thus, has improved the diffusional mass transfer kinetics in particle macropores.
The derived and carefully validated solutions are seen as a useful tool to produce further
optimized core-shell particles and to apply them efficiently in chromatographic separation
processes. The considered case studies have verified such benefits of the core-shell particles
in the fixed-bed chromatographic columns.
The fourth part of this thesis project was related to the extension of the theory in part
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three to the simulation of multi-component nonlinear chromatographic process in fixed-
bed columns packed with core-shell particles. Here, the nonlinear GRM for core-beads
was numerically approximated. The model equations considers axial dispersion, interfa-
cial mass transfer, intraparticle diffusion, and multi-component Langmuir isotherm. The
semi-discrete HR-FVS was extended to solve the current nonlinear model equations. The
considered scheme has second order accuracy in axial- and radial-coordinates. The re-
sulting system of ODEs were solved by using a second-order TVD Runge-Kutta method.
Different case studies of single solute and multi-component mixtures were considered to
study the effects of core radius fractions on elution curves. The results showed that an
increase in core radius fraction for cored shells resulted in shorter residence times and a
sharper peaks of the elution curves. Thus, if column is packed with core shell adsorbents,
the column separation efficiency will increase due to the shortened diffusion path in the
adsorbents, the peaks of elution curves will become sharper and narrower, which will be
very significant for fast separation of mixtures through chromatographic process. The pre-
sented model and numerical results could be useful to understand and optimize the process
and to select proper core shell particles.
7.2 Future perspectives
This research work gives us an opportunity for further extensions in several directions.
For instance, this study was restricted to the one-dimensional (1D) models considering the
most relevant concentration gradients occurring along the axial coordinate of the column.
Investigation of the concentration gradients along the radial coordinate of the columns
requires the solution of two-dimensional (2D) models. Thus, the formulation of the models
in cylindrical coordinate will be required to quantify jointly occurring longitudinal and
radial dispersion effects.
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This thesis project was related to the simulation of non-reactive liquid chromatographic
process. The next step will be to extend the theory to reactive chromatography. In
chromatographic reactors, separations and reactions take place simultaneously.
The present research work considered fixed-bed liquid chromatographic columns. It can
be further extended to the simulated moving bed (SMB) chromatography. In practice the
movement of the bed is simulated by periodically changing the locations of the inlet and
outlet streams, called SMB chromatography. Moving bed processes turn out to be more
efficient in terms of the use of adsorbent and desorbent. The slower the mass transfer, the
more can be gained by using moving bed technology.
In the current research work, the chromatographic columns were assumed to be operated
under isothermal conditions. The study can be extended to the chromatographic columns
operating under non-isothermal conditions.
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