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Einleitung
Die R

ontgen{Computertomographie ist ein bildgebendes Verfahren, das sowohl in der
diagnostishen Medizin als auh bei der zerst

orungsfreien Materialpr

ufung eingesetzt
wird. Dabei appliziert man auf einen ebenen Shnitt durh ein Objekt oder ein ganzes
Volumen aus vershiedenen Rihtungen eine R

ontgenstrahlung. Mit Hilfe der Durh-
strahlungsaufnahmen l

at sih die innere Struktur des Pr

ufobjektes rekonstruieren.
Die mathematishe Formulierung dieser Aufgabe f

uhrt zu einer Integralgleihung
1. Art,
Pf = g :
Die Integraltransformation P wird R

ontgen{Transformation genannt.
Die Rekonstruktion der Gewebedihte f aus den gemessenen AbsorbtionskoeÆzienten
ist also ein inverses Problem. Eine typishe Eigenshaft von inversen Problemen ist
ihre Shlehtgestelltheit. Kleine Mefehler in den Daten f

uhren zu groen

Anderun-
gen im Ergebnis. Da also die exakte L

osung niht erreihbar ist, mu man mit Hilfe
eines Regularisierungsverfahrens eine N

aherungsl

osung bestimmen. Einen

Uberblik

uber inverse und shleht gestellte Probleme und deren Regularisierung gibt das Buh
von Louis [26℄.
In den siebziger Jahren stand die Entwiklung der 2D{R

ontgen{Computertomo-
graphie im Vordergrund. Hierbei

uberdeken R

ontgenstrahlen eine Objektshiht. Die
vershiedenen Abtastgeometrien werden je nah Anordnung von R

ontgenquelle und
Detektor bezeihnet. Die parallele Geometrie, die in den ersten Sannern benutzt wur-
de, ist mittlerweile weitgehend von der eÆzienteren F

aherstrahlgeometrie abgel

ost
worden. Im parallelen Fall stimmt jedoh die R

ontgen{Transformation bis auf die Pa-
rametrisierung mit der Radon{Transformation

uberein. Die Inversionsformel von Ra-
1
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don [44℄ ist zwar zur L

osung des Rekonstruktionsproblems niht geeignet, aber die
theoretishen

Uberlegungen, insbesondere zur Shlehtgestelltheit, sowie die Herleitung
und Analyse von Inversionsmethoden basieren

uberwiegend auf dieser Abtastgeome-
trie. F

ur eine ausf

uhrlihe Diskussion sei auf das Buh vonNatterer [42℄ hingewiesen,
einen

Uberblik gibt auh das Buh von Herman [16℄. Unter den Algorithmen hat sih
die gelterte R

ukprojektion als das Standardverfahren herauskristallisiert. Sie wurde
urspr

unglih in der Radioastronomie eingef

uhrt (siehe Braewell und Riddle [2℄).
F

ur die R

ontgen{Computertomographie in der medizinishen Anwendung wurde sie
von Shepp und Logan [51℄ bzw. Ramahandran und Lakshminarayanan [45℄
erstmals erfolgreih eingesetzt.
Im Idealfall m

ute die Intensit

atsabminderung f

ur alle Strahlen, d. h. entlang s

amtli-
her Linien, die das Objekt treen, bekannt sein. Da in der Praxis die Werte jedoh nur
an diskreten Punkten gemessen werden k

onnen, spriht man von vollst

andigen Daten,
wenn die Strahlen das Objekt gleihm

aig

uberdeken. In manhen Anwendungen ist
es allerdings niht m

oglih oder auh niht erw

unsht, den Objektquershnitt komplett
einzusannen. Ein Beispiel daf

ur ist die Limited{Angle{Geometrie, bei der das Objekt
niht vollst

andig von der R

ontgenr

ohre umrundet wird.
Die shihtweise Rekonstruktion von Volumina mit Methoden der 2D{Tomographie ist
aufwendig. Da die einzelnen Shihten sukzessive projiziert werden m

ussen, ist die Me-
zeit sehr hoh. Auerdem ist die Au

osung senkreht zur Projektionsebene zu gering,
so da das Risiko besteht, beispielsweise bei der Pr

ufung von Bauteilen kleine Feh-
ler niht detektieren zu k

onnen. Es ist also eÆzienter, den Zeilendetektor durh einen


ahigen Detektor zu ersetzen und das Volumen niht mit einem R

ontgen{F

aher son-
dern einem {Kegel zu bestrahlen. In den Anwendungen beshreibt die R

ontgenr

ohre
meist genau wie im zweidimensionalen Fall einen Kreis um das Objekt. F

ur diesen
Fall hat sih das Verfahren von Feldkamp et al. [7℄ zum Standardverfahren ent-
wikelt. Es ist eine Verallgemeinerung der gelterten R

ukprojektion von der 2D{ auf
die 3D{Tomographie. Eine shnelle Version der R

ukprojektion wird von Buk [3℄
vorgeshlagen. Das Verfahren von Grangeat [12℄ basiert auf einem fundamentalen
Zusammenhang zwishen den gemessenen Linienintegralen und der 3D{Radon{Trans-
formation. Der Rekonstruktionsprozess kann bei dieser Methode jedoh erst gestartet
werden, wenn alle Daten gemessen sind. Jaobson [17℄ konstruierte eine shnellere
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Version des Algorithmus durh den Einsatz von Fourier{Methoden. Eine sehr eÆziente
Methode ist auh die Konturrekonstruktion von Louis und Maa [34℄. Hier werden
allerdings keine Dihten sondern Dihtespr

unge rekonstruiert. Gerade deshalb hat sih
das Verfahren in der Materialpr

ufung bew

ahrt (siehe auh [3, 29, 31℄).
Eine relativ neue Methode zur L

osung von linearen, inversen Problemen ist die Approxi-
mative Inverse, die unter diesem Namen erstmals von Louis [28℄ verwendet wurde. Da-
bei wird niht f sondern hf; ei berehnet. Die Funktion e hat die Aufgabe, die Fehler
im Resultat zu gl

atten, und heit deshalb Mollier. Der Vorteil der Approximativen In-
versen liegt darin, da das Ergebnis als Skalarprodukt der Daten mit einem unabh

angig
davon vorzuberehnenden Rekonstruktionskern  ausgedr

ukt werden kann:
hf; ei = hg;  i :
Das nun zu verfolgende Ziel lautet, die Approximative Inverse f

ur die R

ontgen{Trans-
formation zu bestimmen und die Ergebnisse in die Praxis umzusetzen, d. h. auf das
Rekonstruktionsproblem sowohl in der 2D{ als auh in der 3D{R

ontgen{Computerto-
mographie anzuwenden. Die grundlegende Idee dabei ist, obwohl die Daten nur diskret
gemessen werden k

onnen, den Rekonstruktionskern f

ur das kontinuierlihe Problem zu
bestimmen und die Diskretisierung auf die Berehnung der Approximativen Inversen
zu vershieben.
Im ersten Kapitel wird das mathematishe Modell der R

ontgen{Computertomo-
graphie hergeleitet, die Approximative Inverse wird eingef

uhrt, und am Beispiel der
Radon{Transformation wird ein Rekonstruktionskern berehnet.
Mit einem Rekonstruktionsverfahren f

ur die parallele Geometrie beginnt das zweite
Kapitel. Daraus l

at sih das Verfahren f

ur die F

aherstrahlgeometrie ableiten. Als Bei-
spiel f

ur unvollst

andige Daten wird dann noh die Approximative Inverse im Limited{
Angle{Fall berehnet. Genau wie bei vollst

andigen Daten, werden auh hier numerishe
Beispiele gezeigt, und das Verfahren wird mit bekannten Methoden verglihen.
Das dritte Kapitel wendet sih shlielih der 3D{Tomographie zu. Eine parallele
Geometrie ist zwar f

ur die Praxis niht relevant, wird hier dennoh betrahtet. Die

Ubertragung des Rekonstruktionskernes auf die Kegelstrahlgeometrie ist problemlos
m

oglih, jedoh immer noh f

ur eine Abtastkurve, der in der Praxis keine Bedeutung
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zukommt. F

ur Kurven, die die sogenannte Tuyshe Bedingung erf

ullen, wird ebenfalls
ein Rekonstruktionsverfahren angegeben. Die Arbeit endet mit einem Rekonstrukti-
onsalgorithmus f

ur eine kreisf

ormige Abtastkurve, dessen numerishe Ergebnisse mit
denen des Feldkamp{Algorithmus verglihen werden.
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hat meinen Weg durh den Dshungel der Tomographie stets interessiert und f
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zu beseitigen.
Danken m

o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h au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Dipl.-Math. Thomas Shuster. Die Zusammenarbeit mit ihm in sehr freunds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
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h

on geht auh an meine Eltern, ohne deren Unterst

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Dissertation nie entstanden w

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Niht zuletzt danke ih meiner lieben Silke f

ur ihr Verst

andnis und ihre Geduld.
Saarbr

u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Kapitel 1
Problemstellung und
mathematishe Grundlagen
Am Beginn steht die Herleitung des mathematishen Modells der R

ontgen{Computer-
tomographie. Die physikalishen Zusammenh

ange werden in mathematishe Formeln
gefat und wir formulieren die Rekonstruktionsaufgabe sowohl f

ur den zweidimensio-
nalen als auh f

ur den dreidimensionalen Fall. Im zweiten Abshnitt wird die Approxi-
mative Inverse, die wir zur L

osung des entstehenden inversen Problems verwenden, ein-
gef

uhrt. Shlielih wollen wir am Beispiel der Radon{Transformation die Vorgehens{
und Wirkungsweise dieses Regularisierungsverfahrens erkl

aren.
1.1 Das Mathematishe Modell der R

ontgen{Com-
putertomographie
Das Prinzip der R

ontgen{Computertomographie l

at sih leiht in Worten beshrei-
ben. R

ontgenstrahlen durhdringen ausgehend von einer R

ontgenquelle mit einer Aus-
gangsintensit

at I
0
das zu untersuhende Objekt. Die bei der Transmission entstehende
Intensit

atsabminderung eines Strahles wird an einem Detektor gemessen. Aus dieser
f

ur endlih viele Strahlen gemessenen Information wird rekonstruiert, wodurh der In-
tensit

atsverlust im Objekt verursaht wurde.
Bei der Herleitung des zugeh

origen mathematishen Modells wird angenommen, da
5
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die R

ontgenstrahlen sih geradlinig ausbreiten und die Intensit

atsabnahme  I pro-
portional zur Intensit

at I und zur Wegl

ange t ist. Durh den Proportionalit

atsfaktor f
(dem R

ontgenstrahlenabsorbtionskoeÆzienten, der der Dihte des Gewebes entspriht)
erh

alt man
I =  f It :
Der Grenz

ubergang t! 0 liefert die gew

ohnlihe Dierentialgleihung
I
0
=  f I ;
und deren Integration

uber den Strahl L ergibt shlielih
Z
L
f dt =   ln(I
L
=I
0
) ;
wobei I
L
die f

ur den Strahl L am Detektor gemessene Intensit

at bezeihnet. Das inverse
Problem besteht nun darin, aus den f

ur endlih viele Linien L bekannten Gr

oen g
L
=
  ln(I
L
=I
0
) die Dihte f des Objektes zu rekonstruieren.
Die Strahlen L werden in Abh

angigkeit von der Megeometrie parametrisiert. Bei der
sogenannten parallelen Geometrie wird eine Gerade durh ihren Rihtungsvektor  und
ihren Shnittpunkt mit der Hyperebene 
?
festgelegt. F

ur f 2 S(IR
n
);  2 S
n 1
und
y 2 
?
deniert die Integral{Transformation P mit
Pf(; y) :=
Z
IR
f(y + t) dt
die parallele R

ontgen{Transformation. Hier bezeihnet S(IR
n
) den Shwartzshen Raum
der shnell fallenden Funktionen, S
n 1
die Einheitssph

are im IR
n
. Geht man von zweidi-
mensionalen Shihtrekonstruktionen aus (n = 2), dann stimmt die parallele R

ontgen{
Transformation bis auf die Parametrisierung mit der Radon{Transformation

uberein.
Letztere ist allgemein f

ur f 2 S(IR
n
); ! 2 S
n 1
und s 2 IR durh
Rf(!; s) =
Z
!
?
f(s! + y) dy (1.1.1)
gegeben. Generell sei f

ur n = 2
!(') = (os'; sin')
>
und !
0
(') = (  sin'; os')
>
; ' 2 [0; 2) :
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Oensihtlih ist dann
Rf(!; s) = Pf(!
0
; s!) bzw. Pf(!; y) = Rf(!
0
; y
>
!
0
)
f

ur ! = !('). Ein Zusammenhang zwishen paralleler R

ontgen{Transformation und
Radon{Transformation kann aber auh f

ur n  3 hergestellt werden. Wie man leiht
sieht, ist
R
n
f(!; s) = R
n 1
P

f(!; s)
mit P

f = Pf(; ). Die (n  1){dimensionale Radon{Transformation R
n 1
wirkt hier
auf 
?
(siehe [38℄).
Eine Inversionsformel f

ur die Radon{Transformation ist l

angst bekannt. F

ur n = 2; 3
konnte sie shon 1917 von Radon bewiesen werden (siehe [44℄). In allgemeinerer Form
wurde sie in Smith et al. [53℄ gezeigt. Die Inversionsformel f

ur die parallele R

ont-
gen{Transformation wurde von Solmon [54℄ hergeleitet. Eine eingehende Analyse der
beiden genannten Integraltransformationen kann z. B. in dem Buh vonNatterer [42℄
nahgelesen werden.
In den ersten kommerziellen Sannern wurde die parallele Geometrie benutzt. Man
ben

otigte eine R

ontgenquelle und ein einziges Detektorelement auf der gegen

uberlie-
genden Seite des Objektes. Diese Anordnung wurde um das Objekt rotiert und an jeder
Position parallel am Objekt vorbei vershoben, was relativ zeitaufwendig war.
Bei praktishen Anwendungen wird die parallele Geometrie heute nur noh ganz sel-
ten beim zerst

orungsfreien Pr

ufen eingesetzt. Bei den modernen Sannern bewegt sih
die R

ontgenr

ohre auf einer (Kreis{)Bahn   um das Objekt und von Positionen a 2  
wird ein F

aher (bei Shihtaufnahmen) bzw. ein Kegel (bei Volumenaufnahmen) von
Strahlen der Intensit

at I
0
ausgesandt. Nah Durhlaufen des Objektes werden die Inten-
sit

aten I
L
von einem Zeilen{ (n = 2) bzw. einem Fl

ahen{Detektor (n = 3) gemessen.
Die Daten lassen sih also durh
Df(a; ) =
1
Z
0
f(a+ t) dt ;  2 S
n 1
; (1.1.2)
beshreiben. Der Operator D wird in der Literatur auh (etwas irref

uhrend) als "di-
vergente R

ontgen{Transformation" bezeihnet.
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Fortan soll die Kurve   (wenn niht ausdr

uklih etwas anderes angenommen wird)
einen Kreis mit Radius r > 1 darstellen.
Im Fall n = 2 kann man sih wieder auf die Radon{Transformation zur

ukziehen. Ist
a = r !();  2 [0; 2), der Kurvenpunkt, an dem die R

ontgenquelle positioniert ist,
und  der Winkel zwishen  a und dem Strahl in Rihtung  2 S
1
, dann ist
Df(a; ) = Rf(!; r sin)
mit ! = !(   + =2).
F

ur die 3D{Tomographie konnte eine Inversionsformel zun

ahst nur angegeben werden,
wenn die Quellpunkte a auf einer Kugelober

ahe rund um das Objekt liegen (siehe
[14℄). Tuy [55℄ gelang es zu zeigen, da eine Inversion shon m

oglih ist, wenn jede
Ebene im IR
3
, die das Objekt shneidet, auh die Kurve   shneidet. Da diese Inversion
in gewissem Sinne als stabil bezeihnet werden kann, wurde von Finh [8℄ erarbeitet.
Nat

urlih verletzt eine kreisf

ormige Abtastkurve, die bei den Anwendungen die Regel
ist, die Tuyshe Bedingung. Da in diesem Fall das Rekonstruktionsproblem extrem
shleht gestellt ist, geht ebenfalls auf Finh [8℄ zur

uk.
1.2 Das Konzept der Approximativen Inversen
Bei der L

osung von inversen Problemen, deren typishes Merkmal ihre Shlehtgestellt-
heit ist (siehe [26℄), mu man auf sogenannte Regularisierungsverfahren zur

ukgreifen.
Ein allgemeiner Zugang hierzu ist f

ur lineare, shleht gestellte Probleme in [30℄ ge-
geben. Eine m

oglihe Methode ist die Approximative Inverse, die in [28℄ eingef

uhrt
wurde. Bevor die Approximative Inverse zur L

osung des Rekonstruktionsproblems in
der R

ontgen{Computertomographie eingesetzt wird, soll sie hier vorgestellt und einige
ihrer wihtigen Eigenshaften genannt werden. Die Urspr

unge dieser Methode gehen
auf fr

uhere Arbeiten von Louis und Maa [32, 33℄ zur

uk.
Es sei A : X ! Y ein linearer, kompakter Operator zwishen Hilbertr

aumen X und
Y . F

ur A gibt es eine Darstellung
Af =
X
n

n
hf; v
n
i
X
u
n
;
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wobei (v
n
)  X und (u
n
)  Y vollst

andige Orthonormalsysteme f

ur N(A)
?
bzw.
range(A) bilden. Die reellen Zahlen 
n
heien Singul

arwerte und fv
n
; u
n
; 
n
g
n
Singu-
l

arwertzerlegung von A. Es gelten die Beziehungen
Av
n
= 
n
u
n
bzw. A

u
n
= 
n
v
n
: (1.2.1)
Mit A

bezeihnet man den adjungierten Operator von A. F

ur ihn gilt
A

g =
X
n

n
hg; u
n
i
Y
v
n
:
F

ur die weiteren Betrahtungen m

ussen wir den Hilbertraum X auf Funktionenr

aume
einshr

anken. F

ur unsere Zweke gen

ugt die Denition X := L
2
(
) mit einem be-
shr

ankten Gebiet 
. Die Aufgabe besteht darin, zu gegebenen Daten g 2 Y ein f 2 X
mit Af = g zu nden. Dieses Problem ist shleht gestellt, falls dim
 
range(A)

= 1
ist. Bei der Approximativen Inversen wird statt f eine gegl

attete Version

f durh

f(x) = hf; e(x; )i
X
; x 2 
;
bestimmt, wobei e einen geeigneten Mollier bezeihnet. Gibt es ein  (x; ) 2 Y mit
A

 (x; ) = e(x; ), so gilt
hf; e(x; )i
X
= hf; A

 (x; )i
X
= hAf;  (x; )i
Y
= hg;  (x; )i
Y
;
mit anderen Worten die gesuhte L

osung berehnet sih als Skalarprodukt der Daten
mit einem vorzuberehnenden Rekonstruktionskern. Ist e(x; ) =2 range(A

), dann set-
zen wir e 2 range(A

)  range(A

)
?
voraus, was einer Glattheitsbedingung an den
Mollier entspriht. Der allgemeine Fall e 2 X wird in [48℄ behandelt. Ist A niht
injektiv (andernfalls ist range(A

)
?
= 0), dann minimiert man den Defekt
kA

 (x; )  e(x; )k
X
;
indem man die Normalgleihung
AA

 (x; ) = Ae(x; )
l

ost, d. h. der Rekonstruktionskern ist die verallgemeinerte L

osung von A

 (x; ) =
e(x; ). Es gilt  (x; ) = (A

)
y
e(x; ) (siehe [26℄).
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Denition 1.2.1 Die Abbildung S : Y ! X mit Sg(x) = hg;  (x; )i heit Approxi-
mative Inverse von A,  (x; ) heit Rekonstruktionskern bez

uglih dem Rekonstrukti-
onspunkt x.
Den Rekonstruktionskern kann man in allen F

allen unabh

angig von den Daten vor-
berehnen. Kennt man das singul

are System fv
n
; u
n
; 
n
g
n
von A, dann erh

alt man
folgende Reihenentwiklung:
 (x; ) =
X

n
>0

 1
n
he(x; ); v
n
i
X
u
n
: (1.2.2)
Wegen der Voraussetzung e(x; ) 2 D
 
(A

)
y

= range(A

)range(A

)
?
konvergiert die
Reihe (1.2.2). Die Approximative Inverse kann auh als Gl

attung der Pseudoinversen
von A verstanden werden: mit A
y
g =
P

n
>0

 1
n
hg; u
n
i v
n
ist Sg = he; A
y
gi (siehe [30℄).
Der Rekonstruktionskern kann zwar unabh

angig von den Daten vorberehnet werden,
jedoh ist diese Vorberehnung unter Umst

anden sehr rehenzeit{ und vor allem sehr
speiherintensiv, z. B. wenn der Rekonstruktionskern f

ur alle Rekonstruktionspunkte
x berehnet werden mu. Abhilfe shat hier eine wihtige Eigenshaft der Approxi-
mativen Inversen: die

Ubertragung von Invarianzen des Operators A auf den Rekon-
struktionskern.
Lemma 1.2.2 Seien A : X ! Y; T
x
1
: X ! X, T
x
2
: Y ! Y und T
x
3
: Y ! Y
lineare, stetige Operatoren mit T
x
1
A

= A

T
x
2
und T
x
3
A = AT
x
1
. Weiterhin seien
e(x; ); E 2 D
 
(A

)
y

Mollier mit e(x; ) = T
x
1
E() und  sei die L

osung von
AA

 = AE :
Dann ist die L

osung von
AA

 (x) = Ae(x; )
gegeben als
 (x) = T
x
2
 :
Sind die Mollier e(x; ); E 2 range(A

), dann gilt f

ur die L

osung von
A

 (x) = e(x; )
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ebenfalls
 (x) = T
x
2
 ;
wobei  nun
A

 = E
l

ost.
Beweis: Im zweiten Fall ist
A

 (x) = T
x
1
E = T
x
1
A

 = A

T
x
2

und im ersten Fall
AA

 (x) = AT
x
1
E = T
x
3
AE = T
x
3
AA

 = AA

T
x
2

(siehe auh [28℄).
Damit lassen sih Rehen{ und Speiheraufwand erheblih reduzieren. Mit Hilfe ei-
ner Translationsinvarianz beispielsweise brauht der Rekonstruktionskern nur noh f

ur
x = 0 berehnet zu werden. Er geht f

ur alle anderen Rekonstruktionspunkte durh
Translation aus  (0; ) hervor.
1.3 Die Approximative Inverse der Radon{Trans-
formation
Am Beispiel der Radon{Transformation wird im folgenden Abshnitt ein Rekonstrukti-
onskern und eine Approximative Inverse berehnet. Um die Reihenentwiklung (1.2.2)
verwenden zu k

onnen, ben

otigen wir die Singul

arwertzerlegung der Radon{Transfor-
mation. Nah Lemma 1.2.2 reduzieren Invarianzen den Aufwand. Deshalb mu man

uber solhe Invarianzen nahdenken, bevor man shlielih an die Berehnung des Re-
konstruktionskernes geht. Im letzten Teil wird noh eine Variante angegeben, wie man
unter bestimmten Umst

anden den Rekonstruktionskern mit Hilfe der Inversionsformel
der Radon{Transformation berehnen kann.
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1.3.1 Die Singul

arwertzerlegung
Die Radon{Transformation, die in (1.1.1) zun

ahst nur f

ur shnell fallende Funktionen
deniert wurde, l

at sih stetig auf gewihtete L
2
{R

aume fortsetzen. Zun

ahst einige
Bezeihnungen: 

n
steht f

ur den Einheitsball im IR
n
und W

(x) = (1  jxj
2
)
 n=2
; x 2


n
, sei ein dazugeh

origes Gewiht. Mit Z wird der Zylinder S
n 1
 [ 1; 1℄ abgek

urzt
und w

(s) = (1  s
2
)
 1=2
; s 2 [ 1; 1℄, lautet das entsprehende Gewiht.
Satz 1.3.1 Sei  > n=2  1. Die Abbildung
R : L
2
(

n
; W
 1

) ! L
2
(Z; w
 1

) ; (1.3.1)
Rf(!; s) =
Z
!
?
\

n
f(s! + y) dy
ist stetig. Ihre Adjungierte ist
R

g(x) = W

(x)
Z
S
n 1
g(!; x
>
!)w
 1

(x
>
!) d! :
Beweis:MitR
!
f = Rf(!; ) und der Cauhy{Shwartzshen Ungleihung ist zun

ahst
jR
!
f(s)j
2
=






Z
!
?
\

n
W
1=2

(s! + y)W
 1=2

(s! + y) f(s! + y) dy






2

Z
!
?
\

n
W

(s! + y) dy
Z
!
?
\

n
jf(s! + y)j
2
W
 1

(s! + y) dy :
F

ur  > n=2  1 ist W

integrierbar und das erste Integral berehnet sih zu
Z
!
?
\

n
W

(s! + y) dy =
Z
S
n 1
\!
?
p
1 s
2
Z
0
W

(s! + t) t
n 2
dt d
=
1
2
jS
n 2
jB
 
(n  1)=2;  + 1  n=2

w

(s)
= 

w

(s) :
Dabei bezeihnet B die Beta{Funktion und jS
n 2
j die Ober

ahe von S
n 2
. Damit ist
1
Z
 1
jR
!
f(s)j
2
w
 1
v
(s) ds  

1
Z
 1
Z
!
?
\

n
jf(s! + y)j
2
W
 1

(s! + y) dy ds
= 

kfk
2
L
2
(

n
;W
 1

)
:
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Integration

uber S
n 1
ergibt die Stetigkeit von R. Den adjungierten Operator erhalten
wir durh
hRf; gi
L
2
(Z;w
 1

)
=
Z
S
n 1
1
Z
 1
Rf(!; s) g(!; s)w
 1

(s) ds d!
=
Z
S
n 1
1
Z
 1
Z
!
?
\

n
f(s! + y) g(!; s)w
 1

(s) dy ds d!
=
Z
S
n 1
Z


n
f(x)W
 1

(x)W

(x) g(!; x
>
!)w
 1

(x
>
!) dx d!
=
Z


n
f(x)W
 1

(x)W

(x)
Z
S
n 1
g(!; x
>
!)w
 1

(x
>
!) d! dx :
Bemerkung: Der Beweis kann auh in [21℄ nahgelesen werden. Die Spezialf

alle
 = n=2 bzw. n = 2 wurden in [42℄ bzw. [26℄ behandelt.
Die Singul

arwertzerlegung f

ur diese Abbildung wurde von Louis [23℄ berehnet. Die
Notation orientiert sih hier an [24℄.
Es bezeihnen P
(; )
m
die Jaobi{Polynome vom Gradm, C

m
die Gegenbauer{Polynome
vom Grad m, Y
lk
; k = 1; : : : ; N(n; l) eine Orthonormalbasis der Kugel

ahenfunktio-
nen auf S
n 1
vom Grad l und N(n; l) die Dimension dieses Vektorraumes.
Satz 1.3.2 Sei
v

mlk
(x) = W

(x) jxj
l
P
( n=2; l+n=2 1)
(m l)=2
(2jxj
2
  1)Y
lk
(x=jxj) ;
u

mlk
(!; s) = d
ml
w

(s)C

m
(s)Y
lk
(!) ;

2
mlk
= 
n 1
2
2
 
 
(m+ l)=2 + 

 
 
(m  l)=2 +    n=2 + 1

 (m+ 1)
 
 
(m+ l + n)=2

 
 
(m  l)=2 + 1

 (m + 2)
= 
2
ml
;
mit
d
ml
= 
n=2 1
2
2 1
 
 
(m  l)=2 +    n=2 + 1

 (m+ 1)  ()
 
 
(m  l)=2 + 1

 (m+ 2)
:
Dann bildet fv

mlk
; u

mlk
; 

mlk
g : m  0; 0  l  m mit m + l gerade; k =
1; : : : ; N(n; l), ein vollst

andiges (niht normiertes) singul

ares System f

ur die Radon{
Transformation als Abbildung von L
2
(

n
; W
 1

) nah L
2
(Z; w
 1

).
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1.3.2 Invarianzen des Operators
Bevor wir den Rekonstruktionskern konkret ausrehnen, beantworten wir die Frage,
ob er f

ur alle Rekonstruktionspunkte x, f

ur alle ! 2 S
n 1
und f

ur alle s 2 [ 1; 1℄
ausgewertet werden mu, oder ob wir Rehenaufwand einsparen k

onnen. F

ur diese
Betrahtungen m

ussen wir uns auf den Fall  = n=2 beshr

anken, da die gew

unshten
Ergebnisse in einer gr

oeren Allgemeinheit niht erzielbar sind. Es istW
n=2
(x) = 1 und
w
n=2
(s) = (1  s
2
)
(n 1)=2
=: w(s) und wir betrahten
R : L
2
(

n
)! L
2
(Z; w
 1
) :
Als erstes wird eine Translationsinvarianz hergeleitet. Seien dazu
T
x
1
: L
2
(

n
) ! L
2
(

n
) ;
f() 7! 2
 n
f

   x
2

(1.3.2)
und
T
x
2
: L
2
(Z; w
 1
) ! L
2
(Z; w
 1
) ;
g(!; s) 7! 2
 n
g(!;
s  x
>
!
2
)w
 1

s  x
>
!
2

w(s) : (1.3.3)
Der Faktor "1=2" garantiert, da das jeweilige Argument wieder Element von 

n
bzw.
[ 1; 1℄ ist. Es gilt:
T
x
1
R

g(y) = 2
 n
Z
S
n 1
g(!;

y   x
2

>
!)w
 1
(

y   x
2

>
!) d!
=
Z
S
n 1
2
 n
g(!;
y
>
!   x
>
!
2
)w
 1
(
y
>
!   x
>
!
2
)w(y
>
!)w
 1
(y
>
!) d!
= R

T
x
2
g(y) :
Da die Radon{Transformation injektiv ist, folgt f

ur die L

osung von R

 (x; ) = e(x; )
aus Lemma 1.2.2
 (x; !; s) = T
x
2
(!; s) ;
wenn e(x; ) = T
x
1
e
0
und R

 = e
0
ist. Konkret bedeutet dies, da der Rekonstrukti-
onskern bei einem Mollier mit e(x; y) = T
x
1
e
0
(y) nur einmal (f

ur x = 0) berehnet
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werden mu. Einen solhen Rekonstruktionskern bezeihnen wir k

unftig mit  
0
. F

ur
alle

ubrigen Rekonstruktionspunkte ergibt sih der Kern durh Translation von  
0
.
Analog l

at sih eine Rotationsinvarianz zeigen. Sei U eine unit

are Transformation,
T
U
1
f(y) := f(Uy) (1.3.4)
und
T
U
2
g(!; s) := g(U!; s) : (1.3.5)
Dann gilt
T
U
1
R

g(y) =
Z
S
n 1
g(!; (Uy)
>
!)w
 1
 
(Uy)
>
!

d!
=
Z
S
n 1
g(U!; y
>
!)w
 1
(y
>
!) d!
= R

T
U
2
g(y) :
Dies bedeutet
 
0
(!; s) =  
0
(!
0
; s)
f

ur eine beliebige aber feste Rihtung !
0
. Das heit, da der Rekonstruktionskern  
0
f

ur rotationssymmetrishe Mollier (e
0
(y) = e(jyj)) unabh

angig von der Rihtung !
ist. Wir shreiben daher k

unftig nur noh  
0
(s).
Shlielih wird im weiteren Verlauf noh von einer Dilatationsinvarianz Gebrauh
gemaht werden. Diese erhalten wir wie folgt. Sei %  1,
T
%
1
f(x) := %
 n
f(x=%) (1.3.6)
und
T
%
2
g(!; s) := %
 n
g(!; s=%)w
 1
(s=%)w(s) : (1.3.7)
Dann ist
T
%
1
R

g(y) = %
 n
Z
S
n 1
g(!; y
>
!=%)w
 1
(y
>
!=%) d!
=
Z
S
n 1
%
 n
g(!; y
>
!=%)w
 1
(y
>
!=%)w(y
>
!)w
 1
(y
>
!) d!
= R

T
%
2
g(y) :
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Geht also der Mollier aus der Dilatation eines anderen Molliers hervor, sprih e
0
(y) =
T
%
1
e
%
(y), dann geht auh der Rekonstruktionskern durh Dilatation aus  
0
hervor.
Die Ergebnisse dieses Abshnitts lassen sih im folgenden Satz zusammenfassen.
Satz 1.3.3 Sei %  1, U eine unit

are Transformation und e(x; ); e
%
seien Mollier
mit
e(x; y) = (2%)
 n
e
%
 
U

y   x
2%


: (1.3.8)
Dann gilt f

ur den Rekonstruktionskern  (x) als L

osung von R

 (x; ) = e(x; ) die
Gleihung
 (x; !; s) = (2%)
 n
 
0; %

s  x
>
!
2%

w
 1

s  x
>
!
2%

w(s) ;
wobei R

 
0; %
= e
%
gilt.
Beweis: Die Mollier wurden so gew

ahlt, da
e(x; y) = T
x
1
T
U
1
T
%
1
e
%
(y)
ist mit T
x
1
; T
U
1
; T
%
1
aus (1.3.2), (1.3.4) bzw. (1.3.6). Damit ist nah Lemma 1.2.2
 (x; !; s) = T
x
2
T
U
2
T
%
2
 
0; %
(s) :
Einsetzen von (1.3.3), (1.3.5) und (1.3.7) beendet den Beweis.
Einen m

oglihen Mollier, der (1.3.8) erf

ullt, beinhaltet das folgende
Beispiel: Sei
e(x; y) = (2)
 n=2
exp( jy   xj
2
=2)
und
e
%
(y) = (2=)
n=2
%
n
exp( 2 %
2
jyj
2
) ;
dann ist
T
x
1
T
U
1
T
%
1
e
%
(y) = T
x
1
T
U
1
(2=)
n=2
exp( 2 jyj
2
)
= T
x
1
(2=)
n=2
exp( 2 jyj
2
)
= (2)
 n=2
exp( jy   xj
2
=2)
= e(x; y) :
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Damit lassen sih erste Shlufolgerungen ziehen, welhe Gestalt die Approximative
Inverse der Radon{Transformation hat.
Korollar 1.3.4 Wird der Rekonstruktionskern  (x) mit R

 (x; ) = e(x; ) aus einem
Mollier e(x; ) berehnet, der (1.3.8) erf

ullt, dann lautet die Approximative Inverse der
Radon{Transformation
Sg(x) = (2%)
 n
Z
S
n 1
1
Z
 1
g(!; s) 
0; %

s  x
>
!
2%

w
 1

s  x
>
!
2%

ds d! :
Beweis: Der Beweis folgt unmittelbar aus Satz 1.3.3.
Im n

ahsten Shritt gilt es nun, den Rekonstruktionskern explizit zu berehnen.
1.3.3 Die Berehnung des Rekonstruktionskernes
Dank der im vorhergehenden Abshnitt gezeigten Translationsinvarianz brauht der
Rekonstruktionskern nur im Punkt x = 0 ausgerehnet zu werden, nat

urlih unter der
Bedingung, da der Mollier ebenfalls translationsinvariant ist, was im folgenden vor-
ausgesetzt wird. Ebenso wird Rotationsinvarianz vorausgesetzt und der Kern f

ur ein
beliebiges aber festes ! berehnet. Auf die Dilatationsinvarianz k

onnen wir zun

ahst
noh verzihten.
Aus der Darstellung (1.2.2) und der in Satz 1.3.2 angegebenen Singul

arwertzerle-
gung folgt f

ur Mollier e 2 range(R

)
 
0
(s) =  (0; !; s) =
1
X
m=0
m
X
l=0
l+m gerade
N(n; l)
X
k=1

 1
mlk
he; v
mlk
i
L
2
(

n
)
u
mlk
(!; s) ;
wobei v
mlk
und u
mlk
normiert sein sollen. Wegen der Rotationsinvarianz des Molliers
shreiben wir e(y) = e(jyj). Daraus folgt
he; v
mlk
i
L
2
(

n
)
= k _v
mlk
k
 1
L
2
(

n
)
1
Z
0
r
l+1
P
(0; l+n=2 1)
(m l)=2
(2r
2
  1) e(r) dr
Z
S
n 1
Y
lk
() d ;
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_v
mlk
sind die niht normierten Eigenfunktionen von R. Nun ist aber
R
S
n 1
Y
lk
() d =
0 f

ur alle l > 0 und damit
 
0
(s) =
1
X
m=0

 1
2m; 0
he; v
2m; 0; 1
i
L
2
(

n
)
u
2m; 0; 1
(!; s) (1.3.9)
=
1
X
m=0

 2
2m; 0
hR
!
e; u
2m; 0; 1
i
L
2
(Z;w
 1
)
u
2m; 0; 1
(!; s) (1.3.10)
wegen (1.2.1). Mit R
!
bezeihnet man die Radon{Transformation f

ur eine beliebige
aber feste Rihtung !. Bevor wir u
2m; 0; 1
einsetzen, haben wir noh zu normieren.
Sei
_u
2m; 0; 1
(!; s) = d
2m; 0
w(s)C
n=2
2m
(s)Y
0
(!) ;
dann ist
k _u
2m; 0; 1
k
2
L
2
(Z;w
 1
)
= d
2
2m; 0
Z
S
n 1
d!
1
Z
 1
h
C
n=2
2m
(s)
i
2
w(s) ds
= d
2
2m; 0
jS
n 1
j h
2m
mit
h
2m
=
 2
1 n
 (2m+ n)
(2m)! (2m+ 2n)  (n=2)
2
;
siehe [1, 22.2.3℄. Wegen Y
0
(!) = 1 ist
u
2m; 0; 1
(s) = _u
2m; 0; 1
(!; s)=k _u
2m; 0; 1
k = h
 1=2
2m
jS
n 1
j
 1=2
w(s)C
n=2
2m
(s) : (1.3.11)
So folgt shlielih
hR
!
e; u
2m; 0; 1
i
L
2
(Z;w
 1
)
= h
 1=2
2m
jS
n 1
j
 1=2
1
Z
 1
R
!
e(t)C
n=2
2m
(t) dt
Z
S
n 1
d!
= h
 1=2
2m
jS
n 1
j
1=2
1
Z
 1
R
!
e(t)C
n=2
2m
(t) dt ; (1.3.12)
und wir erhalten insgesamt
Satz 1.3.5 Sei e 2 range(R

) ein rotationssymmetrisher Mollier. F

ur die Radon{
Transformation
R : L
2
(

n
)! L
2
(Z; w
 1
)
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lautet der Rekonstruktionskern der Approximativen Inversen
 
0
(s) =
1
X
m=0

 2
2m
h
 1
2m
w(s)C
n=2
2m
(s)
1
Z
 1
R
!
e(t)C
n=2
2m
(t) dt : (1.3.13)
Beweis: Die Behauptung wird durh Einsetzen von (1.3.11) und (1.3.12) in (1.3.10)
bewiesen.
Bemerkung: Bei Verwendung von (1.3.9) statt (1.3.10) kann man analog eine Dar-
stellung f

ur den Rekonstruktionskern herleiten, die auf die Radon{Transformation des
Molliers verzihtet. In beiden F

allen kann man jedoh im allgemeinen die auftreten-
den Integrale niht analytish berehnen, sondern mu sie numerish approximieren.
Zum Abshlu werden die zwei f

ur die Praxis relevanten Spezialf

alle gesondert betrah-
tet.
Korollar 1.3.6 a) F

ur n = 2 ist
 
0
(s) = 
 2
1
X
m=0
(2m+ 1) I
2m
U
2m
(s)w(s)
mit
I
2m
=
1
Z
0
R
!
e(t)U
2m
(t) dt :
b) F

ur n = 3 ist
 
0
(s) = (2)
 2
1
X
m=0
(2m+ 3=2) I
2m
C
3=2
2m
(s)w(s)
mit
I
2m
=
1
Z
0
R
!
e(t)C
3=2
2m
(t) dt :
Beweis: Einsetzen in (1.3.13) ergibt im Fall a) h
2m
= =2 und im Fall b) h
2m
= (2m+
2)(2m+1)=(2m+3=2). Die Gegenbauer{Polynome C
1
m
sind gerade die Tshebyshew{
Polynome zweiter Art.
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1.3.4 Ein anderer Zugang
Die Darstellungen in Korollar 1.3.6 lassen erahnen, da insbesondere im Fall n = 3 die
Berehnung des Rekonstruktionskernes mit einigem Aufwand verbunden ist. Dies ist
der Grund, warum nun noh ein anderer Zugang vorgestellt wird. Hier wird der Rekon-
struktionskern mit Hilfe der Inversionsformel der Radon{Transformation hergeleitet.
Im folgenden sei
e
Z = S
n 1
 IR und wir betrahten die Radon{Transformation als
Abbildung
R : L
2
(
)! L
2
(
e
Z) :
F

ur den adjungierten Operator gilt jetzt
R
#
g(x) =
Z
S
n 1
g(!; x
>
!) d! :
Die Sobolev{R

aume, die gleih ben

otigt werden, lassen sih wie folgt denieren: H

0
(
)
bezeihnet den Abshlu von C
1
0
(
), den beliebig oft dierenzierbaren Funktionen mit
kompaktem Tr

ager in 
, bez

uglih der Norm
kfk
2

=
Z
IR
n
(1 + jj
2
)

j
b
f()j
2
d;  2 IR;
in L
2
(
).
F

ur Funktionen e(x; ) 2 H

0
(
);   (n 1)=2, lautet die Inversionsformel der Radon{
Transformation
e(x; ) =
1
2
(2)
1 n
R
#
I
1 n
Re(x; )
(siehe z. B. [42℄). Hier bezeihnet I das Riesz{Potential, das durh
(I

f)
^
() = jj
 
b
f()
deniert ist.
Berehnet man nun eine Funktion  (x) durh
 (x) =
1
2
(2)
1 n
I
1 n
Re(x; )
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f

ur einen geeigneten Mollier e(x; ), so ist diese Funktion wegen
R
#
 (x) = e(x; )
der gesuhte Rekonstruktionskern.
In Analogie zu Satz 1.3.3 lassen sih auh hier Invarianzen des Operators auf den
Rekonstruktionskern

ubertragen.
Satz 1.3.7 Sei %  1, U eine unit

are Transformation und e(x; ); e
%
2 H

0
(
);  
(n  1)=2, seien Mollier mit
e(x; y) = (2%)
 n
e
%
 
U

x  y
2%


:
Dann gilt f

ur den Rekonstruktionskern  als L

osung von R
#
 = e
%
die Gleihung
 (x; !; s) = (2%)
 n
 
0; %

s  x
>
!
2%

;
wobei R
#
 
0; %
= e
%
gilt.
Beweis: Der Beweis l

at sih aus der Situation von Abshnitt 1.3.2

ubertragen. Seien
T
x
1
; T
U
1
und T
%
1
wie in (1.3.2), (1.3.4) bzw. (1.3.6), sowie
T
x
2
g(!; s) := 2
 n
g(!;
s  x
>
!
2
) ;
T
U
2
g(!; s) := g(U!; s)
und
T
%
2
g(!; s) := %
 n
g(!; s=%) :
Dann folgt die Behauptung unmittelbar aus Lemma 1.2.2 (siehe auh [37℄).
Im Fall n = 2 ist
 
0
(s) = (2)
 1
I
 1
R
!
e(s) :
Nah Einsetzen des Riesz{Potentials wird daraus
 
0
(s) =
1
2
1
Z
0
 be
 
 !(0)

os(s ) d
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(siehe auh [48℄). Wesentlih attraktiver ersheint diese Vorgehensweise jedoh f

ur un-
gerades n, da dann f

ur das Riesz{Potential
I
1 n
g = ( 1)
(n 1)=2
g
(n 1)
gilt, d. h. es wird hier lediglih die (n  1){te Ableitung von R
!
e ben

otigt, so da sih
bei n = 3 beispielsweise
 
0
(s) =  
1
8
2
R
!
e
00
(s) (1.3.14)
f

ur einen geeigneten Mollier ergibt.
Kapitel 2
Approximative Inverse und
2D{Computertomographie
Bei der Anwendung der Approximativen Inversen in der 2D{R

ontgen{Computerto-
mographie, d. h. bei der Shihtrekonstruktion aus Messungen mit Zeilendetektoren,
beginnen wir mit dem einfahsten Fall, der parallelen Geometrie. Diese Anordnung von
R

ontgenr

ohre und Detektor ist zwar kaum praxisrelevant, da jedoh die Radon{Trans-
formation das mathematishe Modell liefert, ist es hier am einfahsten, die Vorgehens-
weise nahzuvollziehen. Die

Ubertragung der Ergebnisse auf die wesentlih interessan-
tere F

aherstrahlgeometrie ist danah kein Problem mehr. In beiden Situationen geht
man jedoh von vollst

andigen Daten aus. Am Beispiel der Limited{Angle{Geometrie
wenden wir shlielih noh die Approximative Inverse bei unvollst

andigen Daten an.
Hier k

onnen wir allerdings nur bedingt auf Ergebnisse der vorhergehenden Abshnitte
zur

ukgreifen.
2.1 Die parallele Geometrie
Die parallele Geometrie ist heutzutage kaum noh von praktishem Interesse. Dennoh
ist sie wegen der Einfahheit ihrer Handhabung bei der Herleitung von Verfahren meist
(so auh hier) Ausgangspunkt der

Uberlegungen f

ur die anderen Abtastgeometrien. Auf
die theoretishe Herleitung des Verfahrens folgen nihtsdestotrotz auh Aspekte zur
Implementierung und numerishe Resultate. Ein Vergleih mit dem Standardverfah-
23
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ren der 2D{R

ontgen{Computertomographie, der gelterten R

ukprojektion, beendet
diesen Abshnitt.
2.1.1 Das Rekonstruktionsverfahren
Erstmals wurde die Approximative Inverse von Louis und Shuster [37℄ auf die
2D{R

ontgen{Computertomographie (parallele Geometrie) angewendet. Wir wollen dies
hier noh einmal tun, jedoh einen anderen Weg beshreiten. Dieser Weg wird shneller
und leihter zum Ziel f

uhren, insbesondere kann der Rekonstruktionskern mit h

oherer
Geshwindigkeit und Genauigkeit berehnet werden.
2.1.1.1 Die Herleitung
Bei 2D{Shihtrekonstruktionen ergab sih f

ur die parallele Geometrie als mathemati-
shes Modell gerade die kontinuierlihe Radon{Transformation (siehe Abshnitt 1.1).
F

ur Berehnungen liegen real gemessene oder auh synthetish erzeugte Daten nur
an diskreten Stellen vor. Louis und Shuster [37℄ shlagen daher vor, die diskrete
Radon{Transformation als Modell zu verwenden. Sie betrahten
R
D
: L
2
(
)! IR
KL
;
(R
D
f)
kl
:= [R
D
f ℄
kL+l
= Rf(!
k
; s
l
)
f

ur diskrete !
k
2 S
1
; k = 1; : : : ; K und s
l
2 [ 1; 1℄; l = 1; : : : ; L (in diesem Kapitel
sei 
 := 

2
der Einheitskreis). Der Rekonstruktionskern  
D
im Punkt x
i
wird als
L

osung des Gleihungssystems
R
D
R

D
 
i
D
= R
D
e
i
berehnet. Um dieses Gleihungssystem aufstellen zu k

onnen, mu das Modell ge

andert
werden, da die Matrix R
D
R

D
niht existiert. F

ur die Radon{Transformation gilt
Rf(!; s) =
1
X
=0

X
= 
+ gerade
hRf; u

i
L
2
(Z;w
 1
)
u

(!; s) :
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Nah Abshneiden dieser Reihe, d. h.
R
M
f(!; s) :=
M
X
=0

X
= 
+ gerade
hRf; u

i
L
2
(Z;w
 1
)
u

(!; s)
erh

alt die Matrix die Darstellung
(R
D
R

D
)
(kl)(mn)
=
M
X
=0
m
X
= 
+ gerade
u

(!
m
; s
n
) u

(!
k
; s
l
) :
Die Approximative Inverse ergibt sih dann gerade als das euklidishe Skalarprodukt
des vorberehneten Rekonstruktionskernes mit den Daten:
S
D
g(x
i
) = h 
i
D
; gi
IR
KL : (2.1.1)
Obwohl auh hier Invarianzen einsetzbar sind, die die Dimension des zu l

osenden Glei-
hungssystems verringern, ist das Aufstellen der Matrix sehr aufwendig.
In der vorliegenden Arbeit wird die Vorgehensweise wie folgt sein:
1. Der Rekonstruktionskern wird als L

osung des kontinuierlihen Problems bereh-
net.
2. Die Diskretisierung wird auf die Berehnung der Approximativen Inversen ver-
shoben.
Im einzelnen heit das, da zum einen der Rekonstruktionskern als L

osung von
R

 (x) = e(x; ) und somit mit den in Abshnitt 1.3 vorgestellten Methoden bestimmt
werden kann, zum anderen, da die Integrale h (x); gi
L
2
(Z;w
 1
)
, die niht analytish
berehnet werden k

onnen, durh eine Quadraturformel (explizit: durh die Trapezre-
gel) approximiert werden. Dieses Vorgehen maht es sp

ater einfaher, die Methode auf
andere Geometrien anzuwenden, auerdem liefert sie in k

urzerer Rehenzeit sehr gute
Ergebnisse.
Rieder und Shuster [48℄ zeigen, da bei Verwendung der Punktauswertung des
kontinuierlihen Kernes statt  
i
D
in (2.1.1) die L

osung f

ur groe Datenmengen in ei-
nem gewissen Sinne gegen die Momente hf; e
i
i konvergiert. Daher ist, egal bei welher
philosophishen Sihtweise des Rekonstruktionsproblems, die Verwendung des leihter
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zu berehnenden kontinuierlihen Kernes immer gerehtfertigt und daher auh zu emp-
fehlen.
Der Rekonstruktionskern wurde allgemein bereits in Korollar 1.3.6 berehnet. Er ist
abh

angig vom Mollier e. F

ur die Wahl des Molliers sind untershiedlihe Vorgehens-
weisen denkbar (siehe [28℄). Setzt man ein Wavelet ein, dann hat e vershwindenden
Mittelwert (siehe [35℄). F

ur die Dihterekonstruktion in der R

ontgen{Computertomo-
graphie wird sinnvollerweise verlangt, da e(x; ) die Dirashe Delta{Distribution ap-
proximiert. Diese Approximation wird durh einen Parameter  reguliert. Es soll
lim
!0
Z


e

(x; y) f(y) dy = f(x) f.

u.
gelten. Der Mollier soll hinreihend glatt sein und f

ur festes x Mittelwert 1 haben.
Beispiel: Die Gaushe Glokenkurve
e(x; y) = (2)
 1
exp( jx  yj
2
=2)
ist beliebig oft dierenzierbar und hat den Mittelwert 1. Der Regularisierungsparameter
 mu so eingearbeitet werden, da der Mittelwert erhalten bleibt:
e

(x; y) = (2)
 1

 2
exp
 
  jx  yj
2
=(2
2
)

:
Die Voraussetzung e

(x; ) 2 range(R

) ist erf

ullt. Die Rekonstruktionsformel lautet
also
S

g(x) =
1
4
Z
S
1
1
Z
 1
g(!; s) 
0


s  x
>
!
2

w
 1

s  x
>
!
2

ds d! ; (2.1.2)
wobei
 
0

(s) = 
 2
1
X
m=0
(2m+ 1)U
2m
(s) I
2m; 
w(s)
mit
I
2m; 
=
1
Z
0
R
!
e

(t)U
2m
(t) dt
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ist. Wie man direkt sieht, vereinfaht sih die Formel (auh wegen Rf( !;  s) =
Rf(!; s)) noh zu
S

g(x) =
1
2

Z
0
1
Z
 1
g(!('); s)

 
0


s  x
>
!(')
2

ds d' ;
mit !(') = (os'; sin')
>
und

 
0

(s) = 
 2
1
X
m=0
(2m + 1)U
2m
(s) I
2m;
; (2.1.3)
so da das Gewiht w, das f

ur die Singul

arwertzerlegung der Radon{Transformati-
on von N

oten war, niht mehr gebrauht wird. Verwendet man also die Radon{Trans-
formation ohne dieses Gewiht, d. h. als Abbildung R : L
2
(
) ! L
2
(Z), dann ist die
Approximative Inverse identish mit der f

ur R : L
2
(
)! L
2
(Z; w
 1
).
2.1.1.2 Zur Implementierung
Wir nehmen an, da die Daten f

ur K gemessene Rihtungen und 2L+ 1 Strahlen pro
Projektion an folgenden diskreten Stellen zur Verf

ugung stehen: !
k
= !('
k
); '
k
=
k=K; k = 0; : : : ; K   1; s
l
= hl; h = 1=L; l =  L; : : : ; L.
Im ersten Shritt des Verfahrens l

at sih (unabh

angig von den Daten(!)) der Re-
konstruktionskern berehnen. Hierbei kann man noh vorneweg die Integrale I
2m; 
auswerten, da diese wiederum unabh

angig von s sind. Der Parameter  h

angt von der
Anzahl der gemessenen Daten pro Projektion ab, mu aber durh "trial and error"
ermittelt werden. Bei der Implementierung von (2.1.3) kann die Summation nur bis zu
einem zu bestimmenden Summationsindex M durhgef

uhrt werden:
e
 
0

(s) = 
 2
M
X
m=0
(2m+ 1)U
2m
(s) I
2m; 
: (2.1.4)
Um M zu bestimmen, wird zun

ahst gefordert, da es ein M
0
gibt, so da die Sum-
manden vom Betrage her monoton fallend f

ur m > M
0
sind. Wegen jU
2m
(s)j  2m+1
soll dann

2m+ 1


2
jI
2m; 
j < "
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sein f

ur alle m  M > M
0
bei vorgegebener Shranke ". Die Integrale m

ussen also
jI
2m; 
j = O(m
 
);  > 2, erf

ullen, was eine Glattheitsbedingung an den Mollier e

darstellt.
Aus Gr

unden der eÆzienten Implementierung wird der Rekonstruktionskern (in Analo-
gie zur gelterten R

ukprojektion, siehe z. B. [42℄) niht f

ur alle (s x
>
!)=2 ausgewer-
tet. Er wird (auh weil er gerade ist) lediglih an den Stellen t
i
= ih=2; i = 0; : : : ; 2L,
berehnet und dazwishen (linear) interpoliert. Der gesamte Algorithmus hat also fol-
gende Gestalt:
AI 2d pg
fur m = 0; : : : ; M: berehne (oder approximiere)
I
2m; 
=
1
Z
0
R
!
e

(t)U
2m
(t) dt ;
fur i = 0; : : : ; 2L:
p
i
=
e
 
0

(t
i
)=2 =
1
2
2
M
X
m=0
(2m+ 1)U
2m
(t
i
) I
2m; 
;
fur k = 0; : : : ; K   1:
v
k; l
= h
L
X
j= L
p
jl jj
g(!
k
; s
j
) ; l =  L; : : : ; L ;
fur alle Rekonstruktionspunkte x:

f(x) =

K
K 1
X
k=0
 
(1  u) v
k; l
+ u v
k; l+1

mit
s = x
>
!
k
; l  s=h  l + 1; u = s=h  l ;
Ende.
Wir halten fest, da die Approximative Inverse ein Rekonstruktionsverfahren vom Typ
'gelterte R

ukprojektion' liefert.
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2.1.2 Numerishe Beispiele
Wegen ihrer angenehmen Eigenshaften wird die shon mehrfah erw

ahnte Gaugloke
in dieser Arbeit bei allen Anwendungen als Mollier verwendet. Im 2D{Fall ist
e

(x; y) = T
x
1
e

(y) = (2)
 1

 2
exp
 
  jy   xj
2
=(2
2
)

(2.1.5)
mit
T
x
1
f(y) =
1
4
f

y   x
2

und e

(y) =
2


 2
exp( 2jyj
2
=
2
) :
Der Mollier ist nah Konstruktion sowohl translations{ als auh rotationsinvariant.
Sein Tr

ager ist jedoh IR
2
und niht 
, und sein Mittelwert auf der Kreissheibe betr

agt
nur ungef

ahr 1, denn es gilt
Z
IR
2
e

(x; y) dy = 1 :
Der Fehler, den man hierbei maht, ist f

ur kleine  aber vernahl

assigbar. In Abbil-
dung 2.1.1 ist der Mollier (2.1.5) f

ur zwei vershiedene {Werte geplottet. Je gr

oer
 ist, desto "breiter" ersheint der Mollier, d. h. desto st

arker ist die Gl

attung.
0.005 0.01 0.015 0.02
10000
20000
30000
40000
50000
Abbildung 2.1.1: Radialer Anteil des Molliers (2.1.5) f

ur
 = 0:0031 (gestrihelt) bzw.  = 0:0018.
Wie shon in Kapitel 1 ausgef

uhrt, kann der Rekonstruktionskern auf untershiedlihe
Art und Weise berehnet werden. F

ur den Weg

uber die Singul

arwertzerlegung sollte
man zun

ahst die Radon{Transformation durh
Re

(!; s) 
Z
!
?
e

(s! + y) dy
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approximieren. Hier wird niht

uber !
?
\ 
 integriert, was aber f

ur kleine  wieder
nur einen vernahl

assigbar kleinen Fehler produziert. Damit ist man in der Lage, die
Radon{Transformation des Molliers analytish zu berehnen. Sie ist aufgrund der
Rotationsinvarianz von e

unabh

angig von der Rihtung !:
Re

(!; s) = R
!
e

(s) = 
 1
(2)
 1=2
exp
 
  s
2
=(2
2
)

:
Die M + 1 Integrale I
2m; 
in der Summenformel (2.1.4) m

ussen (mit Hilfe einer adap-
tiven Routine) numerish approximiert werden.
Verwendet man den Zugang

uber die Inversionsformel der Radon{Transformation, so
kann man den Rekonstruktionskern explizit angeben. Es ist (siehe [48, (5.14)℄)
 
0

(s) =
1
2
2

2

1 +
r

2
s

exp
 
  s
2
=(2
2
)

{ erf
 
{ s=(
p
2 )


(2.1.6)
mit der Error{Funktion
erf(t) =
2
p

t
Z
0
exp( z
2
) dz :
Abbildung 2.1.2 zeigt zwei Rekonstruktionskerne. F

ur  = 0:0018 wurde der Kern mit
(2.1.4) berehnet, f

ur  = 0:0031 mit (2.1.6).
-0.08 -0.06 -0.04 -0.02 0.02 0.04 0.06 0.08
-1000
1000
2000
3000
4000
Abbildung 2.1.2: Rekonstruktionskern f

ur  = 0:0031 (ge-
strihelt) und  = 0:0018.
F

ur die Rekonstruktionen wurde das Shepp{Logan{Phantom aus [51℄ verwendet. Ab-
bildung 2.1.3 zeigt das Original{Phantom. Es besteht aus Ellipsen, deren Inhalte von
untershiedliher Dihte sind. Der

auere (in der Abbildung weie) Rand hat den Wert
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2, die anderen Werte bewegen sih im Intervall [1; 1:05℄. Die Radon{Transformation von
konstanten Fl

ahen

uber Ellipsen ist einfah zu berehnen, so da die Generierung der
synthetishen Daten unproblematish ist.
Eine Rekonstruktion aus vergleihsweise wenig Daten (200 Projektionen mit je 255
Strahlen) ist in Abbildung 2.1.4 dargestellt. Hier wurde der Rekonstruktionskern aus
Abbildung 2.1.2 mit  = 0:0031 verwendet, die Anzahl der Rekonstruktionspunkte
war 255 255. F

ur die Rekonstruktionen in den Abbildungen 2.1.5 und 2.1.6 war die
Datenmenge jeweils 400 Rihtungen und 511 Strahlen pro Rihtung. Bei beiden wurde
jeweils  = 0:0018 gew

ahlt und es wurde mit 511  511 Bildpunkten gerehnet. F

ur
die letzte Rekonstruktion wurde zu den Daten noh ein 2%{iges Raushen addiert. F

ur
alle Abbildungen waren 1:005 untere und 1:04 obere Grenze des Darstellungsfensters.
Die geringe Rehenzeit und die hohe Genauigkeit der numerishen Ergebnisse belegen
die EÆzienz und die Qualit

at der Approximativen Inversen als Regularisierungsverfah-
ren bei der 2D{R

ontgen{Computertomographie. Da das Verfahren durhaus konkur-
renzf

ahig zum Standardverfahren der 2D{Tomographie, der gelterten R

ukprojektion,
ist, zeigt der im n

ahsten Abshnitt folgende Vergleih dieser beiden Methoden.
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Abbildung 2.1.3: Original: Shepp{Logan{Phantom.
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Abbildung 2.1.4: Rekonstruktion aus von 200 Rihtun-
gen mit 255 Strahlen pro Rihtung gemessenen Daten.
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Abbildung 2.1.5: Rekonstruktion aus von 400 Rihtun-
gen mit 511 Strahlen pro Rihtung gemessenen Daten.
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Abbildung 2.1.6: Rekonstruktion aus verraushten Da-
ten.
2.1.3 Ein Vergleih mit der gelterten R

ukprojektion
Der Algorithmus weist { wie shon mehrfah erw

ahnt { groe

Ahnlihkeiten mit der
gelterten R

ukprojektion, die sih seit ihrer Einf

uhrung Anfang der siebziger Jahre
([45, 51℄) als das Standardverfahren in der Tomographie etabliert hat, auf. Deshalb gilt
es nun, die (wenigen) Untershiede zwishen den beiden Methoden herauszuarbeiten.
W

ahlt man den in Abshnitt 1.3.4 gemahten Ansatz, dann kann man den Zusammen-
hang
 
0

(s) =
1
2
1
Z
0
b
e
0

 
 !(0)

os(s )  d (2.1.7)
zeigen (siehe Seite 21 und [48, (5.13)℄), den man auh aus der Verfahrensvorshrift der
gelterten R

ukprojektion ableiten kann. Dort ist der Ansatz jedoh ein anderer. Die
gelterte R

ukprojektion w

ahlt den Rekonstruktionskern  
0
so, da der Mollier e
0
ein Tiefpalter ist, d. h.
b
e
0

() = 0 f

ur alle  mit jj > . Daraus folgt dann (2.1.7),
siehe [42, V.1, (1.3) u. (1.5)℄. Bei der Approximativen Inversen ist es jedoh umgekehrt:
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der Rekonstruktionskern wird aus einem vorgegebenen Mollier berehnet. Der letztere
Weg ersheint einfaher und maht die Approximative Inverse daher exibler. F

ur die
gelterte R

ukprojektion ist z. B. beim Shepp{Logan{Filter (aus [51℄) zwar  
0
bekannt
(weil vorgegeben), jedoh kann man e
0
lediglih in Integraldarstellung angeben.
Der Ram{Lak{Filter (benannt nah Ramahandran und Lakshminarayanan [45℄)
hat die unangenehme Eigenshaft, stark zu oszillieren, was sih in Form von Ring{
Artefakten bei der Rekonstruktion wiederspiegelt. Beim Shepp{Logan{Filter l

at sih
dies vermeiden, jedoh auh nur f

ur eine spezielle Wahl des Parameters  (siehe Ab-
bildung 2.1.7). Es ist
 
SL

(s) =

2
2
3
=2  (s) sin(s)

2
=4  (s)
2
:
Ist h die Diskretisierungsshrittweite in s{Rihtung, dann gilt f

ur s
l
= lh; l 2 ZZ, mit
 = =h
 
SL

(s
l
) =

2

4
1
1  4l
2
(2.1.8)
(vergleihe [42, Seite 111℄).
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Abbildung 2.1.7: Shepp{Logan{Filter: Der kontinuier-
lihe Filter wird f

ur die Rekonstruktion nur an speziell
gew

ahlten Stellen ausgewertet.
Der zur Gaugloke geh

orige Rekonstruktionskern hat (unabh

angig von ) in IR
+
nur
einen Tiefpunkt s
0
und ist streng monoton wahsend im Intervall [s
0
; 1℄. Ebenso lassen
sih aus Polynomen beliebige Mollier konstruieren, deren zugeh

origer Rekonstrukti-
onskern die gleihe Eigenshaft aufweist (vergleihe wieder [48℄).
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In den Abbildungen 2.1.8.a) und 2.1.8.b) sind der mit der Gaugloke als Mollier be-
rehnete Rekonstruktionskern und der Shepp{Logan{Filter dargestellt. F

ur letzteren
wurde an den Stellen s
l
die Darstellung (2.1.8) verwendet und zwishen diesen Punkten
linear interpoliert.
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-2000
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4000
6000
Abbildung 2.1.8.a): beide Rekonstruk-
tionskerne, s 2 [ 0:06; 0:06℄, gestrihelte
Linie: Shepp{Logan{Filter.
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Abbildung 2.1.8.b): beide Rekonstruk-
tionskerne, s 2 [0:4; 1℄, gestrihelte Linie:
Shepp{Logan{Filter.
Alle so erzeugten Rekonstruktionskerne sind niht lokal. Ein Erzwingen von "Pseudo{
Lokalit

at" durh Abshneiden des Kernes f

uhrt in jedem Fall zu Cupping{Artefakten
in der Rekonstruktion.
Bei der gelterten R

ukprojektion wurden spezielle Filter f

ur die sogenannte Lokale
Tomographie konstruiert. Mit diesen lokalen Filtern werden aber niht mehr Dihten
sondern Dihtespr

unge rekonstruiert (siehe z. B. Faridani et al. [6℄). Dies ist auh
bei der Approximativen Inversen m

oglih, wurde jedoh niht in der vorliegenden Ar-
beit sondern in [47℄ thematisiert.
Abbildung 2.1.9 zeigt einen Vergleih der Rekonstruktionsergebnisse der gelterten
R

ukprojektion mit Shepp{Logan{Filter und der Approximativen Inversen. Es zeigt
sih, da bei zunehmendem Datenfehler der relative Fehler im Ergebnis bei der gel-
terten R

ukprojektion shlehter wird.
Selbst bei nahezu exakten Daten gibt es einen unvermeidbaren Fehler in der Re-
konstruktion, dessen Hauptanteil aber auerhalb des Objektes liegt (siehe Abbil-
dung 2.1.10). Durh das Einbringen einer Vorinformation in Form der

aueren Abmes-
sung des Objektes, w

are eine Verringerung des relativen Fehlers in der Rekonstruktion
m

oglih. Der Fehler an den R

andern der Ellipsoide ist niht verwunderlih, da niht f
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sondern eine gegl

attete Version von f berehnet wird.
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Abbildung 2.1.9: Vergleih der Rekonstruktionen mit
verraushten Daten.
Abbildung 2.1.10: Dierenz des Originalbildes (Ab-
bildung 2.1.3) und des rekonstruierten Bildes (Abbil-
dung 2.1.5).
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2.2 Die F

aherstrahlgeometrie
In den meisten Anwendungen wurde die parallele Geometrie shon lange durh die we-
sentlih shneller abtastbare F

aherstrahlgeometrie ersetzt. Diese Anordnung erfordert
eine neue Parametrisierung des Strahlenweges durh das Objekt (siehe shon Abshnitt
1.1). Die gelterte R

ukprojektion l

at sih durh eine einfahe Koordinatentransfor-
mation (siehe z. B. [42℄) auf die neuen Gegebenheiten anpassen. Im n

ahsten Abshnitt
wird sih herausstellen, da dies auh f

ur die Approximative Inverse problemlos m

oglih
ist.
2.2.1 Zur Herleitung des Rekonstruktionsalgorithmus
Wie shon auf Seite 7 angegeben, k

onnen die Strahlenwege f

ur die F

aherstrahlgeo-
metrie durh die Quellposition a = (r os; r sin)
>
; r > 1;  2 [0; 2); und den
Rihtungsvektor  2 S
1
deniert werden. Bezeihnet man mit  den Winkel zwishen
der Rihtung  und  a und deniert
D
2
f(; ) := Df
 
r !(); !(   + )

(Df bezeihnet die divergente R

ontgen{Transformation, siehe (1.1.2)), dann ist
D
2
f(; ) = Rf(!(   + =2); r sin)
das mathematishe Modell f

ur die F

aherstrahlgeometrie. F

ur die weiteren Betrah-
tungen f

uhren wir eine andere Shreibweise ein. Es ist
D
2
f(; ) = URf(; )
mit
Ug(; ) = g(!(   + =2); r sin ) : (2.2.1)
Die Ergebnisse der beiden nahfolgenden Lemmata zeigen, wie der Rekonstruktions-
kern f

ur die F

aherstrahlgeometrie leiht aus dem f

ur die parallele Geometrie gewonnen
werden kann. Zun

ahst beweisen wir ein allgemeing

ultiges Lemma, das auh in [49℄
nahgelesen werden kann.
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Lemma 2.2.1 Seien X; Y
1
und Y
2
Hilbertr

aume, A : X ! Y
1
; B : X ! Y
2
lineare
Operatoren und U : Y
1
! Y
2
unit

ar mit B = UA. Dann gilt f

ur den Rekonstruktions-
kern als L

osung von B

 = e die Gleihung
 = U ;
wobei  die L

osung von A

 = e bezeihnet.
Beweis: Sei  := U . Dann ist
B

 = A

U

U = A

 = e :
Wir zeigen nun noh, da der Operator U aus (2.2.1) unit

ar ist.
Lemma 2.2.2 Sei V = [0; 2) [  arsin 1=r; arsin 1=r℄, dann ist
U : L
2
(Z; w
 1
) ! L
2
(V; ew
 1
) ;
Ug(; ) = g(!(   + =2); r sin)
mit ew() = (r os )
 1
w(r sin ) ein unit

arer Operator und
D
2
: L
2
(
)! L
2
(V; ew
 1
)
stetig.
Beweis: Wegen
hUg; hi
L
2
(V; ew
 1
)
=
2
Z
0
arsin 1=r
Z
  arsin 1=r
g(!(   + =2); r sin) h(; ) 
 r os  w
 1
(r sin) d d
=
2
Z
0
1
Z
 1
g(!('); s) h('+ arsin s=r   =2; arsin s=r) 
w
 1
(s) ds d'
= hg; U

hi
L
2
(Z;w
 1
)
ist
U

h(!('); s) = h('+ arsin s=r   =2; arsin s=r)
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und damit
U

Ug
 
!('); s

= Ug('+ arsin s=r   =2; arsin s=r)
= g(!('); s) ;
sowie
UU

h(; ) = U

h(!(   + =2); r sin ) = h(; ) ;
da s=r 2 [ =2; =2℄ ist.
Da U eine Isometrie ist, folgt die Stetigkeit von D
2
als Hintereinanderausf

uhrung von
U und der Radon{Transformation sofort.
Bemerkung : Die im obigen Beweis ben

otigte Koordinatentransformation ist die glei-
he, die auh bei der gelterten R

ukprojektion Anwendung ndet (siehe [42, Seite
112℄).
Der n

ahste Satz zeigt, wie man den Rekonstruktionskern f

ur die F

aherstrahlgeo-
metrie aus dem f

ur die parallele Geometrie gewinnen kann. Dazu ben

otigen wir die
Dilatationsinvarianz des Rekonstruktionskernes (siehe Seite 15).
Satz 2.2.3 Sei e(x; ) ein translations{, rotations{ und dilatationsinvarianter Molli-
er,  (x) der zugeh

orige Rekonstruktionskern f

ur die parallele Geometrie und (x)
der Rekonstruktionskern f

ur die F

aherstrahlgeometrie: D

2
(x) = e(x; ). Weiterhin
bezeihne a = r !() eine Quellposition, x einen Rekonstruktionspunkt und  den
Winkel zwishen den Vektoren x  a und  a. Dann gilt:
(x; ; ) =

r   1
2 ja  xj

2
 
0;
ja xj
r 1

(r   1) sin(   )
2


w
 1

(r   1) sin(   )
2

w(r sin ) :
Beweis: Wegen Lemma 2.2.1, Lemma 2.2.2 und der Translationsinvarianz von  
0
ist
(x; ; ) =
1
4
 
0

r sin   x
>
!(   + =2)
2


w
 1

r sin    x
>
!(   + =2)
2

w(r sin ) :
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Mit r sin  = a
>
!(   + =2) und a  x = ja  xj!(  ) folgt
(x; ; ) =
1
4
 
0

(a  x)
>
!(   + =2)
2

w
 1

(a  x)
>
!(   + =2)
2


w(r sin )
=
1
4
 
0

ja  xj sin(   )
2

w
 1

ja  xj sin(   )
2

w(r sin) :
Nun benutzen wir die in 1.3.2 gezeigte Dilatationsinvarianz. Es ist ja  xj  r  1 und
damit
 
0

ja  xj sin(   )
2

=

r   1
ja  xj

2
 
0;
ja xj
r 1

(r   1) sin(   )
2


w
 1

(r   1) sin(   )
2

w

ja  xj sin(   )
2

:
Daraus folgt die Behauptung.
Berehnet man die Approximative Inverse f

ur die F

aherstrahlgeometrie, so erh

alt man
mit
e
 
0
aus (2.1.4)
Sg(x) =
2
Z
0
arsin 1=r
Z
  arsin 1=r
(x; ; ) g(; ) ew
 1
() d d
=
r (r   1)
2
4
2
Z
0
ja  xj
 2
arsin 1=r
Z
  arsin 1=r
e
 
0;
ja xj
r 1

(r   1) sin(   )
2

g(; ) 
 os  d d :
Der Nahteil dieser Formel besteht darin, da die Auswertung des inneren Integrales
abh

angig vom Rekonstruktionspunkt x ist. Durh die Approximation ja xj=(r 1)  1
riskiert man einen kleinen Fehler, kann aber f

ur alle Rekonstruktionspunkte den glei-
hen Rekonstruktionskern
e
 
0
verwenden. Der geringe Genauigkeitsverlust wird aus-
geglihen durh einen immensen Gewinn an Rehenzeit und Speiherplatzbedarf: hat
man N
2
Rekonstruktionspunkte und N  N Daten, dann brauht der Rekonstrukti-
onskern nur N anstatt N
4
mal ausgewertet zu werden. Es gilt shlielih
Sg(x) 
r (r   1)
2
4
2
Z
0
ja  xj
 2
arsin 1=r
Z
  arsin 1=r
e
 
0

(r   1) sin(   )
2

g(; ) os  d d :
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Damit erhalten wir wieder ein Verfahren, das sih in Analogie zur gelterten R

uk-
projektion eÆzient implementieren l

at. Dazu nehmen wir an, da die Daten f

ur K
Quellpositionen mit a
k
= r!(
k
); a
0
k
= !
0
(
k
); 
k
= 2k=K; k = 0; : : : ; K   1, und
je 2L + 1 Strahlen vorliegen, d. h. 
l
= hl; l =  L; : : : ; L; h = arsin(1=r)=L. Der
Algorithmus hat folgende Gestalt:
AI 2d fg
fur i = 0; : : : ; 2L:
p
i
=
1
4
e
 
0


(r   1) sin
i
2

;
fur k = 0; : : : ; K   1:
v
k; l
= h
L
X
j= L
p
jl jj
g(
k
; 
j
) os 
j
; l =  L; : : : ; L ;
fur alle Rekonstruktionspunkte x:

f(x) = r (r   1)
2
2
K
K 1
X
k=0
jx  a
k
j
 2
 
(1  u) v
k; l
+ u v
k; l+1

mit
 = arsin(h
x  a
k
jx  a
k
j
; a
0
k
i); l  =h < l + 1; u = =h  l ;
Ende.
Genau wie bei der gelterten R

ukprojektion l

at sih also auh bei der Approxima-
tiven Inversen die Rekonstruktionsmethode leiht von der parallelen Geometrie auf
die F

aherstrahlgeometrie

ubertragen. Rekonstruktionen des Shepp{Logan{Phantoms
bringen bei gleiher Datenmenge gleih gute Ergebnisse wie in Abshnitt 2.1.2.
2.3 Die Limited{Angle{Geometrie
Das Problem unvollst

andiger Daten bei der R

ontgen{Computertomographie ist so alt
wie das Rekonstruktionsproblem selbst. Insbesondere in der 3D{Tomographie sind
vollst

andige Daten eher die Ausnahme als die Regel (siehe Kapitel 3). Aber auh bei
der 2D{Tomographie wurden in der Literatur vershiedenste F

alle von unvollst

andigen
Daten behandelt, wie z. B. "Limited Angle", "Region of Interests" oder "Hollow Pro-
jetions" (siehe etwa [25, 36, 40, 43℄). Auf das Problem des fehlenden Winkelbereihes
wollen wir im folgenden Abshnitt die Approximative Inverse anwenden.
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2.3.1 Das Rekonstruktionsverfahren
Bei der parallelen Geometrie sind im Falle vollst

andiger Daten (siehe Abshnitt 2.1)
diese f

ur alle ! 2 S
1
= f!('); ' 2 [ ; )g (im kontinuierlihen Fall) bzw. f

ur in S
1

aquidistant verteilte Rihtungen (im diskreten Fall) bekannt. Bei einem eingeshr

ank-
ten Winkelbereih stehen die Daten f

ur die Rihtungen !(') mit j'j < ; 0 <  < =2,
niht zur Verf

ugung. Durh die Beziehung Rf(!('); s) = Rf(!('+);  s) ergibt sih
eine Redundanz der Daten, so da die vorhandenen Rihtungen im folgenden in
S
1

= f!(') 2 S
1
: j' =2j  =2  g
liegen und die Radon{Transformation als Abbildung
R

: L
2
(
)! L
2
(Z

; w
 1
) (2.3.1)
mit Z

= S
1

 [ 1; 1℄ betrahtet wird.
2.3.1.1 Die Singul

arwertzerlegung
In die Singul

arwertzerlegung f

ur die Abbildung (2.3.1) geht die der Radon{Transforma-
tion (1.3.1) ein. Deshalb formulieren wir zun

ahst erneut die Singul

arwertzerlegung aus
1.3.1, allerdings f

ur den Spezialfall n = 2;  = 1. Das Tripel fv
ml
; u
ml
; 
ml
g : m 
0; l 2 ZZ : jlj  m; l +m gerade, mit
v
ml
(x) =
r
m+ 1

jxj
jlj
P
(0; jlj)
(m jlj)=2
(2jxj
2
  1)Y
l

x
jxj

;
u
ml
(!; s) = 
 1
w(s)U
m
(s)Y
l
(!) ;

ml
= 
m
= 2
r

m + 1
bildet eine Singul

arwertzerlegung von
R : L
2
(
)! L
2
(Z; w
 1
) :
Es folgt (ohne Beweis) die Singul

arwertzerlegung f

ur die Limited{Angle{Tomographie.
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Lemma 2.3.1 Sei A(m; ) 2 IR
(m+1)(m+1)
die Matrix mit Eintr

agen
a
kl
= 
 1

Z
 
e
2 { (k l)'
d' (2.3.2)
=
8
>
<
>
:
sin(2 (k   l) )
(k   l) 
f

ur k 6= l ;
2

f

ur k = l ;
mit den Eigenwerten 

(m; ) und den normalisierten Eigenvektoren d

(m; );  =
0; : : : ; m. Weiterhin sei
f
m
(x) =
m
X
l=0
d

(m; )
l
v
m; 2l m
(x) ;
g
m
(!; s) =
 
1  

(m; )

 1=2
m
X
l=0
d

(m; )
l
u
m; 2l m
(!; s) ;

m
=
 
1  

(m; )

1=2

m
:
Dann bildet
ff
m
; g
m
; 
m
g : m;  2 IN
0
;   m ;
eine Singul

arwertzerlegung von
R

: L
2
(
)! L
2
(Z

; w
 1
) :
Bemerkung: Der Beweis ist in der Arbeit von Louis [25℄ nahzulesen. Die Matrix
(2.3.2) wurde in Slepian [52℄ untersuht.
2.3.1.2 Die Berehnung des Rekonstruktionskernes
Im Limited{Angle{Fall ist keine Inversionsformel bekannt, so da ein Zugang zum Re-
konstruktionskern wie in 1.3.4 niht m

oglih ist und nur der Weg

uber die Singul

arwert-
zerlegung bleibt. Die Translationsinvarianz gilt hier ebenso wie bei vollst

andigen Daten,
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weswegen der Kern wieder nur f

ur x = 0 ausgerehnet werden mu. Eine Rotationsin-
varianz des Rekonstruktionskernes kann niht gezeigt werden, denn die R

ukprojektion
hat in diesem Fall die Darstellung
R


g(x) =
Z
S
1

g(!; x
>
!)w
 1
(x
>
!) d!
und f

ur die Transformationen T
U
1
(1.3.4) und T
U
2
(1.3.5) gilt T
U
1
R


g(y) 6= R


T
U
2
g(y).
Dennoh wird ein rotationsinvarianter Mollier angenommen, was den Rekonstrukti-
onskern mit dem f

ur die parallele Geometrie vergleihbar maht.
Nah (1.2.2) und dem vorhergehenden Abshnitt ist f

ur e 2 D
 
(R


)
y

 
0; LA
(!; s) =
1
X
m=0
m
X
=0

 1
m
he; f
m
i g
m
(!; s)
mit
he; f
m
i =
m
X
l=0
d

(m; )
l
he; v
m; 2l m
i ;
=
(
d

(m; )
m=2
he; v
m; 0
i ; m gerade ;
0 ; m ungerade ;
(siehe (1.3.9)). Daraus folgt (! = !('))
 
0; LA
(!; s) =
1
X
m=0
2m
X
=0

 1
2m;
d

(2m; )
m
he; v
2m; 0
i g
2m;
(!; s)
= 4
1
X
m=0
2m
X
=0

 2
2m
I
2m
d

(2m; )
m
 
1  

(2m; )

 1


2m
X
l=0
d

(2m; )
l
u
2m; 2l 2m
(!; s) ;
wobei f

ur die Integrale I
2m
wieder
I
2m
=
1
Z
0
R
!
e(t)U
2m
(t) dt
gilt. F

ur den Rekonstruktionskern shreiben wir dann
 
0; LA
(!; s) = 
 2
1
X
m=0
(2m+ 1) I
2m
U
2m
(s)w(s) q
2m
(') (2.3.3)
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mit
q
2m
(') =
2m
X
=0
 
1  

(2m; )

 1
d

(2m; )
m
2m
X
l=0
d

(2m; )
l
e
2 { (l m)'
: (2.3.4)
Vergleiht man diesen Rekonstruktionskern mit dem f

ur die parallele Geometrie aus
Korollar 1.3.6, so erkennt man direkt den Zusammenhang.
Satz 2.3.2 Sei 0 <  < =2 und A(m; ) die Slepian{Matrix (2.3.2), m = 0; 1; : : : ,
mit Eigenwerten 

(m; ) und normalisierten Eigenvektoren d

(m; );  = 0; : : : ; m.
Weiterhin sei e 2 D
 
(R

)
y

\ D
 
(R


)
y

ein translations{ und rotationsinvarianter
Mollier und  
0
der zugeh

orige Rekonstruktionskern f

ur die parallele Geometrie im
Punkt x = 0. Dann ergibt sih der Rekonstruktionskern f

ur den Limited{Angle{Fall bei
x = 0 als
 
0; LA
(!; s) =  
0
(s) + (!; s)
mit
(!; s) = 
 2
1
X
m=0
(2m+ 1)U
2m
(s) I
2m
w(s) (q
2m
(')  1) ;
I
2m
=
1
Z
0
R
!
e(t)U
2m
(t) dt ;
q
2m
(') =
2m
X
=0
 
1  

(2m; )

 1
d

(2m; )
m
2m
X
l=0
d

(2m; )
l
e
2 { (l m)'
:
Beweis: Der Beweis ergibt sih direkt aus Korollar 1.3.6 und (2.3.3):
 
0; LA
(!; s) = 
 2
1
X
m=0
(2m+ 1) I
2m
U
2m
(s)w(s) (1 + q
2m
(')  1)
=  
0
(s) + (!; s) :
Der gesuhte Rekonstruktionskern berehnet sih also aus dem bekannten Kern f

ur
vollst

andige Daten durh Addition eines von der Rihtung abh

angigen Korrekturter-
mes.
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2.3.1.3 Die Approximative Inverse und ihre Implementierung
In Analogie zu (2.1.2) l

at sih die Rekonstruktionsformel angeben. Der Mollier (und
damit auh der Rekonstruktionskern) ist abh

angig vom Parameter :
S

g(x) =
1
4
Z
S
1

1
Z
 1
g(!; s) 
0; LA


!;
s  x
>
!
2

w
 1

s  x
>
!
2

ds d!
=
1
2
 
Z

1
Z
 1
g(!('); s) 
0;LA


!(');
s  x
>
!(')
2

w
 1

s  x
>
!(')
2

ds d' :
Die Umformung ist wegen der Struktur von S
1

und der shon erw

ahnten Redundanz
der Daten oensihtlih. Auh in diesem Fall ist das Verfahren sehr eÆzient implemen-
tierbar. Hier ist allerdings zu beahten, da der Rekonstruktionskern abh

angig von der
Rihtung ! ist, was einen h

oheren Rehenaufwand bei der Vorberehnung des Kernes,
sowie einen h

oheren Speiheraufwand, jedoh gleihbleibenden Aufwand bei der Re-
konstruktion bedeutet.
Der numerish shwierige Teil ist die Berehnung der Funktionen q
2m
aus (2.3.4). Hier

auert sih die extreme Shlehtgestelltheit des Problems. Beshr

ankt man sih (was
vern

unftig ist) auf die Rekonstruktion von realen Dihtefunktionen, so kann man auh
den Imagin

arteil des Rekonstruktionskernes vernahl

assigen. Vertaushen der Summa-
tionsreihenfolge liefert dann
q
2m
(') =
2m
X
l=0
os(2 (l m)')
2m
X
=0
 
1  

(2m; )

 1
d

(2m; )
m
d

(2m; )
l
:
Aufgrund des Verhaltens der Eigenwerte der Slepian{Matrix A(m; ) (

(2m; )! 1
monoton wahsend f

ur m;  ! 1, siehe z. B. [42, 52℄) ist es bei der Berehnung
der inneren Summe erforderlih, eine zus

atzlihe Tikhonov{Phillips{Regularisierung
durhzuf

uhren und den Faktor
 
(1  

(2m; )

 1
durh
1  

(2m; )
 
1  

(2m; )

2
+ %
2
zu ersetzen. Die Gr

oe des Parameters % ist jeweils abh

angig von m. Da die Kondition
der Matrix A(m; ) mit wahsendem m immer shlehter wird, wird die Notwendigkeit
der Regularisierung immer gr

oer, d. h. je gr

oer die Dimension der Matrix ist, desto
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gr

oer mu auh der Regularisierungsparameter % sein. Die q
2m
(') werden ebenso wie
die Integrale I
2m; 
unabh

angig von s vorberehnet und in einer Matrix abgespeihert.
Die Daten stehen f

ur K+1 gemessene Rihtungen und 2L+1 Strahlen pro Projektion
an folgenden diskreten Stellen zur Verf

ugung: !
k
= (os'
k
; sin'
k
)
>
; '
k
=  + k(  
2)=K; k = 0; : : : ; K; s
l
= hl; h = 1=L; l =  L; : : : ; L.
Den Algorithmus kann man wieder analog zur parallelen und zur F

aherstrahlgeometrie
formulieren. Dazu sei
e
 
0; LA

('; s) = 
 2
M
X
m=0
(2m + 1)U
2m
(s) I
2m
q
2m
(')
und wie bei der parallelen Geometrie (siehe Abshnitt 2.1.1.2) t
i
= ih=2; i = 0; : : : ; 2L.
AI 2d la
fur m = 0; : : : ; M: berehne (bzw. approximiere)
I
2m; 
=
1
Z
0
R
!
e

(t)U
2m
(t) dt ;
fur k = 0; : : : ; K:
q
m; k
= q
2m
('
k
) ;
fur k = 0; : : : ; K; i = 0; : : : ; 2L:
p
k; i
=
e
 
0; LA

('
k
; t
i
)=2 =
1
2
2
M
X
m=0
(2m+ 1)U
2m
(t
i
) I
2m; 
q
m; k
;
fur k = 0; : : : ; K:
v
k; l
= h
L
X
j= L
p
k; jl jj
g(!
k
; s
j
) ; l =  L; : : : ; L ;
fur alle Rekonstruktionspunkte x:

f(x) =
   2
K + 1
K
X
k=0
 
(1  u) v
k; l
+ u v
k; l+1

mit
s = x
>
!
k
; l  s=h  l + 1; u = s=h  l ;
Ende.
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2.3.2 Numerishe Beispiele
F

ur die nahfolgenden Rekonstruktionen wurde als Mollier wieder die Gaugloke
(2.1.5), als Objekt wieder das Shepp{Logan{Phantom (Abbildung 2.1.3) gew

ahlt. Es
lagen jeweils 255 Strahlen pro Projektion vor. Die Anzahl der Projektionen rihtete
sih nah der Gr

oe des fehlenden Winkelbereihes. F

ur  = =12 wurden im Intervall
[;    ℄ 167 Punkte

aquidistant verteilt, f

ur  = =6 wurden dementsprehend 134
Projektionen gemessen. In Abbildung 2.3.1 sind die beiden Rekonstruktionskerne dar-
gestellt. Abbildung 2.3.2 zeigt die zugeh

origen Rekonstruktionen.
Abbildung 2.3.1: Density{Plot der Rekonstruktionskerne f

ur  = 0:0031 und  = =12
(links) bzw.  = =6 (rehts): die horizontale Rihtung ist die s{Rihtung im Intervall [0; 1℄,
die vertikale Rihtung die '{Rihtung im Intervall [;    ℄).
Abbildung 2.3.2: Rekonstruktion mit 255  255 Bildpunkten f

ur  = =12 (links) bzw.
 = =6 (rehts).
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Die f

ur Limited{Angle typishen Artefakte sind auh hier unvermeidbar.
In Abshnitt 2.3.1.2 haben wir bereits festgestellt, da sih der Rekonstruktions-
kern durh Addition einer von der Rihtung abh

angigen Korrektur aus dem Rekon-
struktionskern f

ur die parallele Geometrie ergibt. Deshalb mu die Frage gestellt wer-
den: Was bringt dieser Korrekturterm? F

ur den Fall  = =6 zeigt Abbildung 2.3.3 eine
Rekonstruktion bei der auf den Korrekturterm verzihtet wurde, mit anderen Worten
die fehlenden Daten wurden durh den Wert 0 ersetzt.
Abbildung 2.3.3: Rekonstruktion f

ur  =
=6 ohne Verwendung des Korrekturterms.
Optish ist zwishen den beiden Rekonstruktionen kein Untershied festzustellen. Der
Korrekturterm hat also keine Artefaktreduktion bewirkt. Es l

at sih jedoh feststellen,
da die mit Korrekturterm rekonstruierte Funktion die gesuhte Dihtefunktion besser
approximiert.
F

ur die Darstellung der Abbildung 2.3.3 mute das Fenster nah unten vershoben
werden. Der relative Fehler im Ergebnis betr

agt bei der Rekonstruktion mit Korrek-
tur 43:94%, bei der Rekonstruktion ohne Korrektur 50:75%. In Abbildung 2.3.4 sind
horizontale Quershnitte (y = 0:102) durh die Originaldihte und die beiden Rekon-
struktionen geplottet. Auf der Abszisse sind die Spaltennummern der Bildmatrix abge-
tragen, auf der Ordinate die zugeh

origen Funktionswerte. Bei beiden Rekonstruktionen
ist die "Verbreiterung" des Objektes zu erkennen, die Rekonstruktion mit Korrektur
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kommt im Innern des Phantoms jedoh deutlih n

aher an die Originaldihte heran. Der
Korrekturterm hat letztendlih wie eine multiplikative Konstante gewirkt.
50 100 150 200 250
0.5
1
1.5
2
Abbildung 2.3.4: Quershnitt durh das
Shepp{Logan{Phantom: durhgezogene Li-
nie: Original{Werte, gestrihelt: Rekonstruk-
tion mit Korrekturterm, gepunktet: Rekon-
struktion ohne Korrekturterm.
Da die Berehnung des Korrekturterms der aufwendigste Teil bei der Bestimmung des
Rekonstruktionskernes ist, gilt es in Anwendungen, von Fall zu Fall abzush

atzen, ob
eine Rekonstruktion mit Korrekturterm erforderlih ist oder niht.
2.3.3 Ein Vergleih mit anderen Methoden
Zum Abshlu der Betrahtungen f

ur den 2D{Fall wird die Approximative Inverse f

ur
die Limited{Angle{Geometrie mit zwei bekannten Verfahren verglihen: zum einen mit
dem Verfahren von Louis [20℄, zum anderen mit dem Verfahren von Davison und
Gr

unbaum [4℄.
2.3.3.1 Das Verfahren von Louis
Die Methode, die in Louis [20℄ eingef

uhrt wird, basiert auf einer konsistenten Ap-
proximation der Daten im fehlenden Bereih. Aus den Helgason{Ludwig{Konsistenz{
Bedingungen (siehe z. B. [15℄) l

at sih eine Reihendarstellung f

ur Rf folgern:
Rf(!('); s) = w(s)
1
X
m=0
U
m
(s) g
m
(') (2.3.5)
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mit
g
m
(') =
2

1
Z
 1
Rf(!('); s)U
m
(s) ds (2.3.6)
=
X
jljm
l+m gerade
g
ml
exp({ l ') : (2.3.7)
Die Idee des Verfahrens ist es, mit Hilfe der gemessenen Daten und den Gleihungen
(2.3.5), (2.3.6) und (2.3.7) die fehlenden Daten zu approximieren. Dazu werden im
ersten Shritt die KoeÆzienten g
m
f

ur ' mit !(') 2 S
1

durh (2.3.6) angen

ahert.
Aus diesen KoeÆzienten wird im zweiten Shritt das lineare Gleihungssystem (2.3.7)
zur Bestimmung der g
ml
gel

ost. Damit kann man dann die g
m
(') f

ur j'j   und
shlielih mit der Summe (2.3.5) die fehlenden Daten berehnen.
Das zu l

osende Gleihungssystem ist im allgemeinen

uberbestimmt und sehr shleht
konditioniert. Um dies festzustellen, betrahten wir die Matrizen A
m
des Systems:
A
m
= (a
m
)
k=0; ::: ;K; l=0; ::: ;m
;
(a
m
)
k;l
= exp({ (2l  m)'
k
) :
F

ur die Matrix des Ausgleihsproblems gilt damit
B
m
= (A
H
m
A
m
)
k; l=0; ::: ;m
;
(b
m
)
k; l
=
K
X
j=0
exp(2 { (l   k)'
j
) ;
d. h. ihre Matrixelemente sind Diskretisierungen der Integrale, die die Slepian{Matrix
denieren (siehe (2.3.2)). Deshalb verhalten sih die Singul

arwerte von B
m
etwa wie
die Wurzel der Eigenwerte der Slepian{Matrix, was die Shlehtkonditioniertheit des
Gleihungssystems (2.3.6) beweist.
Der entsheidende Untershied zwishen dem Verfahren von Louis und der Approxi-
mativen Inversen f

ur Limited Angle ist der, da die Louis{Methode die fehlenden Daten
mit Hilfe der vorhandenen Daten ausgleiht, die Approximative Inverse die fehlenden
Daten im Rekonstruktionskern kompensiert. Bezeihnet f
1
die mit der Approximati-
ven Inversen berehnete N

aherung an die Dihtefunktion f , f
2
die mit dem Louisshen
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Verfahren ermittelte Dihte, g die gemessenen Daten und eg die approximierten Daten
(in S
1

ist g = eg), dann ist
f
1
(x) =
1
4
Z
S
1

1
Z
 1
g(!; s) 
0; LA
(!;
s  x
>
!
2
)w
 1
(
s  x
>
!
2
) ds d!
=
1
4
Z
S
1

1
Z
 1
g(!; s)
 
 
0
(
s  x
>
!
2
) + (!;
s  x
>
!
2
)

w
 1
(
s  x
>
!
2
) ds d!
=
1
4
Z
S
1

1
Z
 1
g(!; s) 
0
(
s  x
>
!
2
)w
 1
(
s  x
>
!
2
) ds d! +
+
1
4
Z
S
1

1
Z
 1
g(!; s) (!;
s  x
>
!
2
)w
 1
(
s  x
>
!
2
) ds d!
und
f
2
(x) =
1
4
Z
S
1
1
Z
 1
eg(!; s) 
0
(
s  x
>
!
2
)w
 1
(
s  x
>
!
2
) ds d!
=
1
4
Z
S
1

1
Z
 1
g(!; s) 
0
(
s  x
>
!
2
)w
 1
(
s  x
>
!
2
) ds d! +
+
1
4
Z
S
1
nS
1

1
Z
 1
eg(!; s) 
0
(!;
s  x
>
!
2
)w
 1
(
s  x
>
!
2
) ds d!
und die untershiedlihen Konzepte werden sihtbar: In dem Bereih, in dem die Daten
bekannt sind, ist die Berehnung identish; dort wo die Information fehlt wird diese
einmal durh die Korrektur des Rekonstruktionskernes, beim zweiten Mal aus den vor-
handenen Daten beshat. Die Approximative Inverse ist dabei im Vorteil: der Rekon-
struktionskern mu nur einmal berehnet werden und bei einer neuen Datenerzeugung
kann der Rekonstruktionsalgorithmus direkt gestartet werden. Der Korrekturterm ist
unabh

angig von den Daten und daher auh niht mit Datenfehlern behaftet. Bei der
zweiten Methode mu jedoh nah jeder Messung von neuem die Datenapproximation
der Rekonstruktion vorangestellt werden. Es ist also keine Vorberehnung m

oglih und
eventuelle Fehler in den gemessenen Daten setzen sih in den erg

anzten Daten fort.
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2.3.3.2 Das Verfahren von Davison und Gr

unbaum
Die Methode von Davison und Gr

unbaum

ahnelt der Approximativen Inversen,
r

uhrt aber von einer etwas anderen Idee her und ist in der Durhf

uhrung wesentlih
aufwendiger. Ausgangspunkt ist eine gelterte R

ukprojektion mit von der Rihtung
abh

angigen Filtern. Im Kontext der Approximativen Inversen heit das, der Rekon-
struktionskern ist (wie dies auh in 2.3.1 war) von der Rihtung abh

angig. Die Methode
ist exibel, um f

ur beliebige Rihtungen eingesetzt zu werden. Es sei

f(x) =
Z
S
1

1
Z
 1
 (!; s  x
>
!)Rf(!; s) ds d! :
Diskretisiert man das

auere Integral, d. h. man betrahtet das semi{diskrete Problem
und niht wie Louis und Shuster [37℄ das diskrete Problem, und vernahl

assigt die
Shrittweite(n), so erh

alt man bei K diskreten Rihtungen

f(x)
:
=
K
X
j=1
1
Z
 1
 (!
j
; s  x
>
!
j
)Rf(!
j
; s) ds
=
K
X
j=1
Z
!
?
j
1
Z
 1
 (!
j
; s  x
>
!
j
)f(s!
j
+ y) ds dy
=
K
X
j=1
Z


 (!
j
; (y   x)
>
!
j
) f(y) dy
Damit ist

f = E  f mit E(x) =
K
X
j=1
 (!
j
; x
>
!
j
) :
Die Aufgabe besteht nun darin, f

ur einen vorgegebenen Mollier e den Rekonstruk-
tionskern  so zu bestimmen, da ke   Ek
L
2
(
)
m

oglihst klein wird. Shreibt man
R = (R
!
1
; : : : ; R
!
K
)
>
und 	 = w  ( 
1
; : : : ;  
K
)
>
mit  
j
=  (!
j
; ), dann ist wegen
R

!
j
g(x) = g(x
>
!
j
)w
 1
(x
>
!
j
)
E = R

	 und das Minimieren der Fehlernorm l

at sih durh L

osen der Normalglei-
hung
RR

	 = Re (2.3.8)
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erreihen. Bei der Invertierung des Gleihungssystems (2.3.8) kann man wieder Ge-
brauh von Invarianzen der Radon{Transformation mahen und damit die Dimension
des Problems verkleinern. Es sind shlielih (siehe [42, Seite 152℄) Gleihungssysteme
der Form
A
m

m
= b
m
; m = 0; : : :
zu l

osen mit
A
m
= (a
m
)
i; j=1; ::: ;K
; (a
m
)
i; j
=
2
m + 1
U
m
(!
>
i
!
j
)
und
b
m
= (b
m
)
i=1; ::: ;K
; (b
m
)
i
=
1
m+ 1
1
Z
 1
R
!
i
e(s) ds :

Uber die Beziehung
	 =
1
X
m=0

m
w()U
m
() (2.3.9)
k

onnen die gesuhten Rekonstruktionskerne  
j
bestimmt werden.
Der Nahteil dieser Methode liegt darin, da sehr viele lineare Gleihungssysteme der
Dimension K K gel

ost werden m

ussen: Wird die Summation (2.3.9) beim Index M
abgebrohen und es liegen L Daten pro Rihtung vor, dann sind insgesamt L (M +1)
Systeme zu l

osen.
Kapitel 3
Approximative Inverse und
3D{Computertomographie
Die

Ubertragung der Ergebnisse f

ur die 2D{Computertomographie auf die 3D{
Computertomographie gestaltet sih shwierig, da die Radon{Transformation im drei-
dimensionalen einer Funktion f ihre Ebenenintegrale zuordnet, die gemessenen Daten
aber nah wie vor Linienintegrale sind. Dennoh ist die Vorgehensweise vergleihbar.
Wir starten mit einer parallelen Geometrie, die in der Praxis keine Bedeutung hat. Die
Idee dabei ist aber, den Rekonstruktionskern danah mittels einer einfahen Transfor-
mation auf die relevante Kegelstrahlgeometrie

ubertragen zu k

onnen. Dies wird auh
gelingen, jedoh nur f

ur eine viel zu aufwendige Abtastgeometrie. Zur Herleitung ei-
nes Rekonstruktionsverfahrens f

ur die in der Praxis interessanten Geometrien k

onnen
wir aber shlielih wieder den Bogen zum Anfang spannen und die Approximative
Inverse der Radon{Transformation verwenden.
3.1 Die parallele Geometrie
Ganz zu Beginn haben wir f

ur beliebige Dimensionen die parallele R

ontgen{Trans-
formation deniert, die im zweidimensionalen bis auf die Parametrisierung mit der
Radon{Transformation

ubereinstimmt. Obwohl eine parallele Geometrie in der 3D{
Tomographie niht umsetzbar ist, wollen wir dennoh zum Einstieg in dieses Kapitel
den Rekonstruktionskern f

ur die parallele R

ontgen{Transformation berehnen. Der Ab-
lauf wird der gleihe wie im 2D{Fall sein: Wir ben

otigen die Singul

arwertzerlegung und
57
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m

ussen nah Invarianzen suhen, bevor wir den Rekonstruktionskern angeben k

onnen.
Shlielih wird es uns auh hier gelingen, den Rekonstruktionskern mit Hilfe der In-
versionsformel herzuleiten. Zuvor zitieren wir einige grundlegende Eigenshaften der
Transformation.
3.1.1 Vorbereitungen
Analog zur Radon{Transformation l

at sih auh die parallele R

ontgen{Transformati-
on stetig auf gewihtete L
2
{R

aume fortsetzen. Bevor Satz 1.3.1 adaptiert werden kann,
notieren wir wieder einige Bezeihnungen: T steht f

ur das Tangentenb

undel f(; y) :
 2 S
n 1
; y 2 
?
\ 

n
g und W
n

(y) = (1  jyj
2
)
 n=2
;

W
n

(y) = (1   jyj
2
)
 (n 1)=2
f

ur
(; y) 2 T .
Satz 3.1.1 Sei  > n=2  1. Die Abbildung
P : L
2
(

n
; W
 1

) ! L
2
(T;

W
 1

) ;
Pf(; y) =
Z
IR
f(y + t) dt
ist stetig. Ihre Adjungierte ist
P

g(x) = W

(x)
Z
S
n 1
g(; E

x)

W
 1

(E

x) d :
Hierbei ist E

: IR
n
! 
?
die orthogonale Projektion auf 
?
.
Bemerkung: Der Beweis verl

auft analog zum Beweis von Satz 1.3.1 und kann in
Maa [39℄ nahgelesen werden.
Die Singul

arwertzerlegung der parallelen R

ontgen{Transformation wurde von Maa
in [38℄ f

ur allgemeine Dimension n angegeben. Der

Ubersihtlihkeit halber wollen wir
uns hier auf den Fall n = 3;  = 3=2 beshr

anken. Mit 
 := 

3
(bis zum Ende der
Arbeit) bezeihnen wir die Einheitskugel, mit P
(; )
n
die Jaobi{Polynome der Ordnung
n, mit C

l
die Gegenbauer{Polynome, mit B die Beta{Funktion, mit Y
lj
eine spezielle
Basis der Kugel

ahenfunktionen auf S
2
und mit

Y
j
eine spezielle Basis derer auf S
1
.
Shlielih sei w :=

W
3
3=2
. Damit gilt (siehe [38, Corollary 8℄)
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Satz 3.1.2 Seien m; l 2 IN mit m  l; m+ l gerade, j 2 Z mit jjj  l. Weiterhin sei
_v
mlj
(x) = jxj
l
P
(0; l+1=2)
(m l)=2
(2jxj
2
  1)Y
lj
(x=jxj) ;
_u
mlj
(; y) = w(y)
l
X
j
1
= l
j
1
+l gerade
d
mlj
1
d
j
j
1
(A

) jyj
jj
1
j
P
(1=2; jj
1
j)
(m jj
1
j)=2
(2jyj
2
  1)

Y
j
1
(A
 1

y=jyj)
mit
d
mlj
1
= C
jj
1
j+1=2
l jj
1
j
(0)B(
m  jj
1
j
2
+ 1;
1
2
)
und

2
ml
=
l
X
j=0
j+l gerade
B(
m + j
2
+ 1;
1
2
)B(
m  j
2
+ 1;
1
2
)B(
l + j + 1
2
+ 1;
1
2
)B(
l   j + 1
2
+ 1;
1
2
) :
Dabei bestimmen sih die KoeÆzienten d
j
1
j
aus
Y
lj
(A

!) =
l
X
j
1
= l
d
j
1
j
(A

)Y
lj
1
(!)
und die Matrix A

ist eine orthogonale Transformation, die den kanonishen Einheits-
vektor (0; 0; 1)
>
in  abbildet.
Dann bildet f _v
mlj
=k _v
mlj
k
L
2
(
)
; _u
mlj
=k _u
mlj
k
L
2
(T;w
 1
)
; 
ml
g ein vollst

andiges singul

ares
System f

ur die parallele R

ontgen{Transformation P : L
2
(
)! L
2
(T; w
 1
).
Invarianzen des Operators ergeben sih in Analogie zur Radon{Transformation. Wir
geben eine Translations{ und eine Rotationsinvarianz an. Seien dazu
T
x
1
f(z) :=
1
8
f

z   x
2

und T
x
2
g(; y) :=
1
8
g

;
y   E

x
2

w
 1

y   E

x
2

w(y) ;
(3.1.1)
sowie
T
U
1
f(z) := f(Uz) und T
U
2
g(; y) := g(U; Uy) : (3.1.2)
Einfahe Rehnungen zeigen, da dann
T
x
1
P

g(z) = P

T
x
2
g(z) bzw. T
U
1
P

g(z) = P

T
U
2
g(z) (3.1.3)
gilt. Daraus resultiert wiederum bei einem translations{ und rotationsinvarianten Molli-
er, da der Rekonstruktionskern nur f

ur x = 0 berehnet werden mu und unabh

angig
von der Rihtung  ist.
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Satz 3.1.3 Sei U eine unit

are Transformation und e(x; ) sei ein Mollier mit
e(x; y) =
1
8
e
 
0; U

x  y
2


=
1
8
e
0
 
U

x  y
2


=
1
8
e
 




x  y
2





:
Dann gilt f

ur die L

osung von P

 (x) = e(x; ) die Gleihung
 (x; ; y) =
1
8
 
0

y   E

x
2

w
 1

y   E

x
2

w(y) ;
wobei  
0
den von der Rihtung unabh

angigen Rekonstruktionskern f

ur x = 0 bezeihnet,
d. h. P

 
0
= e
0
.
Beweis: Der Beweis ergibt sih direkt mit Hilfe von (3.1.1), (3.1.2), (3.1.3) und Lemma
1.2.2.
Mit diesen Vorbereitungen kann nun der Rekonstruktionskern f

ur die parallele R

ont-
gen{Transformation berehnet werden.
3.1.2 Rekonstruktionskern und Approximative Inverse
Ausgangspunkt f

ur die Berehnung des Rekonstruktionskernes sind die Reihenentwik-
lung (1.2.2) und ein geeigneter Mollier. Zun

ahst gilt mit einer beliebigen aber festen
Rihtung 
0
 
0
(y) =
1
X
m=0
m
X
l=0
l+m gerade

 2
ml
l
X
j= l
hPe
0
; u
mlj
i
L
2
(T;w
 1
)
u
mlj
(
0
; y) :
Dabei ist
hPe
0
; u
mlj
i
L
2
(T;w
 1
)
= 
ml
he
0
; v
mlj
i
L
2
(
)
= 
ml
Z


e
0
(x) v
mlj
(x) dx
= 
ml
Z
S
2
1
Z
0
e
0
(s!) v
mlj
(s!) s ds d! :
Der Mollier wird als rotationssymmetrish vorausgesetzt, also gilt e
0
(x) = e(jxj). Nah
Einsetzen der Eigenfunktionen wird
he
0
; v
mlj
i
L
2
(
)
= k _v
mlj
k
 1
L
2
(
)
1
Z
0
e(s) s
l+2
P
(0; l+1=2)
(m l)=2
(2s
2
  1) ds
Z
S
2
Y
lj
(!) d!
= 0 fur l 6= 0 _ j 6= 0 :
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Als Zwishenergebnis halten wir
 
0
(y) =
1
X
m=0

 2
2m; 0
hPe
0
; u
2m; 0; 0
i u
2m; 0; 0
(
0
; y) ; (3.1.4)
h; i := h; i
L
2
(T;w
 1
)
, fest. Uns fehlt noh eine Darstellung f

ur u
2m; 0; 0
. Es gilt
_u
2m; 0; 0
(; y) = (1  jyj
2
)
1=2
d
2m; 0; 0
d
0
0
(A

)P
(1=2; 0)
m
(2jyj
2
  1)
mit
d
2m; 0; 0
= B(m + 1; 1=2); d
0
0
(A

) = 1
sowie
P
(1=2; 0)
m
(2jyj
2
  1) = ( 1)
m
P
(0; 1=2)
m
(1  2jyj
2
)
= ( 1)
m
(1  jyj
2
)
 1=2
P
2m+1
 
(1  jyj
2
)
1=2

(siehe [1℄). Hier bezeihnen P
n
die Legendre{Polynome. Damit erhalten wir
_u
2m; 0; 0
(; y) = ( 1)
m
B(m + 1; 1=2)P
2m+1
 
(1  jyj
2
)
1=2

:
Die Norm von u
2m; 0; 0
berehnet sih (ebenfalls unter Verwendung von [1℄) zu
ku
2m; 0; 0
k
2
L
2
(T;w
 1
)
=
Z
S
2
Z

?
B
2
(m+ 1; 1=2)P
2
2m+1
 
(1  jyj
2
)
1=2

(1  jyj
2
)
 1=2
dy d
= 8
2
B
2
(m+ 1; 1=2)
1
Z
0
P
2
2m+1
 
(1  t
2
)
1=2

t
(1  t
2
)
1=2
dt
= 8
2
B
2
(m+ 1; 1=2)
1
Z
0
P
2
2m+1
(s) ds
= 4
2
B
2
(m+ 1; 1=2)
1
Z
 1
P
2
2m+1
(s) ds
= 4
2
B
2
(m+ 1; 1=2)
2
4m+ 3
:
Daraus folgt
u
2m; 0; 0
(; y) =
_u
2m; 0; 0
(; y)
k _u
2m; 0; 0
k
L
2
(T;w
 1
)
= ( 1)
m
p
2m+ 3=2
2
P
2m+1
 
(1  jyj
2
)
1=2

:
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Abshlieend berehnen wir noh hPe
0
; u
2m; 0; 0
i. Wir beahten dabei, da die R

ontgen{
Transformation von e
0
nur von jyj abh

angt. Deshalb f

uhren wir eine neue Bezeihnung
ein. Es sei
e
Pe
0
(t) := Pe
0
(
0
; t
0
0
) ;
mit 
0
0
2 
?
0
\ S
2
, und wir erhalten
hPe
0
; u
2m; 0; 0
i =
Z
S
2
Z

?
Pe
0
(; y) u
2m;0; 0
(; y)w
 1
(y) dy d
= ( 1)
m
4
p
2m+ 3=2
1
Z
0
e
Pe
0
(t)P
2m+1
 
(1  t
2
)
1=2

t
(1  t
2
)
1=2
dt
= ( 1)
m
4
p
2m+ 3=2
1
Z
0
e
Pe
0
 
(1  t
2
)
1=2

P
2m+1
(t) dt :
Einsetzen der erzielten Ergebnisse in Gleihung (3.1.4) liefert zusammen mit 
2m; 0
=
 B(m+ 1; 1=2)
 
0
(y) =
2

2
1
X
m=0
2m+ 3=2
B
2
(m + 1; 1=2)
P
2m+1
 
(1  jyj
2
)
1=2

1
Z
0
e
Pe
0
 
(1  t
2
)
1=2

P
2m+1
(t) dt :
(3.1.5)
Die Resultate fassen wir im folgenden Satz zusammen.
Satz 3.1.4 Sei P die 3D{R

ontgen{Transformation und e(x; ) ein translations{ und
rotationsinvarianter Mollier aus range(P

). F

ur die L

osung von
P

 
0
= e
0
;
e(x; ) = T
x
1
e
0
(siehe (3.1.1)), gilt
 
0
(y) =
2

2
1
X
m=0
2m+ 3=2
B
2
(m+ 1; 1=2)
I
2m+1
P
2m+1
 
w(y)

(3.1.6)
mit
I
2m+1
=
1
Z
0
e
Pe
0
 
(1  t
2
)
1=2

P
2m+1
(t) dt:
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Aus der Darstellung (3.1.6) ist ersihtlih, da der Rekonstruktionskern niht von y
sondern lediglih von jyj abh

angt. Dennoh sind die Kosten zur Berehnung des Re-
konstruktionskernes auf diese Art enorm. Die Integrale I
2m+1
m

ussen in der Regel
wieder numerish approximiert werden. Daneben mu auh noh beahtet werden, da
die Auswertung der Legendre{Polynome P
2m+1
sehr aufwendig ist. Daher wollen wir
uns noh einer anderen M

oglihkeit zuwenden, den Rekonstruktionskern herzuleiten.
Wieder in Analogie zur Radon{Transformation l

at sih auh f

ur die parallele R

ont-
gen{Transformation der Rekonstruktionskern aus der Inversionsformel herleiten, wobei
wir uns auh hier auf den Fall n = 3 beshr

anken. Dazu betrahten wir nun
P : L
2
(
)! L
2
(
e
T )
mit
e
T = f(; y) :  2 S
2
; y 2 
?
g. Der adjungierte Operator hat die Form
P
#
g(x) =
Z
S
2
g(; E

x) d ;
wobei auh hier wieder E

die senkrehte Projektion auf die Ebene 
?
bezeihnet.
Mit Hilfe der Inversionsformel der parallelen R

ontgen{Transformation (siehe z. B. [42,
54℄) kann eine Darstellung f

ur den Rekonstruktionskern als L

osung von P
#
 (x) =
e(x; ) (e(x; ) 2 H

0
(
);   1=2) angegeben werden:
 (x) = (2)
 2
I
 1
Pe(x; ) :
Erneut steht I f

ur das Riesz{Potential und wirkt auf die zweite Variable. Da sih die
Invarianzen auh in diesem Fall

ubertragen lassen, mu der Rekonstruktionskern wieder
nur f

ur x = 0 ausgerehnet werden und ist unabh

angig von der Rihtung .
Es gilt
I
 1
P

e(y) = (2)
 1
Z

?
jj (P

e)
^
() exp({ y
>
) d
= (2)
 1=2
Z

?
jjbe() exp({ y
>
) d
nah Einsetzen des Riesz{Potentials und Verwendung des Projektionssatzes (siehe [42,
Theorem II.1.1℄) und deswegen
 
0
(y) = (2)
 5=2
Z

?
jj
b
e
0
() exp({ y
>
) d :
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Verwendet man als Mollier wieder die Gaugloke, d. h.
e
0

(y) = (2)
 3=2

 3
exp
 
  jyj
2
=(2
2
)

;
dann ist
b
e
0

() = (2)
 3=2
exp( 
2
jj
2
=2) und f

ur den Rekonstruktionskern gilt
 
0

(y) = (2)
 4
Z

?
jj exp( 
2
jj
2
=2) exp({ y
>
) d
= (2)
 4
1
Z
0
r
2
exp( 
2
r
2
=2)
Z
S
1
exp({ r y
>
) d dr
= (2)
 3
1
Z
0
r
2
exp( 
2
r
2
=2) J
0
(rjyj) dr
=
1
2
(2)
 5=2

 3
1
F
1
 
3=2; 1; jyj
2
=(2
2
)

:
Hier wurden die Hansenshe Integraldarstellung f

ur die Besselfunktion J
0
sowie Formel
6.631.1 aus Gradshteyn und Ryzhik [10℄ verwendet.
In Abbildung 3.1.1 ist der Rekonstruktionskern f

ur  = 0:0031 dargestellt.
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50000
75000
100000
125000
150000
Abbildung 3.1.1: Radialer Anteil des Rekonstruktions-
kernes f

ur  = 0:0031.
Die Approximative Inverse f

ur die parallele Geometrie hat die Gestalt
Sg(x) =
Z
S
2
Z

?
\

g(; y) (x; ; y)w
 1
(y) dy d
=
Z
S
2
Z

?
\

g(; y) 
0
(y   E

x)w
 1
(y) dy d
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mit  
0
als L

osung von P

 
0
= e
0
, bzw.
Sg(x) =
Z
S
2
Z

?
g(; y) 
0
(y   E

x) dy d
mit  
0
als L

osung von P
#
 
0
= e
0
, und ist in jedem Fall wieder vom Typ 'gelterte
R

ukprojektion'. F

ur eine Anwendung in der Praxis ist die parallele Geometrie niht
verwendbar, deshalb wird hier auf die Formulierung eines Algorithmus verzihtet.
3.2 Die Kegelstrahlgeometrie
Das mathematishe Modell f

ur die R

ontgen{Computertomographie bei Kegelstrahlgeo-
metrie (siehe auh shon Abshnitt 1.1) wird von der Transformation
D : Df(a; ) =
1
Z
0
f(a+ t) dt
geliefert. Dabei steht a 2   f

ur die Position der R

ontgenquelle und  2 S
2
ist der Rih-
tungsvektor des Strahlenweges. Beshreibt die Abtastkurve die Ober

ahe einer Kugel
mit Radius r > 1 um das Objekt 
, so spriht man von vollst

andigen Daten. F

ur diesen
Fall ist eine Inversionsformel bekannt (siehe [14℄), und wir werden mit einfahen Mit-
teln den Rekonstruktionskern herleiten k

onnen. Tuy [55℄ beweist eine Inversionsformel,
bei der die Daten zwar niht vollst

andig sind, jedoh die Abtastkurve die sogenann-
te Tuyshe Bedingung, die hin und wieder auh Tuy{Kirillov{Bedingung (wegen [18℄)
genannt wird, erf

ullt. Auh auf solhe Abtastgeometrien ist die Approximative Inverse
anwendbar. In den Anwendungen

uberwiegt jedoh eine kreisf

ormige Abtastkurve. In
diesem Fall ist keine exakte Rekonstruktion m

oglih. Ein Approximationsalgorithmus,
der wieder auf der Approximativen Inversen beruht, bildet den Abshlu dieser Arbeit.
3.2.1 Vollst

andige Daten
Die Idee, die den folgenden Ausf

uhrungen zugrunde liegt ist die, den Rekonstrukti-
onskern f

ur die Kegelstrahlgeometrie in Analogie zum zweidimensionalen Fall (F

aher-
strahlgeometrie) wieder aus der parallelen Geometrie abzuleiten, d. h. mit Lemma 2.2.1
zu berehnen. Wie man leiht sieht ist
Df(a; ) = Pf(; E

a) ;
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wobei E

a erneut die senkrehte Projektion von a auf die Ebene 
?
bezeihnet: E

a =
a   (a
>
) . Sei also U die Abbildung, die die Daten von der parallelen Geometrie in
die Kegelstrahlgeometrie transformiert:
Ug(a; ) = g(; E

a):
Wir zeigen, da U eine unit

are Transformation ist, wenn   = r S
2
; r > 1, ist.
Lemma 3.2.1 Sei ew(a; ) = 2 (ja
>
j)
 1
w(E

a) f

ur (a; ) 2    S
2
;   = r S
2
; r > 1.
Dann ist
U : L
2
(T; w
 1
) ! L
2
(  S
2
; ew
 1
) ;
Ug(a; ) = g(; E

a)
ein unit

arer Operator und
D : L
2
(
) ! L
2
(  S
2
; ew
 1
) ;
Df(a; ) =
1
Z
0
f(a+ t) dt
(3.2.1)
stetig.
Beweis: Es ist
hUg; hi
L
2
( S
2
; ew
 1
)
=
1
2
Z
S
2
Z
 
Ug(a; ) h(a; ) ja
>
jw
 1
(E

a) da d
=
1
2
Z
S
2
Z
 
g(; E

a) h(a; ) ja
>
jw
 1
(E

a) da d
=
Z
S
2
Z

?
g(; y) h(y +
p
r
2
  jyj
2
; )w
 1
(y) dy d
= hg; U

hi
L
2
(T;w
 1
)
und zwar mit Hilfe der Substitution y = E

a (siehe auh Rieder [46, Seite 136℄).
Deshalb ist
U

h(; y) = h(y +
p
r
2
  jyj
2
; )
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und einfahe Rehnungen zeigen, da UU

= U

U = I gilt:
U

Ug(; y) = Ug(y +
p
r
2
  jyj
2
; )
= g(; y) ;
UU

h(a; ) = U

h(; E

a)
= h(E

a +
p
r
2
  jE

aj
2
; )
= h(a; ) :
Da U eine Isometrie ist, folgt die Stetigkeit von D als Hintereinanderausf

uhrung stetiger
Abbildungen sofort.
Mit diesem Ergebnis l

at sih eine Darstellung f

ur den Rekonstruktionskern und die
Approximative Inverse ableiten.
Satz 3.2.2 Sei  
D
der Rekonstruktionskern f

ur die Abbildung (3.2.1),  
P
der Rekon-
struktionskern f

ur die parallele R

ontgen{Transformation und  
0
P
=  
P
(0; ). Dann gilt
 
D
(x; a; ) =  
0
P
 
E

(a  x)

;
und die Approximative Inverse von D lautet
Sg(x) =
Z
 
Z
S
2
g(a; ) 
0
P
 
E

(a  x)

ew
 1
(a; ) d da
Beweis: Der erste Teil der Behauptung folgt aus Lemma 2.2.1, Lemma 3.2.1, der
Translationsinvarianz von  
P
und der Linearit

at von E

:
 
D
(x; a; ) =  
P
(x; ; E

a) =  
0
(E

a  E

x) =  
0
 
E

(a  x)

:
Der zweite Teil ergibt sih dann direkt durh Einsetzen der Denition 1.2.1.
Diese Methode w

are wieder eÆzient implementierbar. Der Filtershritt w

urde niht f

ur
alle a  x sondern nur f

ur die gemessenen Rihtungen  durhgef

uhrt werden. Bei der
R

ukprojektion w

urde auf dem Detektor bilinear interpoliert werden. Detailliertere
Angaben dazu folgen in Abshnitt 3.2.3. Nihtsdestotrotz ist eine Abtastkurve   =
r S
2
viel zu aufwendig und in medizinishen Anwendungen f

ur den Patienten viel zu
belastend. Daher ist diese Methode in der Praxis niht einsetzbar.
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3.2.2 Eine Rekonstruktionsformel f

ur Tuy{Kirillov{Kurven
Man nennt eine Abtastkurve Tuy{Kirillov{Kurve, wenn jede Ebene, die die Einheits-
kugel 
 shneidet, die Abtastkurve   in mindestens einem Punkte shneidet, d. h.
f

ur alle (!; s) mit ! 2 S
2
und s 2 [ 1; 1℄ gibt es ein a 2   mit a
>
! = s und
a
0 >
! 6= 0. Mit a
0
wird hier der Rihtungsvektor der Tangente im Punkt a an die
Kurve   bezeihnet. Zum Beispiel bilden zwei orthogonale Kreise mit Radius r > 1 ei-
ne Tuy{Kirillov{Kurve. F

ur solhe Kurven l

at sih ein Rekonstruktionsverfahren mit
Hilfe der Approximativen Inversen angeben. Dazu mu man aber einen Umweg

uber
die dreidimensionale Radon{Transformation gehen und einen Zusammenhang zwishen
den Daten Df und der Ableitung von Rf nah der zweiten Variablen benutzen, der als
"Formel von Grangeat" in die Literatur eingegangen ist. F

ur diese Formel wollen wir
zun

ahst eine neue Beweisvariante angeben, bevor wir das Rekonstruktionsverfahren
herleiten und es mit anderen Methoden vergleihen.
3.2.2.1 Die Formel von Grangeat
Die Formel von Grangeat, die einen Zusammenhang zwishen der 3D{Radon{Trans-
formation und den bei der Kegelstrahlgeometrie gemessenen Daten herstellt, wurde
von Grangeat erstmals 1986 in [11℄ vorgestellt. Andere Autoren haben die Formel
in anderen (wesentlih einfaheren) Versionen bewiesen, so z. B. Finh [9℄, Louis [27℄
oder Defrise und Clak [5℄. Wir wollen eine weitere Version des Beweises angeben.
Lemma 3.2.3 Sei ! 2 S
2
ein Einheitsvektor und a 2 IR
3
n
, Æ bezeihne die Delta{
Distribution. Dann gilt

s
Rf(!; a
>
!) =  
Z
S
2
Df(a; ) Æ
0
(
>
!) d: (3.2.2)
Beweis: Sei U eine unit

are Transformation mit U! = e
3
, dem dritten kanonishen
Einheitsvektor. Dann ist
Z
S
2
Df(a; ) Æ
0
(
>
!) d =
Z
S
2
Df(a; ) Æ
0
 
(U)
>
U!

d
=
Z
S
2
Df(a; U
>
) Æ
0
(
>
e
3
) d
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Wir f

uhren Polarkoordinaten in S
2
ein: (#; ') = (sin# os'; sin# sin'; os#)
>
. Ein-
setzen ergibt
Z
S
2
Df(a; ) Æ
0
(
>
!) d =

Z
0
2
Z
0
Df
 
a; U
>
(#; ')

Æ
0
(os#) d' sin# d#
=  
2
Z
0

Z
0
Df
 
a; U
>
(#; ')

Æ
0
(os #) (  sin#) d# d'
=
2
Z
0

Z
0

#
Df
 
a; U
>
(#; ')

Æ(os#) d# d'
durh die Ableitung der Delta{Distribution. Mit der Denition von Æ folgt
Z
S
2
Df(a; ) Æ
0
(
>
!) d =
2
Z
0

#
Df
 
a; U
>
(#; ')







#=

2
d'
=
2
Z
0

#
1
Z
0
f
 
a + t U
>
(#; ')

dt






#=

2
d'
=
2
Z
0
1
Z
0

rf
 
a + t U
>
(#; ')


>

t U
>
(# +

2
; ')

dt






#=

2
d'
=
2
Z
0
1
Z
0

rf
 
a + t U
>
(

2
; ')


>
 
U
>
(; ')

t dt d' :
Wegen (; ') =  e
3
ist shlielih
Z
S
2
Df(a; ) Æ
0
(
>
!) d =  
2
Z
0
1
Z
0

rf
 
a + t U
>
(

2
; ')


>
! t dt d'
=  
Z
S
2
\!
?
1
Z
0
 
rf(a+ t)

>
! t dt d
=  
Z
S
2
\!
?
1
Z
0

rf
 
(a
>
!)! + t


>
! t dt d
=  
Z
!
?

rf
 
(a
>
!)! + y


>
! dy :
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Nah Vertaushung von Dierentiation und Integration sind wir am Ziel:
Z
S
2
Df(a; ) Æ
0
(
>
!) d =  

s
Z
!
?
f
 
(a
>
!)! + y

dy
=  

s
Rf(!; a
>
!) :
Bemerkung: In der Beweisversion von Louis [27℄ werden statt der Transformation U
Polarkoordinaten in S
2
verwendet.
3.2.2.2 Das Rekonstruktionsverfahren
Die grundlegende Idee, auf der die beiden letzten Verfahren dieser Arbeit (in die-
sem Abshnitt f

ur Tuy{Kirillov{Kurven und in Abshnitt 3.2.3 f

ur eine kreisf

ormige
Abtastkurve) basieren, ist die, die Approximative Inverse f

ur die 3D{Radon{Transfor-
mation zu verwenden und es mittels partieller Integration und der Formel von Gran-
geat zu erm

oglihen, da die gemessenen Linienintegrale als Daten eingesetzt werden
k

onnen. Wir betrahten dazu die Radon{Transformation R : L
2
(
) ! L
2
(Z) und
shr

anken den in 1.3.4 berehneten Rekonstruktionskern von
e
Z auf Z ein. Zun

ahst ist
also
Sg(x) = hg;  (x; )i
L
2
(Z)
=
Z
S
2
1
Z
 1
g(!; s) (x; !; s) ds d!
=
1
8
Z
S
2
1
Z
 1
g(!; s) 
0
 
(s  x
>
!)=2

ds d! :
Integrieren wir partiell, so erhalten wir
Sg(x) =  
1
4
Z
S
2
1
Z
 1

s
g(!; s)	
0
 
(s  x
>
!)=2

ds d! (3.2.3)
mit
	
0
(s) =
s
Z
0
 
0
(t) dt+  :
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F

ur eine beliebige Tuy{Kirillov{Kurve A l

at sih dieser Ausdruk mittels Substitution
umformulieren in
Sg(x) =  
1
4
Z
S
2
Z
A

s
g(!; a
>
!)	
0
 
(a  x)
>
!
2

ja
0 >
!jn(!; a
>
!)
 1
da d! :
Mit n(!; s) bezeihnen wir dabei die Anzahl der Shnittpunkte der Ebene x
>
! = s
mit der Abtastkurve (siehe dazu auh [5℄). Setzt man die Formel von Grangeat ein
(g = Rf), dann erh

alt man
Sg(x) =
1
4
Z
S
2
Z
 
Z
S
2
Df(a; ) Æ
0
(
>
!) d	
0
 
(a  x)
>
!
2

ja
0 >
!jn(!; a
>
!)
 1
da d!
=
1
4
Z
 
Z
S
2
Df(a; ) k(x; a; ) d da
mit
k(x; a; ) =
Z
S
2
	
0
 
(a  x)
>
!
2

ja
0>
!jn(!; a
>
!)
 1
Æ
0
(
>
!) d! :
Die Funktion n ist im allgemeinen niht stetig. Da sie aber f

ur eine weitere Entwiklung
des Kernes k dierenziert werden m

ute, mu sie durh eine stetige Funktion ersetzt
werden (siehe dazu auh [5, 19℄). Auf diese Entwiklung wollen wir jedoh an dieser
Stelle verzihten und abshlieend den Ansatz des Rekonstruktionsverfahrens mit zwei
anderen Methoden vergleihen.
Das Verfahren von Defrise und Clak [5℄ ist eine Erweiterung des Verfahrens von
Grangeat [13℄ (siehe Abshnitt 3.2.3.3) auf Tuy{Kirillov{Kurven. Der Nahteil dieser
Methode ist, da zwei (numerish instabile) Dierentiationen der Daten im Algorith-
mus enthalten sind. Das Verfahren von Kudo und Saito [19℄ wurde unabh

angig
davon entwikelt, untersheidet sih aber nur in der Wahl der Dierentiationslter und
der Wahl des stetigen Ersatzes f

ur die Funktion n. Das aus der Approximativen Inver-
sen abgeleitete Verfahren hat gegen

uber den Verfahren von Defrise und Clak und
Kudo und Saito den Vorteil, da auf jeglihe Dierentiation der Daten verzihtet
werden kann, denn s

amtlihe Dierentiationen sind auf den Rekonstruktionskern ver-
shoben worden.
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3.2.3 Ein Rekonstruktionsalgorithmus f

ur eine kreisf

ormige
Abtastkurve
Bei der 2D{R

ontgen{Computertomographie stellt die F

aherstrahlgeometrie die

ubli-
he Abtastung dar. Die R

ontgenr

ohre bewegt sih auf einer Kreisbahn um das Objekt
und sendet von

aquidistant verteilten Stellen Strahlenf

aher aus. Die Intensit

atsab-
minderungen werden auf der gegen

uberliegenden Seite von einem Zeilendetektor ge-
messen. Eine kreisf

ormige Abtastgeometrie wird auh in der 3D{R

ontgen{Computer-
tomographie sehr h

aug angewendet. Hier wird niht mehr ein F

aher sondern ein
Kegel von Strahlen ausgesandt, und der Detektor besteht niht mehr aus einer son-
dern aus mehreren Zeilen. Diese Abtastkurve ist jedoh keine Tuy{Kirillov{Kurve und
eine exakte Rekonstruktion ist daher niht m

oglih. Dennoh werden wir ein Verfah-
ren herleiten, das auf der Approximativen Inversen beruht und eine N

aherungsl

osung
berehnet. Neben einigen Beispielen ist am Ende auh wieder ein Vergleih unserer
Methode mit bekannten Verfahren zu nden.
3.2.3.1 Die Entwiklung des Algorithmus
Die Methode, die wir nun vorstellen, basiert auf den gleihen Ideen, wie die des ver-
gangenen Abshnittes. Wir starten wieder mit (3.2.3):
Sg(x) =  
1
4
Z
S
2
1
Z
 1

s
g(!; s)	
0
 
(s  x
>
!)=2

ds d!
mit
	
0
(s) =
s
Z
0
 
0
(t) dt ;
g = Rf (der dreidimensionalen Radon{Transformation) und  
0
dem Rekonstrukti-
onskern in x = 0. Die additive Konstante bei der Bildung der Stammfunktion d

urfen
wir, wie sih zeigen wird, auf den Wert Null setzen. F

ur die Abtastkurve nehmen wir
  = r S
1
an. Da sie die Tuyshe Bedingung niht erf

ullt, ist eine Substitution wie im
vorangegangenen Abshnitt niht ohne weiteres m

oglih. Wir f

uhren Polarkoordinaten
ein, mahen f

ur Winkel # mit sin# < 1=r eine Einshr

ankung an s und denieren
e
Sg(x) :=  
1
4

Z
0
2
Z
0
r sin#
Z
 r sin#

s
g(!(#; '); s)	
0

 
s  x
>
!(#; ')

=2

ds d' sin# d# :
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Mit der Substitution s = a
>
! folgt
e
Sg(x) =  
1
8
Z
S
2
Z
 

s
g(!; a
>
!)	
0
 
(a  x)
>
!
2

ja
0 >
!j da d! ;
wobei auh hier a
0
den Tangentenvektor an die Abtastkurve im Punkt a bezeihnet.
Einsetzen der Formel von Grangeat (3.2.2) ergibt
e
Sg(x) =
1
8
Z
S
2
Z
 
Z
S
2
Df(a; ) Æ
0
(
>
!) d	
0
 
(a  x)
>
!
2

ja
0 >
!j da d!
=
1
8
Z
 
Z
S
2
Df(a; ) k(x; a; ) d da
mit
k(x; a; ) =
Z
S
2
	
0
 
(a  x)
>
!
2

ja
0 >
!j Æ
0
(
>
!) d! :
Um daraus eine "implementierf

ahige Version" zu mahen, sind noh einige Umformun-
gen notwendig. Sei dazu U eine unit

are Transformation mit U = e
3
. Dann ist
k(x; a; ) =
Z
S
2
	
0
 
(a  x)
>
!
2

ja
0 >
!j Æ
0
 
(U)
>
U!

d!
=
Z
S
2
	
0
 
(a  x)
>
U
>
!
2

ja
0>
U
>
!j Æ
0
(e
>
3
!) d!
=

Z
0
2
Z
0
	
0
 
(a  x)
>
U
>
!(#; ')
2

ja
0 >
U
>
!(#; ')j Æ
0
(os#) d' sin# d#
nah der Einf

uhrung von Polarkoordinaten. Durh Einsetzen der Delta{Funktion folgt
k(x; a; ) =
2
Z
0

#
n
	
0
 
(a  x)
>
U
>
!(#; ')
2

ja
0 >
U
>
!(#; ')j
o






#==2
d'
=
2
Z
0
 
0
 
(a  x)
>
U
>
!(=2; ')
2

ja
0>
U
>
!(=2; ')j ( 
1
2
(a  x)
>
) +
+	
0
 
(a  x)
>
U
>
!(=2; ')
2

sgn
 
a
0 >
U
>
!(=2; ')

( a
0 >
) d' :
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Daraus resultiert shlielih
k(x; a; ) =
1
2
(x  a)
>

Z
S
2
\
?
 
0
 
(a  x)
>
!
2

ja
0 >
!j d!  
 a
0 >

Z
S
2
\
?
	
0
 
(a  x)
>
!
2

sgn(a
0 >
!) d! :
Bemerkung:Wegen
R
S
2
\
?
sgn(a
0 >
!) d! = 0 ist nun auh ersihtlih, da die additive
Konstante bei der Bildung der Stammfunktion keine Rolle spielt.
Im Sinne einer eÆzienten Implementierung m

ussen wir nun noh (

ahnlih wie in der
2D{F

aherstrahlgeometrie) zwei N

aherungen mahen. Wegen der Dilatationsinvarianz
des Rekonstruktionskernes  
0
(siehe Seite 21) gilt zun

ahst (ja  xj  r   1)
 
0
(s) =
(r   1)
3
ja  xj
3
 
0;
ja xj
r 1
 
r   1
ja  xj
s


(r   1)
3
ja  xj
3
 
0
 
r   1
ja  xj
s

und
	
0
 
s) =
(r   1)
3
ja  xj
3
s
Z
0
 
0;
ja xj
r 1
 
r   1
ja  xj
t

dt
=
(r   1)
2
ja  xj
2
r 1
ja xj
s
Z
0
 
0;
ja xj
r 1
(t) dt

(r   1)
2
ja  xj
2
	
0
 
r   1
ja  xj
s) :
Daraus folgt f

ur den Kern
ja  xj
2
(r   1)
2
k(x; a; ) 
r   1
2

x  a
ja  xj

>

Z
S
2
\
?
 
0
 
r   1
2

a  x
ja  xj

>
!

ja
0 >
!j d!  
 a
0 >

Z
S
2
\
?
	
0
 
r   1
2

a  x
ja  xj

>
!

sgn(a
0 >
!) d!
=:
e
k(x; a; ) :
Insgesamt gilt
e
Sg(x) 
(r   1)
2
8
Z
 
ja  xj
 2
Z
S
2
Df(a; )
e
k(x; a; ) d da :
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Um ein konkurrenzf

ahiges Verfahren zu erhalten, m

ussen wir noh in
e
k nah Invarianzen
suhen, damit der Rehenaufwand m

oglihst gering wird. Dazu sei zun

ahst U die
Drehung, mit der eine Quellposition a aus der Position a
0
hervorgeht, Ua
0
= a. Dann
gilt
e
k(0; a; ) =
e
k(0; a
0
; U)
d. h.
e
k mu bei x = 0 nur f

ur eine Quellposition a
0
berehnet werden. Um zu zeigen,
da
e
k nur f

ur x = 0 berehnet werden mu, mahen wir eine letzte N

aherung. Sei U die
unit

are Transformation, f

ur die U
>
 
(a   x)=ja   xj

= a=r gilt. Dann approximieren
wir Ua
0
 a
0
und haben
e
k(x; a; ) 
e
k(0; a; U) :
Man brauht den Kern
e
k also nur f

ur x = 0 und eine Quellposition a
0
vorzuberehnen
und zu speihern.
F

ur die Formulierung eines Algorithmus nehmen wir an, da P Projektionen von den
Positionen a
l
= r(os
l
; sin
l
; 0)
>
; 
l
= 2l=P; l = 0; : : : ; P   1, aufgenommen wer-
den. Den Abstand von Quelle und Detektor bezeihnen wir mit d. Der Detektor habe
die Breite l
y
und die H

ohe l
z
. Er bestehe aus n
z
Detektorzeilen mit je n
y
Detektorele-
menten, d. h. wir haben die Detektorshrittweiten h
z
= l
z
=n
z
und h
y
= l
y
=n
y
.
AI 3d kg
fur i =  n
z
+ 1; : : : ; n
z
  1, fur j =  n
y
+ 1; : : : ; n
y
  1 berehne:

i; j
=  a
0
+ (r   d; j h
y
; i h
z
)
>
;

i; j
= 
i; j
=j
i; j
j ;
p
i; j
=
e
k(0; a
0
; 
i; j
) ;
fur l = 0; : : : ; P   1:
v
l;m; n
= h
z
h
y
(n
z
 1)=2
X
i=( n
z
+1)=2
(n
y
 1)=2
X
j=( n
y
+1)=2
p
m i; n j
g(a
l
; U
l

ij
) ;
m = ( n
z
+ 1)=2; : : : ; (n
z
  1)=2; n = ( n
y
+ 1)=2; : : : ; (n
y
  1)=2 ;
mit der Drehung U
l
: U
l
a
0
= a
l
;
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fur alle Rekonstruktionspunkte x:

f(x) =
2
P
(r   1)
2
8
P 1
X
l=0
ja
l
  xj
 2
 
(1  u
z
  u
y
+ u
z
u
y
) v
l;m; n
+
+(u
z
  u
z
u
y
) v
l;m+1; n
+
+(u
y
  u
z
u
y
) v
l;m; n+1
+
+u
z
u
y
v
l;m+1; n+1

mit
s
z
= d
r
 a
>
l
(x  a
l
)
(x  a
l
)
>
e
3
; m  s
z
=h
z
 m + 1; u
z
= s
z
=h
z
 m ;
s
y
= d
r
 a
>
l
(x  a
l
)
(x  a
l
)
>
a
0
l
; n  s
y
=h
y
 n+ 1; u
y
= s
y
=h
y
  n ;
Ende.
Bemerkung: Die Berehnung der v
l;m; n
ist sehr aufwendig. Da sih die Summation
aber als diskrete Faltung shreiben l

at, kann sie auh im Fourier{Raum durhgef

uhrt
werden, was die Rehenzeit dramatish verk

urzt.
3.2.3.2 Numerishe Beispiele
Auh f

ur die Anwendungsbeispiele in der 3D{R

ontgen{Computertomographie verwen-
den wir die Gaugloke als Mollier. Von ihr k

onnen wir mit (1.3.14) den Rekonstruk-
tionskern f

ur die 3D{Radon{Transformation berehnen. Sei
e

(x; y) = (2)
 3=2

 3
exp
 
  jy   xj
2
=(2
2
)

:
Dann gilt
Z
IR
3
e

(x; y) dy = 1 ;
und mit
Re

(!; s) =
Z
!
?
e

(0; s! + y) dy
ist
Re

(!; s) = (2)
 1=2

 1
exp
 
  s
2
=(2
2
)

:
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Daraus folgt
 
0

(s) =

2
  s
2
2 (2)
5=2

5
exp
 
  s
2
=(2
2
)

:
Der Rekonstruktionskern ist f

ur  = 0:01 in Abbildung 3.2.1 dargestellt, die Abbildun-
gen 3.2.2.a) und b) zeigen den damit berehneten Kern
e
k f

ur x = 0 in untershiedlihen
Betrahtungsweisen.
0.02 0.04 0.06 0.08 0.1
-2000
-1000
1000
2000
3000
4000
5000
Abbildung 3.2.1: Rekonstruktionskern f

ur die 3D{Radon{
Transformation,  = 0:01.
Abbildung 3.2.2.a): Kern
e
k(0; a
0
; ).
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Abbildung 3.2.2.b): Kern
e
k(0; a
0
; ).
Abbildung 3.2.2.b) gibt einen Einblik in das was 3.2.2.a) nur erahnen l

at. Mit man
die Daten von einem Quellpunkt a, dann haben nur die Strahlen einen Einu auf die
Rekonstruktion in einem Punkt x, die in der N

ahe der von x  a und a
0
aufgespannten
Ebene liegen. In gr

oerer Entfernung hat der Kern Werte, die diht bei Null liegen.
Auh der Einu der sihtbaren nihtsymmetrishen Strukturen ist vernahl

assigbar.
Als Phantom f

ur die Rekonstruktionen wurde das Shepp{Phantom verwendet (siehe
[50℄). Es ist ein dreidimensionales Phantom, das in der Ebene z = 0:381 mit dem Shepp{
Logan{Phantom f

ur die 2D{R

ontgen{Computertomographie

ubereinstimmt. F

ur die
Generierung des Datensatzes war r = 3; d = 6; l
y
= l
z
= 5:5; n
y
= n
z
= 255 und
P = 200. Abbildung 3.2.3 zeigt einen dreidimensionalen Ausshnitt des Originalphan-
toms. Die Abbildungen 3.2.4, 3.2.5.a) und b) sowie 3.2.6 zeigen Rekonstruktionen der
Ebenen x = 0; y = 0; z = 0:381. Die Berehnungen erfolgten jeweils mit 255255 Bild-
punkten. Die vertikalen Shnitte lassen erkennen, da das Verfahren Shwierigkeiten bei
zu groem

Onungswinkel hat. Dies war zu vermuten, da dann die Approximation
e
S an
S (siehe Seite 72) zu ungenau ist. F

ur die Abbildung 3.2.5.b) wurde der Radius der Ab-
tastkurve vervierfaht, was den

Onungswinkel entsprehend verkleinerte. Vergleiht
man die Rekonstruktion der Ebene z = 0:381 mit der des Shepp{Logan{Phantoms
(Abbildung 2.1.4), dann erkennt man lediglih im Zentrum der 3D{Rekonstruktion
eine Ungenauigkeit, die ebenfalls auf die Approximation
e
S an S zur

ukzuf

uhren ist.
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Abbildung 3.2.3: Dreidimensionale Darstellung des ori-
ginalen Shepp{Phantoms.
Abbildung 3.2.4: Rekonstruktion der Ebene x = 0.
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Abbildung 3.2.5.a): Rekonstruktion der Ebene y = 0.
Abbildung 3.2.5.b): Rekonstruktion der Ebene y =
0:102, Radius der Abtastkurve: r = 12.
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Abbildung 3.2.6: Rekonstruktion der Ebene z = 0:381.
3.2.3.3 Ein Vergleih mit zwei anderen Methoden
Abshlieend wird unser Rekonstruktionsverfahren noh mit zwei bekannten Verfahren
verglihen. Das Verfahren von Grangeat [12, 13℄ beruht auf der Inversionsformel der
dreidimensionalen Radon{Transformation,
f(x) =  
1
8
2
Z
S
2

2
s
2
Rf(!; x
>
!) d! :
Der Algorithmus besteht aus zwei Phasen:
1. Aus den Daten wird mit Hilfe von (3.2.2) die erste Ableitung der Radon{Trans-
formation bestimmt. Die Werte, die fehlen, weil die Tuyshe Bedingung niht
erf

ullt ist, k

onnen durh Interpolation gewonnen werden (f

ur Details sei auf [13℄
verwiesen);
2. Dierentiation und anshlieende R

ukprojektion nah einer Methode vonMarr
et al. [41℄ (siehe dazu auh Louis [22℄).
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Das Grangeat{Verfahren hat zwei gravierende Nahteile: zum einen m

ussen die Daten
mehrfah numerish dierenziert werden, zum anderen kann mit dem zweiten Shritt
erst begonnen werden, wenn alle Daten gemessen sind und Phase 1 abgeshlossen ist.
Im Vergleih dazu wird bei unserem Verfahren s

amtlihe Dierentiation von den Daten
weg auf den Rekonstruktionskern vershoben. Auerdem ist es parallelisierbar, da die
einzelnen Projektionen unabh

angig voneinander geltert und r

ukprojiziert werden.
Das Verfahren von Feldkamp et al. [7℄ ist eine heuristishe Verallgemeinerung der
gelterten R

ukprojektion aus der 2D{R

ontgen{Computertomographie. Der Filter-
shritt wird auf dem Detektor zeilenweise angewendet, d. h. jede Detektorzeile wird
zun

ahst wie eine einzelne Shihtaufnahme behandelt und beispielsweise mit dem
Ram{Lak{ oder dem Shepp{Logan{Filter geltert. Die gelterten Projektionen wer-
den dann genau wie bei unserem Rekonstruktionsalgorithmus r

ukprojiziert. F

ur einen
direkten Vergleih der beiden Verfahren, Feldkamp{Algorithmus und Approximative
Inverse, wurde ein horizontaler Shnitt durh das Shepp{Phantom mit beiden Metho-
den bei verraushten Daten rekonstruiert. Die Tabelle in Abbildung 3.2.7 zeigt das
Ergebnis.
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Abbildung 3.2.7: Vergleih der Rekonstruktionen aus
verraushten Daten.

Ahnlih wie beim Vergleih mit der gelterten R

ukprojektion in der 2D{Tomographie
erweist sih die Approximative Inverse bei zunehmendem Datenfehler als das stabilere
Verfahren.
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