Results of this study are valuable as a methods to determine optimum space and time discretizations of future modeling applications when the maximum allowable numerical error and the dimensions of the flow features to be simulated are known. Results can also be used to understand the magnitudes of numerical errors in existing modeling applications.
INTRODUCTION
The overland flow component of hydrologic and hydraulic models is commonly simulated by solving the St. Venant equations or its approximate forms. Overland flow plays a significant part in the hydrologic process in the Everglades and other areas of South Florida. Selection of the 1 Senior Civil Engineer, South Florida Water Management District, 3301 Gun Club Rd., West Palm Beach, FL 33416 proper discretization and the algorithm for such models is important, in order to obtain sufficiently accurate results at the required resolution with a minimum run time.
A number of algorithms have been used in the past to solve the complete St. Venant equations that govern overland flow. Chow and Ben-Zvi (1973) and Katopodes and Strelkoff (1978) developed early solution methods based on the finite difference method, while Fenner (1975) and others developed approaches that used the finite element method. Higher order methods, based on the MacCormack method (Garcia and Kahawita, 1986 ) and the finite volume method (Zhao, et al., 1994) have been recently used to improve the accuracy of rapidly varying flow. When the dynamic component is significantly large, as occurring in rapidly rising water levels and dam-break flows, the complete dynamic equations must be solved. The time step required for most of these explicit models is governed by the Courant condition, which sometimes result in long run times.
Areas such as South Florida are characterized by large areal extent, low slopes, widespread ponding and slow regional flow dynamics. Kinematic wave models are inadequate for these cases because they neglect backwater effects. Dynamic models are however not necessary according to the theoretical conditions laied out by Ponce et al. (1978) . Diffusion flow models have been found to be capable of simulating these regional flow conditions accurately (Fennema, et al. 1994 ). Akan and Yen (1981) , Hromadka and Lai (1985) and others have shown that the diffusion flow equation can accurately represent many of the flow situations found in nature. Diffusion flow models essentially neglect the inertia terms in the St. Venant equations. The diffusion flow equation can be written in terms of discharge, for hydrologic applications, and in terms of flow depth for hydraulic applications.
In addition to the time step limitation under explicit conditions, most dynamic models introduce numerical errors and instabilities when the cell size is small, and the topographic data show relatively large variations in depth over these short cell lengths (Tan, 1992) . Zhao et al. (1994) used a Riemann solver to handle this case as a discontinuity. Smoothing is an alternative method that can be used prevent oscillations. Diffusion flow models do not have this problem because inertia terms are not considered in the solution. Diffusion flow models only have one partial differential equation to solve for water level, compared with 3 coupled partial differential equations required for complete 2-D dynamic flow using St. Venat equations. Unless the dynamic nature of flow conditions dictate otherwise, diffusion flow models offer computational advantages for areas such as South Florida. The conditions under which complete St. Venant equations have to be used, instead of diffusion equations, can be determined using the guidelines proposed by Ponce et al. (1978) .
A number of methods have been used to solve 2-D diffusion flow equations that are written in terms of depth. Xanthopolous and Koutitas (1976) used an explicit method. Hromadka and Lai (1985) used an explicit method with linearization as carried out by Akan and Yen (1981) in their 1-D model. The Natural System Model (NSM) and the South Florida Water Management Model (SFWMM) developed by SFWMD (Fennema, et al. 1994 ) use a modified version of the alternating direction explicit (ADE) method to solve 2-D diffusion flow. Almost any numerical method that is used to solve linear diffusion equations can also solve the linearized form of the 2-D diffusion flow equations. The methods available include relaxation methods with different acceleration algorithms, and the ADI method that uses the Thomas algorithm to solve the tri-diagonal matrix (Press, et al., 1989 ).
The demand is increasing to obtain more accurate and detailed flow solutions from regional models for South Florida. Selection of the proper spatial and temporal discretizations is important in order to apply available computer resources most effectively. One purpose of this study is to compare the performances of different 2-D diffusion flow models based on numerical errors and run times. The study includes stability, error and a run time analysis using both theoretical and experimental methods. Results of the study are useful as a means to determine the optimum space and time discretizations for new models, and to understand the numerical errors in existing models. 
GOVERNING EQUATIONS
in which ∆A 
. Evaluation of S s at cell faces requires at least three grid points. In the case of the east face
in which r ¤ ∆x ∆y . The ADE method uses the following expressions for S s for both east and south faces.
Boundary conditions have to be defined at all outside faces of boundary cells. If H 1! j is an example of a boundary cell (1,j) with a cell wall facing west, a known head boundary condition
A known discharge at the face is expressed using (9) and (10) for mass balance, replacing K1
with the known discharge Q B . A no-flow boundary condition is derived by assigning Q B ¤ 0 With ADI methods, the same no-flow boundary can be
The explicit method
The explicit method uses (9) and (10) with α 
The ADE method
The overland flow algorithm used in the NSM and SFWMM models for South Florida uses a modified ADE (alternating direction explicit) method (Fennema, et al. 1994) . It has added features that allow the use of time steps exceeding the stability limit for explicit schemes. Stability is achieved by limiting the volume of water that enters or leaves a cell to the volume available in the cell that would not create a reverse water surface gradient. The following computations are carried out within a time step, in the sequence shown, using updated values at each step. 
in which the first term inside square parentheses gives the volume needed to prevent reverse flow gradients. The second term gives the volume computed using the Manning's equation. The third term provides the volume available in the source cell. This algorithm is unconditionally stable even at large time steps. However, there is a propagation error that occurs with large time steps, because a disturbance can travel only one cell length during one time step. The numerical errors are studied in the error analysis that follows.
The ADI method
The alternating direction implicit method is the most efficient among all the solution methods considered. The mass balance condition in (9) and (10) 
Equations (9) and (10) can now be expressed using the operators as
By neglecting higher order terms, the above equation can be solved by solving the following split formulations in sequence.
Equations (19) and (20) are solved as two 1-D problems for each row and column of the 2-D domain using the Thomas algorithm for tri-diagonal matrices. For example, the lower diagonal, diagonal, and upper diagonal elements for (19) can be expressed as
Right hand sides of (19) and (20) consist entirely of known values at time step n.
Linear SOR method
The linear SOR method is based on the weighted implicit formulation shown in (9) and (10). It is shown later that large time steps can be used when α 0.5. The accuracy can be improved by using α ¤ 0.5 as in the Crank-Nicholson type methods. Equations (9) and (10) are used to derive the following equation used in the SOR algorithm.
in which
The SOR method using Chebyshev acceleration and oddeven ordering, as explained by Press et al. (1989) , is used to solve the system of equations in (24).
With odd-even ordering, one half sweep is carried out at odd points, and the other half sweep is carried out updating even points. As part of the acceleration process, an optimal over-relaxation is determined during the computer run. A convergence criterion based on the magnitude of the correction is used to terminate the relaxations.
A nonlinear SOR method very similar to the linear SOR method also can also be used to obtain the solution. With such a method, a i! j
a re updated with every iteration along with K. The nonlinear SOR method is relatively inefficient. The assumption of K as a constant within a time step is found to be valid for many test problems.
STABILITY AND ERROR ANALYSIS
Stability of diffusive overland flow algorithms is studied using the Von Neuman method. The error analysis is carried out using spectral analysis. In the error analysis, the solution of the equation is λ . In the analysis, a term φ x representing the i th harmonic is defined as (Hirsch, 1989) , Hirsch, 1989) . 
Ik y y (33) in which H 0 is obtained from Fourier decomposition of the initial condition. The same initial condition when subjected to the numerical scheme given by (9) and (10) gives an error. The error in amplitude after one time step, expressed as a function of non-dimensional ∆t and ∆x is (Hirsch, 1989 ) ε
The error of fully implicit and explicit models is obtained by expanding the above equation. nW S s ∆t ∆x 2 , the model error can be easily related to its parameters and discretizations. If Manning's n is doubled for example, ∆t can be doubled too without affecting the error. If h is doubled, ∆t has to be reduced to 31% of its value.
The numerical error in the final 2-D solution ε T after a simulation time T depends on the number of time steps n, and the error at each time step ε. ε T is bound by n t ε, in which n t
and is called the maximum error in the study.
where, k ¤ wave number of the solution. In the case of fully implicit and explicit methods,
in which + and -signs correspond to explicit and implicit methods respectively. Equation (38) shows that the maximum error in the final solution is approximately proportional to β starting with an offset. The error increases with T , K, k, and φ.
Run times of algorithms
Run times and error norms are used to determine performances of different algorithms. 
NUMERICAL EXPERIMENTS
Numerical experiments are used to verify the accuracy of various numerical models developed in the study, and to verify the accuracy of the theoretical estimates of error and run time. An axisymmetric test problem is selected for the purpose because it can be solved with both the 2-D models and the axisymmetric model. The latter is developed by slightly modifying a 1-D model similar to the model by Akan and Yen (1981) . The 2-D models using ADI and SOR methods were implemented with α 
RESULTS AND DISCUSSION
The test results with the 2-D model matched closely with each other and with the axisymmetric solution. Table 1 Figure 2 shows that the ADI method is the most accurate for a given run time. Next to ADI, explicit and ADE methods perform well at high and low accuracy ranges respectively.
The linearized SOR method falls in the mid-range of all methods with regards to combined high accuracy and fast run time. The curved nature of SOR method shows the effect of the adaptive relaxation exhibited by the method. The relatively larger scatter in the measurement of small run times and errors also have to be taken into account in interpreting results in these ranges. Figure 3 shows the variation of the curve in Fig. 2 The analytical expressions for numerical errors and run times given by (37) and (39) are compared to the actual errors and run times of the numerical models in Fig. 9 . Only the ADI model comparison is shown in Fig. 9 . Using regression analysis, (39) can be fit to the explicit and SOR models using c 1 Figure 9 shows that even if β is computed using rough values of model parameters, the analytical expressions are capable of explaining the behavior and the order of magnitude of model errors and run times.
Errors presented in Fig. 2-9 are measured at the end of the model run, and therefore depend on the number of time steps. Figures 10 and 11 show the errors derived for one time step, for explicit and ADI models. These results are independent of run times, and therefore can be applied to any model using similar algorithms. Errors per time step are computed approximately by dividing the errors at the end of the simulation by the number of time steps. Figures 10 and 11 show that the theoretical expression in (34) is capable of explaining the behavior of the error and its order of magnitude.
The highest accuracy of a wave component in a solution obtained using a given spatial discretization φ has a limit. Figures 4, 5, 6 and 7 show that even with extremely small time steps, an error remains in the solution with large φ, and that it cannot be reduced unless φ itself is reduced.
With φ ¤ 2.67 for example, the solution error is more than 8% even when the smallest possible β value is used. With φ ¤ 0.65 it is possible to reduce the error to about 2%. Figure 12 shows the maximum error in the solution at different resolutions when using explicit and ADI methods.
In the figure, resolution is also expressed as the number of discretizations for a half sine wave, computed as π¥ φ. The figure is useful in deciding the coarsest spatial resolution of a model possible when it is required to simulate a flow feature of a known wave number with a known accuracy.
The results of the study are useful in selecting a solution algorithm and in obtaining optimal discretizations for a diffusion flow model. An upper limit of ∆x or φ is determined first using Fig. 12 that can limit the maximum error in the highest frequency component of the solution to the required design value. β is selected next for a given method using Fig 5-8 or (37) . If the run time computed for the method using (39) is excessive, β or φ or both have to be adjusted to obtain a balance between minimizing the error and the run time. If the run time is only slightly excessive, it is sufficient to change β alone. If run times are extremely high, φ has to be increased to achieve a smaller run time, and Fig. 12 gives the smallest wave that can be simulated by the model with the new φ with an acceptable accuracy. φ and β are finally converted to dimensional forms ∆x and ∆t using physical characteristics of the model domain. Results of the study are also useful in analyzing errors in existing models. After computing non-dimensional φ and β for an existing model, the order of magnitude of the error can be determined using the results of the study.
CONCLUSIONS
A number of numerical models that use the explicit method, the ADI method and the SOR method are developed to solve 2-D diffusion flow equations. The accuracies of these models are verified using an axisymmetric flow problem and an axisymmetric diffusion flow model that has been verified for 1-D problems. A plot of run time versus model error is used to compare model performances within various error ranges. The plots show that the ADI method is more efficient than the other algorithms considered. The ADE method has a relatively short run time and may be appropriate when high accuracy is not a priority. Explicit methods require long run times, but they are more accurate. SOR methods can be efficient under certain conditions because of the use of the adaptive relaxation parameter.
Analytical expressions were derived in this study to describe amplification errors and run times, in terms of non-dimensional space and time discretizations. These expressions were shown to accurately describe the behavior of these same properties in the numerical models. These expressions are capable of explaining the behavior and the order of magnitude of model errors and run times.
The results also provide maximum discretizations (φ or ∆x) that can still maintain given levels of accuracy in the high frequency components of the solution. Results of the study are useful in selecting the optimal discretizations for new overland flow models or estimating the approximate numerical errors of existing models. Results of the study confirm that numerical errors in diffusion flow models increase with decreasing bed roughness, surface slope, and wavelength of the water surface profile, and increasing depth.
APPENDIX II. NOTATION
The following symbols are used in this paper: 
