ABSTRACT. Given a differential operator defined in terms of left-invariant vector fields on a Lie group, we prove that the local condition defining maximal hypoellipticity is equivalent to a global estimate if the operator is left invariant. As a consequence, we characterize the domain of the closure in L p of certain maximal hypoelliptic differential operators on test functions on Lie groups.
INTRODUCTION
The notion of maximal hypoellipticity for a differential operator of degree m was first introduced by Helffer and Nourrigat (cf. [10] or [11, Chapter 8] ) and it consists, for the smooth functions supported on a given bounded open set, on a control on the Sobolev norm of order m in terms of the graph norm of the operator, with a constant depending on the chosen set. It seems a natural but unexplored question whether this local condition is equivalent to a global estimate when the operator and the norms involved enjoy some sort of translation invariance. The aim of this paper is to investigate on this problem.
We consider matrix-valued, differential operators defined in terms of left-invariant vector fields on Lie groups endowed with a left measure. We answer in the affirmative when the operator is left invariant, or more generally when its principal part is left invariant and the lower order terms have essentially bounded coefficients (Theorem 1.2). The matrix-valued case is aimed at considering differential operators acting on differential forms of arbitrary degree (see recent works by Baldi, Franchi and Tesi [2] [3] [4] ). Indeed, this property allows us to characterize the domain of the closure in L p for suitable p's of some maximal hypoelliptic differential operators on Lie groups, including Rumin's Laplacians [17] on the contact structure of the Heisenberg group (Proposition 3.1). In addition to its own interest, this result can be combined with a result of Marchi [14] to obtain the essential self-adjointness on L 2 of Rumin's Laplacians defined on test horizontal forms. This was indeed our initial motivation in considering the problems of this paper.
1.1. Notation. Let G be a noncompact, connected Lie group and identify its Lie algebra g with the algebra of left-invariant vector fields on G. For every positive integer k and multiindex I = (I 1 , . . . , I k ) of length |I| = k, denote with X I the differential operator X I 1 · · · X I k , where X I j ∈ g. We shall consider operators :
where i j are (scalar-valued) differential operators on G given by 
where 
will be called its lower order terms. We then set
the space of all (equivalence classes of) measurable functions u such that |u| p is integrable on Ω with respect to λ, and if p = ∞, we denote with L ∞ (Ω, λ) the space of (equivalence classes of) functions which are λ-essentially bounded on Ω. We endow these spaces with the usual norms which we denote
If Ω = G, we will write L p,n (λ). We will often also omit to specify the measure λ and write simply L p , L p (Ω), · p , and so on, to avoid cumbersome notation. The space of smooth and compactly supported n-vectors (C
(Ω). Denote with X = {X 1 , . . . , X ν } a family of linearly independent left-invariant vector fields in g. We shall say that an operator as in (1.2) is a differential operator along derivatives of X if X I j ∈ X for every I appearing in (
Observe that we do not require a priori that X satisfies Hörmander's condition. If this is the case, however, and if p ∈ (1, ∞), then
where L p m (λ) is one of the Sobolev spaces defined in [8] (see in particular [8, Proposition 3.3] , and also Section 3 below). In view of the results therein, the choice of the left Haar measure on G seems rather natural. 
We say that is (X, p)-maximal hypoelliptic if for every
If G is a stratified group and the family X is a basis of the first layer of its Lie algebra, for every bounded open Ω ⊂ G our definition of X-maximal hypoellipticity in L 2 (Ω) coincides with the maximal hypoellipticity on Ω considered in [4] . Outside stratified groups, examples of X-maximal hypoelliptic operators in L 2 (Ω) for some Ω ⊂ G are Rumin's Laplacians [17] on the group SL(2, ) and on the groups of [9, 13] , when X is a basis of the kernel of the contact 1-form of the group (see also [5] ). The case p ∈ (1, ∞) was also considered in [4] .
by its left invariance and the left invariance of the norm.
It seems a natural question whether a left-invariant differential operator which is
G). In other words, whether the local estimate (1.3) for a left-invariant operator implies the global estimate
for some constant C independent of α. The main result of this paper is the following.
THEOREM 1.2. Let p ∈ [1, ∞), let X be a family of left-invariant vector fields and be a matrix-valued differential operator of degree m along derivatives of
We shall prove Theorem 1.2 by proving that (i) the statement holds when itself is left invariant, and (ii) that maximal hypoellipticity is preserved under L ∞ -perturbations of the lower order terms (Proposition 2.3). This is an analogous result to [7, Theorem 7] for local estimates. As already mentioned, as an application of Theorem 1.2 we characterize the domain of the closure of some maximal hypoelliptic differential operators on test functions on Lie groups, including Rumin's Laplacian on the contact structure of the Heisenberg group (Proposition 3.1).
We observe that the study of maximal hypoellipticity of matrix-valued operators cannot be reduced to that of scalar-valued operators. Indeed, if all components i j of are Xmaximal hypoelliptic in L p (Ω) for some Ω, then is also, but the converse is not true. As an example, if ∆ is the Laplacian on n and X = {∂ 1 , . . . , ∂ n } is the canonical basis of vector fields on n , then the operator
since the Laplacian ∆ is, but its off-diagonal components are not. Observe moreover that if G is a symmetric, nonnegative, left-invariant and homogeneous differential operator of even order on a stratified group, and if X is a basis of the first layer of g, then (X, 2)-maximal hypoellipticity is equivalent to hypoellipticity (cf. [4, Theorem 1.1]).
FROM LOCAL TO GLOBAL ESTIMATES
We begin by proving a Nash ǫ-type inequality, which is the object of the following lemma. 
Proof. Observe first of all that the vector-valued case is a straightforward consequence of the scalar case. Thus, we can limit ourselves to prove the statement when n = 1, i.e. for α = u ∈ C ∞ c (G). Moreover, since the family of vector fields X plays no role, to simplify the notation we shall write simply |u| ℓ,p instead of |u|
The starting point is the inequality
which can be found in the proof of [16, Lemma III.3.3] , by considering the right-translation as a representation of G into L p (λ). Taking the sum over j = 1, . . . , ν we then get
By induction on ℓ, we now prove that for every ǫ > 0
If ℓ = 1 this is (2.2). Hence, assume (2.3) holds for ℓ − 1 ≤ m − 2. Then, by (2.2)
by the inductive assumption, if δ = ε/(4ν) we get from (2.4)
and thus
This is (2.3) with 2ε instead of ε. The statement is then proved applying (2.3) backwards from ℓ = m − 1.
Remark 2.2. If G is a homogeneous group and (δ r ) is a family of dilations on G (see e.g. [6, Definition 1.3.24]) a more direct proof of (2.1) is the following. By Taylor's formula applied to the function t → u(x exp(tX j )), we get
Thus, by the invariance of the measure and Minkowski's integral inequality
and this inequality applied to u • δ 2ε gives (2.1). 
In particular, is X-maximal hypoelliptic in L p (Ω) if and only if m is.
Proof. Let A be the maximum of the L ∞ (Ω) norms of <m 's coefficients, and let α ∈ C ∞,n c (Ω). Then, by Lemma 2.1, for every ε ∈ (0, 1]
is proved in the same way.
The last ingredient to prove Theorem 1.2 is a covering lemma, which is an easy generalisation of a theorem of Anker. Its proof is a straightforward adaptation of [1, Lemma 1], and is omitted. Property 2 of Lemma 2.4 will be referred to as bounded overlap property. We are now ready to prove Theorem 1.2.
We finally remark that by Proposition 3.1, a result of Marchi [14, Theorem I.3 .29] and the density of test functions on the Sobolev spaces on the Heisenberg group (cf. [12] ), the L 2 closure of Rumin's Laplacians on smooth and compactly supported horizontal differential forms of suitable degree on the contact structure of the Heisenberg group are self-adjoint. In other words, they are essentially self-adjoint. Since the introduction of Rumin's complex goes beyond the scope of this paper, we refer to one of [2, 3, 14, 18] and leave the few details to the interested reader.
