Spectral Efficiency of Full-Duplex Multiuser System: Beamforming Design,
  User Grouping, and Time Allocation by Nguyen, Van-Dinh et al.
ar
X
iv
:1
70
2.
01
22
3v
1 
 [c
s.I
T]
  4
 Fe
b 2
01
7
1
Spectral Efficiency of Full-Duplex Multiuser
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Abstract—Full-duplex (FD) systems have emerged as an es-
sential enabling technology to further increase the data rate of
wireless communication systems. The key idea of FD is to serve
multiple users over the same bandwidth with a base station (BS)
that can simultaneously transmit and receive the signals. The
most challenging issue in designing an FD system is to address
both the harmful effects of residual self-interference caused by
the transmit-to-receive antennas at the BS as well as the co-
channel interference from an uplink user (ULU) to a downlink
user (DLU). An efficient solution to these problems is to assign
the ULUs/DLUs in different groups/slots, with each user served
in multiple groups. Hence, this paper studies the joint design of
transmit beamformers, ULUs/DLUs group assignment, and time
allocation for each group. The specific aim is to maximize the
sum rate under the ULU/DLU minimum throughput constraints.
The utility function of interest is a difficult nonconcave problem,
and the involved constraints are also nonconvex, and so this is a
computationally troublesome problem. To solve this optimization
problem, we propose a new path-following algorithm for compu-
tational solutions to arrive at least the local optima. Each iteration
involves only a simple convex quadratic program. We prove
that the proposed algorithm iteratively improves the objective
while guaranteeing convergence. Simulation results confirm the
fast convergence of the proposed algorithm with substantial
performance improvements over existing approaches.
Index Terms—Full-duplex radios, full-duplex self-interference,
multiuser transmission, nonconvex programming, spectral effi-
ciency, transmit beamforming, user grouping.
I. INTRODUCTION
Over the last decade, significant efforts have been expended
on improving the spectral efficiency of wireless communi-
cation systems to meet heterogeneous networking demands,
including a high data rate, high reliability, and massive con-
nectivity. Among these efforts, multi-antenna communications
have been proposed as an essential enabling technique for
many wireless communication standards [1], [2]. Due to the
practical limitations of hardware designs, a base station (BS)
is currently designed to operate in the half-duplex (HD) mode,
i.e., the BS can only transmit or receive over a specific
frequency band. However, conventional HD can no longer pro-
vide substantial improvements for given finite radio resources.
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On the other hand, full-duplex (FD) is designed to transmit
information intended for downlink users (DLUs) and to receive
information from uplink users (ULUs) on the same frequency
band. Thus, an FD system has been shown to greatly improve
the system throughput compared to its HD counterpart [3], [4].
A major barrier for FD radio is the significant effects
of residual self-interference (SI) caused by the transmit an-
tennas to the receive antennas at the BS. To be specific,
the signals transmitted for the downlink channel corrupt the
desired signals in the uplink channel since both transmit and
receive antennas are co-located and function at the same time
and on the same frequency band. In recent years, advances
in hardware design have allowed the SI to be effectively
suppressed at a reasonable cost and it has been shown that FD
radio may be deployable in next-generation networks [5], [6].
A wide range of residual SI mitigation techniques have been
reported in [3], [7] and [8]. In addition, the spectral efficiency
of the FD system is also degraded by co-channel interference
(CCI) caused to a DLU by the transmit signal of a ULU.
A. Related Works
Several efforts have been carried out in various multiuser
multi-input multi-output (MU-MIMO) contexts in FD systems
to improve the overall spectral efficiency of the downlink and
uplink channels. Among such, Nguyen et al. proposed a low-
complexity precoding design without CCI in [9] and then
extended to the case of existing CCI in [10]. In response,
Tam et al. [11] studied FD communication systems in MIMO
multicell networks and proposed an iterative, low-complexity
successive convex quadratic programming (SCQP) algorithm
to solve the optimization problem of the sum rate maximiza-
tion (SRM). To further improve the spectral efficiency, the FD
was incorporated into massive MIMO in small cell wireless
systems [12].
More recently, the user selection and channel assignment
have been proposed to mitigate the effects of residual SI
and CCI. Specifically, ULUs and DLUs are selected to form
two groups of users with respect to the effects of residual
SI and CCI as much as the sum rate (SR) increases [13].
Each user is allowed access to two orthogonal channels, one
for its uplink transmission and the other for its downlink
reception. Next, the problem of grouping users into pairs and
assigning different frequency channels to each pair to improve
the spectral efficiency has been considered in [14]. However,
2these approaches are demanding in terms of the infinite radio
resources due to excessive frequency channel requirements.
Notably, Ahn et al. [15] proposed a low-complexity user
selection method to select the best users for a given number of
users, which in turn improves the total sum spectral efficiency.
The number of served users in [15] should be noted to be very
limited when the number of users becomes large.
B. Motivation and Contributions
In this paper, we study the potential of user grouping in
FD systems to further improve the spectral efficiency. The
BS is equipped with multiple antennas and operates in the
FD mode, while each user is equipped with a single antenna
and operates in the HD mode. In contrast with the previous
works in [10], [13] and [14], communication is carried out
in multiple time slots and over the same frequency band, as
inspired by the work in [16]. Intuitively, when the residual SI
and CCI become large, the BS and ULUs need to scale down
their transmit power to satisfy the quality-of-service (QoS)
constraints, resulting in a loss in system performance. By this
very nature, we aim to assign users into multiple groups, and
each group is served in one separate time slot, which differs
from a traditional grouping method since each user can only be
served in one group. This helps mitigate the harmful effects
of residual SI and CCI and allows us to exploit multiuser
diversity gain in both directions. We are concerned with the
problem of jointly designing downlink beamformers, uplink
transmit power allocation, user grouping, and time allocation
to maximize the spectral efficiency subject to the power budget
at the BS and the individual ULU and DLU information rate
thresholds. The ULU and DLU information rate threshold
constraints are crucial to resolve the so-called user fairness
since the BS will favor users with a good channel condition.
However, such additional rate threshold constraints were not
addressed in [10], [15]. The residual SI and CCI are also taken
into account, which potentially results in a practical system but
leads to more challenging optimizations.
To the best of the authors’ knowledge, existing works have
not addressed the present optimization problem, and it is
difficult to even find a feasible point because the feasible set
is nonconvex and disconnected. In fact, the problem under
consideration is very complicated, and its objective function
is also highly nonlinear in the involved variables, for which the
optimal solutions are computationally difficult. Nevertheless,
we develop an iterative algorithm to directly handle the non-
convexity of the considered problem. Our main contributions
are summarized as follows:
• We propose a new grouping method to optimize simulta-
neous uplink and downlink information transmissions by
exploring the FD radio at the BS for each group.
• We first develop an iterative, low-complexity algorithm
to obtain the computational solution of the downlink
beamformers and uplink transmit power allocation. Here
we completely avoid rank-one constraints, which helps
reduce the total dimensions of the beamformer vector
variables compared to solving the covariance matrices
[10].
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Fig. 1. A multiuser system model with FD-enabled BS. The solid and dashed
lines denote the transmission and interference links, respectively.
• Since the joint optimization problem of all involved
variables consists of a nonconvex mixed-integer program
and each user is served in multiple groups, the gradient
projection method in [17] is not applicable. Thus, we
develop a novel iterative algorithm that arrives at a convex
quadratic program at each iteration.
• The obtained solutions are at least local optima since
they satisfy the Karush-Kuhn-Tucker (KKT) conditions.
Numerical results are presented to confirm the novelty
of the proposed algorithms, and the results show that the
proposed algorithm converges quite fast and significantly
improves the system performance over conventional FD
and HD systems.
C. Paper Organization and Notation
The rest of this paper is organized as follows. The system
model and problem formulation for the SRM are described in
Section II. We devise the optimal solution to the SRM problem
for a joint beamformer design and power allocation in Section
III. The optimal solution for whole problem is presented in
Section IV. Numerical results are provided in Section V, and
Section VI concludes the paper.
Bold lower and upper case letters respectively represent
vectors and matrices. XH , XT , and tr(X) are the Hermitian
transpose, normal transpose, and trace of a matrix X, respec-
tively. ‖ · ‖ and | · | denote the Euclidean norm of a matrix or
vector and the absolute value of a complex scalar, respectively.
IN represents an N × N identity matrix. x ∼ CN (η,Z)
means that x is a random vector following a complex circular
Gaussian distribution with mean vector η and covariance
matrix Z. E[·] denotes the statistical expectation. The notation
X  0 (X ≻ 0) means the matrix X is positive semi-definite
(definite). ℜ{·} represents real part of the argument.
II. SYSTEM MODEL AND OPTIMIZATION PROBLEM
FORMULATION
A. Signal Model
We consider the multiuser system illustrated in Fig. 1, which
consists of an FD-enabled BS, K DLUs and L ULUs. The
BS is equipped with Nrx receive antennas and Ntx transmit
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Fig. 2. Time allocation for different groups.
antennas, and each user is equipped with a single antenna.
Let us define K and L to be the sets of all DLUs and ULUs,
i.e., K , {1, 2, · · · ,K} and L , {1, 2, · · · , L}, respectively.
All channels are assumed to follow independent quasi-static
flat fading, i.e., remaining constant during a communication
time block, T , but changing independently from one block
to another. The channel state information (CSI) is assumed
perfectly available at both the BS and users since it is easily
obtained by requesting all DLUs and ULUs to send their pilots
to the BS. In addition, the results under perfect CSI may act
as an upper bound on the SR performance for the FD systems.
We assume that all DLUs and ULUs are divided into G (G >
1) groups. As shown in Fig. 2, the users in each group are
served in a separate time slot g ∈ G , {1, 2, · · · , G}, and they
cause no interference to users in other groups. Each group still
operates in the FD mode. Throughout the paper, Dk and Uℓ
refer to the k-th and ℓ-th user in the downlink and uplink
channels, respectively.
The DL signals are precoded at the BS prior to being
transmitted to the DLUs. Then, the received signal at DLU
Dk in the g-th group (time slot) and at the BS can be written
as
yg
Dk
= hHk w
g
kx
g
k +
K∑
i=1,i6=k
hHk w
g
i x
g
i +
L∑
ℓ=1
pgℓ gˆℓkx˜
g
ℓ + n
g
Dk
,
∀k ∈ K, ∀g ∈ G, (1)
and
y
g
U
=
L∑
ℓ=1
pgℓgℓx˜
g
ℓ +
√
ρ
K∑
k=1
GHI w
g
kx
g
k + n
g
U
, ∀g ∈ G, (2)
respectively. hk ∈ CNtx×1, wgk ∈ CNtx×1, and xgk with
E{|xgk|2} = 1 are the transmit channel vector, beamforming
vector, and the message intended for the DLU Dk, respectively,
in the g-th group. pgℓ ∈ C, gℓ ∈ CNrx×1, and x˜gℓ with
E{|x˜gℓ |2} = 1 are the transmit power, receive channel vector,
and message of ULU Uℓ, respectively, in the g-th group.
ng
Dk
∼ CN (0, σ2k) and ngU ∼ CN (0, σ2I) denote the additive
white Gaussian noise (AWGN) at DLU Dk and at the BS,
respectively, in the g-th group. We assume that the receive
AWGNs at each user and BS are independent of each other.
The term √ρ∑Kk=1GHI wgkxgk in (2) represents the residual SI
after all real-time cancellation in analog and digital domains
[3], where GI ∈ CNtx×Nrx is a fading loop channel from
the transmit antennas to the receive antennas at the BS and
0 ≤ ρ ≤ 1 is used to model the degree of SI propagation
[8]. The term ∑Lℓ=1 pgℓ gˆℓkx˜gℓ represents the CCI from ULUs
to DLUs, where gˆℓk is the complex channel coefficient from
Uℓ to Dk.
We assume that the signals of each user in different
group/time slot are independent. From (1), the signal-to-
interference-plus-noise ratio (SINR) at the DLU Dk in the
g-th group can be expressed as
γgk(w,p) =
|hHk wgk|2∑K
i=1,i6=k |hHk wgi |2 +
∑L
ℓ=1(p
g
ℓ )
2|gˆℓk|2 + σ2k
,
(3)
where w , [wgk]k∈K,g∈G and p , [p
g
ℓ ]ℓ∈L,g∈G are the
vectors encompassing the beamformers of all DLUs and the
transmit powers of all ULUs, respectively. For ULUs, we adopt
the minimum mean square error and successive interference
cancellation (MMSE-SIC) receiver at the BS to maximize the
received SINR of Uℓ in (2). For simplicity, we assume that the
decoding order follows the ULU index, i.e., ℓ = 1, 2, · · · , L.
Thus, the resulting SINR in decoding Uℓ’s information in the
g-th group can be expressed as [18]
γgℓ (w,p) = (p
g
ℓ )
2gHℓ
( L∑
j>ℓ
(pgj )
2gjg
H
j
+ρ
K∑
k=1
GHI w
g
k(w
g
k)
HGI + σ
2I
)−1
gℓ. (4)
Let αgk ∈ {0, 1} and βgℓ ∈ {0, 1} be the binary variables
indicating the association of Dk and Uℓ to the g-th group,
respectively, i.e.,
αgk (β
g
ℓ ) =
{
1, if Dk (Uℓ) is served in the g-th group,
0, otherwise. (5)
From (3), (4), and (5), the rates of Dk and Uℓ in the g-th group
can be found as
Rgk
(
w,p,α
)
= αgk ln
(
1 + γgk
(
w,p
))
, (6)
and
Rgℓ
(
w,p,β
)
= βgℓ ln
(
1 + γgℓ
(
w,p
))
, (7)
where α , [αgk]k∈K,g∈G and β , [β
g
ℓ ]ℓ∈L,g∈G .
Let tg, g = 1, 2, · · · , G, be the fraction of time block T
allocated for the users in the g-th group as shown in Fig. 2.
Without loss of generality, the time block T is normalized to
1 and then
∑G
g=1 tg ≤ 1. The achieved rates of Dk and Uℓ
summed over G groups are given as [16]
Rk
(
w,p,α, t
)
=
G∑
g=1
tgR
g
k
(
w,p,α
)
, (8)
and
Rℓ
(
w,p,β, t
)
=
G∑
g=1
tgR
g
ℓ
(
w,p,β
)
, (9)
where t , [tg]g∈G .
Remark 1: We note that the proposed grouping method
does not require additional communication time block since
the total time block for the uplink and downlink transmissions
is the same as in [10].
4B. Optimization Problem Formulation
The aim of this paper is to maximize the total SR of
the system by jointly optimizing the time allocation, user
grouping, DL beamformers, and UL transmit power allocation
under the transmit power constraints. In particular, we consider
the following optimization problem:
maximize
w,p,α,β,t
K∑
k=1
G∑
g=1
tgR
g
k
(
w,p,α
)
+
L∑
ℓ=1
G∑
g=1
tgR
g
ℓ
(
w,p,β
) (10a)
subject to
∑G
g=1
tgR
g
k
(
w,p,α
) ≥ R¯Dk , ∀k ∈ K, (10b)∑G
g=1
tgR
g
ℓ
(
w,p,β
) ≥ R¯Uℓ , ∀ℓ ∈ L, (10c)∑K
k=1
∑G
g=1
tg‖wgk‖2 ≤ Pbs, (10d)∑G
g=1
tg(p
g
ℓ )
2 ≤ Pℓ, ∀ℓ ∈ L, (10e)
pgℓ ≥ 0, ∀ℓ ∈ L, ∀g ∈ G, (10f)
αgk ∈ {0, 1}, ∀k ∈ K, ∀g ∈ G, (10g)
βgℓ ∈ {0, 1}, ∀ℓ ∈ L, ∀g ∈ G, (10h)∑G
g=1
tg ≤ 1 and tg ≥ 0, ∀g ∈ G, (10i)
where R¯Dk and R¯Uℓ are the predetermined rate thresholds
of each individual DLU and ULU, respectively. Pbs and
Pℓ are the transmit power budgets at the BS and ULU
Uℓ, respectively. Note that the different types of constraints
corresponding to (10d) and (10e) are [16]
K∑
k=1
G∑
g=1
‖wgk‖2 ≤ Pbs, (11a)
G∑
g=1
(pgℓ )
2 ≤ Pℓ, ∀ℓ ∈ L. (11b)
However, with the constraints in (11), the BS and ULUs do not
use all allowable power since (11) are just a sum of averaged
powers. As a result, the achieved SR of the system may not
be optimal.
We observe that the optimization problem (10) is NP-
hard [19] since it is a nonconvex mixed integer program.
Therefore, to facilitate the optimization, we first consider a
fixed value of (α,β, t) and develop an iterative algorithm to
obtain a locally optimal solution for (w,p) in Section III.
Then, in Section IV, we present a joint optimization approach
by considering (α,β, t) as the optimization variables.
III. JOINT BEAMFORMER DESIGN AND POWER
ALLOCATION
A. Proposed Low-Complexity Algorithm
In this section, we first develop a numerical method to
solve (10) for a fixed value of (α,β, t). Note that the major
complexity of solving (10) is to find the optimal solution
for (w,p). For simplicity, (α,β, t) are set to αgk = β
g
ℓ =
1, ∀k, ℓ, g and tg = 1/G, ∀g. This implies that each user
is served in G groups and each group is allocated an equal
fraction of time. Consequently, the optimization problem can
be restated as
maximize
w, p
K∑
k=1
G∑
g=1
tgα
g
k ln
(
1 + γgk
(
w,p
))
+
L∑
ℓ=1
G∑
g=1
tgβ
g
ℓ ln
(
1 + γgℓ
(
w,p
)) (12a)
subject to
G∑
g=1
tgα
g
k ln
(
1 + γgk
(
w,p
)) ≥ R¯Dk , ∀k ∈ K, (12b)
G∑
g=1
tgβ
g
ℓ ln
(
1 + γgℓ
(
w,p
)) ≥ R¯Uℓ , ∀ℓ ∈ L, (12c)
K∑
k=1
G∑
g=1
tg‖wgk‖2 ≤ Pbs, (12d)
G∑
g=1
tg(p
g
ℓ )
2 ≤ Pℓ, ∀ℓ ∈ L, (12e)
pgℓ ≥ 0, ∀ℓ ∈ L, ∀g ∈ G. (12f)
After solving (12), the ULUs and DLUs can be grouped by
checking the optimal values (w∗,p∗), i.e.,
αgk =
{
1, if ‖wg,∗k ‖ > ǫ, ∀k ∈ K, ∀g ∈ G,
0, if ‖wg,∗k ‖ ≤ ǫ, ∀k ∈ K, ∀g ∈ G,
and
βgℓ =
{
1, if |pg,∗ℓ | > ǫ, ∀ℓ ∈ L, ∀g ∈ G,
0, if |pg,∗ℓ | ≤ ǫ, ∀ℓ ∈ L, ∀g ∈ G.
where ǫ (close to 0) is a predetermined threshold.
Finding an optimal solution to (12) is challenging due to the
non-concavity of its objective function. In what follows, we
propose an iterative algorithm to obtain a local optimum. We
first observe that the constraints (12d)-(12f) are convex for a
fixed value of (α,β, t), while the constraints (12b) and (12c)
are nonconvex and the objective function is also nonconcave.
Let us treat ln
(
1+ γgk
(
w,p
))
first. In the spirit of [20], we
express ln
(
1 + γgk
(
w,p
))
as
ln
(
1 + γgk
(
w,p
)) ≥ ln(1 + (ℜ{hHk wgk})2
(φgk)
2
)
,
∀k ∈ K, ∀g ∈ G, (13)
with the additional convex constraints( K∑
i=1,i6=k
|hHk wgi |2 +
L∑
ℓ=1
(pgℓ )
2|gˆℓk|2 + σ2k
)1/2
≤ φgk,
∀k ∈ K, ∀g ∈ G, (14a)
ℜ{hHk wgk} ≥ 0, ∀k ∈ K, ∀g ∈ G, (14b)
where the new optimization variables φ , [φgk]k∈K,g∈G
represent the inter-user interference plus noise experienced
by DLU Dk. The equivalence of (6) and (13) can be easily
recognized by noting that constraint (14a) holds with equality
at optimum for a given αgk. Since the constraints (14a) and
5(14b) are convex, we now only deal with the non-concave
function (13). From (13), it follows that
ln
(
1 + γgk
(
w,p
)) ≥ − ln(1− (ℜ{hHk wgk})2
(φgk)
2 +
(ℜ{hHk wgk})2
)
.(15)
It is obvious that 0 ≤
(
ℜ{hHk w
g
k
}
)
2
(φg
k
)2+
(
ℜ{hH
k
w
g
k
}
)
2 < 1, thus the right-
hand side (RHS) of (15) is a convex function with respect to
(w,φ) [21]. At this point, we apply an inner approximation
convex method [22] for (15). Let us define a feasible point for
x at the (n+1)-th iteration in an iterative algorithm presented
shortly as denoted by x(n). At the feasible point (w(n),φ(n)),
a global lower bound of RHS of (15) can be obtained as [23]
ln
(
1 + γgk
(
w,p
)) ≥ ϕg,(n)k + χg,(n)k ℜ{hHk wgk}
−̟g,(n)k
(
(φgk)
2 +
(ℜ{hHk wgk})2)(16)
:= Fg,(n)k (w,φ), (17)
where ϕg,(n)k , χ
g,(n)
k , and ̟
g,(n)
k are defined as
ϕ
g,(n)
k = − ln
(
1−
(ℜ{hHk wg,(n)k })2
(φ
g,(n)
k )
2 +
(ℜ{hHk wg,(n)k })2
)
−
(ℜ{hHk wg,(n)k })2
(φ
g,(n)
k )
2
,
χ
g,(n)
k = 2
ℜ{hHk wg,(n)k }
(φ
g,(n)
k )
2
,
̟
g,(n)
k =
(ℜ{hHk wg,(n)k })2
(φ
g,(n)
k )
2
(
(φ
g,(n)
k )
2 +
(ℜ{hHk wg,(n)k })2) . (18)
It should be noted that Fg,(n)k (w,φ) is concave and (16) is
active at optimum, i.e.,
Fg,(n)k (w(n),φ(n)) = ln
(
1 + γgk
(
w(n),p(n)
))
. (19)
Clearly, ln
(
1 + γgk(w,p)
)
can be iteratively replaced by
Fg,(n)k (w,φ) to achieve a local optimum [22].
We now turn our attention to ln
(
1+γgℓ (w,p)
)
. The epigraph
of γgℓ (w,p) can be written as {(zgℓ ,w,p)|zgℓ ≥ γgℓ (w,p)},
which is equivalent to[
zgℓ p
g
ℓg
H
ℓ
pgℓgℓ Ξ(w,p)
]
 0, (20)
where Ξ(w,p) ,
∑L
j>ℓ(p
g
j )
2gjg
H
j +
ρ
∑K
k=1G
H
I
w
g
k(w
g
k)
HGI + σ
2I, and (20) is obtained
by using the Schur complement [10], [21]. Obviously, the
linear matrix inequality in (20) is convex, leading to a
convex set of γgℓ (w,p) that is useful to develop an inner
approximation of ln
(
1 + γgℓ (w,p)
)
. Similarly to (16), at
the feasible point (w(n),p(n)), ln
(
1 + γgℓ (w,p)
)
is lower
bounded as [23]
ln
(
1 + γgℓ (w,p)
) ≥ ϑg,(n)ℓ + ψg,(n)ℓ pgℓ − λg,(n)ℓ (w,p) (21)
:= Pg,(n)ℓ (w,p), (22)
where ϑg,(n)ℓ , ψ
g,(n)
ℓ , and λ
g,(n)
ℓ (w,p) are defined as
ϑ
g,(n)
ℓ = ln
(
1 + γgℓ (w
g,(n),pg,(n))
)− γgℓ (wg,(n),pg,(n)),
ψ
g,(n)
ℓ = 2p
g,(n)
ℓ g
H
ℓ
( L∑
j>ℓ
(
p
g,(n)
j
)2
gjg
H
j
+ ρ
K∑
k=1
GHI w
g,(n)
k
(
w
g,(n)
k
)H
GI + σ
2I
)−1
gℓ,
λ
g,(n)
ℓ (w,p) = (p
g
ℓ )
2gHℓ Θ
g,(n)
ℓ gℓ +
L∑
j>ℓ
(pgj )
2gHj Θ
g,(n)
ℓ gj
+ ρ
K∑
k=1
(wgk)
HGIΘ
g,(n)
ℓ G
H
I w
g
k + σ
2tr
(
Θ
g,(n)
ℓ
)
,
Θ
g,(n)
ℓ =
( L∑
j>ℓ
(
p
g,(n)
j
)2
gjg
H
j + ρ
K∑
k=1
GHI w
g,(n)
k
(
w
g,(n)
k
)H
GI
+ σ2I
)−1
−
((
p
g,(n)
ℓ
)2
gℓg
H
ℓ +
L∑
j>ℓ
(
p
g,(n)
j
)2
gjg
H
j
+ ρ
K∑
k=1
GHI w
g,(n)
k
(
w
g,(n)
k
)H
GI + σ
2I
)−1
 0. (23)
We note that Pg,(n)ℓ (w,p) is concave and satisfies the follow-
ing condition:
Pg,(n)ℓ (w(n),p(n)) = ln
(
1 + γgℓ (w
(n),p(n))
)
. (24)
In summary, the approximate convex problem solved at the
(n+1)-th iteration of the proposed computation procedure is
given by
maximize
w,p,φ
K∑
k=1
G∑
g=1
tgα
g
kFg,(n)k (w,φ)
+
L∑
ℓ=1
G∑
g=1
tgβ
g
ℓPg,(n)ℓ (w,p) (25a)
subject to
G∑
g=1
tgα
g
kFg,(n)k (w,φ) ≥ R¯Dk , ∀k ∈ K, (25b)
G∑
g=1
tgβ
g
ℓPg,(n)ℓ (w,p) ≥ R¯Uℓ , ∀ℓ ∈ L, (25c)
(12d), (12e), (12f), (14). (25d)
To solve (25) by existing solvers, i.e., SDPT3 [24] or MOSEK
[25], we transform (25) into the following convex program at
6Algorithm 1 Proposed iterative algorithm for the SR maxi-
mization problem (12)
Initialization: Set n := 0 and solve (27) to generate an initial
feasible point (w(0),p(0),φ(0)).
1: repeat
2: Solve (26) to obtain the optimal solutions
(w∗,p∗,φ∗, θ∗, θ˜
∗
).
3: Update w(n+1) := w∗, p(n+1) := p∗, and φ(n+1) :=
φ∗.
4: Set n := n+ 1.
5: until Convergence
each iteration:
maximize
w,p,φ,θ,θ˜
K∑
k=1
G∑
g=1
tgα
g
kF¨g,(n)k (w, θ)
+
L∑
ℓ=1
G∑
g=1
tgβ
g
ℓ P¨g,(n)ℓ (p, θ˜) (26a)
subject to
G∑
g=1
tgα
g
kF¨g,(n)k (w, θ) ≥ R¯Dk , ∀k ∈ K, (26b)
G∑
g=1
tgβ
g
ℓ P¨g,(n)ℓ (p, θ˜) ≥ R¯Uℓ , ∀ℓ ∈ L, (26c)
(φgk)
2 +
(ℜ{hHk wgk})2 ≤ θgk, ∀k ∈ K, ∀g ∈ G, (26d)
λ
g,(n)
ℓ (w,p) ≤ θ˜gℓ , ∀ℓ ∈ L, ∀g ∈ G, (26e)
(12d), (12e), (12f), (14), (26f)
with
F¨g,(n)k (w, θ) := ϕg,(n)k + χg,(n)k ℜ{hHk wgk} −̟g,(n)k θgk,
P¨g,(n)ℓ (p, θ˜) := ϑg,(n)ℓ + ψg,(n)ℓ pgℓ − θ˜gℓ ,
where θ , [θgk]k∈K,g∈G and θ˜ , [θ˜
g
ℓ ]ℓ∈L,g∈G are additional
optimization variables to tackle the quadratic functions in
(25a). By updating (w,p,φ) for the next iteration, we arrive at
the iterative algorithm to maximize the total SR of the system,
as summarized in Algorithm 1.
Generation of initial points: Note that if (w(n),p(n),φ(n))
are feasible for (26), then the subsequent problems at the
(n + 1)-th iteration are also feasible. Thus, it is desirable to
generate initial values for (w(0),p(0),φ(0)) to make sure that
Algorithm 1 can be efficiently solved in the first iteration. To
find a feasible point for the constraints in (12), initialized by
any feasible (w(0),p(0),φ(0)), we successively solve
maximize
w,p,φ,θ,θ˜
min
k∈K
ℓ∈L
{∑G
g=1 tgα
g
kF¨g,(n)k (w, θ)
R¯Dk
,
∑G
g=1 tgβ
g
ℓ P¨g,(n)ℓ (p, θ˜)
R¯Uℓ
}
(27a)
subject to (12d), (12e), (12f), (14), (26d), (26e), (27b)
until reaching its optimal value of more than or equal to 1 to
satisfy the constraints in (12), i.e.,
min
k∈K
ℓ∈L
{∑G
g=1 tgα
g
kF¨g,(n)k (w, θ)
R¯Dk
,
∑G
g=1 tgβ
g
ℓ P¨g,(n)ℓ (p, θ˜)
R¯Uℓ
}
≥ 1.
B. Proof of Convergence and Complexity Analysis
The convergence of the proposed algorithm is guaranteed
due to the monotonic increase in the objective function in
problem (12) after each iteration. In particular, the convergence
result for Algorithm 1 is stated in the following proposition.
Proposition 1: Algorithm 1 generates a sequence
{(w(n),p(n),φ(n))} of improved points of (26) and
(12) leading to a non-decreasing sequence of its objective
value, which also converges to a KKT point.
Proof: See Appendix A.
Complexity Analysis: The proposed iterative algorithm actu-
ally has low complexity in that it only requires solving simple
convex quadratic and linear constraints at each iteration.
Specifically, the convex problem (26) involves (NtxK+2L+
K)G scalar real decision variables and (4KG+ 3LG+K +
2L+1) quadratic and linear constraints. Then, in each iteration
of Algorithm 1, the computational complexity for solving (26)
is O
(
(4KG+3LG+K+2L+1)2.5
(
(NtxK+2L+K)
2G2+
4KG+ 3LG+K + 2L+ 1
)) [26].
IV. TIME ALLOCATION AND DYNAMIC USER GROUPING
ASSIGNMENT
In this section, we attempt to jointly optimize the fraction of
time allocated for each group and user grouping assignment for
each user in order to maximize the total SR of the system, i.e.,
considering (α,β, t) as the optimization variables. Although
problem (10) is a nonconvex integer program, its global
optimization can be found. Note that the major difficulty in
solving (10) is to find the optimal solutions for (α,β) since
they are discrete variables. It is obvious that the optimal
solutions for (αgk, β
g
ℓ ) will be either 1 or 0. Unfortunately,
once αgk and β
g
ℓ are set to 1 or 0, the grouping assignment for
each user will be fixed and thus the obtained results cannot
be optimal. To circumvent this issue, we relax the constraints
(10g) and (10h) into 0 ≤ αgk ≤ 1 and 0 ≤ βgℓ ≤ 1, respectively.
With the convex inner approximation approach presented in
Section III, the optimization problem (10) can be revised to
maximize
w,p,φ,θ,θ˜,α,β,t
K∑
k=1
G∑
g=1
tgα
g
kF¨g,(n)k (w, θ)
+
L∑
ℓ=1
G∑
g=1
tgβ
g
ℓ P¨g,(n)ℓ (p, θ˜) (28a)
subject to 0 ≤ αgk ≤ 1, ∀k ∈ K, ∀g ∈ G, (28b)
0 ≤ βgℓ ≤ 1, ∀ℓ ∈ L, ∀g ∈ G, (28c)
(10d), (10e), (10f), (10i), (14),
(26b), (26c), (26d), (26e). (28d)
7Remark 2: The optimization formulation in (28) shows the
fact that each user can be served in multiple groups as long as
its objective value increases. This differs from the conventional
orthogonal user grouping based scheduling strategy, in which
each user is involved in only one group/time slot.
Given an optimal solution for (w,p,φ, θ, θ˜) obtained from
Algorithm 1, a simple method for solving (28) works as
follows. We first fix (α,β) and solve (28) with respect to
t. It is a linear program with an optimal solution that can be
easily found using standard convex optimization techniques
[21]. We then solve (28) with respect to (α,β) for a fixed
t and repeat the procedure until convergence. However, this
method often shows slow convergence and is of relatively high
complexity since the major complexity comes from solving
(26) in Algorithm 1. In what follows, we propose an efficient
method to find all optimization variables in a single layer,
which greatly reduces the complexity. To begin, we first treat
the product of the grouping assignment variables and per-user
per-group rate in (28a) as
αgkF¨g,(n)k (w, θ) ≥
(
τgk
)2
, ∀k ∈ K, ∀g ∈ G, (29a)
βgℓ P¨g,(n)ℓ (p, θ˜) ≥
(
κgℓ
)2
, ∀ℓ ∈ L, ∀g ∈ G, (29b)
where τ ,
[
τgk
]
k∈K,g∈G
and κ ,
[
κgℓ
]
ℓ∈L,g∈G
are the
new optimization variables. It is clear that the constraints in
(29) are convex quadratic functions [21]. In order to jointly
optimize tg as the optimization variable, we approximate the
RHSs of (29a) and (29b) at the feasible point (τg,(n)k , κg,(n)ℓ ),
and the corresponding approximations are transformed to the
following linear constraints:(
τ
g,(n)
k
)2
+ 2τ
g,(n)
k (τ
g
k − τg,(n)k ) ≥ τˆgk ≥ 0, ∀k, ∀g, (30a)(
κ
g,(n)
ℓ
)2
+ 2κ
g,(n)
ℓ (κ
g
ℓ − κg,(n)ℓ ) ≥ κˆgℓ ≥ 0, ∀ℓ, ∀g, (30b)
where τˆ ,
[
τˆgk
]
k∈K,g∈G
and κˆ ,
[
κˆgℓ
]
ℓ∈L,g∈G
are the new
optimization variables.
Consequently, the optimization problem (28) can be rewrit-
ten as
maximize
w,p,φ,θ,θ˜,α,
β,t,τ ,τˆ ,κ,κˆ
K∑
k=1
G∑
g=1
tg τˆ
g
k +
L∑
ℓ=1
G∑
g=1
tgκˆ
g
ℓ (31a)
subject to
∑G
g=1
tg τˆ
g
k ≥ R¯Dk , ∀k ∈ K, (31b)∑G
g=1
tgκˆ
g
ℓ ≥ R¯Uℓ , ∀ℓ ∈ L, (31c)∑K
k=1
∑G
g=1
tg‖wgk‖2 ≤ Pbs, (31d)∑G
g=1
tg(p
g
ℓ )
2 ≤ Pℓ, ∀ℓ ∈ L, (31e)
(10f), (10i), (14), (26d), (26e),
(28b), (28c), (29), (30). (31f)
Even after the above transformations, the optimization prob-
lem (31) is still nonconvex due to its non-concave objective
function and nonconvex constraints (31b)-(31e). To make
the problem tractable, we introduce the additional convex
constraints as
tg τˆ
g
k ≥
(
τ˜gk
)2
, ∀k ∈ K, ∀g ∈ G, (32a)
tgκˆ
g
ℓ ≥
(
κ˜gℓ
)2
, ∀ℓ ∈ L, ∀g ∈ G, (32b)
where τ˜ ,
[
τ˜gk
]
k∈K,g∈G
and κ˜ ,
[
κ˜gℓ
]
ℓ∈L,g∈G
are newly
introduced variables. Owing to the concavity of
(
τ˜gk
)2
and(
κ˜gℓ
)2
, we can iteratively approximate them as the first-order
approximation. At the feasible point (τ˜g,(n)k , κ˜
g,(n)
k ),
(
τ˜gk
)2
and(
κ˜gℓ
)2
are lower bounded by(
τ˜gk
)2 ≥ (τ˜g,(n)k )2 + 2τ˜g,(n)k (τ˜gk − τ˜g,(n)k )
:= F˜g,(n)k (τ˜gk ), (33a)(
κ˜gℓ
)2 ≥ (κ˜g,(n)ℓ )2 + 2κ˜g,(n)ℓ (κ˜gℓ − κ˜g,(n)ℓ )
:= P˜g,(n)ℓ (κ˜gℓ ). (33b)
With (33), the objective functions in (31) are concave. Obvi-
ously, the constraints (31b) and (31c) are also convex.
We are now in position to further expose the hidden
convexity of the nonconvex constraints (31d) and (31e). Since
they are of the same type, let us treat (31d) first by using the
following chains:
K∑
k=1
‖wgk‖2 ≤ ωg, ∀g ∈ G, (34a)
G∑
g=1
tgωg ≤ Pbs, (34b)
where ω ,
[
ωg
]
g∈G
are newly introduced variables. For
the nonconvex constraint (34b), a convex upper bound of
ξg(tg, ωg) , tgωg can be found as [10]
tgωg ≤ 1
2
(tg)
2
r(n)(tg, ωg)
+
1
2
(ωg)
2
r(n)(tg, ωg)
:= ξg,(n)(tg, ωg), (35)
where r(n)(x, y) is defined as r(n)(x, y) , x(n)/y(n). It is
readily seen that (35) holds with equality at optimum. Thus,
(34b) is transformed to the following convex constraint:
G∑
g=1
ξg,(n)(tg, ωg) ≤ Pbs. (36)
By introducing the new variables pˆ ,
[
pˆgℓ
]
ℓ∈L,g∈G
, the
last constraint (31e) can be shaped to take the following
constraints:
(pgℓ )
2 ≤ pˆgℓ , ∀ℓ ∈ L, ∀g ∈ G, (37a)
G∑
g=1
tgpˆ
g
ℓ ≤ Pℓ, ∀ℓ ∈ L, (37b)
Invoking the same procedure to (35), the nonconvex con-
straints (37b) can be safely approximated as
G∑
g=1
ξg,(n)(tg, pˆ
g
ℓ ) ≤ Pℓ, ∀ℓ ∈ L. (38)
8Algorithm 2 Proposed iterative algorithm for the joint SR
maximization problem (10)
Initialization: Set n := 0, αg,(0)k = β
g,(0)
ℓ = 1/2, t
(0)
g =
1/G, and solve (40) to generate an initial feasible point
(w(0),p(0),φ(0), τ (0),κ(0), τ˜ (0), κ˜(0),ω(0), pˆ(0)).
1: repeat
2: Solve (39) to obtain the optimal solutions
(w∗,p∗,φ∗, θ∗, θ˜∗,α∗,β∗, t∗, τ ∗, τˆ ∗,κ∗,
κˆ
∗, τ˜ ∗, κ˜∗,ω∗, pˆ∗).
3: Update w(n+1) := w∗, p(n+1) := p∗, φ(n+1) := φ∗,
τ (n+1) := τ ∗, κ(n+1) := κ∗, τ˜ (n+1) := τ˜ ∗, κ˜(n+1) :=
κ˜∗, ω(n+1) := ω∗, and pˆ(n+1) := pˆ∗.
4: Set n := n+ 1.
5: until Convergence
With the above results, we now address the nonconvex op-
timization problem (10) by successively solving the following
convex quadratic program:
maximize
w,p,φ,θ,θ˜,α,β,t,
τ ,τˆ ,κ,κˆ,τ˜ ,κ˜,ω,pˆ
K∑
k=1
G∑
g=1
F˜g,(n)k (τ˜gk ) +
L∑
ℓ=1
G∑
g=1
P˜g,(n)ℓ (κ˜gℓ ) (39a)
subject to
∑G
g=1
F˜g,(n)k (τ˜gk ) ≥ R¯Dk , ∀k ∈ K, (39b)∑G
g=1
P˜g,(n)ℓ (κ˜gℓ ) ≥ R¯Uℓ , ∀ℓ ∈ L, (39c)
(10f), (10i), (14), (26d), (26e), (28b), (28c),
(29), (30), (32), (34a), (36), (37a), (38). (39d)
The iterative algorithm outlined in Algorithm 2 obtains the
solution of the convex optimization problem (39) in its (n+1)-
th iteration. In a manner similar to Proposition 1, we can show
that Algorithm 2 yields a sequence of improved points of (10)
due to updating the involved variables after each iteration,
which converges to a KKT point. The convex problem (39)
involves (NtxK+6K+7L+2)G scalar real decision variables
and (7KG+ 7LG+K + 2L+ 2G+ 2) quadratic and linear
constraints, so its computational complexity in each iteration
of Algorithm 2 is O
(
(7KG + 7LG + K + 2L + 2G +
2)2.5
(
(NtxK + 6K + 7L + 2)
2G2 + 7KG + 7LG + K +
2L+ 2G+ 2
)) [26].
Generation of initial points: Initialized by any feasible
(w(0),p(0),φ(0), τ (0),κ(0), τ˜ (0), κ˜(0), ω(0), pˆ(0)), we succes-
sively solve
maximize
w,p,φ,θ,θ˜,α,β,t,
τ ,τˆ ,κ,κˆ,τ˜ ,κ˜,ω,pˆ
min
k∈K
ℓ∈L
{∑G
g=1 F˜g,(n)k (τ˜gk )
R¯Dk
,
∑G
g=1 P˜g,(n)ℓ (κ˜gℓ )
R¯Uℓ
}
(40a)
subject to (39d), (40b)
until reaching its optimal value of more than or equal to 1 to
satisfy the constraints in (10), i.e.,
min
k∈K
ℓ∈L
{∑G
g=1 F˜g,(n)k (τ˜gk )
R¯Dk
,
∑G
g=1 P˜g,(n)ℓ (κ˜gℓ )
R¯Uℓ
}
≥ 1.
TABLE I
SIMULATION PARAMETERS
Parameter Value
Carrier frequency/ Bandwidth 2 GHz/ 10 MHz
Radius of small cell (r) 100 m
Distance between the BS and nearest user ≥ 10 m
Noise power spectral density (σ2
k
, σ2) -174 dBm/Hz
Path loss from the BS to a user (σLOS) 103.8 + 20.9log10(d) dB
Path loss from the Uℓ to the Dk (σ˜NLOS) 145.4 + 37.5log10(dˆ) dB
Power budge at the BS (Pbs) 26 dBm, as in [27]
Power budge at Uℓ (Pℓ, ∀ℓ) 10 dBm, as in [6]
FD residual SI (ρ) -75 dBm, as in [28]
Predetermined rate threshold (R¯) 1 bps/Hz
Number of antennas at BS (Ntx = Nrx) 4
Remark 3: The optimization problem (39) requires addi-
tional number of variables, which may lead to a high com-
putational complexity. However, Algorithm 2 requires solving
only a simple convex quadratic program for each iteration. In
addition, all constraints in (39) are linear or second-order cone
(SOC) representable [26, Sec. 3.3]. Thus, we are able to arrive
at a SOC program (SOCP). This helps reduce the overall run-
time for Algorithm 2 due to extremely efficient state-of-the-art
SOCP solvers.
A. Additional Conditions for Grouping Assignment
As mentioned earlier, the value of α (β) indicates that the
DLUs (ULUs) are active or inactive at a specified group.
However, we have numerically observed that there exists a
case where the downlink or uplink power for a user at a certain
group is nearly zero, which is associated with an inactive user.
Thus, the optimal solution can be obtained no matter how αgk
or βgℓ assigned to that user has been chosen. To manage the
assignments exactly, we put the following additional linear
constraints:
αgk ≤ ΩF¨g,(n)k (w, θ), (41a)
βgℓ ≤ ΩP¨g,(n)ℓ (p, θ˜), (41b)
where Ω is a given constant. The value of Ω needs to be large
enough to force αgk and β
g
ℓ to reach 0 or 1 quickly. In fact,
when the rate of a user in a group is vital to the sum rate, the
grouping assignment variables satisfy
0 ≤ αgk ≤ 1 ≤ ΩF¨g,(n)k (w, θ), (42a)
0 ≤ βgℓ ≤ 1 ≤ ΩP¨g,(n)ℓ (p, θ˜), (42b)
to rapidly boost αgk and β
g
ℓ up to 1. Otherwise, they are
depressed to 0 by warranting
0 ≤ αgk ≤ ΩF¨g,(n)k (w, θ) ≤ 1, (43a)
0 ≤ βgℓ ≤ ΩP¨g,(n)ℓ (p, θ˜) ≤ 1, (43b)
when F¨g,(n)k (w, θ) and P¨g,(n)ℓ (p, θ˜) are negligible.
V. NUMERICAL RESULTS
We now evaluate the numerical performance of the proposed
algorithms using computer simulations. The channel vectors
from the BS to a DLU, from a ULU to the BS, and from the
ULU to DLU are assumed to undergo the path loss model for
9line-of-sight (LOS) and non-line-of-sight (NLOS) scenarios,
respectively [10], [11], [27]. Specifically, the channel vector
from the BS to Dk is modeled as hk =
√
PLDk h˜k, where the
entries of h˜k are generated as independent circularly symmet-
ric complex Gaussian (CSCG) random variables with distribu-
tion CN (0, 1), and PLDk = 10(−σLOS/10) represents the path
loss. The channel vectors from Uℓ to the BS and Uℓ to Dk are
generated similarly as gℓ =
√
PLUℓ g˜ℓ and gˆℓk =
√
PLℓkg˜ℓk,
where the entries of g˜Uℓ and g˜ℓk are independent CSCG
random variables with distribution CN (0, 1), and their path
losses are PLUℓ = 10(−σLOS/10) and PLℓk = 10(−σNLOS/10).
The entries of the fading loop channel GI are independently
drawn from the CSCG distribution CN (0, 1) [8]. Unless stated
otherwise, the parameters are given in Table I for ease of cross
referencing. In Table I, d (dˆ) is the distance between the BS
and a user (between the ULU and DLU). We simulate small-
cell scenarios where all users are randomly placed in a circle
area of a radius r = 100 m. Without loss of generality, we set
the predetermined rate threshold of all users to R¯ = R¯Dk = R¯Uℓ
and all ULUs are assume to have the same maximum transmit
power. The convex solver that is used is SDPT3 [24] with the
parser YALMIP [29] in the MATLAB environment. The error
tolerances of all iterative algorithms are set to ǫerr = 10−3.
We divide the achieved SR results by ln(2) to arrive at the
unit of bps/channel-use in binary communications.
We also compare the performance of our proposed FD
system with those of the HD system and FD system [10]. For
the HD system, the BS uses all antennas, i.e., Ntx +Nrx, for
communication in each direction. Suppose the achieved SRs of
the uplink and downlink transmissions are RUL and RDL, re-
spectively, which are computed independently. Consequently,
the total SR of the HD system per resource block is calculated
as RHD = (RUL + RDL)/2. For these cases, the proposed
Algorithm 1 also provides the optimal solution for both the
HD system and FD system [10] by simply setting G = 1 (no
user grouping). The numbers of transmit and receive antennas
at the BS are set to Ntx = Nrx = 4, except for Fig. 9, in
which Ntx = Nrx = 10 are used. The simulation results are
derived by averaging over 100 runs for different locations of
users, as depicted in Fig. 3.
Fig. 4 illustrates the typical convergence behavior of the
proposed Algorithms 1 and 2 for the number of groups and
different types of power constraints. Both algorithms converge
within tens of iterations for all cases. We can see that as
increase in the number of groups results in a higher system
performance in terms of the SR. In addition, the proposed
Algorithm 2 with real power constraints (i.e., (10d) and (10e))
and additional constraints (i.e., (41a) and (41b)) requires
35 iterations, which is the fastest convergence rate when
compared to others. Of course, Algorithm 2 using the real
power constraints (10d) and (10e) offers better SR compared
to that of using the relaxed power constraints (11a) and (11b).
Note that the left-hand side (LHS) of (11) is a sum of power
consumptions only, while the LHS of (10d) and (10e) is the
total transmit power at the BS. Consequently, by using (11),
the BS and ULUs do not use all allowable power. Thus, the
corresponding performance is not optimal. In the following
simulation results, we use the power constraints (10d) and
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Fig. 3. Location of users for the simulation setup used in Figs. 4-7. The
users are assumed to be uniformly distributed over the cell area.
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(10e) instead of using (11a) and (11b).
In Fig. 5, we depict the effect of the FD residual SI. When
the SI is sufficiently canceled (ρ ≤ −75 dB), the SRs of
FD systems are better than those of the HD counterpart by
about 34.50%, 32, 34%, and 28.37%, corresponding to the
proposed FD system with Algorithm 2, Algorithm 1, and
the FD system [10], respectively. Generally, the SR of the
FD systems is degraded as the residual SI becomes larger
(ρ > −70 dB) and tends to be worse than the HD system
for ρ > −35 dB. This is probably attributed to the fact that
the BS needs to scale down the transmit power in the downlink
transmission to avoid a harmful effect on the uplink channel,
which results in the SR loss of the FD system. As expected,
the FD design with joint optimization of the fraction of time
and user grouping assignment in Algorithm 2 offers better SR
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Fig. 6. Average SR versus R¯ with K = L = 4.
compared to the fixed design in Algorithm 1 as a result of
the optimized transmission. Another interesting observation is
that for whatever SI level, the SR of the proposed FD system
still outperforms the FD system in [10], and its gain increases
when ρ becomes large. The simulation results in Fig. 5 further
confirm that the proposed user grouping allows us to exploit
the multiuser diversity gain in both channels and also mitigate
the effect of the FD residual SI. Due to the advantages of
Algorithm 2, from now on, we plot the system performance
only with the algorithm.
The SR versus the minimum rate requirement R¯ ∈ [0.5, 3]
bps/Hz for all users is shown in Fig. 6. This shows that
the HD system is fulfilled while the SR of FD design in
[10] is degraded dramatically when R¯ increases. Notably, the
proposed FD design is slightly degraded when R¯ becomes
higher. In fact, the SR of the system is mostly a contribution
of the downlink channel, and thus, the BS must pay more
attention to serving ULUs when R¯ increases by reducing
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Fig. 7. Average SR versus the number of users K and L with K = L.
its transmit power. Recalling the discussion from Fig. 5, the
proposed FD design exploits the multiuser diversity gain more
efficiently, which in turn improves the user fairness, as shown
in Fig. 6. Certainly, the proposed FD system achieves better
SR than that of the FD in [10], and the gap between the two
is even deeper.
We plot the impact of the number of users on the system
performance in Fig. 7. A multiuser system is considered to
demonstrate that the proposed FD system can deliver higher
SR than conventional FD and HD systems for K = L ∈
[3, 10]. The SRs of all designs first increase as K and L
increase up to 8 for a given Ntx = Nrx = 4 and then decrease
with K and L because it lacks the degree-of-freedom (DoF)
for leveraging multiuser diversity. Of course, the optimal value
of K and L may be different in other settings. For K ≥ 6
and L ≥ 6, the HD system achieves a better SR than the
FD system in [10] because of the fact that the BS uses
all available antennas (Ntx + Nrx) leading to more DoFs
available for transmission. Again, the SR of the proposed FD
system outperforms that of the others. Thus, the proposed
user grouping is a powerful means to combating the DoF
bottleneck.
In Fig. 9, we investigate the impact of the number of groups
G on the system performance for the simulation setup given in
Fig. 8. We plot the SR of the proposed FD system versus the
minimum rate requirement R¯ ∈ [0.5, 3] bps/Hz for Ntx = Nrx
= 10. As expected, the SR increases as the number of groups
increases, although the gain tends to diminish with G. This
implies that the larger number of groups would be appropriate
for the larger number of users.
Finally, we provide further insight on the proposed FD
system by presenting how the users are grouped for the
simulation setup given in Fig. 8. There are 20 users in total
with 10 DLUs and 10 ULUs for R¯ = 0.5 bps/Hz and
Ntx = Nrx = 4. The resulting rates in Table II show that
the users are divided into different groups. Looking at the U5,
for instance, we can see that its location is very close to the
DLUs {D1, D5, D6 D10} in Fig. 8. Therefore, U5 may cause a
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large amount of interference to those DLUs. This is the reason
why U5 belongs to a group different from such near DLUs,
as manifested in Table II. Intuitively, DLUs are served in only
one specific group due to reducing the CCI and of course they
can be changed in other settings. On the other hand, the FD
system in [10] favors the users {U1, U2, U3, U9} in good
channel conditions while barely meeting the rate requirements
of the other users. The proposed algorithm is shown to provide
better user fairness. Moreover, the proposed FD system yields
the SR that is 11.29 bps/Hz higher than the FD system in [10].
VI. CONCLUSION
In this paper, we have studied an FD system with joint user
grouping, time allocation, beamforming design, and power
allocation optimization. To solve the original nonconvex opti-
mization problem, we proposed new iterative algorithms to
TABLE II
ACHIEVED USER RATES (BPS/HZ) IN DIFFERENT GROUPS AND
COMPARISON WITH FD IN [10] FOR R¯ = 0.5 BPS/HZ
Users Algorithm 2 (G = 3) FD in [10]
Group-1 Group-2 Group-3 Per-userRate
Per-user
Rate
DLUs
1 0.500 0.000 0.000 0.500 0.500
2 0.000 2.283 0.000 2.283 0.500
3 0.000 4.042 0.000 4.042 0.500
4 0.000 0.000 1.717 1.717 0.500
5 0.000 0.000 2.029 2.029 0.500
6 0.687 0.000 0.000 0.687 0.500
7 0.000 0.501 0.000 0.501 0.500
8 0.544 0.000 0.000 0.544 0.500
9 0.000 0.000 3.154 3.154 0.500
10 1.283 0.000 0.000 1.283 0.500
ULUs
1 0.695 2.407 0.570 3.672 5.116
2 2.114 5.118 3.543 10.775 11.422
3 0.668 0.714 1.295 2.677 4.490
4 0.438 0.102 0.813 1.353 0.500
5 0.000 0.500 0.000 0.500 0.500
6 0.000 0.248 0.252 0.500 0.500
7 0.173 0.094 1.184 1.451 0.500
8 0.000 1.342 0.089 1.432 0.500
9 1.083 2.899 2.197 6.179 6.201
10 0.776 1.408 1.147 3.331 2.594
Total Sum Rate 48.612 37.322
maximize the total sum rate of the system. The proposed
optimization problem captures all important factors in the
system performance into low-complexity algorithms. Numer-
ical results with realistic parameters have confirmed that the
proposed algorithms are guaranteed to converge to at least the
local optima of the original nonconvex design problems. These
results have been presented to show a fast convergence rate
and to demonstrate the advantages of our proposed algorithms.
The sum rate of the proposed FD system has been shown to
be remarkably lager than HD if the residual SI is effectively
canceled and to always outperform the FD system in [10]
with no user grouping in all cases. In addition, the proposed
user grouping allows the FD system to exploit the multiuser
diversity gain in both directions more efficiently and also to
mitigate the effect of the FD residual SI and the CCI.
APPENDIX: PROOF OF PROPOSITION 1
Let R(w,p) and R(n)(w,p,φ) denote the objective values
of (12) and (26), respectively. We have
R(w,p) ≥ R(n)(w,p,φ) due to (16) and (21), (44)
and
R(w(n),p(n)) = R(n)(w(n),p(n),φ(n))
due to (19) and (24). (45)
12
The optimal solutions that are readily seen to return at the n-
th iteration are also feasible for the considered problem at
the (n + 1)-th iteration. Let
(
w(n+1),p(n+1),φ(n+1)
)
and(
w(n),p(n),φ(n)
)
be the optimal solutions of (26) at the
(n + 1)-th and at the n-th iteration, respectively. It follows
that
R(w(n+1),p(n+1)) ≥ R(n)(w(n+1),p(n+1),φ(n+1))
≥ R(n)(w(n),p(n),φ(n))
= R(w(n),p(n)). (46)
The inequalities in (46) show that (w(n+1),p(n+1),φ(n+1)) is
an improved point to (26) rather than (w(n),p(n),φ(n)) in the
sense of increasing objective value. In addition, the sequence
of the objective is bounded above due to the power constraints
in (12d) and (12e). By following the same arguments as
those in [22, Theorem 1], we can prove that Algorithm 1
converges to a KKT point of (12). Furthermore, Algorithm 1
will terminate after a finite number of iterations, when it
satisfies∣∣∣∣R(w(n+1),p(n+1))−R(w(n),p(n))R(w(n),p(n))
∣∣∣∣ ≤ ǫerr,
where ǫerr > 0 is a given tolerance. Proposition 1 is thus
proved.
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