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Abstract
Topological phases of matter are understood to be characterized by particular configurations
of entanglement encoded within the ground states of many-body quantum systems. In this
thesis, we discuss how novel phenomena associated with topological phases can arise in
systems that are driven out of equilibrium or coupled to their surroundings, which are not
described by ground state physics.
Firstly, we consider systems undergoing unitary time evolution due to some external
driving. We show how the entanglement features of the time-dependent wavefunction can be
topologically characterized, and demonstrate that these topological properties are reflected in
the dynamics of various quantities usually associated with topological phases in equilibrium.
We introduce a new non-equilibrium topological classification scheme which can be used
to predict whether or not the topological features of a given system will be preserved under
time evolution. In brief, this classification captures the fact that certain symmetries (namely
antiunitary symmetries) are inevitably broken once the system is driven out of equilibrium;
thus any topological phenomena protected by such symmetries cannot be expected to persist
in non-equilibrium scenarios.
Secondly, we investigate how topologically non-trivial systems are affected by dissipative
effects, i.e. coupling to an external environment. We demonstrate that system-environment
interactions facilitate processes in the system that effectively break any antiunitary sym-
metries, regardless of the symmetries of the microscopic Hamiltonian. Accordingly, those
phases that were shown to be unstable against time-dependent driving are also fragile against
coupling to an environment. To illustrate the consequences of this fragility, we consider
the effects of dissipation on the coherence properties of topological bound states, as well as
the conductance properties of chiral and helical topological edge modes. We find that the
decoherence rate of the former and the deviation from quantized conductivity of the latter
are (not) exponentially suppressed in the inverse temperature when the phase in question is
protected by unitary (antiunitary) symmetries. These results regarding open systems can be
connected to the same non-equilibrium classification developed in the context of isolated
systems undergoing unitary dynamics.
Our findings highlight a distinction between topological phases that are either robust or
fragile against non-equilibrium effects and/or system-environment coupling. The ramifica-
tions for the use of such systems in quantum technologies are discussed.
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Chapter 1
Introduction
The materials one encounters in everyday life are composed of an enormous number of
particles, each interacting with one another according to the fundamental laws of physics
that govern their behaviour. The details of this complex motion may differ greatly at the
microscopic level from one many-body system to another, yet the qualitative properties we
observe on macroscopic scales can be remarkably universal, in that they are insensitive to
such differences. The intuitive notion of a phase of matter relies on this empirical observation:
Many different systems exhibiting the same qualitative features can be classified as belonging
to the same phase.
Solids, liquids, and gases are the most familiar classical phases of matter, and were
naturally the first to be understood. However, the advent of quantum mechanics has seen the
discovery of many more phases with highly counter-intuitive properties. In these many-body
systems, the quantum nature of the constituent particles becomes apparent on macroscopic
scales, giving rise to rich and exotic phenomena, such as superfluidity, superconductivity,
and Bose-Einstein condensation. In an effort to systematically classify the ever-increasing
list of phases of matter, Landau developed a paradigm based on the concept of spontaneous
symmetry breaking. He recognised that the free energy minima of a system may possess
fewer symmetries than the underlying microscopic equations of motion. Accordingly, states
belonging to different phases can be distinguished by the ways in which they transform under
the action of symmetries. As a typical example, one can use the rotational symmetry of
interactions in a system of spins to differentiate between ferromagnetic and paramagnetic
phases: A ferromagnet has a net magnetization that spontaneously aligns along a particu-
lar direction, whereas a paramagnet exhibits the same rotational symmetry present at the
microscopic level.
Landau’s paradigm is an extremely powerful tool, and can be successfully applied
to highly contrasting physical scenarios. For instance, a solid, governed by Newton’s
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equations, can be characterised through symmetry-breaking in the same way as a Bose-
Einstein condensate, governed by the Schrödinger equation. Indeed, the breaking of a
continuous symmetry gives rise to gapless modes that in both cases are referred to as ‘sound
waves’. Given the power of Landau’s approach to describe phase transitions in both classical
and quantum systems, one might conclude that quantum mechanics simply offers a new
context for symmetry-breaking phases, but that the relevant underlying mechanisms are the
same as in classical physics.
However, it has long been known that quantum mechanical few-particle systems can
exhibit effects that no classical system can, related to the presence of quantum entanglement.
It is only in recent years that the rôle of entanglement in many-body systems has been widely
appreciated. This newfound understanding has many important consequences for the study
of phases of matter: Whereas classical phases can all be understood through the different
ways in which the system transforms under symmetries, there exist quantum phases of matter
that instead are distinguished by the ways in which the degrees of freedom are entangled.
These phases thus do not admit a classical description, and have been termed ‘topological
phases of matter’, for reasons which we will elucidate. Although entanglement is generally
very difficult to measure directly, systems belonging to topological phases exhibit many
experimentally observable universal phenomena that derive from their unusual entanglement
properties, some of which have potential technological use.
While early work on topological phases focussed primarily on electronic systems, today
there is a much wider range of experimental platforms in which these topics can be explored.
This expansion beyond traditional solid-state experiments requires us to re-examine some
of the key assumptions that were previously justified for electronic systems. Perhaps most
strikingly, the typical timescales on which these new systems equilibrate are orders of
magnitude longer than their electronic counterparts, and so these systems are not necessarily
at or near to thermal equilibrium at a given instant in time. This has both motivated and
facilitated studies of coherent quantum many-body dynamics in non-equilibrium regimes.
Again, this field has benefited greatly from a better understanding of many-body quantum
entanglement, and in particular its dynamics. The theoretical progress in non-equilibrium
quantum many-body physics has been rapid, both in relation to isolated systems undergoing
unitary dynamics, and for open systems, where the additional possibility of entanglement
generation between a system and its environment adds to the underlying complexity.
Evidently, if we are to fully understand topological phenomena in this context, we should
treat entanglement as a dynamic, rather than a static property. This requires us to revisit some
of the central ideas that underpin topological phases of matter. At the broadest level, the aim
of this thesis is to elucidate how the entanglement structures and experimental signatures
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characteristic of topological phases are affected by the departure from the familiar paradigm
of isolated systems at equilibrium. Despite the increased complexity of the underlying
many-body physics, our findings reveal a remarkable degree of universality in the resultant
dynamics, as well as offering insights into the practical challenges that may arise when
utilising topological systems for technological purposes.
1.1 Quantum entanglement in many-body systems
1.1.1 Basics of entanglement
A tacit assumption of classical physics is that there is no fundamental obstruction to specifying
and/or determining the state of any given degree of freedom. The same is not true in quantum
mechanics. The state of a quantum system is specified by a wavefunction |Ψ⟩, which encodes
probability distributions for the outcomes of measurements. When dealing with multipartite
systems (i.e. those in which there is a meaningful separation between different degrees
of freedom), the axioms of quantum mechanics lead us to conclude that it is not always
possible to describe the state of one degree of freedom independently of the others. More
precisely, there does not necessarily exist a wavefunction that pertains to some subsystem
only and accurately describes the outcomes of measurements therein. In contrast, the
state of a classical degree of freedom (coordinates and momenta) can always be specified
and in principle measured irrespective of the state of the rest of the system. The term
quantum entanglement is introduced to describe this fundamental interdependency that can
be established between quantum degrees of freedom.
For instance, a system made up of two spin-half degrees of freedom can be in the state
|Ψent.⟩= 1√
2
(|↑⟩1⊗|↓⟩2+ |↓⟩1⊗|↑⟩2) (1.1)
where {|↑⟩i , |↓⟩i} are the two eigenstates of the spin operator Sˆzi for the spin indexed by
i = 1,2. In words, the above tells us that if the first spin is up, then the second spin is down,
and vice-versa. Clearly, the two spins are entangled. In contrast, the state
|Ψunent.⟩= 12 (|↑⟩1+ |↓⟩1)⊗ (|↑⟩2+ |↓⟩2) (1.2)
is not entangled. To be more precise, for the state |Ψunent.⟩, a measurement of spin 1 does
not affect the outcome of a subsequent measurement of spin 2.
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More generally, if the system is divided into degrees of freedom in A and those in its
complement B, then given a pure state |Ψ⟩ of the composite system, we can ask whether
there is any entanglement between A and B. With such a bipartition in place, it is helpful to
consider a construction due to Schmidt (see, e.g. Ref. [175]), who noted that any |Ψ⟩ admits
a decomposition
|Ψ⟩=∑
j
√
ζ j |φ j⟩A⊗|χ j⟩B , (1.3)
where the Schmidt coefficients ζ j satisfy 0≤ ζ j ≤ 1, ∑ j ζ j = 1, and {|φ j⟩A} and {|χ j⟩B} are
orthonormal bases for the Hilbert spaces of regions A and B, respectively. All these objects
depend on the particular |Ψ⟩ in question.
If there is only one non-zero ζ j, then the wavefunction is factorizable |Ψ⟩= |φ⟩A⊗|χ⟩B
and there is no entanglement between A and B [cf. Eq. (1.2)]. If, instead, more than one
ζ j is non-zero, then we see from (1.3) that the state of A cannot be defined independently
of the state of B [cf. Eq. (1.1)]. Although A cannot be described in terms of a single
quantum state, we can still calculate the outcome of measurements of observables on A,
i.e. ⟨OˆA⟩ := ⟨Ψ|OˆA|Ψ⟩, where the operator OˆA depends only on degrees of freedom in A. For
this purpose, it is helpful to consider the reduced density matrix ρˆA, which is defined as
ρˆA := TrB
( |Ψ⟩⟨Ψ|) , (1.4)
where TrB denotes a trace over the degrees of freedom in B only. By writing ⟨OˆA⟩ =
Tr[OˆA |Ψ⟩⟨Ψ|] = TrA[OˆAρˆA], one can see that all observables on A can be determined from
ρˆA; this therefore gives us maximal information about the state of A.
Using the orthonormality of {|χ j⟩B}, one can relate the Schmidt decomposition to the
eigendecomposition of the reduced density matrix
ρˆA =∑
j
ζ j |φ j⟩A ⟨φ j|A . (1.5)
Thus we see that the Schmidt coefficients are exactly the eigenvalues of ρˆA, with eigenvectors
|φ j⟩A. If only one ζ j is non-zero, then we have ρˆA = |φ⟩A ⟨φ |A, which is a pure density matrix,
and the quantum state of A is well-defined, as expected. Otherwise, ρˆA can be interpreted as a
statistical ensemble of quantum states – that is, we would obtain the same quantum averages
⟨OˆA⟩ if we supposed that A were in the quantum state |φ j⟩A with probability ζ j, and averaged
over the corresponding classical statistical ensemble [175]. Note that this uncertainty in
the state of A is a fundamental one, rather than being due to some inability to make perfect
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measurements of A. Furthermore, from the symmetry of the Schmidt decomposition, we also
see that the reduced density matrix for B, ρˆB = TrA(|Ψ⟩⟨Ψ|) has the same eigenvalues as ρˆA,
with eigenvectors {|χ j⟩B}.
The Schmidt coefficients {ζ j} (equivalently, the eigenvalues of ρˆA) provide a lot of
information about the entanglement features of |Ψ⟩, and are referred to as the entanglement
spectrum [133]. However, it is often convenient to quantify the amount of entanglement
between A and B using a single number, which is referred to as an entanglement entropy.
The most commonly used of these is the von Neumann entropy
SA :=−Tr(ρˆA log ρˆA) =−∑
j
ζ j logζ j (1.6)
If SA ̸= 0, then |Ψ⟩ necessarily features some entanglement between A and B, i.e. more
than one ζ j is non-zero. More generally, the von Neumann entropy can be defined for an
arbitrary density operator whose lack of purity may be due to either entanglement with
external degrees of freedom, or classical uncertainty in the state of the system (or even a
combination of both).
The reduced density matrix, Schmidt decomposition, entanglement spectrum, and entan-
glement entropy will prove to be useful tools when probing the entanglement properties of
both closed and open many-body quantum systems.
1.1.2 Many-body entanglement
When moving to isolated many-body systems, one can ask similar questions about entangle-
ment of a pure wavefunction. A particularly important class of wavefunctions are ground
states, which are of relevance to isolated systems at equilibrium (and sufficiently low temper-
ature). In this context, there are a thermodynamically large number of degrees of freedom to
consider. Moreover, with the exception of extremely long-ranged systems, there is a notion
of locality in many-body systems, in that degrees of freedom will only interact with other
degrees of freedom that are nearby in space. Understanding spatially resolved entanglement
features will be of central importance to the study of quantum phases of matter.
A key result in the study of gapped systems at equilibrium is the entanglement area
law for ground states [200, 93]. The area law tells us about the structure of entanglement
for a ground state |Ψ0⟩ of a gapped local Hamiltonian1. To probe entanglement in a way
that is sensitive to the spatial features of the system, we can choose different bipartitions of
1In this context, we consider a Hamiltonian to be local if it only couples degrees of freedom that are
separated by some finite maximum length; however results are also known for Hamiltonians with terms that
decay sufficiently quickly with their range [85].
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the system into regions A and B, and consider how the associated entanglement properties
depend on the geometric features of A.
The entanglement area law states that if the Hamiltonian of which |Ψ0⟩ is the ground
state is gapped, then as the region A is varied, the entanglement entropy scales with the size
of the boundary2 of A
SA
[
|Ψ0⟩
]
= O(|∂A|). (1.7)
This scaling behaviour holds for any choice of geometry of A – it is thus a very strong
condition on the form of |Ψ0⟩. There are many different arguments justifying the area law,
with various different levels of rigour. For an introductory review, see e.g. Ref. [61].
The area law is satisfied when the amount of entanglement between any two degrees
of freedom decays sufficiently rapidly with the distance between them. To see this, take
the simple case of a large region A that is simply connected. If appreciable amounts of
entanglement can only be established over short distances, then degrees of freedom well
within the bulk are only entangled with other degrees of freedom in A; thus they do not
contribute to the entanglement entropy SA. Only the degrees of freedom near the boundary
of A are appreciably entangled with those outside of A, the number of which scales with the
size of the size of the boundary of A. This is in stark contrast with a random state in the
Hilbert space, for which any two degrees of freedom can be arbitrarily entangled. In this
case, all degrees of freedom will on average contribute a finite amount of entanglement to SA,
resulting in a ‘volume law’ scaling SA = O(|A|).
The constraint (1.7) on the entanglement properties of many-body ground states has many
important consequences in a variety of contexts. One of the most notable concerns how
wavefunctions can be represented on classical computers. The small amount of entanglement
in these area-law states means they can be efficiently captured using far fewer classical
parameters than the dimension of the Hilbert space3. This allows one to make use of certain
variational ansätze for ground state wavefunctions for which the area law is manifestly
satisfied, e.g. matrix product states (MPS) [68, 167]. Because the total number of parameters
required to specify an MPS scales linearly, rather than exponentially, in the system size, MPS
wavefunctions and their generalisations are practical tools for numerically studying ground
state physics, forming the basis of various numerical algorithms such as the density matrix
renormalization group [237].
2To be precise, the statement that the entropy of a region A scales with its boundary ∂A means that there
exists some finite constant α such that SA ≤ α|∂A| for all choices of A.
3Strictly speaking, one must consider the scaling of Renyi entropies, which generalize the von Neumann
entropy (1.6), to fully determine whether an efficient representation exists [196].
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Although it has not always been fully appreciated in this context, the area law nature of
ground state wavefunctions also plays an important rôle in topological phases of matter. In
the following section, we will see that topological phases can be defined entirely in terms
of the entanglement features of ground state wavefunctions, which themselves are heavily
constrained by the area law.
1.2 Topology in quantum many-body systems
Phases that are governed by symmetry breaking can be identified using an order parameter: a
local observable that vanishes if the relevant symmetries are preserved, and is non-zero if
the symmetries are spontaneously broken. For instance, the local magnetization of a spin
system is finite in the ferromagnetic phase, and is zero in the paramagnetic phase. In contrast,
topological phases cannot be identified through local4 measurements. Heuristically, this is
because topological phases are based on entanglement between distant degrees of freedom,
which can only be determined using non-local measurements.
The name ‘topological phase of matter’ derives from an analogy in mathematics, where
the local (geometric) features of a manifold are compared to its global (topological) properties.
In that context, a topological invariant refers to some quantity that remains unchanged when
the local features of the manifold are continuously deformed. For instance, the sphere and the
torus are both orientable two dimensional manifolds that are qualitatively indistinct when one
considers their local geometric structure; however, their global properties can be distinguished
by an integer-valued topological invariant known as the genus, which effectively counts
the number of ‘holes’ in the surface, see Figure 1.1. Any continuous deformation of either
system cannot change the genus, and therefore the sphere cannot be converted to the torus
without some discontinuous process, such as ‘tearing’ the manifold.
As a field of mathematics, the scope of topology is not limited to conventional geometric
objects, and can be applied to any structure in which the notion of continuous deformations
can be defined. The mathematical objects that are used to describe physical systems can
therefore be studied from the perspective of topology. In identifying quantum phases of matter
at zero temperature5, one can look for topological invariants that characterize properties of the
many-body ground state wavefunction |Ψ⟩. By their topological nature, these invariants will
4This statement of course requires a strict definition of what constitutes as a ‘local’ measurement. For our
purposes, we ask that the observable have support on some simply connected spatial region with a fixed finite
size, however the statement may hold under an even more general definition [119].
5The reference to ground states in this thesis is strictly only relevant at zero temperature; however, the
existence of a bulk gap Eg means that for temperatures 0≤ T ≪ Eg, a description of the system in terms of a
ground state is accurate, with corrections scaling as e−Eg/T .
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Fig. 1.1 Illustration of the topological properties of two-dimensional closed orientable
manifolds. Within the space of such manifolds, one can identify topologically disconnected
components, defined such that manifolds belonging to different components cannot be
continuously deformed from one to the other. Each component corresponds to a different
value of the genus g, which counts how many ‘holes’ there are in the embeddings drawn
here.
remain unchanged when the physical system is continuously deformed (in a manner which
we will make precise). Therefore, if a given invariant differs in its value for two quantum
many-body systems, then they cannot be converted from one to the other without some
discontinuous process. This allows us to associate phases of matter with each possible value
of the topological invariant, separated by phase transitions across which the global properties
of |Ψ⟩ change discontinuously. These topological properties are intimately connected to the
entanglement structures of the ground state wavefunction, as we will describe in Section
1.2.1.
Remarkably, in many cases one finds that the topological invariants used to describe
quantum systems are directly related to simple, experimentally accessible observables. The
archetypical example is the integer quantum Hall effect, wherein the transverse conductivity
of a two-dimensional electron gas is found to be directly related to a topological invariant
known as the Chern number (Ch1) through the following ‘TKNN’ formula named after the
authors of Ref. [212]
σxy =
e2
2πℏ
Ch1. (1.8)
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The precisely quantized Hall conductance, first measured by von Klitzing et al. [124], is thus
a reflection of the topological features of the wavefunction describing the electrons. Rather
generally, the entanglement properties of topological systems give rise to many striking
phenomena that can be directly observed, as we will review in Section 1.2.3.
1.2.1 Defining topological phases in terms of entanglement
In the spirit of Landau, a key aim in the study of phases of matter is to develop a systematic
classification of the topological phases that can arise in nature, providing the means to identify
new phases and discover connections between them. To make progress in this direction, it is
helpful to have a more precise definition of a topological phase of matter. Indeed while they
are all by definition ‘not symmetry breaking phases,’ the phenomena associated with different
topological phases can vary. For instance, a given phase may or may not possess gapless
edge modes [232], Abelian and non-Abelian anyons [129, 152], ground state degeneracies
[235], surface topological order [222], etc.
In the last decade, a unifying framework for describing a wide variety of topological
phases has emerged for this purpose. Central to this understanding is a definition of a
gapped quantum phase of matter that is based on the entanglement properties of many-body
ground states, which we have seen are a special class of wavefunction. While several studies
have identified connections between entanglement and topology, one of the first complete
pictures was provided by Chen et al. [38], who also recognised the rôle of symmetries in
the phase structure of gapped systems. Within their construction, topological phases with
markedly different properties – such as free-fermion topological insulators [120] and strongly
interacting bosonic SPTs [172] – can be understood on an equal footing. Here we briefly
review the framework developed in Ref. [38] used to define topological phases in equilibrium.
As outlined above, we understand topological phases to be associated with the existence
of topological invariants that describe the many-body ground state wavefunction. From a
mathematical viewpoint, topological invariants pertaining to a particular object can only be
defined once one specifies the space to which the object of interest belongs6 (e.g. the genus is
only defined for closed orientable two-dimensional manifolds). One can identify components
of this space that are disconnected, in the sense that objects in one component cannot be
continuously deformed into objects in another. In this picture, a topological invariant is some
quantity whose value depends on which component the object under consideration belongs
6Even more formally, one must specify exactly what counts as ‘continuous’ when moving around this space.
In physics, there is usually a natural way to define the allowed continuous deformations.
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to. For instance, each disconnected component of the space of two-dimensional manifolds
can be associated with a given value of the genus (see Figure 1.1).
A wavefunction of course belongs to the appropriate Hilbert space, which has very simple
topological properties. Specifically, any wavefunction can be continuously deformed into
any other wavefunction, e.g. by linearly interpolating between the two. Thus there is no
way in which we can construct a topological invariant that is well-defined for an arbitrary
wavefunction. However, in Section 1.1.2, we saw that ground state wavefunctions of gapped
Hamiltonians satisfy an area law. The space of area-law states is much more complex than
the full Hilbert space, and may feature disconnected components. Because of this, there may
exist ground states that cannot be continuously connected without violating the area law at
some point along the deformation. A path between these two states necessarily involves
passing through some state that is not the ground state of a gapped Hamiltonian, which
represents a quantum phase transition. It is therefore useful to define the following notion of
a gapped phase of matter (assuming the absence of symmetries) [94, 38]
Definition 1 (Gapped quantum phases without symmetries) Two many-body wavefunc-
tions |Ψ1⟩ and |Ψ2⟩ that are the ground states of local gapped Hamiltonians Hˆ1 and Hˆ2
(therefore having area-law entanglement) belong to the same phase if and only if there is a
continuous path of local Hamiltonians connecting Hˆ1 to Hˆ2 along which the gap remains
open.
Because the above does not assume the presence of any symmetries, the phases that arise
under this definition cannot be symmetry-breaking, and are therefore all topological phases,
by definition. Generally, one will be able to define a topological invariant that distinguishes
different gapped phases, just as the genus distinguishes manifolds that cannot be continuously
connected.
We say that two states belonging to the same phase are adiabatically connected, since
the above procedure of continuously varying the Hamiltonian could be done in real time,
provided the rate of change is sufficiently slow so as to keep the system in the ground state
[94]. Systems in equilibrium that are probed on timescales much longer than the inverse bulk
gap will remain within this subset of states, and therefore exhibit universal phenomenology
characteristic of the given phase. In order to change the topological properties of a system
using adiabatic deformation, one must pass through a critical point where the gap closes.
The authors of Ref. [38] go on to define an area-law wavefunction as being long-range
entangled7 (LRE) if it is not in the same quantum phase as a product state in real space,
or more generally some reference state with no ground state entanglement. Conversely,
7One should not confuse long-range entanglement with the absence of an area law.
1.2 Topology in quantum many-body systems 11
short-ranged entangled (SRE) states can be connected to product states. Thus, although the
above definition constitutes an equivalence relation between wavefunctions, there is one
equivalence class which is singled out as being the set of ‘trivial’ states, and these are referred
to as SRE. Examples of long-ranged entangled states are the ground states of integer and
fractional quantum Hall systems8.
This definition of topological phases is useful when the only constraint imposed on the
system in question is the existence of a bulk gap, so that the area law holds. However, in
many physical systems, symmetries naturally arise which also constrain the wavefunctions
that are accessible. One can ask for a different definition of topological phases that accounts
for the presence of symmetries.
We know from Landau’s paradigm that symmetries allow for conventional phases wherein
the ground states spontaneously break the symmetries of the Hamiltonian. However, it turns
out that there also exist quantum phases of matter that do not break any symmetries. To
identify new phases that cannot be characterized by either spontaneous symmetry breaking
or long-range entanglement, one can consider the space of states that are SRE and respect all
the symmetries of the Hamiltonian, and perform the same topological analysis as above to
identify new phases. These symmetry-protected topological phases (SPTs) are based on the
following definition [38]
Definition 2 (Symmetry-Protected Topological Phases) Two short-range entangled many-
body wavefunctions |Ψ1⟩ and |Ψ2⟩ that are the ground states of local gapped Hamiltonians
Hˆ1 and Hˆ2 and do not spontaneously break any symmetries belong to the same symmetry-
protected topological phase if and only if there is a continuous path of local Hamiltonians
connecting Hˆ1 to Hˆ2 along which the gap remains open and all symmetries are preserved
throughout.
Wavefunctions belonging to different SPT phases can be adiabatically deformed from one
to the other (since they are SRE), but in this process one must break at least some of the
protecting symmetries. If the symmetries are preserved throughout the adiabatic procedure,
then one must pass through a quantum phase transition where the gap closes in order to move
between such states.
Equilibrium SPT phases are a useful concept for systems that are probed on slow
timescales, and possess symmetries that cannot be ‘easily’ broken, i.e. their presence does not
require fine-tuning. Experimentally relevant examples include topological insulators in two
and three dimensions [111, 110, 76, 128, 97], which are protected by time-reversal symmetry,
and topological crystalline insulators [74, 98, 207], which are protected by space group
8Note that long-range entanglement does not necessitate the presence of anyons, and there is thus an
alternative definition of topological order associated with excitations possessing fractional statistics [121].
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symmetries. We emphasise that SPTs are intrinsically quantum phases: wavefunctions that
have no entanglement (‘classical states’) cannot have non-trivial SPT order [38]. Different
patterns of long-range entanglement, symmetry-breaking order, and symmetry-respecting
order can be combined to generate even more phases of matter. However, for the purposes
of this thesis we will focus primarily on SPTs, which make up the majority of the current
experimentally accessible topological phases.
With this rigorous definition in hand, the task of determining the complete set of topolog-
ical phases for a particular type of system is reduced to a mathematical problem, depending
on the spatial dimension, particle statistics, symmetries, etc. Various different methods to
explicitly compute this classification of topological phases have been developed, which apply
in different contexts. In this dissertation, we will refer mainly to SPTs composed of either
weakly interacting fermions, or strongly interacting bosons. The theoretical techniques used
to classify these classes of systems will be reviewed in Chapter 3.
Before describing some of the physical properties of topological systems, we wish to
point out that gapped quantum systems are by no means the only context in which topological
phenomena are known to arise in physics. For example, one can assign meaningful topologi-
cal invariants to certain gapless systems, including both electronic [11] and photonic9 [165]
systems, and even to some classical systems [101]. In all of these cases, the connections to
topology are very much in the same spirit: one looks for properties of the system that do not
change as it is continuously varied. However, these notions of topology should be thought
of as distinct from the definitions given here, since they do not pertain to a wavefunction,
but rather describe some dynamical property of the system’s excitations. That is, there is no
actual (symmetry-protected) topological order present in these systems. In this thesis, we
refer exclusively to topological phases of gapped quantum systems. Although it is likely that
many of the insights here may prove equally useful to these other contexts, our results cannot
necessarily be immediately transferred, and will require more careful analysis.
1.2.2 Bulk-boundary correspondence
Formally, the topological entanglement properties discussed in the previous sections are
only well-defined sufficiently10 far within the bulk of a thermodynamically large system.
9The gaplessness of photonic systems, which are well-described by non-interacting bosons, should not be
confused with a photonic band gap, which is a range of frequencies in which the single-particle Hamiltonian
has no eigenvalues. Here, the gap corresponds to the difference in energy between the two lowest many-body
states.
10The existence of a bulk gap ensures that the system possesses a finite correlation length ξ ; thus one expects
boundary effects to decay with the distance x from the edges as e−x/ξ . In gapless systems, one expects an
algebraic dependence on x.
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Therefore, in a system with open boundaries, there is no a priori reason to expect these
topological considerations to bear much relevance to the physics near the edge. However,
quite generally there turns out to be a fundamental relationship between the topological
properties of the bulk of a system and the dynamics near its boundary. This connection has
been appreciated since the early days of the integer and fractional quantum Hall effects [92],
and is referred to as the bulk-boundary correspondence.
In gapped systems, one can develop a rough intuition for the bulk-boundary correspon-
dence by considering a related scenario: the coupling of a topologically non-trivial and a
topologically trivial system at some interface of codimension 1. One can ask how the gap to
excitations varies in space. Far away from the interface in both directions, there must be a
finite energy cost for excitations, due to the two phases being gapped in the bulk. However,
as one approaches the divide from a particular side, the system must somehow adapt such
that its topological properties change across the interface. To do so is impossible without
either spontaneously breaking the protecting symmetries, or closing the gap to excitations at
some point near the boundary.
This argument can similarly be applied to the case where the system is terminated (rather
than coupled to a trivial system) to show that the boundary of a topological system must
either exhibit spontaneous symmetry breaking, or possess gapless degrees of freedom11. In
this thesis, we will generally consider scenarios where the latter occurs. For a more rigorous
discussion of the relationship between bulk and boundary, see e.g. Ref. [65].
Here we briefly present the basic low-energy theories that describe some specific topo-
logical boundary modes which will be studied later in this thesis. The first is a spatially
localised (zero-dimensional) edge mode of a one-dimensional superconducting system, while
the remainder are extended one-dimensional channels at the boundaries of two-dimensional
topological systems.
Majorana bound states
The edge modes of d = 1 dimensional SPTs are zero-dimensional (i.e. pointlike) collective
degrees of freedom pinned to zero energy. The origin and robustness of these ‘zero modes’
can be understood using simple toy models, such as the one-dimensional superconducting
chain first proposed by Kitaev [122]. In this model, spinless fermions cˆ j, cˆ
†
j living on lattice
11An alternative scenario emerges in three-dimensional systems, where the surface can develop symmetry-
preserving topological order [222], but we do not discuss such cases in this thesis.
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sites j can be described in terms of a basis of Majorana fermions
γˆAj := cˆ j + cˆ
†
j
γˆBj :=−i
(
cˆ j− cˆ†j
)
(1.9)
which are Hermitian (γˆαj )
† = γˆαj , and obey the anticommutation relations {γˆαj , γˆβk } =
2δ jkδαβ . Consider the following Hamiltonian, with open boundary conditions
HˆKitaev = iJ
N−1
∑
j=1
γˆBj γˆ
A
j+1 (1.10)
where N is the number of sites in the chain. In the original fermion basis, the above is a sum
of a hopping term J(cˆ†j cˆ j+1+h.c.) and a nearest-neighbour p-wave superconducting pairing
J(cˆ†j cˆ
†
j+1+h.c.) with equal weight.
The terms in the above Hamiltonian are illustrated in Figure 1.2 for a chain of length
4. The Majorana operators that appear in the Hamiltonian (1.10) are gapped by an energy
J, but at each end of the chain there is one Majorana operator that is decoupled from the
bulk. In the limit of a long chain, these two decoupled operators have support on spatially
disconnected regions, and thus constitute a non-local Dirac fermion dˆ = γˆA1 + iγˆ
B
N which costs
zero energy to excite. The two degenerate edge modes corresponding to the fermionic mode
dˆ being occupied or unoccupied have opposite fermion parity, and so transitions between
them are forbidden as long as the fermion parity of the system is conserved, which it must be
in an isolated system. Moreover, the edge mode can only become gapped via a non-local
Hamiltonian term ∝ dˆ†dˆ. Therefore, when one adiabatically moves away from the ideal limit
(1.10) while preserving locality, the zero energy modes must persist (up to corrections that
decay exponentially with the length of the chain [122]). In work not detailed in this thesis, I
have investigated how these Majorana modes remain robust in the presence of both spatial
disorder and interactions [149].
The protected nature of these non-local Majorana fermion modes in principle gives them
the potential to store and manipulate quantum information non-locally over long times. For
this reason, topological superconductors, and indeed various other topological phases, have
been proposed as candidates for hardware in quantum computation architectures [160, 166].
The intrinsic resilience of these modes against any local Hamiltonian perturbations which
may be present in realistic experiments has attracted a great deal of attention in this regard
from researchers in physics, mathematics, and computer science [184].
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Fig. 1.2 Illustration of the Kitaev chain Hamiltonian (1.10) for a chain of length N = 4.
Each circle represents a particular Majorana operator, and lines between them represent the
bilinear couplings iJγˆBj γˆAj+1. At each end of the chain, a single Majorana operator (γˆ
A
1 or γˆ
B
N)
is decoupled from all other degrees of freedom. Together, these two Majorana fermions form
a topological zero mode dˆ = γˆA1 + iγˆ
B
N , resulting in degenerate ground states.
It is important to recognise the implicit assumptions that are made when we use the above
arguments to claim that these modes offer ‘robust’ storage of quantum information. What is
certainly proven is that the system Hamiltonian Hˆ possesses degenerate ground states (up
to exponentially small corrections) in some finite volume of parameter space wherein the
system is in a topological phase. If the system is indeed governed by a static Hamiltonian Hˆ,
then a qubit encoded in the ground state subspace will remain undisturbed for long times,
even if the desired Hamiltonian is not realized perfectly. However, this analysis gives little
indication of what will happen if the system in question is driven out of equilibrium, or
coupled to a macroscopic environment. These matters will be addressed in detail throughout
this thesis.
Chiral and helical edge channels
In spatial dimensions d > 1, topological edge states typically form a gapless (d − 1)-
dimensional continuum of modes, which cannot be gapped out as long as the relevant
symmetries are preserved. Perhaps the simplest spatially extended edge mode arises in
integer quantum Hall systems at filling factor ν ∈ N. The edge modes are composed of ν
distinct species of chiral fermions each with a dispersion ε(k) ∼ vFk, where k is a quasi-
momentum along the direction of the boundary (see Fig. 1.3). An electron placed at the
Fermi level will be energetically constrained to stay within the boundary, since the bulk is
gapped12. Due to the chiral nature of the edge modes, electrons can only propagate in one
direction, determined by the orientation of the magnetic field. Since there are no backward
12More generally, the bulk need only possess a mobility gap, i.e. a finite energy gap to the nearest eigenstates
that are not spatially localized. For example, in quantum Hall systems, quenched disorder renders almost all of
the bulk modes immobile with the exception of delocalized states at specific energies, and so at generic filling
the bulk is insulating, despite the presence of in-gap bulk modes [116, 105].
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Fig. 1.3 Illustration of the chiral and helical edge modes of quantum Hall and quantum
spin Hall insulators, respectively. The systems are gapped in the bulk, and possess one-
dimensional gapless boundary modes at their boundary. In the quantum Hall effect, the edge
channels are chiral, propagating in one direction only. In the quantum spin Hall effect, the
edge channels are helical, propagating in a direction determined by the spin of the electron
(or some other internal quantum number) [Eq. (1.11)]. The insets show the low-energy form
of the dispersion relation for the edge modes.
moving modes to which the electron can scatter, transport is dissipationless, leading to a
quantized edge conductivity of σxy = Nsνe2/h, where Ns is the spin degeneracy. Indeed the
quantized Hall conductivity associated with the bulk topological invariant [Eq. (1.8)] can
be understood as being mediated by these edge channels [92]. The number of channels is
related to the bulk topological invariant as ν = |Ch1| under this correspondence, and the
direction of propagation is determined by the sign of Ch1.
Another well-known type of topological edge mode arises in two-dimensional topological
insulators protected by time-reversal symmetry, also referred to as quantum spin Hall (QSH)
systems [111, 110, 128]. The simplest way to theoretically construct a nontrivial quantum
spin Hall system is as follows: Let the system be comprised of two species of fermion
(usually associated with opposite electron spin states ↑, ↓) which do not mutually interact,
so that the Hamiltonian is Hˆ = Hˆ↑+ Hˆ↓. Let one of the species (say ↑) be in a non-trivial
quantum Hall phase with ν = 1. Then let the Hamiltonian for the opposite species be given
by the time-reversed conjugate of this quantum Hall state, i.e. Hˆ↓ = Tˆ Hˆ↑Tˆ−1, where Tˆ is
the time-reversal operator for a single species of fermion. Since momenta are flipped under
time-reversal, the chiral edge modes for each species propagate in opposite directions; thus
as a pair, they constitute a helical edge channel [241], wherein the ‘spin’ is locked to the
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direction of momentum, see Fig.1.3. The Hamiltonian describing this edge theory is
Hˆ = ∑
σ=±1
σvF
∫
dx ψˆ†σ i∂xψˆσ , (1.11)
where the spin quantum numbers σ =±1 correspond to the two spin states ↑, ↓, and ψˆσ (x)
annihilates a fermion with spin σ at a coordinate x along the edge.
The crucial observation that makes this construction non-trivial is that these helical
modes remain gapless and localised at the edges when the two systems are coupled, so
long as the time-reversal symmetry of the combined system (Tˆtot = Tˆ ⊗ iσˆ y, where σ y is
the second Pauli matrix in spin space) is maintained, and the bulk gap remains open. This
obstruction to gapping out the edge modes reflects the fact that the system is in a non-trivial
SPT phase protected by time-reversal symmetry. Away from the decoupled limit, the edge
theory (1.11) will be modified, e.g. by interactions between the two spin states. However, if
one is interested in low-energy properties, it is possible to develop a theory that captures the
universal aspects of helical edge modes. This theory, known as the helical Luttinger liquid
[241, 244], will be discussed in detail in Section 4.4.
Just as in the quantum Hall effect, these modes mediate dissipationless transport at zero
temperature, which can be experimentally verified using non-local conductance measure-
ments [183]. Alternatively, their presence can be confirmed using spectroscopic techniques,
such as angle-resolved photoemission spectroscopy (ARPES), which reveal the gapless
dispersion that is expected from theory [97].
1.2.3 Characteristic phenomena of topological systems
Systems belonging to non-trivial topological phases generally exhibit phenomena characteris-
tic of the phase in question which are ‘robust’, i.e. the relevant effect persists when the system
is perturbed in a permissible way (provided the system remains gapped, close to equilibrium,
and respects the relevant symmetries). Although our discussion so far has emphasised the
fundamental rôle that entanglement plays in these systems, the experimentally accessible
signatures associated with these phases are often a priori unrelated to entanglement. Here,
we discuss some of the most important effects that generally occur in topological systems at
equilibrium.
Topological invariants as physical observables
We have already seen from the relation (1.8) that, in some cases, topological invariants
turn out to be related to experimentally accessible quantities, such as the Hall conductance.
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Identifying physical observables that are also topological invariants is a very appealing idea
when it comes to designing quantum many-body systems: these quantities inherit a natural
robustness to imperfections, since they cannot change when the system is deformed away
from some ideal limit. This makes topological phases of matter promising candidates for
many high-precision technologies. For instance, the quantized Hall conductance has now
been measured to one part in 1010 [159], and today is utilized in the standard definition of
the kilogram [226].
Many of the topological invariants that are relevant for weakly interacting fermionic
phases in different spatial dimensions can also be related to other physical observables,
allowing them to be directly measured. In one dimension, the relevant invariant is the
Chern-Simons invariant (which we will meet in Section 2.3), and is equal to the electric
polarization of the system in units of the lattice spacing times the electric charge [118].
This invariant has been directly measured in ultracold atom experiments, wherein non-
interacting topological phases have been realised [12]. Similarly, in three dimensions, the
magnetoelectric polarisability is determined by a topological invariant [66, 243].
In strongly correlated systems, topological invariants are not always directly related to
experimentally accessible observables in this way. The closest analogy in this context is the
‘string order parameter’: a non-local observable whose long distance scaling can be shown
to depend on the value of the relevant invariant [55, 114, 90, 171]. However, rather than
directly measuring topological invariants, it is often easier to infer which topological phase
the system belongs to by capturing different universal features associated with the phase
in question, e.g. the low-energy properties of the edge theories discussed in the previous
section.
Universal form of the entanglement spectrum
Although we have discussed the connections between entanglement and topological phases,
we have not yet specified any quantitative entanglement properties that can be used to identify
a particular topological phase. The entanglement entropy and entanglement spectrum,
introduced in Section 1.1.1, can be used for this purpose.
For some topological phases, the scaling behaviour of the entanglement entropy SA
with the size of A can be used to probe topological order [121, 132]. Specifically, the
presence of anyonic excitations can be inferred from the subleading corrections to the area
law scaling (1.7). However the entanglement entropy does not contain useful information
for all topological phases – for instance, SPTs do not display this effect. In general, a single
number SA is insufficient to characterise the topological phase in question.
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One of the first uses of the entanglement spectrum in many-body physics was suggested
by Li and Haldane [133], who used it to infer properties about fractional quantum Hall states.
The entanglement spectrum of course contains much more information than the entanglement
entropy, and has proved to be a useful tool for studying a wide class of topological phases
of matter. In short, the gapless edge modes which one would expect at a physical boundary
appear in the spectrum of reduced density operator ρˆA which are localised at the boundary of
the region A, as opposed to the physical edge.
In the special case of non-interacting fermionic systems, an intuition for the connec-
tion between topology and the entanglement spectrum can be established as follows: For
a non-interacting area-law ground state, the reduced density matrix can always be written
as ρˆA = e−HˆE , where HˆE (sometimes known as the entanglement Hamiltonian) is local and
bilinear in fermion operators on the region A [168]. As such, the single-particle matrix that
constitutes HˆE can be diagonalized. One can use this to show that HˆE satisfies all the same
symmetries as the physical Hamiltonian, and belongs to the same SPT phase [70]. According
to the bulk-boundary correspondence, the physical Hamiltonian will feature topologically
protected gapless modes at its boundary. Being in the same topological phase, HˆE must there-
fore also exhibit gapless modes at the boundary13 of A (although the exact dispersion will
generally differ from the physical Hamiltonian). Therefore, the ‘low-energy’ states of HˆE –
those that contribute the most to ρˆA – are qualitatively equivalent to the boundary theory of the
SPT phase in question, allowing the phase to be identified. Rather generally, degeneracies in
the entanglement spectrum signal that the wavefunction under consideration is topologically
non-trivial. Note that related methods can be developed to establish an analogous connec-
tion between SPT order and the spectrum of ρˆA in strongly interacting systems [172, 39, 214].
We have seen that the entanglement properties of many-body systems in their ground state
can lead to interesting topological phenomena. It is also possible to discuss the dynamics
of these entanglement structures in systems undergoing time evolution. The relationship
between entanglement dynamics and topological order is one of the key subjects of this
thesis. Much is already known about the dynamics of entanglement in contexts outside of
topology. As we will be making use of some of these results, we will give a brief overview
of this topic in the following section.
13If the phase in question is protected by spatial symmetries, then the boundary of A may have to be
constructed such that it respects that symmetry [74].
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1.3 Dynamics of entanglement
During the mid-Twentieth Century, the main motivation for studying quantum many-body
physics was to better understand solid-state systems. The extremely fast electronic relaxation
times that arise therein made studying real-time dynamics experimentally unfeasible; thus,
historically, theorists have largely focussed on understanding quantum many-body systems
at or near equilibrium (e.g. linear response theory). However, the past few decades have
seen advances in experimental techniques which make it possible to study coherent quantum
many-body physics far from equilibrium. As well as improvements in probing electronic
systems on ultrafast timescales [192], there are now many new experimental platforms
which possess unprecedented degrees of control and coherence over the constituent particles,
wherein real-time dynamics can be directly observed. These experiments, such as those
based on ultracold atoms [88, 213, 42], trapped ions [180, 106], and Rydberg atoms [19, 89],
have brought into focus new theoretical questions regarding non-equilibrium dynamics which
were previously regarded as having limited experimental relevance.
Although the departure from equilibrium increases the complexity of the physics that
emerges, it is still possible to identify phenomena that are universal, in that they are displayed
by a wide range of systems, rather than being specific to a particular scenario. A particular
focus has been on the dynamics of entanglement as a system evolves in time, which has
consequences for the way in which isolated quantum systems thermalise. In this section, we
review aspects of non-equilibrium dynamics in both closed and open many-body quantum
systems, and the universal features they exhibit when driven far from equilibrium, with
reference to entanglement properties.
1.3.1 Evolution of entanglement and quantum thermalisation
In an isolated quantum system, time evolution is generated by unitary operators. Specifically,
if the density operator ρˆ(0) describes the state of a system at t = 0, then at a later time t the
density matrix is
ρˆ(t) = Uˆ(t,0)ρˆ(0)Uˆ(t,0)† (1.12)
where the time evolution operator Uˆ(t2, t1) has a formal expression
Uˆ(t2, t1) =T exp
(
−i
∫ t2
t1
dt ′Hˆ(t ′)
)
, (1.13)
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Hˆ(t) is the (possibly time-dependent) Hamiltonian, and T denotes time-ordering. Since
Uˆ(t2, t1) is unitary, the spectrum of ρˆ(t) remains constant in time. For example, if ρˆ(0)
describes a pure state, then ρˆ(t) is also pure. More generally, the von Neumann entropy of
ρˆ(t) [Eq. (1.6)] is unchanged under unitary time evolution.
The constancy of the von Neumann entropy implies that if we start with some small
uncertainty in the initial state (small but finite entropy), then this uncertainty remains of the
same magnitude for all time. In contrsast, in classical chaotic systems, two initial states that
are close by in phase space quickly diverge under time evolution, leading to amplification
of uncertainty in the positions and momenta of the constituent particles, and eventually
thermalisation. Our intuition suggests (and experiments can verify) that a generic isolated
quantum system should also thermalise under its own dynamics; however it is clear from the
above that the relevant mechanism cannot be dynamical chaos as defined in a classical sense.
These matters were already apparent to von Neumann in 1929 [227, 82]. His solution was
to recognise that we should focus not on the full density matrix, but rather on the outcome of
a set of privileged ‘physical’ operators which are accessible to the experimentalist. We must
accept that quantum statistical mechanics can only be successful insofar as measurements of
these observables at late times should agree with the predictions of thermodynamic ensembles.
There may exist some complicated and highly non-local observables that disagree, but we
dismiss these as being inaccessible.
For instance, we could consider only measurements of operators with support in some
small spatial region A. Full information about the outcome of these measurements is con-
tained within the (time-dependent) reduced density operator ρˆA(t) := TrB ρˆ(t), defined in
analogy to (1.4). Therefore, if the system thermalises then we expect that this reduced density
operator will agree with the predictions of statistical mechanics, that is
ρˆA(t → ∞) = TrB ρˆtherm. (1.14)
where ρˆtherm. is the state corresponding to the appropriate thermodynamic ensemble. The
density operator ρˆtherm. represents a classical statistical distribution in which all global states
that are compatible with any conservation laws are equally likely. Accordingly, TrB ρˆtherm.
will have a high entropy. In contrast, the entropy associated with the reduced density matrix
ρˆA(t → ∞) cannot be due to classical uncertainty about the state of the system, since ρˆ(t) is
known to the same precision as the initial state. Rather, the reduced density matrix is mixed
due to the presence of entanglement between A and B. We see that for a quantum system
to thermalise under its own dynamics, entanglement must be generated between different
degrees of freedom.
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Much effort has gone into understanding the precise conditions under which quantum
thermalisation occurs (see e.g. Refs. [56, 201, 181, 170, 47]). Theoretical and experimental
evidence indicates that the vast majority of many-body14 systems do indeed thermalise, with
some notable exceptions (e.g. many-body localized systems). This ubiquity of thermalisation
can be thought of as being due to a general trend by which initially unentangled degrees of
freedom tend towards high-entanglement states as they interact [173]. The opposite process,
i.e. disentangling under unitary dynamics, must be much less likely to occur, otherwise the
inverse of thermalisation would be possible. This highlights the existence of an ‘arrow of
time’ in quantum dynamics, despite the lack of any breaking of microscopic time-reversal
symmetry.
This perspective also sheds light on the more traditionally relevant scenario where a
quantum system is in contact with an environment. If the system is initialized in a state that is
unentangled with its environment, then over time entanglement will be established, and so the
entropy of the system density matrix ρˆ(t) will increase irreversibly. If the composite system-
plus-environment thermalises, then the system density matrix obeys ρˆ(t → ∞) = ρˆtherm. in
full, i.e. we do not have to restrict ourselves to small subsystems. Since the entropy of ρˆ(t)
changes in time, open systems cannot be governed by unitary dynamics of the form (1.12).
Indeed in general, the coupling between system and environment facilitates processes that
would be forbidden in an isolated system. In Chapter 4, we will see that these non-unitary
processes can lead not only to entanglement entropy production, but also to effects that are
detrimental to certain topological systems.
1.3.2 Lieb-Robinson bounds
We see from the previous section that quantum systems thermalize through the spreading
of entanglement. A natural question that arises is: how fast can this occur? It turns out that
there are certain bounds on how entanglement and correlations (the two of which are closely
related [20]) spread in a system, which we briefly survey here.
The unitary dynamics of an isolated system (1.12) can alternatively be treated within the
Heisenberg picture, where one considers the time evolution of observables. A Hermitian
operator Aˆ evolves according to the Heisenberg equation of motion
d
dt
Aˆ(t) = i[Hˆ(t), Aˆ(t)], (1.15)
14Unlike in classical physics, few-body quantum systems cannot thermalise in the sense defined here. This is
because in such systems, there is no longer a meaningful distinction between local (accessible) and non-local
(inaccessible) measurements.
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where Hˆ(t) is the (possibly time-dependent) Hamiltonian. In a seminal paper [134], Lieb
and Robinson considered the following quantity
CAB(t) :=
∥∥[Aˆ(t), Bˆ(0)]∥∥ , (1.16)
where ∥ ·∥ denotes the operator norm, and Aˆ and Bˆ are local commuting observables in finite,
non-overlapping spatial regions A and B, respectively. A physical interpretation of CAB(t)
can be developed as follows: One can think of the action of Bˆ(0) as a perturbation in the
locality of B. At time t = 0, this perturbation does not affect the degrees of freedom in A,
since they are spatially separated. As the system propagates in time, the influence of the
initial action of Bˆ(0) may spread out. Past some time, the effect of the perturbation may be
‘felt’ by the degrees of freedom within A, in which case Aˆ(t) and Bˆ(0) will fail to commute.
Thus, CAB(t)> 0 indicates that the initial perturbation at B has propagated to A within a time
t. In Ref. [134], it was shown that as long as Hˆ (here assumed to be time-independent) is
local, CAB(t) satisfies a bound
CAB(t)≤ aexp
(−c[xAB− vLRt]) (1.17)
for some a,c,vLR > 0, where xAB is the minimum distance between two degrees of freedom
in A and B. The quantity vLR is known as the Lieb-Robinson (LR) velocity, and depends on
the microscopic details of the Hamiltonian. The front x = vLRt is often referred to as a ‘light
cone’ for unitary dynamics, within which operators are appreciably causally related.
The LR bound is tight for a surprisingly wide range of systems: a light cone that
propagates with a constant finite velocity is indeed often observed. There are some notable
exceptions to this, the most commonly discussed of which are localized systems. In non-
interacting Anderson localized systems, the light cone does not spread beyond a fixed
distance, and in many-body localized systems, the light cone spreads out logarithmically
slowly x ∝ log t [100, 67, 41]. During my PhD I have investigated aspects of correlation
spreading in localized systems [150], using a quantity related to CAB(t) known as the out-of-
time-order correlator; however I will not discuss that work in this thesis.
Although the LR bound (1.17) only makes reference to the specific quantity (1.16), it
has far-reaching consequences for systems both in and out of equilibrium – in fact the area
law for ground states follows from this bound [93]. It can also be used to bound how fast
correlations [i.e. expectation values of the form ⟨Ψ|Aˆ(t)Bˆ(t)|Ψ⟩−⟨Ψ|Aˆ(t)|Ψ⟩⟨Ψ|Bˆ(t)|Ψ⟩]
can spread under unitary evolution [20]. For the purposes of this dissertation, perhaps the
most important consequence of the Lieb-Robinson bound is the implication for the generation
of entanglement under unitary dynamics, which we discuss in the following.
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1.3.3 Universal classes of entanglement growth
In the Schrödinger picture, the many-body wavefunction for a system far from equilibrium
is time-dependent |Ψ(t)⟩. Thus, one can ask how the entanglement properties of this state
change in time.
The most natural quantity to consider is the evolution of entanglement entropy, where one
constructs a time-dependent reduced density matrix ρˆA(t) = TrB |Ψ(t)⟩⟨Ψ(t)|, and calculates
S(t) according to (1.6). This was first explored in certain exactly solvable systems, where
one can obtain analytic expressions for S(t), and run efficient numerical simulations [32, 43].
Naturally, the Lieb-Robinson bound puts an upper limit on how fast this entropy can grow:
the existence of a linear light cone implies that S(t) must be less than some value that grows
linearly in time [20, 62, 216]. Rather commonly, it is observed that S(t) does indeed have
a linear dependence bound for all time in the limit of A being infinitely large (although
the corresponding rate of entropy growth may be less than that allowed by the LR bound
[157]). For a finite size subsystem A, then there exists a time beyond which ρˆA(t) becomes
maximally entangled15 with B, at which point the entanglement saturates.
A simple explanation for this universal form of entanglement growth for a quantum
quench (i.e. when Hˆ(t) = Hˆ is time-independent) in an exactly solvable system was first
presented in Ref. [32], which was later shown to hold for more general integrable systems
[2]. The initial state is generically highly excited with respect to Hˆ, and will feature some
finite density of quasiparticles, which are long-lived thanks to the integrability of Hˆ. If the
initial state is a product state, then these quasiparticles are only strictly locally entangled.
Under time evolution, pairs of quasiparticles that began on the same site can propagate in
opposite directions with some maximum speed, which will be bounded by the Lieb-Robinson
velocity v ≤ vLR. At time t, if a given entangled pair has one quasiparticle in A, and one
in B, then it will contribute to S(t) by some amount (which may be random with a fixed
mean s0). Because pairs can only move apart at a finite velocity, the number of such pairs
grow linearly in time, until vLRt = LA (where LA is the length of the subsystem A), when this
number saturates. On average, S(t) will be equal to the number of these pairs times the mean
amount of entanglement that they contribute s0, which agrees with the above universal form.
Although these arguments rely on the existence of long-lived quasiparticles, S(t) displays
the same qualitative behaviour in a variety of systems which are strongly correlated [117, 96].
It is believed that this form of entanglement growth applies to systems undergoing a wide
range of unitary (not necessary Hamiltonian) evolution, as demonstrated by certain toy
15By maximally entangled, we mean that SA(t) takes its maximal value subject to any constraints that may
be imposed by conservation laws [182]. This may be less than the absolute maximum of entanglement that an
arbitrary reduced density matrix could possess.
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‘random unitary circuit’ models [157, 35, 224]. Again, localized systems are exceptions to
this rule, with entanglement that either saturates quickly, or grows logarithmically in time
[251, 14], depending on the absence or presence of interactions.
The limits placed on the rate of entropy growth by the Lieb-Robinson bound implies that
there is a limit to how fast quantum thermalization [Eq. (1.14)] can occur. It also justifies
the use of certain numerical algorithms used to treat dynamics over short times, e.g. time-
dependent DMRG [221, 50]. The LR bound and the associated limit of entanglement growth
will prove crucial in our study of the topological properties of isolated systems far from
equilibrium.
1.4 Topology in non-equilibrium settings
As well as providing access to new non-equilibrium regimes of many-body physics, the
new experimental platforms described in the previous section also provide a new platform
for realising topological phases of matter. The unprecedented degree of control over the
interactions between the underlying degrees of freedom makes these experiments ideal
settings for realising certain topological phases that are difficult to synthesise in traditional
solid-state experiments [80, 45]. Recent successes include the realisation of one- and two-
dimensional non-interacting topological phases using ultracold atoms in optical lattices
[12, 103, 1], as well as an interacting SPT phase in a 1D array of Rydberg atoms [53].
The realisation of topological phases in systems with long coherence naturally raises
questions regarding the rôle that topology plays in the coherent dynamics of closed and open
quantum systems far from equilibrium. Here we briefly review recent work in this direction.
1.4.1 Floquet topological insulators
One of the simplest ways in which a system can be forced out of equilibrium is by applying
periodic driving. In an isolated system, this situation is described by a Hamiltonian that
repeats itself exactly after a period T :
Hˆ(t) = Hˆ(t+T ) t ∈ [0,T ) (1.18)
In a generic system, the dynamics resulting from this drive will not be periodic; rather, the
system will eventually heat to infinite temperature due to the provision of an unbounded
amount of energy by the drive [48, 130]. However, if the system is prepared in a Floquet
eigenstate (an eigenstate of the time evolution operator Uˆ(T,0) over one period), then the
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wavefunction will also oscillate with the same period. Alternatively, if the system is many-
body localized, then the heating to infinite temperature will not occur, and periodic dynamics
will eventually emerge [115].
This periodic dynamics can be topologically characterized in a manner similar to the
study of systems in equilibrium. A simple approach is to look at the ‘Floquet Hamiltonian’
HˆF := (i/T ) lnUˆ(T,0) and ask which equilibrium phase it belongs to [162]. However, it
turns out that periodically driven systems can exhibit topological phases that do not have
an undriven analogue, related to the dynamics within a single driving period, which cannot
be captured by a Floquet Hamiltonian, and thus have no equilibrium analogue [186]. There
has been a great deal of progress in classifying Floquet topological phases in a way which
captures these intrinsically non-equilibrium ‘anomalous’ phases [174, 225, 63, 185].
1.4.2 Emergent topology in quench dynamics
Another simple class of non-equilibrium protocol is a quantum quench, where one prepares
an initial state |Ψ(0)⟩ (usually the ground state of some initial Hamiltonian Hˆ i), and then
evolves under some other Hamiltonian Hˆf which is constant in time.
Recently, there has been interest in inferring the (static) topological properties of Hˆf from
the resulting quench dynamics. Specifically, in non-interacting systems it has been shown that
an ‘emergent’ type of topology arises in the trajectory of the time-dependent wavefunction
|Ψ(t)⟩= e−iHˆft |Ψ(0)⟩ [229, 84, 245, 249] (as opposed to the wavefunction at some instant
in time only). The topological properties of this trajectory can be measured in experiments
where a given quench protocol can be run in a reproducible way, with measurements taken
at different times for each run. The emergent invariants and the static invariants pertaining
to Hˆ f turn out to be related, which provides a new way of identifying topological phases in
experiment [208, 204].
1.4.3 Topology in non-Hermitian systems
A rather different application of concepts from topology in non-equilibrium physics arises
in the study of systems that are governed by non-Hermitian Hamiltonians. Although micro-
scopically, all quantum Hamiltonians must be Hermitian, one can construct both classical
and quantum systems whose effective equations of motion are governed (or at least well-
approximated) by a non-Hermitian time-dependent Schrödinger equation. This includes
classical photonic, mechanical, and electrical systems featuring gain or loss [151], as well as
quantum systems in certain settings [51, 95, 135].
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A great deal of interest in the topological properties of non-Hermitian Hamiltonians has
emerged in the last few years. By borrowing ideas from the study of Hermitian systems,
one can develop formalisms that can be used to systematically identify different topological
phases in this context (albeit, usually at a single-particle level) [250, 113, 83]. The notion
of a ground state is not always applicable to these systems, since their description in terms
of a non-Hermitian Hamiltonian generally describes some transient behaviour, rather than
static properties. However, the topological features of these systems are naturally reflected in
their non-unitary dynamics, as can be seen, for instance, near the edges of systems, where
topologically protected modes may appear [165]. Recently, I have been involved in work
identifying signatures related to non-Hermitian topological invariants in certain Lindblad
master equations, which govern the non-unitary time evolution of the system density matrix
in open quantum systems [21] (see Section 4.1). This work will not be described in detail
here; see Ref. [136].
1.4.4 Topology by dissipation
Dissipation is almost always thought of as being detrimental to the establishment of novel
quantum phenomena. However, it has recently become possible to construct experiments
wherein the dissipation experienced by the system of interest is explicitly controlled – a
concept referred to as ‘reservoir engineering’ [57, 219]. This possibility turns dissipation
from a hindrance into a resource, which can be used to steer quantum systems towards desired
states. In particular, there has been much interest in the idea that engineered dissipation can
be used to prepare topologically non-trivial wavefunctions [58, 15].
Like the aforementioned work on non-Hermitian Hamiltonians, these studies are cen-
tred around the relationships between dissipation and topology; however the phenomena of
interest here are quite different. Rather than looking at topologically protected boundary
excitations, the central goal of these works is to identify experimentally feasible setups
where any initial state of the system ρˆ(t = 0) will eventually reach a unique steady state
that is 1) pure, and 2) topologically non-trivial [58, 15, 28]. While the first condition is
certainly desirable, it generically requires fine-tuning of the system-environment interactions.
Nevertheless, even if full purity cannot be achieved, it is also possible to define topological
invariants that pertain to mixed states [26], although the connection to physical observables
may need to be revised in this case [16].
The above discussions highlight just some of the many ways in which concepts from
topology can be incorporated into various scenarios that are not governed by ground state
physics. In each case, the topological properties that are identified are specific to the non-
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equilibrium setting in question, and are for the most part conceptually distinct from each other.
One of the broad goals of this thesis is to identify principles that can be used to understand
topological aspects of quantum many-body systems in general non-equilibrium settings. As
such, we do not expect that our results will necessarily capture all of the features described
here, which pertain only to a specific type of non-equilibrium protocol, e.g. periodic driving.
However, by placing our emphasis on generality, we expect that our results will be applicable
to a broad range of experimentally relevant settings, giving us the means to uncover new
universal phenomena.
1.5 Thesis outline
Having introduced the physical concepts and theoretical methods that will be employed
throughout this thesis, we present our findings in the following three chapters. Most of the
material discussed here has been published during my PhD in the following articles:
• M. McGinley, N. R. Cooper
Topology of one-dimensional quantum systems out of equilibrium. Physical Review
Letters 121, 090401 (2018);
• M. McGinley, N. R. Cooper
Classification of topological insulators and superconductors out of equilibrium. Physi-
cal Review B 99, 075148 (2019);
• M. McGinley, N. R. Cooper
Interacting symmetry-protected topological phases out of equilibrium. Physical Review
Research 1, 033204 (2019);
• M. McGinley, N. R. Cooper
Fragility of time-reversal symmetry protected topological phases. Nature Physics
(2020);
• M. McGinley, N. R. Cooper
Elastic backscattering of quantum spin Hall edge modes from Coulomb interactions
with non-magnetic impurities. arXiv:2009.14650.
We begin by studying the topological properties of systems far from equilibrium undergoing
unitary time-evolution in Chapter 2. We introduce a non-equilibrium topological classifica-
tion, defined in analogy to the familiar equilibrium classification (Definitions 1 and 2), which
can be used to understand the constraints that locality, symmetry, and quantum entanglement
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impose on many-body dynamics. We demonstrate that this theoretical construction can be
used to predict the non-equilibrium dynamics of certain quantities relevant to topology in a
wide range of non-equilibrium scenarios. In Chapter 3, we explain how the methods used
to classify topological phases in equilibrium can be adapted to compute the corresponding
non-equilibrium classification tables. Finally, in Chapter 4 we investigate the fate of topolog-
ical phenomena when the system is coupled to external degrees of freedom. Specifically, the
influence of system-environment interactions on topological edge modes are studied, and our
findings can be related back to the non-equilibrium classification developed in the previous
chapters. We summarise our findings in Chapter 5, and suggest potential new directions for
future research.
Simultaneously, I have worked on separate projects with other collaborators, which are
not described in this dissertation
• M. McGinley, J. Knolle, A. Nunnenkamp
Robustness of Majorana edge modes and topological order: Exact results for the
symmetric interacting Kitaev chain with disorder Physical Review B 96, 241113
(2017);
• M. McGinley, A. Nunnenkamp, J. Knolle
Slow growth of out-of-time-order correlators and entanglement entropy in integrable
disordered systems Physical Review Letters, 122, 020603 (2019);
• S. Lieu, M. McGinley, N. R. Cooper
Tenfold way for quadratic Lindbladians. Physical Review Letters 124, 040401 (2020).

Chapter 2
Unitary Dynamics
The majority of advances in the field of topological phases have come from studying systems
at equilibrium, or close enough so that linear response theory applies. Indeed the formal
definition of a topological phase of matter which we encountered in the introduction (Defi-
nition 1) is framed in terms of ground states of gapped Hamiltonians, and so its relevance
to equilibrium physics is manifest. One of the goals of this thesis is to highlight how and
when the topological features familiar from equilibrium are reflected in more general settings
beyond this paradigm. This chapter is devoted to systems that remain isolated from their
environment, but are driven out of equilibrium through some coherent driving, i.e. time-
dependence of the Hamiltonian. As highlighted in Section 1.4, while the applicability of
these non-equilibrium scenarios to traditional solid state experiments is somewhat limited,
the experimental platforms that are available today make this subject an interesting and
readily accessible direction for discovering new physics.
A key result of this chapter is the identification of a classification scheme for quantum
many-body wavefunctions which can be used to predict the topological properties of systems
as they undergo unitary time evolution. This construction is introduced and motivated in
Section 2.1. In the subsequent sections, we consider some specific scenarios, and demonstrate
how the non-equilibrium classification can be used to predict the behaviour of various
quantities generally associated with topological phases.
2.1 Classifying topology in and out of equilibrium
Before turning to systems out of equilibrium, let us briefly discuss why the definitions of
topological phases that we met in Section 1.2.1 are useful in describing equilibrium physics.
First of all, it is important to note that although the Definitions 1 and 2 refer explicitly to
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gapped Hamiltonians, the topological properties of a given system are in fact fully determined
by the ground state wavefunction. This is perhaps best illustrated by a construction due
to Chen et al. [38]. They showed that the family of adiabatic evolutions between area-law
ground states are in one-to-one correspondence with the set of local unitary transformations,
which are defined as unitary operations that can be sufficiently well-approximated by a local
unitary circuit of finite depth. In essence, under such a process entanglement cannot be
generated over arbitrarily long distances, ensuring that SRE states cannot become LRE and
vice-versa. Therefore, on a formal level, the usual definition of topological phases can be
thought of as an equivalence relation between many-body wavefunctions, rather than between
Hamiltonians.
Importantly, when it comes to studying physical systems in equilibrium, the equivalence
relation in question (namely, whether two wavefunctions can be connected through adiabatic
deformation under a symmetry-respecting gapped Hamiltonian) is particularly well motivated.
If one ensures that the system is not driven out of equilibrium and that all relevant symmetries
are preserved at all times, then the resulting dynamics is indeed adiabatic, and so the state of
the system will only explore the space of wavefunctions that make up the given (symmetry-
protected) topological phase. Despite its somewhat abstract form, the present definition of
topological phases is evidently pertinent to a wide range of physical scenarios in which the
system is kept in equilibrium (at sufficiently low temperatures).
Here, we present an alternative topological classification scheme that is of direct relevance
to systems driven out of equilibrium, rather than those in their ground state. This construction
differs from its equilibrium counterpart in the equivalence relation used to distinguish many-
body wavefunctions. Our new definition of topological equivalence naturally encompasses
the most general processes that can occur under non-adiabatic Hamiltonian dynamics, subject
to the constraints imposed by symmetries. We introduce this non-equilibrium topological
classification in the following section, and provide a physical motivation of its definition.
The rest of this chapter (and to a certain extent, the rest of this thesis) is then devoted to
studying specific classes of non-equilibrium protocols whose dynamics reflects the content
of the new classification scheme, highlighting the broad applicability of our results.
To begin, consider some isolated system driven out of equilibrium by a time-dependent
Hamiltonian, which is governed by the time-dependent Schrödinger equation
i
∂
∂ t
|Ψ(t)⟩= Hˆ(t) |Ψ(t)⟩ . (2.1)
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The usual classification of topological phases is a priori no longer of relevance to these
scenarios, since the evolution of |Ψ(t)⟩ is no longer adiabatic. Indeed in a generic non-
equilibrium scenario, the wavefunction explores the space of states accessible under unitary
time evolution, compared to equilibrium scenarios where the wavefunction is constrained to
stay in the ground state of the instantaneous Hamiltonian. Generally, over arbitrarily long
times, the wavefunction will reach all (normalized) states in the Hilbert space due to the
ergodicity of dynamics1.
We saw before that wavefunctions belonging to different quantum phases cannot be
interconnected under adiabatic dynamics, i.e. as long as the system remains in equilib-
rium. However, we see here that all states in the Hilbert space are accessible through
non-equilibrium unitary dynamics in the long-time limit. Because the Hilbert space is simply
connected, it is impossible to construct a topological invariant that is well-defined for all
wavefunctions. We might conclude that topology plays no significant rôle in the dynamics of
systems far from equilibrium.
However, let us consider the process by which an area-law wavefunctions |Ψ1⟩ can evolve
into another area-law wavefunction |Ψ2⟩ under unitary dynamics. A formal expression for
the state of the system at intermediate times is given by the solution of (2.1)
|Ψ(t)⟩= Uˆ(t,0) |Ψ1⟩ ,
where Uˆ(t2, t1) :=T exp
(
−i
∫ t2
t1
dt ′Hˆ(t ′)
)
. (2.2)
Here,T is the time-ordering operation. We choose the Hamiltonian Hˆ(t ′) such that |Ψ(t f )⟩=
|Ψ2⟩ for some final time t f .
We start with the simpler scenario where no symmetries are required, i.e. the phase is
LRE. For some finite time 0 < t < t f , we ask about the entanglement structure of |Ψ(t)⟩.
By assumption, the initial wavefunction at t = 0 obeys an area law (1.7), so SA(0)∼ |∂A|.
In Section 1.3, we saw that there are strict limits on the amount entanglement that can be
generated under unitary evolution (so long as the Hamiltonian is local), imposed by the
Lieb-Robinson bound. Specifically, for a fixed region A, the entanglement entropy of ρˆA(t)
as a function of time SA(t) must be less than some upper bound that grows linearly in time
[20]. This is because distant degrees of freedom can only become entangled once they lie
within each others’ light cone, i.e. for t ≳ x/vL.R., where x is the distance separating them.
1This may not be the case when Hˆ(t) is either constant in time or is strictly periodic in time, and possesses
enough spatial disorder to enter a many-body localized phase [158]. However, in this work we are interested in
properties that do not depend on the specifics of the driving protocol. Even if the instantaneous Hamiltonian is
in an MBL phase, if it is driven in a non-periodic fashion, the dynamics will inevitably be ergodic.
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(a) – Equilibrium
Hλ
U(t, t0)
(b) – Non-equilibrium
Fig. 2.1 Illustration of equilibrium vs non-equilibrium topological classification. Black dots
represent various short-ranged entangled wavefunctions that respect a certain symmetry group
G. Panel (a) – In equilibrium, wavefunctions are classified into sets (blue circles) according
to whether each can be adiabatically connected through a family of symmetry-respecting
Hamiltonians Hλ parametrised by λ ∈ [0,1] (blue arrows). Panel (b) – The non-equilibrium
classification partitions wavefunctions into sets (red ellipses) according whether each can
be connected through some finite-time unitary evolution U(t, t0) = T exp[−i
∫ t
t0 dt
′H(t ′)]
(T = time-ordering) governed by a Hamiltonian H(t ′) that respects the symmetries in G
(red arrows). The latter deformation procedure is strictly more general than the formal, so
the non-equilibrium classification is always a subgroup of the equilibrium classification.
The implication is that for some fixed finite time t, the wavefunction |Ψ(t)⟩ still satisfies an
area law (see also Ref. [62] for a more rigorous proof).
By definition, as a wavefunction moves continuously within the space of area-law states,
it must remain within the same quantum phase (since a phase corresponds to a single
disconnected component of the space of area law states, see Section 1.2.1). We have seen that
|Ψ(t)⟩ is area-law entangled for t finite, and evolves continuously in time according to (2.1);
therefore |Ψ(t)⟩ must belong to the same quantum phase as the initial state |Ψ(0)⟩= |Ψ1⟩.
This can also be proven using the fact that for finite t, the unitary time-evolution operator
Uˆ(t,0) can be well-approximated by a finite-depth unitary circuit (albeit one whose range
increases with time [164]), which according to the notion of local unitary transformations
introduced in Section 1.2.1 cannot connect wavefunctions belonging to different quantum
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phases. We must conclude that in an infinite system, it will take an infinite time to evolve
into a state in a different topological phase. For a finite-size system, the crossover from area-
to volume- law happens on a timescale t∗ ∼ L/vL.R., which is extensive in the system size.
Therefore, for systems in non-equilibrium scenarios there is still a natural way in which
the dynamics is constrained by topology: Instantaneous wavefunctions with different topolog-
ical properties cannot evolve into each other in a finite time (from hereon we understand that
‘finite time’ implies a sub-extensive time when dealing with a finite-size system). Definition
1 is therefore still a useful construction in this context. We expect that systems undergoing
unitary time evolution will continue to exhibit universal behaviour characteristic of the the
topological phase in which it is initialised, up to some time that is extensive in the system
size (although exactly which observables reflect these topological properties remains to be
seen).
Our considerations so far apply to LRE phases with no symmetries, such as the integer
and fractional quantum Hall effects. Now let us incorporate symmetries into our discussion.
We wish to define an analogue of an SPT classification that applies to systems undergoing
unitary time evolution. In equilibrium, we considered ground state wavefunctions that do not
spontaneously break the symmetries of the Hamiltonian. It is important to note that, rather
naturally, we insist that symmetries are imposed at the level of the Hamiltonian. Indeed, in
any experimental set up, one generally has some degree of control over the Hamiltonian, and
the wavefunction is subsequently determined through the appropriate Schrödinger equation.
With this in mind, we wish to consider the space of states that can are accessible under unitary
time evolution generated by a Hamiltonian that respects the relevant symmetries. Again,
we distinguish states that can be accessed after arbitrarily long times from those that can be
reached in a finite time.
We therefore propose the following definition
Definition 3 (Classification of SPTs Out of Equilibrium) Two short-range entangled wave-
functions |Ψ1⟩ and |Ψ2⟩ both respecting the relevant symmetries are topologically equivalent
if and only if |Ψ2⟩ can be reached from |Ψ1⟩ through unitary time evolution over a finite time
governed by a symmetry-respecting, possibly time-dependent Hamiltonian.
The set of equivalence classes under this relation constitutes a topological classification
of symmetry-protected topological phases different from the usual one (Definition 2), as
illustrated in Fig. 2.1. Heuristically, the classification enumerates how many different
symmetry-respecting ground-state wavefunctions will remain topologically distinct once
they are driven out of equilibrium. Again we emphasise that while this definition is certainly
intuitively well-justified, it remains to be shown whether systems driven out of equilibrium do
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indeed exhibit behaviour that reflects this topological classification. This will be demonstrated
in the remainder of this thesis.
At first sight, one might expect that the above definition would be equivalent to the usual
equilibrium classification of SPTs. In terms of locality, we already know that finite-time
evolution is equivalent to adiabatic deformation [38]. Indeed, it has been suggested that
the topological invariants that characterise these phases are always constants of motion
[138, 245], which if true would confirm this simple expectation. However, such arguments
overlook an important aspect to do with symmetries. The tight relationship between the
symmetries of the Hamiltonian and those of the wavefunction which we are used to in
adiabatic settings does not always hold out of equilibrium. This effect, which we refer to as
‘dynamically-induced symmetry breaking’ (following our work Ref. [145]) is described in
the next section.
2.2 Dynamically-induced symmetry breaking
In equilibrium, if a Hamiltonian has a unique ground state, then that ground state will respect
all the symmetries of its parent Hamiltonian. The alternative is that some of the symmetries
are spontaneously broken, which leads to multiple ground states transforming non-trivially
under the action of symmetries. Given that we are not concerned with symmetry-breaking
phases of matter here, we assume this not to be the case. With this understood, what can we
say about symmetries of the wavefunction out of equilibrium?
First, let us understand the nature of symmetries that can occur in a quantum system.
According to Wigner’s theorem [238], symmetries must be either linear and unitary, or
antilinear and antiunitary. The former type are implemented by a unitary matrix UˆS acting on
Fock space, and the latter are implemented by the product of a unitary matrix and complex
conjugation UˆA ˆK . The conditions for a Hamiltonian Hˆ to satisfy each of the symmetries are
Hˆ = UˆSHˆUˆ
†
S (Unitary) (2.3a)
Hˆ = UˆAHˆ∗Uˆ†A (Antiunitary) (2.3b)
The most common type of antiunitary symmetry that one encounters in nature is time-
reversal symmetry. This is present, for example, in spin systems for which the external
magnetic field vanishes. For the majority of this work, we will only consider non-spatial
symmetries, i.e. those for which the operator UˆS,A can be written as a product of unitary
matrices on each site UˆS,A = uˆ⊗ uˆ⊗·· ·⊗ uˆ, with each factor acting on the Hilbert space of a
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single site. This excludes crystalline symmetries, wherein one also permutes the positions of
each site according to the rotations, reflections, and translations that make up the symmetry.
If a wavefunction is left unchanged by a symmetry operation, then we say it respects that
symmetry. Because the overall phase of a wavefunction is unphysical, this implies that a
symmetry-respecting wavefunction |Ψ⟩ must satisfy
|Ψ⟩= eiαUˆS |Ψ⟩ , (Unitary) (2.4a)
|Ψ⟩= eiαUˆA |Ψ⟩∗ (Antiunitary) (2.4b)
for some phase α . In the absence of symmetry-breaking, when |Ψ⟩ is the ground state of Hˆ,
one can verify that (2.3) implies (2.4).
Now let us consider the symmetry properties of wavefunctions far from equilibrium as
they undergo unitary dynamics. Suppose that the state is initially prepared in a symmetry
respecting state |Ψ(0)⟩ satisfying Eq. (2.4). If the Hamiltonian which governs the time
evolution also respects the relevant symmetry, is the wavefunction at a later time |Ψ(t)⟩
symmetry-respecting? When the symmetry is unitary, we can apply UˆS to |Ψ(t)⟩
UˆS |Ψ(t)⟩= UˆST exp
(
−i
∫ t
0
dt ′ Hˆ(t ′)
)
|Ψ(0)⟩
=T exp
(
−i
∫ t
0
dt ′UˆSHˆ(t ′)Uˆ†S
)
UˆS |Ψ(0)⟩
=T exp
(
−i
∫ t
0
dt ′ Hˆ(t ′)
)
e−iα |Ψ(0)⟩
= e−iα |Ψ(t)⟩ , (2.5)
where in the third line we have exploited Eqs. (2.3a) and (2.4a). Thus the time-evolved
wavefunction is still symmetry-respecting, as one would intuitively expect, for example,
in a system with reflection symmetry: neither the initial state nor the equations of motion
differentiate between the left and right halves of the system.
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We now perform the same calculation for the antiunitary symmetry (as I demonstrated in
Ref. [145])
UˆA |Ψ(t)⟩∗ = UˆA
[
T exp
(
−i
∫ t
0
dt ′ Hˆ(t ′)
)
|Ψ(0)⟩
]∗
=T exp
(
+i
∫ t
0
dt ′UˆAHˆ(t ′)∗Uˆ†A
)
UˆA |Ψ(0)⟩∗
=T exp
(
+i
∫ t
0
dt ′ Hˆ(t ′)
)
e−iα |Ψ(0)⟩
̸= e−iα |Ψ(t)⟩ . (2.6)
The presence of the factor of (−i) in the time-ordered exponential is not invariant under
antiunitary symmetries, even if the Hamiltonian itself respects the symmetry. Because of
this, unitary dynamics will in general break all antiunitary symmetries in any system – this is
the phenomenon of dynamically-induced symmetry breaking. The only way to restore the
symmetry is through some fine-tuned matching between Hˆ(t ′) and the initial state |Ψ(0)⟩,
which we do not consider here.
This analysis of symmetries highlights one of the key differences between equilibrium
and non-equilibrium dynamics: while antiunitary symmetries are stable in the context of
ground state physics, they are unstable against any time-dependent perturbations that may
be introduced to the system (either deliberately or inadvertently). Physically, antiunitary
symmetry operators induce a reversal of time, possibly combined with some other unitary
transformation. This effect therefore makes intuitive sense: the breaking of time-reversal
invariance comes through the time-dependence of the Hamiltonian itself. Although this effect
is well-known, the associated consequences for topological phenomena in non-equilibrium
scenarios have not yet been fully addressed.
Comparing the equilibrium vs. non-equilibrium classification of SPTs (Definition 2, 3),
we see that the latter involves deformations where the wavefunction breaks all antiunitary
symmetries at intermediate times, unlike the former. There are some simple cases where
this difference in symmetry properties can be understood immediately. If all symmetries
are unitary, then the deformation procedures for the two constructions are equivalent, and
so the equilibrium and non-equilibrium classifications are identical. If all symmetries are
antiunitary, then the deformation procedure out of equilibrium is the same as that for the
definition of quantum phases with no symmetries present. When dealing with SPTs, the
wavefunctions under consideration are all SRE. Thus, once symmetry is broken, there are
no quantum phases and the non-equilibrium classification is trivial, i.e. all wavefunctions
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are connected under the relevant deformation procedure. If the system in question features
a combination of unitary and antiunitary symmetries, then it is less clear how to compute
the non-equilibrium classification. We will develop new methods to calculate these cases in
Chapter 3.
It is important to note that the non-equilibrium classification for a given group of symme-
tries is not simply given by the equilibrium classification under the subgroup of only unitary
symmetries. As an illustrative example, consider fermionic systems in two dimensions with
time-reversal symmetry and charge conservation. This combination of symmetries gives rise
to two topologically distinct phases in equilibrium: a trivial phase and a quantum spin Hall
phase (see Section 1.2.2). With charge conservation only, there are an infinite number of
topological phases labelled by the Chern number Ch1. However, since the wavefunctions
being classified are all time-reversal symmetric, they must all have a Chern number of zero,
and so are trivial once time-reversal symmetry is dynamically broken. Therefore, although
antiunitary symmetries are not preserved under unitary time evolution, their presence is still
important in constraining the phases that are accessible in the first place.
Just as the classification of SPT phases in equilibrium allows one to make general
predictions about systems that are constrained to remain in their symmetry-respecting ground
states, the non-equilibrium classification has physical consequences for isolated systems
undergoing unitary time evolution. We highlight some of these consequences in the following
sections of this chapter. For the sake of simplicity, some of this discussion will explicitly
refer to non-interacting systems, which make up only a subset of all SPT phases. Almost
all of these results generalise to the strongly interacting regime, but we will be sure to point
out those that are specific to weakly interacting systems. Surprisingly, the non-equilibrium
classification also bears relevance to scenarios where the system is not isolated; these matters
are discussed in Chapter 4.
2.3 Topological bulk indices of one-dimensional free-fermion
systems
Some of the simplest systems that exhibit non-trivial SPT order exist in one spatial dimension
(1D), and can be well described using non-interacting fermions. Prototypical models within
this class include the Kitaev chain [122] and the Su-Schreiffer-Heeger model [203]. Before
investigating non-equilibrium physics, we briefly review the structure of equilibrium topolog-
ical phases in 1D free-fermion systems (i.e. those that admit a single-particle description),
and the methods used to analyse them.
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2.3.1 Symmetries and classification in equilibrium
A notable success in the theory of free-fermion topological phases was the classification
of topological insulators and superconductors within the ‘tenfold way’ [177, 193, 120,
187]. This encompasses non-interacting fermionic systems with non-spatial symmetries
(i.e. excluding crystalline symmetries such as rotation and reflection). In this case, the
many-body Hamiltonian is bilinear in fermion operators
Hˆ =∑
i j
cˆ†i (k)Hi j(k)cˆ j(k) , (2.7)
where cˆ†j(k) creates a fermion in a basis state j = 1, . . . ,n with quasimomentum k belonging
to the Brillouin Zone. The different basis states include other quantum numbers such as spin,
or position within the unit cell. Note that, for pedagogical reasons, we are treating systems
with discrete translation invariance; however all the phases that we consider here are stable in
the presence of perturbations that break translation symmetry. One can calculate the Bloch
wavefunctions, which are given by the eigenvectors of the single-particle Hamiltonian
H(k) |un(k)⟩= En(k) |un(k)⟩ . (2.8)
Here, n = 1, . . . ,N labels the bands. The many-body ground state of this system is a Slater
determinant of all orbitals having negative energy En(k) < 0 (we have set the chemical
potential to zero without loss of generality). Because the system is gapped, all bands are
either completely occupied, or completely unoccupied.
Symmetries of non-interacting systems impose certain constraints on the single parti-
cle Hamiltonian H(k). If one considers only non-spatial symmetries, then there are four
possibilities for the form of this constraint
UH(k)U† = H(k) (Unitary) (2.9a)
UT H(−k)∗U†T = H(k) (Time-reversal) (2.9b)
UCH(−k)∗U†C =−H(k) (Particle-hole) (2.9c)
USH(k)U
†
S =−H(k) (Chiral) (2.9d)
where the unitary matrices UT,C,S determine exactly how the symmetry is implemented, and
satisfy UTU∗T = ±1, UCU∗C = ±1, (US)2 = +1 [44]. Free fermion phases have the special
property that unitary symmetries of the type (2.9a) can always be eliminated by choosing a
basis in which U is diagonal, wherein H(k) becomes block diagonal, and each block can be
topologically characterized individually [187]. We therefore restrict our attention to the latter
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Symmetries Spatial Dimension d
Class UT UC US 0 1 2 3 4 5 6 7
A 0 0 0 Z 0 Z 0 Z 0 Z 0
AIII 0 0 1 0 Z 0 Z 0 Z 0 Z
AI + 0 0 Z 0 0 0 2Z 0 Z2 Z2
BDI + + 1 Z2 Z 0 0 0 2Z 0 Z2
D 0 + 0 Z2 Z2 Z 0 0 0 2Z 0
DIII − + 1 0 Z2 Z2 Z 0 0 0 2Z
AII − 0 0 2Z 0 Z2 Z2 Z 0 0 0
CII − − 1 0 2Z 0 Z2 Z2 Z 0 0
C 0 − 0 0 0 2Z 0 Z2 Z2 Z 0
CI + − 1 0 0 0 2Z 0 Z2 Z2 Z
Table 2.1 Periodic table of topological insulators and superconductors in equilibrium [177,
193, 120, 187]. The ten Altland-Zirnbauer symmetry classes are defined according to the
presence of time-reversal [UT , Eq. (2.9b)], particle-hole [UC, Eq. (2.9c)], and chiral [US,
Eq. (2.9d)] symmetries. The notation + (−) indicates that the relevant unitary matrix satisfies
UT,CU∗T,C =+1 (−1). For each symmetry class and spatial dimension, an Abelian group (0,
Z2, Z, or 2Z) is provided, the elements of which represent different topological phases. The
classification in spatial dimension (d+8) is the same as that in d dimensions.
three symmetries only. Note that in superconducting systems, particle-hole symmetry (PHS)
arises not as a physical symmetry, but is due to a redundancy in the Bogoliubov-de Gennes
equations [18].
Depending on the presence or absence of each of these symmetries, the system in question
belongs to one of ten Altland-Zirnbauer symmetry classes [6] (see the first four columns of
Table 2.1). Within a particular symmetry class, one can determine how many topological
phases of matter there exist in each spatial dimension, i.e. how many different single-particle
Hamiltonians there exist which cannot be continuously interconnected without closing the
gap. The full classification was first derived in Refs. [177, 193, 120, 187], and is presented
in the latter columns of Table 2.1. The table exhibits a remarkable repeating structure,
because of which it is sometimes referred to as the periodic table of topological insulators
and superconductors [120].
The classification is particularly simple to understand in one dimension, wherein all
free-fermion phases can be identified using the appropriate topological bulk index, known as
the Chern-Simons invariant CS1 (equivalently the Zak phase αZ [248])
CS1 ≡ αZ2π =
i
2π ∑nocc.
∫
BZ
dk ⟨un(k)|∂kun(k)⟩ , (2.10)
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where the sum runs over occupied bands only. The Bloch wavefunctions |un(k)⟩ are assumed
to vary sufficiently smoothly with k, and be periodic in the Brillouin Zone – this is only
possible thanks to the area-law nature of the ground state [125]. Roughly speaking, this
quantity is an analogue of the Chern number Ch1 for one-dimensional systems, which can
also be expressed as an integral of the |un(k)⟩ over the whole Brillouin Zone (see Section
3.1.1).
In general, CS1 is only defined modulo 1, since unitary rotations within the space of
occupied Bloch functions do not change the many-body ground state, but can change CS1 by
an integer (such transformations are referred to as gauge transforms [239]). Within the unit
interval over which the index is unambiguous, it can take any value. However, if a particle-
hole or chiral symmetry is present, then this quantity becomes quantized to a half-integer
[24]. In this case, CS1 cannot change as the ground state is continuously deformed, provided
that the relevant symmetries are enforced; it can thus be used as a topological invariant2.
Furthermore, in the presence of time-reversal and/or chiral symmetries, the integer part of
the expression (2.10) can be given physical meaning. It is simple to show that out of the
ten Altland-Zirnbauer symmetry classes, five can support a quantized bulk index that can
take multiple inequivalent values – these are the classes that possess non-trivial topological
phases. The equilibrium topological classification can be inferred from the set of possible
values of CS1, which is summarized in column 5 of Table 2.2.
2.3.2 Symmetries of the time-evolved state
We now turn to non-equilibrium dynamics in free-fermion systems, following our treatment
in Ref. [145]. Our first consideration is of symmetries of the wavefunction, which we expect
will prove important from the discussion of Section 2.2. Specifically, we anticipate that
dynamically-induced symmetry breaking will occur for some of the symmetries (2.9).
In equilibrium the symmetries of a Hamiltonian Hˆ are naturally inherited by its ground
state wavefunction |Ψ⟩. In the context of free-fermion systems, it is convenient to express
the symmetry constraints on the ground state in terms of the single-particle density matrix
ρi j(k) :=
〈
Ψ
∣∣∣ cˆ†i (k)cˆ j(k) ∣∣∣Ψ〉 ∑
nocc.
⟨i|un(k)⟩⟨un(k)| j⟩ , (2.11)
where |i⟩, | j⟩ are single-particle basis states, and the sum runs over occupied bands only. By
its Gaussian nature, |Ψ⟩ is uniquely specified by ρi j(k). The symmetries (2.9) in turn impose
2One can show that ground state wavefunctions possessing different values of CS1 are indeed in different
equilibrium SPT phases, in the sense of Definition 2.
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the following constraints on the single-particle density matrix [187]
UTρ(−k)∗U†T = ρ(k) (Time-reversal) (2.12a)
UCρ(−k)∗U†C = 1N −ρ(k) (Particle-hole) (2.12b)
USρ(k)U†S = 1N −ρ(k). (Chiral) (2.12c)
Unlike the Hamiltonian symmetries (2.9), this characterization of the ground state admits a
natural generalization out of equilibrium.
For concreteness, we will consider the following non-equilibrium protocol, which is rather
general: At time t = 0, the system is prepared in the ground state of an initial Hamiltonian
Hˆ i, possessing a certain set of symmetries. The system then evolves under the (possibly
time-dependent) Hamiltonian Hˆf(t), which is assumed to respect the same set of symmetries.
We consider properties of the wavefunction at some later time t. A similar analysis also
applies when the symmetry properties of the Hamiltonian change in time; however we will
not cover these scenarios in this thesis.
The single particle density matrix evolves as ρ(t,k) =U(t,0;k)ρ(0,k)U(t,0;k)† under
the single-particle time evolution matrix, defined in analogy to the many-body version
[Eq. (2.2)]
U(t2, t1;k) =T exp
(
−i
∫ t2
t1
dt ′Hf(t ′;k)
)
, (2.13)
where Hf(t,k) is the first quantized Bloch Hamiltonian for the final Hamiltonian Hˆf(t). By
replacing ρ(k) with ρ(t,k) in (2.12), we can determine whether the symmetries of the initial
state are preserved after a time t. We find [145]
UTρ(−k, t)∗U†T = ρ(k,−t) (Time-reversal) (2.14a)
UCρ(−k, t)∗U†C = 1N −ρ(k, t) (Particle-hole) (2.14b)
USρ(k, t)U†S = 1N −ρ(k,−t). (Chiral) (2.14c)
where we have used ρ(k,−t) to denote a fictitious system time-evolved by a time +t under
the Hamiltonian −Hf(t). In general ρ(k,−t) ̸= ρ(k, t), and so we infer that TRS and chiral
symmetries of the state are not preserved under dynamics, whereas PHS is preserved.
Although the PHS relation (2.9c) involves complex conjugation, it is important to note
that as a many-body symmetry operator, it is in fact unitary. It is distinguished from
conventional unitary symmetries in that it exchanges fermionic creation and annihilation
operators. After applying a PHS transformation to the quadratic Hamiltonian (2.7), the
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creation and annihilation operators can be anticommuted to restore their order, resulting
in a factor of (−1) and a transposition of Hi j(k), hence the form (2.9c). Based on our
expectations from Section 2.2, the fact that PHS is represented by a unitary operator in Fock
space explains why it is preserved under time evolution. Similarly, chiral symmetry (being
the product of TRS and PHS) is represented by an antiunitary in Fock space, and so is subject
to dynamically-induced symmetry breaking.
2.3.3 Dynamics of the bulk invariant
With knowledge of the symmetry properties of the time-evolved state, we are now in a
position to consider its topological properties. One of the simplest questions one can answer
is how the bulk index CS1 behaves under time evolution. Although CS1 is generally used
to characterize ground states, the expression (2.10) can be evaluated for any set of Bloch
functions, including those of the time evolved state |un(k, t)⟩ =U(t,0|k) |un(k,0)⟩. Here,
we consider the time-dependent bulk index CS1(t), focussing on the five symmetry classes
that possess non-trivial topological phases in 1D, and demonstrate how the non-equilibrium
classification defined in Section 2.1 can be used to predict its dynamics.
All area-law Gaussian wavefunctions that possess particle-hole symmetry (classes BDI,
D, DIII, and CII) must have a CS invariant quantized to 0 or 1/2 up to the addition of an
integer [24]. As we have shown, this symmetry is preserved under time evolution, and so
the time-dependent CS1(t) must also be quantized for t > 0. Moreover, assuming that all
Hamiltonians are smooth in k-space, the time evolution constitutes a continuous interpolation
between the initial and final states parametrized by the time t, along which CS1(t) remains
well-defined. Along such a continuous path, the bulk index cannot change discontinuously,
and so we conclude that the fractional part of CS1(t) must be constant in time when PHS is
present.
States which do not possess PHS can have a CS invariant quantized to half-integer values
if there is a chiral symmetry (class AIII). We have argued above that chiral symmetry will in
general undergo dynamically-induced symmetry breaking. Thus, for t > 0 the CS invariant
need no longer be quantized, and one expects CS1(t) to vary in time. This leads to the
surprising finding that even when the initial and final Hamiltonians satisfy the same (chiral)
symmetry at all times the bulk index becomes time-dependent.
Thus, through considering the symmetry properties of wavefunctions after some time
evolution, we are able to make general predictions about the dynamics of the bulk index far
from equilibrium: there are cases in which it remains quantized and constant, and those in
which it can vary continuously in time. However, it remains to be seen to what extent the bulk
2.3 Topological bulk indices of one-dimensional free-fermion systems 45
Sym. Class UT UC US CS1(t = 0) CS1(t)mod1 Classification
AIII 0 0 1 Z/2∗ Varies [0,1) 0
BDI + + 1 Z/2∗ Const. {0,1/2} Z2
D 0 + 0 Z/2mod1 Const. {0,1/2} Z2
DIII − + 1 Zmod2∗ Const. 0 0
CII − − 1 Z∗ Const. 0 0
Table 2.2 Topological characterizations of 1D free-fermion systems in and out of equilibrium.
The five non-trivial Altland-Zirnbauer symmetry classes in 1D are defined by the presence
of time-reversal, particle-hole and chiral symmetries (UT , UC, US, respectively) according
to Eq. (2.9), and we list the possible values that CS1(t = 0) can take in the ground state of
systems belonging to each symmetry class. Asterisks denote cases for which CS1 must be
evaluated in a gauge specified by the time-reversal or chiral symmetries. After time evolving
under a Hamiltonian in the same symmetry class, the fractional part of CS1(t) either varies
in time, or stays fixed to its initial value. The possible values of CS1(t) mod 1 are given,
which determine the topological classification out of equilibrium.
index, calculated in this simple way, encodes the topological features of the time-evolving
state.
One may naïvely expect that the topological properties of the initial state are preserved
as long as CS1(t) does not vary in time (as occurs for all non-trivial classes other than AIII).
However, this argument overlooks the gauge dependence of the bulk index. An individual
measurement of CS1(t) at some time t is still only defined modulo 1. In equilibrium, we were
able to resolve this ambiguity when time-reversal and/or chiral symmetries were present,
using a choice of gauge related to those symmetries. However, both these symmetries are
generically broken under dynamics, and these gauges are no longer well-defined. Therefore,
we should not ascribe any physical meaning to the integer part of CS1(t) once dynamically-
induced symmetry breaking occurs. There is thus no way to topologically distinguish
wavefunctions with the same CS1(t) modulo 1.
In symmetry classes DIII and CII, which both have a time-independent CS1(t), the bulk
index must be an integer (not a half-integer). Although the time-reversal symmetry allowed
different initial states to be topologically distinguished, the fractional part [CS1(t)mod 1] will
always be zero, regardless of the initial state. In these cases, the topological features of the
initial state are not reflected in the time-evolved wavefunction. In contrast, systems in classes
D and BDI can have a bulk index quantized to a half-integer, which remains distinct from
those states with CS1(t) mod 1 = 0 when driven out of equilibrium. In column 6 of table 2.2,
we list the possible values that [CS1(t) mod 1] can take after time evolution, which informs
us whether different time-evolved states in the same symmetry class can be topologically
distinguished from each other.
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A careful treatment of the dynamics of the bulk index therefore allows us to distinguish
two fundamentally different behaviours in topological systems far from equilibrium. In the
first (classes D and BDI), at least some of the topological features of the initial state, as
encoded by CS1(t = 0) mod 1, are exhibited in the time evolved state. In the second (classes
AIII, DIII, and CII), the time-evolved state contains no information about the topological
features of the initial state. Indeed, in Ref. [145], we explicitly showed that in these latter
cases, initial wavefunctions in different topological phases can evolve into the same state.
These considerations are specific to one-dimensional non-interacting fermionic systems,
but reflect the more general principles encapsulated by the non-equilibrium topological
classification introduced in Section 2.1. The constraints imposed by symmetries on the
dynamics of the bulk invariant allow us to identify obstructions to time-evolving between
certain wavefunctions under dynamics governed by a symmetry-respecting wavefunction.
We can understand those wavefunctions that have [CS1(t) mod 1] non-quantized or equal to
zero as being trivial in the non-equilibrium classification, and those with a bulk invariant
quantized to 1/2 as non-trivial.
The non-equilibrium classification refers to finite-time unitary evolution, which as we
discussed ensures that the wavefunctions in question remain area-law entangled. In a finite-
size system of length L, we saw that the time of evolution must be less than some maximum
time set by the Lieb-Robinson bound t < L/vL.R.. It is therefore prudent to consider what
happens to CS1(t) as this critical time is approached. For a non-interacting wavefunction,
the Bloch wavefunctions |un(k, t)⟩ will vary with k on a momentum scale on the order of
ξ (t)−1, the inverse of the correlation length of the wavefunction. (The correlation length is
defined such that components ρi j(t) are sufficiently small for |i− j|≳ ξ (t), and will grow
at most linearly in time, due to the Lieb-Robinson bound [20].) Around the critical time,
the correlation length becomes on the order of L, i.e. correlations span the whole system.
The momentum states in a finite system are discrete, separated by intervals of δk = 2π/L,
and so the derivative in Eq. (2.10) is only well defined when |un(k, t)⟩ varies on momentum
scales less than δk, i.e. ξ (t)−1 ≲ 2π/L. Thus, beyond the critical time L/vL.R., derivatives in
momentum space become poorly defined, which in turn invalidates the definition of CS1(t).
This confirms our expectations based on the arguments of Section 2.1, and also demonstrates
the relationship between topological properties out of equilibrium and the dynamics of
correlations, both of which are constrained by the Lieb-Robinson bound.
We note that in strongly interacting 1D systems, the CS invariant is no longer appropriate
for characterizing topology. In this case the relevant topological invariants do not have
a simple closed-form expression like Eq. (2.10), but are more complicated mathematical
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structures (which we will discuss in Section 3.2). Although in these cases one cannot
define a notion of a time-dependent bulk index, one can still conduct a similar analysis
by considering which topological features of the wavefunction remain well-defined after
dynamically-induced symmetry breaking.
2.3.4 Measuring the bulk invariant in experiment
In equilibrium, many bulk topological indices are directly related to physical observables,
such as the relation between the Chern number and the Hall conductivity [Eq. (1.8)]. This
holds in one dimension: Although the CS invariant [Eq. (2.10)] appears to be a complex
quantity which would require full wavefunction tomography to measure, it can in fact be
deduced from the bulk polarization of the system, i.e. the displacement of the fermions in
the system with respect to the centres of the unit cell. Here I show that this relationship still
holds out of equilibrium. The time derivative of the polarization of a material is given by
the current in the bulk, which in a system with discrete translation symmetry is given by
the group velocity operator ∂kHˆk. Upon summing over all bands and all quasimomenta, this
gives
⟨ j(t)⟩= 1
2π ∑nocc.
∫
BZ
dk ⟨unk(t)|∂kHˆk(t)|unk(t)⟩
=
1
2π ∑nocc.
∫
BZ
dk
{
∂k
[⟨unk(t)|Hˆk(t)|unk(t)⟩]−⟨unk(t)|Hˆ fk(t)|∂kunk(t)⟩−⟨∂kunk(t)|Hˆk(t)|unk(t)⟩}
=
i
2π ∑nocc.
∫
BZ
dk [⟨∂tunk(t)|∂kunk(t)⟩+ ⟨unk(t)|∂t∂kunk(t)⟩]
=
d
dt
CS1. (2.15)
We have integrated by parts, and used the periodicity of |unk⟩ in the BZ. Thus, the time
variation of CS1(t) can be directly measured in experiment as a current. Note that no
assumption of any form of adiabaticity is required. This result contrasts with the Chern
number in 2D for which the relationship with the Hall conductance does not hold out of
equilibrium [31, 215].
We have numerically verified that this relationship between the CS invariant and local
current holds, even within the bulk of a finite system. We consider a model of spinless
fermions, represented by operators ψˆ j, ψˆ†j acting on the sites labelled by j, with a hopping
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Fig. 2.2 Panel (a): Time-dependent CS invariant of a hopping model of spinless fermions
[with Hamiltonian given by Eq. (2.16)], calculated as a bulk integral in k-space (solid lines),
compared with the polarization QB(t) of a 24-site system with open boundary conditions,
using same hopping parameters (dashed lines). QB(t) is calculated as the expectation value
of the number of particles within the one half of the system. The red lines are for a system in
class BDI and the blue lines are for a class AIII system. The parameters for the quenches
are (J1,J2) = (0.3,eiα)→ (0.8eiα ,1) with B1,2 = 0.05 throughout; α = 0 for class BDI and
α = 0.4 for class AIII. The observables in the finite sample match the dynamics of the bulk
invariants even out of equilibrium, until correlations span the whole system at which point
the discrete nature of k-space invalidates Eq. (2.15).
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Hamiltonian
Hˆ =−∑
j
(J1ψˆ†2 j+1ψˆ2 j + J2ψˆ
†
2 j+2ψˆ2 j+1+B1ψˆ
†
2 j+3ψˆ2 j +B2ψˆ
†
2 j+4ψˆ2 j+1+h.c.) (2.16)
In general, the model possesses only a chiral sublattice symmetry (class AIII), but if all
hopping amplitudes are real, TRS and PHS are also present (class BDI). We consider a
quantum quench of this model, in which the ground state of (2.16) for a particular set of
parameters is prepared, and then time-evolved under a Hamiltonian with a different set
of parameters. Specifically, we choose (J1,J2,B1,B2) = (0.3,eiα ,0.05,0.05) before the
quench (ensuring that the initial state is topological CS1 mod 1 = 1/2), and (J1,J2,B1,B2) =
(0.8eiα ,1,0.05,0.05) after the quench, where α = 0.4 or α = 0 for systems in classes AIII
and BDI, respectively. Figure 2.2 shows the time variation of the CS invariants for AIII and
BDI systems, calculated as bulk integrals. This is compared to the bulk polarization QB(t)
in a finite system with the same hopping amplitudes, calculated as the particle number in
the right subsystem B (see inset). The gauge-invariant part of QB(t) equals CS1(t) up to an
integer, until correlations span the whole system. Thus in 1D, the change in the CS invariant
is directly measurable as particle accumulation.
2.4 Entanglement spectrum dynamics
We have so far seen that systems undergoing unitary dynamics are constrained explore the
space of wavefunctions that are equivalent to the initial state in the sense defined by the
non-equilibrium classification. Any quantity that witnesses the topological properties of
ground state wavefunctions should therefore reflect this classification. One such object is the
entanglement spectrum (See Section 1.2.3), which is the subject of this section.
2.4.1 Evolution of the entanglement spectrum
As in Section 2.3, we consider a scenario in which the system is prepared in some initial state,
and then evolves for a finite time under a symmetry-respecting time-dependent Hamiltonian.
We are interested in the eigenvalues of the reduced density matrix ρˆA(t) = TrB |Ψ(t)⟩⟨Ψ(t)|
at later times.
We presume that the initial state features entanglement spectrum degeneracies character-
istic of the topological phase that it belongs to. For concreteness, we will address a particular
class of one-dimensional systems, namely topological superconductors in symmetry classes
D, BDI, and DIII, which appeared in our discussion of bulk indices (See Table 2.2); however,
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the arguments we provide will apply more generally to other SPT phases. The models under
consideration are realized in mean-field descriptions of superconducting systems, whose
Bogoliubov-de Gennes equations can be described using a basis of Majorana fermions γˆαj ,
as described in Section 1.2.3. Any Hamiltonian that is bilinear in these Majorana operators
inherits a particle-hole symmetry satisfying UCU∗C = +1 [18]. If no other symmetries are
present, the system belongs to class D. If time reversal symmetry is added, then the system
belongs to class BDI (DIII) if the fermions have integer (half-integer) spin (which determines
the sign of UTU∗T ).
From Table 2.2, we see that there exist an infinite number of phases in class BDI, labelled
by different values of the integer-valued winding number ν := 2×CS1 (as calculated in a
particular gauge). In equilibrium, the winding number determines how many zero-energy
modes are present at each edge. Each of the |ν | modes can be described by a single Majorana
operator. On a given edge, all the modes are composed of Majorana operators of the same
flavour (A or B). Any bilinear Hamiltonian term that respects the time-reversal symmetry
must couple an A-fermion to a B-fermion [since a term of the form Hˆ = iγˆAj γˆAk is not invariant
under time-reversal, due to the factors of i in Eq. (1.9)], therefore these edge modes cannot
be gapped out by a Hamiltonian, unless time-reversal symmetry is explicitly broken. Note
that in our discussion of superconducting systems, Hamiltonian terms consisting of an odd
number of fermion operators are not considered, since these terms are forbidden by the
conservation of fermion parity3.
Now, when driven out of equilibrium, the reduced density matrix of the time-evolved state
ρˆA(t) = TrB |Ψ(t)⟩⟨Ψ(t)|, and in turn the entanglement Hamiltonian HˆE(t) = − log ρˆA(t),
will evolve continuously in time. In Section 1.2.3, we saw that the entanglement Hamiltonian
will possess topologically protected zero-modes if the wavefunction under consideration has
SPT order; thus, by assumption, HˆE(t = 0) will possess |ν | edge modes, protected by the
symmetries of the initial state. We know from Section 2.3.2 that time-reversal symmetry will
generically undergo dynamically-induced symmetry breaking, but particle-hole symmetry
will be preserved. Thus, for t > 0 time-reversal symmetry-breaking terms will be introduced
in HˆE(t). The |ν | gapless Majorana modes at each edge can therefore gap out; however
particle-hole symmetry (which is preserved in time) demands that they gap out in pairs (since
Hamiltonian terms that are linear in Majorana operators violate the conservation of fermion
parity). If |ν | is even (CS1 is an integer), then all the modes gap out; if |ν | is odd (CS1 is
a half-integer), then one mode will be left remaining, and the entanglement spectrum will
exhibit a degeneracy at times t > 0. We see that the condition for entanglement degeneracies
3Particle-hole symmetry and fermion parity symmetry are two equivalent descriptions of the symmetries
that arise in superconducting systems, and are often used interchangeably.
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to persist after time evolution is the same as the condition for the bulk index to remain
non-trivial out of equilibrium, i.e. CS1 mod 1 = 1/2⇔ |ν | is odd. Thus, as long as the time-
evolved wavefunction remains topologically non-trivial, the time-dependent entanglement
spectrum continues to exhibit degeneracies; however, one can no longer distinguish between
wavefunctions whose winding number differs by two.
In class D, the only non-trivial phase has one Majorana mode per edge, and so the
degeneracies of such systems out of equilibrium are the same as in equilibrium. In the non-
trivial phase of class DIII, a Majorana Kramers pair appears at each edge [25], corresponding
to opposite spin states. Because there are an even number of Majorana modes at each edge,
these will gap out after time evolution, and so edge degeneracies are not preserved in these
systems.
All these results regarding the presence of entanglement degeneracies are connected to
the existence of topological invariants that remain robust out of equilibrium, which in turn
can be inferred from the non-equilibrium classification. Indeed, the relationship between our
classification and the dynamics of the entanglement spectrum can be interpreted in a simple
intuitive way: Wavefunctions that are trivial under the non-equilibrium classification by
definition can be locally deformed to a product state without breaking any unitary symmetries.
Product states are fully unentangled, and so do not exhibit entanglement degeneracies.
Therefore, if there were a topological obstruction to gapping out the entanglement spectrum
of the time-evolved wavefunction, then it could not be deformed into a product state. Clearly,
entanglement degeneracies that remain robust under time evolution necessarily imply that
the system is non-trivial in the non-equilibrium classification.
Our results point to universal behaviour in the dynamics of the entanglement spectrum
far from equilibrium. The presence or absence of degeneracies can be predicted without
knowledge of the microscopic details of the system; one only needs to know which non-
equilibrium class the initial state belongs to. We expect that other quantities related to
the topological properties of ground state wavefunctions will behave analogously far from
equilibrium, e.g. string order parameters [55, 114, 90, 171].
2.4.2 Numerical simulations
To illustrate the connection between topology and the dynamics of the entanglement spectrum
in higher dimensions, we perform numerical simulations of quantum quenches in certain
two-dimensional systems. Specifically, we consider models models due to Haldane [91] and
to Kane and Mele [111] which have become prototypical examples of topological insulators
in symmetry classes A and AII, respectively. The edge modes associated with the topological
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Fig. 2.3 Geometry of the entanglement cut for 2D systems with periodic boundary conditions
in the x direction and open boundary conditions with a large system size in the y direction.
The dashed line represents the divide between regions A and B.
phases to which these systems belong were described in Section 1.2.2, and will be reflected
in the entanglement spectrum of the ground states of each model.
The Haldane model describes spinless fermions cˆ(†)i hopping on a honeycomb lattice
(with sublattices A and B), with Hamiltonian
HˆHal = J1 ∑
⟨ j,k⟩
(cˆ†j cˆk +H.c.)+ J2 ∑
⟨⟨ j,k⟩⟩
(
eiφ jk cˆ†j cˆk +H.c.
)
+m∑
j∈A
cˆ†j cˆ j−m∑
j∈B
cˆ†j cˆ j. (2.17)
where ⟨ j,k⟩ denotes nearest neighbours, and ⟨⟨ j,k⟩⟩ denotes next-nearest neighbours. The
phases φ jk originate from a staggered magnetic flux, and are equal to +φ for anti-clockwise
hopping about their common nearest neighbour, and −φ for clockwise hopping. The mass
term m serves to break the inversion symmetry of the lattice. The model possesses two bands
corresponding to the sublattice degree of freedom, and realises Chern numbers of 0, +1, and
−1 for various different parameter regimes.
The Kane-Mele model has the same honeycomb structure, but features spinful fermions
cˆ(†)i,α where α =↑,↓. Instead of a complex hopping (which breaks TRS), the model features a
spin-orbit interaction as well as a Rashba interaction. The Hamiltonian is
HˆKM = J1 ∑
⟨ j,k⟩,α
(cˆ†j,α cˆk,α +H.c.)+ iηs.o. ∑
⟨⟨ j,k⟩⟩,α,β
ν j,kcˆ†j,ασ
z
α,β cˆk,β
+ iλR ∑
⟨ j,k⟩,α,β
zˆ · (σ⃗ × r⃗ j,k)α,β cˆ†j,α cˆk,β +m ∑
j∈A,α
cˆ†j,α cˆ j,α −m ∑
j∈B,α
cˆ†j,α cˆ j,α . (2.18)
where ν j,k =−1 (+1) for clockwise (anti-clockwise) next-nearest neighbour hopping, and r⃗ j,k
is a unit vector in the direction from site j to k. We have also included the inversion symmetry-
breaking mass term. When ηs.o. is sufficiently strong, this model enters a topological quantum
spin Hall phase.
The topological invariant pertaining to the former system is the Chern number, which
is preserved under unitary dynamics [30, 49]. The latter system is in a topological phase
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Fig. 2.4 Dynamics of the single-particle entanglement spectrum for the Haldane model
(top) and the Kane-Mele model (bottom). In both systems, we start with a topologically
non-trivial initial state at t = 0 (left), and then time-evolve under a different Hamiltonian
by a time t = 2J−11 . The entanglement spectrum of the time-evolved state is plotted (right).
In the Haldane model, for which the bulk index is preserved in time, the spectrum remains
gapless after time evolution. However, in the Kane-Mele model, which is trivial under the
non-equilibrium classification, the edge state becomes gapped at finite times.
protected by time-reversal symmetry only, which is antiunitary, and so must be trivial in our
non-equilibrium classification. Therefore, in this case the relevant bulk topological properties
will not be preserved under unitary dynamics. For the Haldane model, we expect that the
chiral edge modes in the entanglement spectrum of the initial state will remain gapless under
time evolution. In the Kane-Mele model, we expect that the helical edge theory describing
the low-energy modes of the entanglement spectrum (see Section 1.2.2) will be perturbed
by TRS-breaking operators upon time-evolution, e.g. ψˆ†+ψˆ−+H.c. [using the notation of
Eq. (1.11), where ψˆ+(−) annihilates a right-(left-)handed fermion]. The entanglement modes
will accordingly acquire a gap.
In each simulation, we apply periodic boundary conditions in the x direction and make
the entanglement cut perpendicular to the y direction so that the wavevector kx is a good
quantum number, as illustrated in Figure 2.3.
In our simulation, the initial states are ground states of the Hamiltonians (2.17), (2.18)
for a certain set of parameters. We then time-evolve under Hamiltonians with different
parameters, and look at the entanglement spectrum of the state after some finite time tf,
which we choose to be 2J−11 in both cases. For the Haldane model quench, we choose
(J1,J2,φ ,m)t=0 = (1,0.3,0.4,0.1), and then change the phase to (φ)t>0 = −0.2. For the
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Kane-Mele model quench, we choose (J1,ηs.o.,λR,m)t=0 =(1,0.5,0.1,0.2), and then change
the spin-orbit coupling to (ηs.o.)t>0 = 1.5. Using the method of Peschel [168], one can infer
the single-particle entanglement spectrum from the equal-time correlation matrix on the
region A. The results are shown in Figure 2.4. We see that the entanglement spectrum of the
Haldane model remains gapless after the quench, however in the TRS-protected Kane-Mele
model, the entanglement edge mode becomes gapped after the quench. This is consistent
with our expectations.
2.5 Response of edge modes to noise
So far, we have studied the dynamics of quantities that, from a theoretical perspective,
are extremely useful in identifying topological properties, but are difficult to access in
experiment far from equilibrium (with the exception of the CS invariant in one dimension,
and the entanglement spectrum in a certain class of Hamiltonians [52]). These properties
characterize certain structures in the bulk of the system. On the other hand, many of the
proposed technological applications of these phases rely on the topological protection of
gapless modes at the edge. For instance, the quantized transverse conductance in the quantum
Hall effect is carried along chiral edge modes [92], and the protected Majorana edge modes
in 1D systems have potential as hardware in certain quantum computation architectures
[122] (see Section 1.2.3). From a practical point of view, it is important to understand how
these edge modes behave in systems driven out of equilibrium, and whether the features that
facilitate their applications remain robust in this context. Furthermore, given the intimate
relationship between bulk and boundary physics in equilibrium, it is natural to ask whether
a link exists between the fate of topological invariants and the dynamics of edge modes in
non-equilibrium scenarios.
2.5.1 Classical noise
In this section, we will be concerned with systems that are subjected to classical noise: some
term in the Hamiltonian that varies stochastically in time. This type of non-equilibrium
dynamics can be used to describe a number of different physical scenarios, such as experi-
mental setups where the control over the Hamiltonian is not perfect. Our non-equilibrium
classification scheme is well-suited to treat this type of drive, since its conclusions are not
specific to the particular way in which the system is driven out of equilibrium. We therefore
aim to leverage our results to make universal predictions about the dynamics of edge modes
in the presence of noise.
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We model the coupling of a system to a classical noise source as follows: The dynamics
is described by a time-dependent Hamiltonian Hˆ(t) that is the sum of the unperturbed part
Hˆ0 and a noise Hamiltonian Vˆ (t) which can be decomposed into an arbitrary number M of
independent channels, each varying stochastically:
Vˆ (t) =
M
∑
α=1
ηα(t)Vˆα . (2.19)
Without loss of generality, all noise operators Vˆα are assumed to be Hermitian. Crucially, we
demand that they are invariant under all the relevant symmetries of the system. The signals
ηα(t) are real, have zero mean, and are mutually uncorrelated. We consider Gaussian noise,
which can be completely characterized by the second moment
ηα(t)ηβ (t ′) = δαβ S˜α(t− t ′), (2.20)
where S˜α(t − t ′) is the inverse Fourier transform of the noise spectral function Sα(ω).
Overlines denote averages over noise realisations. For scenarios in which time-reversal
symmetry is relevant, it is natural that the noise source also be invariant under the reversal of
time S˜α(t) = S˜α(−t), i.e. there is no statistical bias between forward and backward directions
of time – this type of noise could therefore be achieved by coupling to a classical bath
which is itself governed by time-reversal symmetric equations of motion. Even when this
is enforced, a particular realization of the noise will not be invariant under t →−t. This
fact will prove crucial when discussing the robustness of edge modes that are protected by
antiunitary symmetries.
2.5.2 Coupling to edge modes
We are interested in the effect of noise on systems that exhibit topologically protected edge
modes. For concreteness, we will restrict our attention to one-dimensional superconducting
systems that possess Majorana-type edge modes (the same classes as those considered
in Section 2.4.1). However, unlike before, we will not assume that the system admits a
non-interacting description.
In a closed, time-independent system, these edge modes give rise to a degenerate ground
state subspace with an energy splitting that is exponentially small in the system size [122].
They are therefore capable of storing quantum information coherently over times that scale
inversely with this splitting, making these systems potential platforms for certain quantum
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computation architectures [112]. A question of both theoretical and technological importance
is whether this coherence survives the introduction of non-equilibrium effects.
In the following, we will consider models that feature two Majorana zero-energy modes
at each edge, which is the minimum number for the ground state subspace to form a two-level
system. (We will work in a given fermion parity sector, since the number of fermions in
the system can only ever change by an even number.) We denote these modes as γˆαλ , with
λ = L,R denoting the two ends of the system and α = 1,2 labelling the two modes on each
end. In addition to fermion parity symmetry, each system possesses some extra symmetry
ensuring that there are no Hamiltonian matrix elements which can couple the two γˆα on the
same edge – this is the origin of their protection in an isolated system. The symmetry may
be unitary (e.g. spin rotation invariance) or antiunitary (e.g. time-reversal symmetry). In
the odd fermion parity sector, we have the constraint γˆ1Lγˆ1Rγˆ2Lγˆ2R =+1. The two remaining
states are spanned by |0⟩ and |1⟩, which are eigenstates of iγˆ1Lγˆ2L with eigenvalue −1 and +1,
respectively.
An arbitrary qubit can be encoded in the edge modes as
|Ψ(t = 0)⟩= α |0⟩+β |1⟩ , (2.21)
with |α|2 + |β |2 = 1. A good quantum memory will allow α and β to be recovered after
some time (up to an overall unphysical phase of the wavefunction). Processes that modify
the complex phase between α and β represent decoherence, and will lead to loss of quantum
information. Changes of the magnitude of α and β correspond to the loss of classical
information. When the Hamiltonian is time-independent, |0⟩ and |1⟩ are eigenstates with
identical energies, and so the state |χ⟩ is indeed preserved. We now wish to determine
whether this still holds in the presence of classical noise.
Models of classical noise are often simplified by taking the limit of ‘white noise’, where
the noise correlators tend to a delta function S˜α(t− t ′) ∝ δ (t− t ′). In the frequency domain,
this implies that a given noise signal will feature components of arbitrarily high frequency.
Because the fluctuation rate of the noise signal exceeds the gap of the system Eg, bulk
excitations will be produced in pairs at a rate that can be estimated from Fermi’s golden rule:
Γ∼V 2ν(Eg), where V quantifies the strength of the noise signal ∥Vˆ (t)∥, and ν(Eg) is the
density of bulk states. A single excited bulk mode can propagate to the edge of a system,
allowing for the fermion parity of the edge modes to change, and in turn decoherence of the
topological qubit. Indeed in the long time limit, the whole system will generically heat to
an infinite temperature state, since the noise can increase the energy of the system without
bound. These ‘direct’ heating processes have been well understood previously [81, 99].
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For this reason, we will consider the case when Sα(ω) has a finite width (equivalently,
for S˜α(t − t ′) having a finite correlation time). If the spectral function is negligible for
frequencies above Eg, then bulk excitations will not occur, and the edge modes will remain
decoupled from the bulk. Does this energetic protection then guarantee the coherence of the
edge modes? To answer this question, we must consider the dynamics within the ground
state subspace, and in particular how it is constrained by symmetries.
2.5.3 Decoherence processes
The systems we consider respect unitary and/or antiunitary symmetries, generated by op-
erators UˆS, UˆA, respectively [Eq. (2.3)]. Within the ground state subspace, the symmetry
operations have the effect of toggling between |0⟩ and |1⟩
UˆS |0⟩= |1⟩ (Unitary) (2.22a)
UˆA |0∗⟩= |1⟩ (Antiunitary) (2.22b)
One can verify that either of these symmetries combined with fermion parity conservation is
sufficient to ensure degeneracy of the the ground state subspace4. The unitary symmetry is
relevant for a system that is composed of two decoupled superconducting chains, for which the
fermion parity of each chain is separately conserved, and each chain is in symmetry class D.
The antiunitary symmetry is relevant for time-reversal symmetric topological superconductors
(in symmetry classes BDI and DIII).
For concreteness, we consider the following preparation and measurement protocol: At
the initial time, the system is prepared in the state (2.21) in the absence of noise, i.e. when
Vˆ (t = 0) = 0. The noise is then gradually turned on, and the system proceeds to evolve for
a time t f under a particular noise signal. After this time, the noise is ramped down again,
and the state of the system is then measured. Thus the noise signals over the whole sequence
start and end at ηα(t = 0) = ηα(t = t f ) = 0. The specific form of this protocol makes the
measurement process at the final time unambiguous, since one can clearly distinguish |0⟩
and |1⟩ at the initial and final times. We will not specify the exact way in which the noise
is ramped up and down, understanding that this will not affect our conclusions regarding
long-time dynamics; however, we will make use of the fact that each noise trajectory executes
a loop in parameter space. We are interested in whether α , β can be recovered at the final
time t f .
4We assume that the Hamiltonian is local, meaning the two edges cannot be coupled, and so ⟨iγˆ1Lγˆ2L⟩ is a
good quantum number within the ground state subspace
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Because the noise is low-frequency, the time-dependent wavefunction can be captured by
an adiabatic ansatz
|Ψ(t)⟩= c0(t) |0Vˆ [η(t)]⟩+ c1(t) |1Vˆ [η(t)]⟩ (2.23)
where |0Vˆ [η(t)]⟩ and |1Vˆ [η(t)]⟩ are the instantaneous ground states of the Hamiltonian Hˆ0+
∑Mα=1ηα(t)Vˆα , which governs the time evolution at time t. Clearly, c0(0) = α , c1(0) = β . A
realistic model of noise will feature only local terms, which cannot change the fermion parity
in each edge separately; thus |c0,1(t)| are constant in time (assuming we work in a gauge
such that |0Vˆ (t)⟩ and |1Vˆ (t)⟩ have definite fermion parity on each edge). We therefore need
only consider the net phase difference accumulated between the two coefficients.
Now, time evolution is governed by the time-dependent Schrödinger equation
i
d
dt
|Ψ(t)⟩= (Hˆ0+Vˆ (t)) |Ψ(t)⟩ . (2.24)
We insert the adiabatic ansatz (2.23) into Eq. (2.24) to find equations of motion for the
coefficients
i
dc1(t)
dt
= ε[η(t)]c1(t)− i
〈
1Vˆ [η(t)]
∣∣∣∣ ddt 1Vˆ [η(t)]
〉
(2.25)
where ε[η(t)] is the instantaneous energy of |1Vˆ [η(t)]⟩, which is always instantaneously
degenerate with |0Vˆ [η(t)]⟩. In deriving this equation of motion, we have used〈
1Vˆ [η(t)]
∣∣∣∣ ddt 0Vˆ [η(t)]
〉
= 0, (2.26)
since the two ground states have opposite fermion parity on each edge, which itself is a good
quantum number for all times. A similar equation for c0(t) can also be derived.
The first term in Eq. (2.25) gives rise to a dynamical phase, and can be eliminated by a
parametrization
c1(t) = c˜1(t)exp
(
−i
∫ t
0
dt ′ ε[η(t ′)]
)
(2.27)
such that c˜1(t) obeys the equation of motion (2.25) without the first term on the right hand
side. The last term of (2.25) is identified as a geometric contribution to the phase of |Ψ(t)⟩.
We will find it useful to define the Abelian Berry connection, which is a vector in the
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M-dimensional parameter space [spanned by the noise coordinates ηα , as in (2.19)]
A⃗11[η ] :=
〈
1Vˆ [η ]
∣∣∣∣ ∂∂ η⃗ 1Vˆ [η ]
〉
= lim
δ η⃗→0
⟨1Vˆ [η ]|1Vˆ [η+δη ]⟩−1
δ η⃗
, (2.28)
and A00(t) is defined analogously. Normalization of |1Vˆ [η+δη ]⟩ requires A ∗11[η ] =−A11[η ].
Through this, we write 〈
1Vˆ [η(t)]
∣∣∣∣ ddt 1Vˆ [η(t)]
〉
=
d⃗η(t)
dt
· A⃗11[η ]. (2.29)
Note that, although the ground state subspace is degenerate, we do not need to consider
a non-Abelian Berry connection, since rotations between the two ground states require a
transfer of fermions from one edge to the other, which is a forbidden by locality.
The coherence properties of the qubit can be inferred from the time-dependence of the
relative phase of the coefficients. This can be extracted by integrating the equation of motion
Eq. (2.25)
c0(t)
c1(t)
=
α
β
eiφ(t),
eiφ(t) = exp
[
−
∫ t
0
dt ′
d ⃗η(t ′)
dt ′
(
A11[η(t ′)]−A00[η(t ′)]
)]
. (2.30)
Here, φ(t) is a real function of time, and is gauge dependent for t < tf. However, since
the noise signal completes its loop in parameter space, its value at t = tf is physical, and
represents the angle of dephasing between the two states for the particular noise realization
under consideration.
The symmetries of the system naturally constrain the form of the geometric phases
induced by the noise. Let us first consider the unitary symmetry. From the relation (2.22a),
and assuming the Hamiltonian to instantaneously respect the symmetries, we have |1Vˆ [η ]⟩=
UˆS |0Vˆ [η ]⟩ for all values of the parameters η . This implies
⟨1Vˆ [η ]|1Vˆ [η+δη ]⟩= ⟨0Vˆ [η ]|Uˆ†S UˆS|0Vˆ [η+δη ]⟩= ⟨0Vˆ [η ]|0Vˆ [η+δη ]⟩ . (2.31)
From the definition (2.28), this implies that
A11[η ] =A00[η ]. (Unitary) (2.32)
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In this case, the phases in the exponential of (2.30) cancel, and the phase induced for
a particular noise realization is necessarily zero. We conclude that when the protecting
symmetry is unitary, the quantum information in the Majorana modes will remain coherent
in the presence of noise.
We now turn to the antiunitary symmetry. In this case, the instantaneous ground states
are related by Eq. (2.22b)
⟨1Vˆ [η ]|1Vˆ [η+δη ]⟩= ⟨0∗Vˆ [η ]|Uˆ†AUˆA|0∗Vˆ [η+δη ]⟩
= ⟨0Vˆ [η ]|0Vˆ [η+δη ]⟩∗
⇒A11[η ] =−A00[η ], (Antiunitary) (2.33)
where we have used the fact that the Berry connection is pure imaginary. The geometric
phases for the two ground states therefore do not cancel in Eq. (2.30), and dephasing will
generically occur when the phase in question is protected by antiunitary symmetries. This is
natural, since Berry phases are complex quantities, which are not invariant under the action
of antiunitary symmetries.
When the protecting symmetry is antiunitary and the Berry connections do not cancel,
we can estimate the amount of dephasing over a total time t f . Because the preparation
and measurement steps occur in the absence of noise (ηα(t = 0) = ηα(t = t f ) = 0), the
parameters ηα(t) execute a loop in parameter space, so Stokes’ theorem can be employed to
calculate the dephasing angle
φ(t f ) =−2i
∮
η(t)
d⃗η ′ · A⃗11[η ′] =−2i
∫∫
dS ·Ω11[η ′] (2.34)
where the loop integral in parameter space follows the trajectory determined by the noise
realization under consideration, and the double integral is over a surface bounded by that
loop. Here Ω11[η ′] is the Berry curvature at the point η ′ in parameter space
Ωαβ11 [η ] =
∂
∂ηα
A β11[η ]−
∂
∂ηβ
A α11[η ] (2.35)
If the noise amplitudes are small, then the parameters η⃗(t) explore only a small region of
parameter space around the origin, and in this region the Berry flux can be assumed to be
a constant tensor5 Ωαβ11 [η ] ≈ Ωαβ11 . When there are two noise channels M = 2, the Berry
5It may be that the Berry curvature tensor vanishes at ηα = 0, in which case one must expand Ω
αβ
11 [η ] to
lowest non-trivial order in ηα , and perform the same calculation. However, this scenario only occurs when the
system parameters are fine-tuned, and thus we do not consider this case explicitly here.
2.5 Response of edge modes to noise 61
phase is approximately given by the signed area swept out by η⃗(0 ≤ t ≤ t f ) times the off
diagonal value of the Berry curvature Ωxy11. (The same results can be obtained for larger M by
projecting onto a two-dimensional surface orthogonal to the Berry flux.) This area can be
calculated as
A(t f ) =
∫ t f
0
dtηy(t)
dηx(t)
dt
(2.36)
where ηx,y are the two components of η⃗ . In this case we have φ(t f )≈ 2A(t f )Ωxy11.
Now, in a typical run of the experiment, the fidelity F(t) with which the qubit can be
extracted after a time t f is given by the noise-average of eiφ(t f ), which for Gaussian noise can
be calculated using the cumulant expansion
F(t) = exp
(
−φ(t)2/2
)
≈ exp
(
−2Ωxy11A(t f )2
)
. (2.37)
This requires us to calculate the second moment of the swept area
A(t f )2 =
∫ t f
0
dt
∫ t f
0
dt ′ηy(t)ηy(t ′)
dηx(t)
dt
dηx(t ′)
dt ′
=
∫ t f
0
dt
∫ t f
0
dt ′S˜xx(t− t ′) ∂
2
∂ t∂ t ′
S˜yy(t− t ′). (2.38)
At times t f much longer than the noise correlation time, we can integrate over the sum and
difference of t and t ′, discarding the corrections at the boundaries of the integral to give
A(t f )2 ≈ 12
∫ 2t f
0
dv
∫ t f
−t f
duS˜′xx(u)S˜
′
yy(u). (2.39)
We take the correlators S˜αα(t) to be on the order of V 2 times a dimensionless function of
(t/τn), where V is the typical strength of the noise and τn is the noise correlation time. This
dimensionless function will be peaked with a width of order 1, such that the integral over u
in the above becomes independent of t f . We therefore estimate the swept area to be
A(t f )2 ∼ t fV
4
τn
(2.40)
Finally, since the Berry curvature will scale as E−2g , where Eg is the bulk gap, we find that
the qubit fidelity decays exponentially in time
F(t f ) = exp
(−γt f ) (2.41)
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where the rate γ scales as
γ ∼ V
4
τnE4g
(2.42)
Note that this form for the decoherence rate is qualitatively different from that corresponding
to processes in which the bulk is excited (which for a thermal bath has Arrhenius form
γ ∼ e−Eg/T ).
We see that the dynamically-induced breaking of antiunitary symmetries within the
zero-energy edge mode subspace leads to decoherence of quantum information when low-
frequency classical noise is present. Most generally, we expect that quantum information will
only be robust against such noise if the edge modes can be protected by the unitary symmetries
alone – this is equivalent to the condition for a system to be non-trivial in the non-equilibrium
classification. Note that, because we have considered low-frequency noise, correlations do
not propagate into the bulk of the system. Therefore, the usual caveat regarding finite-time
unitary evolution that must be satisfied to make use of the non-equilibrium classification is
no longer required, and the classification can be applied to make predictions about long-time
physics.
Again, we emphasise that the noise correlation function need not break time-reversal
symmetry on average for this dephasing to occur [i.e. we consider the case S˜α(t) = S˜α(−t)].
The dephasing occurs because each realization of the noise will not be invariant under the
reversal of time, leading to a phase rotation of φ(t f ) [Eq. (2.30)]. Even though the distribution
of φ(t f ) is even by time-reversal symmetry, dephasing will occur.
2.5.4 Implications for other non-equilibrium protocols
Models featuring classical noise are generally somewhat phenomenological: the random
fluctuation of the Hamiltonian is designed to represent some external process that is effectively
random, and occurs independently of the system, i.e. the state of the system does not influence
whatever object is giving rise to the noise term. Such models can capture certain types of
open systems, which suggests that the the connection between decoherence of quantum
information and the non-equilibrium classification may hold in other types of open system.
In Chapter 4, we will demonstrate that the classification actually applies much more generally
to the dynamics of topological systems coupled to environment, even though the connection
to dissipative dynamics is less clear from Definition 3.
However, even if a noisy model is not appropriate for describing the system in question,
one can still draw conclusions from the results of the previous sections regarding the ability
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of edge modes to store quantum information. Indeed, the angle of dephasing between the two
ground states (2.30) can be calculated for any single choice of time-dependent Hamiltonian
Hˆ(t) (assuming it only has frequency components below the gap); this then made it possible
to then average over all choices of Hamiltonian trajectory in the noisy case [Eq. (2.37)].
Crucially, for systems that are trivial in the non-equilibrium classification, this angle will
depend on the specifics of the particular Hˆ(t), whereas it is identically zero for systems that
are non-trivial in the non-equilibrium classification. In the former case, a reconstruction of
the initially stored qubit based on measurements at a later time t f requires exact knowledge
of Hˆ(t) for 0≤ t ≤ t f . If one is not able to determine the microscopic Hamiltonian exactly
for all time, then this will lead to uncertainty in the readout of the qubit. Furthermore,
even if Hˆ(t) is known exactly, the problem of determining the state of the system at t = 0
from measurements at t = t f may be classically intractable (e.g. if the system is strongly
interacting, time evolving backwards over long times may be exponentially hard).
In contrast, for systems that are non-trivial in the non-equilibrium classification, the angle
of dephasing is zero independently of the trajectory of Hˆ(t). In these cases, any lack of
knowledge of the Hamiltonian or inability to simulate the dynamics of the system is not
important, and the measurements of the system at t = t f allows one to fully characterize the
qubit stored at t = 0.
2.5.5 Numerical simulations
We confirm these theoretical predictions with some numerical simulations of systems that
possess Majorana edge modes. We consider three one-dimensional systems in symmetry
classes DIII and BDI. As explained in Section 2.3.3, systems in the former class are unstable
out of equilibrium, whereas systems in the latter class remain topologically non-trivial under
dynamics if the winding number is odd (see Table 2.2). For this reason, we wish to compare
systems in class BDI with different values of the topological index, and we expect that only
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those which are odd will be protected. The three models we consider, therefore, are
Hˆ DIII =∑
j,σ
[
1
2
µ jcˆ†jσ cˆ jσ + J jcˆ
†
jσ cˆ j+1σ +∆ jcˆ
†
jσ cˆ
†
j+1σ
]
+∑
j
[
∆(s)j cˆ
†
j↑cˆ
†
j↓+α
R
j
(
cˆ†j↑cˆ j+1↓+ cˆ
†
j↓cˆ j+1↑
)]
+h.c.; (2.43a)
Hˆ BDIν=1 =∑
j,β
[
1
2
µ jβ cˆ
†
jβ cˆ jβ + J jβ cˆ
†
jβ cˆ j+1β +∆ jβ cˆ
†
jβ cˆ
†
j+1β
]
+h.c.; (2.43b)
Hˆ BDIν=2 =∑
j
[
1
2
µ jcˆ†j cˆ j + J jcˆ
†
j cˆ j+1+∆ jcˆ
†
j cˆ
†
j+1+ J
(2)
j cˆ
†
j cˆ j+2+∆
(2)
j cˆ
†
j cˆ
†
j+2
]
+h.c. . (2.43c)
Model (2.43a) features fermions cˆ jσ with a spin-1/2 index σ ; model (2.43b) features fermions
cˆ jβ where the label β = 1,2 distinguishes two disconnected chains; and Model (2.43c)
features spinless fermions cˆ j. The various terms featured in the models, all of which can vary
spatially, are a chemical potential µ j; a Rashba spin-orbit coupling term αRj ; a single-particle
hopping amplitude J j; and a p-wave (s-wave) superconducting pairing amplitude ∆ (∆(s)).
The p-wave superconducting and hopping amplitudes can couple fermions either 1 or two
sites apart – this difference allows us to access both the ν = 1 and ν = 2 phases in the class
BDI cases. Each single-particle Hamiltonian will respect PHS (UCU∗C = +1) due to the
redundancy of the Bogoliubov-de Gennes description [18]. In addition, when the parameters
are real, both systems satisfy a TRS. In the spinful system (2.43a) the TRS is symplectic
(UTU∗T = −1), putting it in class DIII. On the other hand, the latter two models possess a
TRS satisfying UTU∗T =+1 due to the spinless nature of the fermions, and hence belong to
class BDI.
The chains are duplicated (β = 1,2) in the model of (2.43b) so that each of the three
systems possesses two Majorana modes on each edge. As before, we work in the odd fermion
parity sector, within which the ground state is twofold degenerate, spanned by |0⟩, |1⟩ with
different eigenvalues of iγˆ1Lγˆ2L. In models (2.43a) and (2.43c) the zero modes are protected
against being gapped out by time-reversal symmetry, whereas in model (2.43b) the protection
stems from a unitary symmetry (a conservation of fermion parity in each chain separately).
We subject each system to two low-frequency noise channels, with a Lorentzian spectrum
Sα(ω) ∝ (ω2+Γ2)−1 where the width Γ is much less than the bulk gap.
To quantify the loss of information due to dephasing, we use the ‘recovery fidelity’
developed by the authors of Ref. [144], wherein the robustness of class D Majorana-based
memories to global fluctuations was studied. This quantity characterizes the extent to which
the initial information stored can be recovered by some optimal recovery process. To calculate
the fidelity, the authors consider two initial pure qubit states, labelled by +,− which are
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2.43
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Fig. 2.5 Decoherence of Majorana qubit memories due to temporal noise, as witnessed by the
recovery fidelity [Eq. (2.44)]. We compare three systems in d = 1 [with Hamiltonians given
in Eq. (2.43)], in symmetry classes DIII and BDI. Based on the dynamics of bulk invariants,
the topological properties of models (2.43a) and (2.43c) are unstable out of equilibrium,
whereas model (2.43b) is stable. This is reflected in the fidelity of storage in the associated
Majorana modes when local Lorentzian (TRS) noise is present: The fidelity for the stable
model (2.43b) saturates at a constant value, indicating the preservation of the qubit, whereas
the initial state information stored in the unstable models decays away completely, indicating
that there is no measurement which can be made to extract the initial qubit state.
opposite on the Bloch sphere, i.e. states such that the density matrix in the Majorana subspace
is ρˆ± = ρˆBulk0 ⊗ (ˆ1± σˆ x)/2, where ρˆBulk0 is the ground state density matrix of the bulk, and
the σˆ x acts in the Majorana subspace. These initial states are then evolved for a time t under
the same realization of the noise potential, and the states obtained from different realizations
are averaged to obtain mixed density matrices ρˆ±(t). In Ref. [144] it was shown that the
optimal process that one can perform to extract the qubit after a time t has a fidelity
Fopt(t) =
2
3
+
1
6
∥Γ+(t)−Γ−(t)∥op (2.44)
Here, ∥ · ∥op is the operator norm (which returns the largest eigenvalue), and Γ±(t) jk :=
Tr[ρˆ±(t)γˆ jγˆk] is the covariance matrix, where j,k label the set of Majorana operators in the
system.
We calculate the time dependence of the fidelity for each of the models (2.43) and plot
the results in Figure 2.5. All Hamiltonian parameters are site-independent, except for the
noise terms, which act on the two leftmost sites. The initial Hamiltonian parameters chosen
are: (µ,J,∆,∆(s),αR)DIII = (0.25,1,1,0.3,0.2) in model (2.43a); (µ,J,∆)BDIν=1 = (0.25,1,1)
in (2.43b); and (µ,J ,J(2)∆,∆(2))BDIν=2 = (0.25,0.2,1,0.3,1). These values are chosen such
that the systems are all in the desired phases, and have approximately equal decay lengths
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for the Majorana wavefunctions. Noise is introduced at each edge through an explicit time
dependence of µ j and ∆
(s)
j in (2.43a); µ jβ=1,2 and ∆ j in (2.43b); and µ j and ∆ j in (2.43c)
(with j = 1,2 on the left edge, and j = N− 1,N on the right edge). In Hˆ BDIν=1 , the noise
signals on the two disconnected wires are independent and uncorrelated. These noise signals
have an amplitude such that the root mean square of the signal
√
C(t = 0) = 0.1. We choose
the width of the Lorentzian noise spectrum to be small Γ= 0.02, so as to minimise coupling
of the edges and bulk. The length of each chain is N = 24, and the density matrices are
averaged over 20 noise realisations.
In model (2.43b), the non-equilibrium classification that we derived using is non-trivial,
which we argue ensures that qubits do not decohere. As expected, the recovery fidelity is
unaffected by the noise, and remains at 1. On the other hand, models (2.43a) and (2.43c) are
trivial out of equilibrium according to our classification. In these cases, the recovery fidelity
decays until the states which started with opposite qubit values become indistinguishable
from one another. There is thus no way of extracting the qubit in these cases where the
system topology is destroyed by non-equilibrium effects.
Chapter 3
Computing the Non-Equilibrium
Classification
In the previous chapter, we defined a topological classification for systems driven far from
equilibrium, and demonstrated how it can be used to predict universal behaviour in a variety of
non-equilibrium scenarios. The aim of this chapter is to explicitly compute this classification
for a wide variety of systems with physically relevant symmetries. Although there are some
simple cases for which the non-equilibrium classification can be immediately determined
given knowledge of the equilibrium classification (see Section 2.2), in many cases new
theoretical methods must be developed to obtain the desired results. The mathematical
formalisms that are appropriate to the task in hand may depend on the system’s dimensionality
and particle statistics, as well as the presence or absence of interactions, and whether spatial
and/or non-spatial symmetries are to be included. We will focus on two regimes here: non-
interacting fermionic systems within the tenfold way (Section 3.1), and interacting bosonic
SPTs with non-spatial symmetries (Section 3.2). In each case, we will briefly review how
the equilibrium classification is constructed, and then describe how we can generalize the
relevant techniques to derive the non-equilibrium classifications. Our results are summarised
in Tables 3.1 and 3.3 for free-fermion and interacting boson systems, respectively.
3.1 Tenfold way
As described in Section 2.3, the tenfold way encompasses non-interacting fermionic systems
with non-spatial symmetries [Eqs. (2.9)]. The equilibrium topological classification of the
tenfold way is provided in Table 2.1. Its periodic structure is evident: the classification for
a given symmetry class is related to that of another symmetry class by an appropriate shift
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of spatial dimension. To derive the classification and understand its periodic structure, a
number of methods can be used, such as those based on topological terms in nonlinear sigma
models [193, 194], or K-theory [120]. We find that the method that is most easily adapted
for our purposes is dimensional reduction, which is based on establishing mappings between
topological ground states in different spatial dimensions and different symmetry classes that
preserve all topological phase boundaries. We first review how this method can be used to
derive the equilibrium table, before using it to compute the non-equilibrium classification. As
in Chapter 2, our discussion will mostly refer to systems with discrete translation invariance,
however the phases in question are all stable against symmetry-preserving perturbations that
break this invariance.
3.1.1 Dimensional reduction in equilibrium
The starting point of the dimensional reduction procedure is to determine the set of topological
phases and associated bulk invariants in the absence of symmetries (class A). The invariants
are all functionals of the Bloch wavefunctions |un(k)⟩. A central quantity in the following is
the non-Abelian Berry connection in momentum space
A nm(k) = Anmµ (k)dk
µ := ⟨un(k) |dum(k)⟩ . (3.1)
A nm(k) is a differential 1-form with matrix structure from the band indices, which run over
occupied bands only (we will use Latin letters n,m, . . . to index the bands, and Greek letters
µ,ν , . . . for the components of the momentum space). The associated Berry curvature is a
gauge-invariant 2-form
F nm(k) =
1
2
Fnmµν (k)dk
µ ∧dkν := dA nm+(A ∧A )nm. (3.2)
The nth Chern character is then defined as [187]
chn(k) =
1
n!
Tr
(
iF
2π
)n
(3.3)
In d = 2n spatial dimensions, the Chern character can be integrated over the Brillouin zone
to obtain the nth Chern number, which is quantized to an integer (assuming that the Bloch
functions |un(k)⟩ describe an area-law entangled many-body wavefunction)
Chn :=
∫
BZ
chn(k) ∈ Z. (3.4)
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These bulk indices generalise the first Chern number Ch1, which we encountered in the
context of the quantum Hall effect [212]. The Chern numbers serve as topological invariants
in even-dimensional systems; in systems with odd spatial dimension, there are no free-
fermion phases in the absence of symmetry [193].
Starting from this simple classification for systems without any symmetries, dimensional
reduction can be used to classify systems with symmetries. The details of this procedure
depend on whether the system in question features a chiral symmetry or not. We therefore
consider the two cases separately here.
Non-chiral symmetry classes
Topological phases with different nth Chern numbers may or may not be compatible with
the addition of symmetries. For example, if time-reversal symmetry is imposed on a two-
dimensional system, then the first Chern number necessarily vanishes. Similarly, chiral
symmetry forces all Chern numbers to vanish. However, for particular combinations of
symmetries and spatial dimensions, the Chern number is unrestricted – the entries in Table 2.1
for which this is the case are termed the ‘even primary series’. The equilibrium classification
of these systems is denoted ‘Z’ (i.e. the group1 of integers, representing the different possible
values of Chn). For certain other combinations of d and symmetry class, the Chern number
is restricted to take only even values, in which case we denote the classification as ‘2Z’2.
Note that in these systems, the topological properties of the system persist even when
the symmetry is broken. Therefore, in the framework of Chen et al. [38], these systems are
long-range entangled, rather than SPT ordered. Despite this distinction, the equilibrium and
non-equilibrium topological properties of these systems can understood on the same footing.
The dimensional reduction procedure is based on embedding the Brillouin zone (BZ) of
the physical d-dimensional system within the BZ of a (d+ r)-dimensional system, in a way
such that all symmetries are preserved. For example, in a four-dimensional time-reversal
symmetric system (class AII), one can restrict the Bloch functions |un(k1, . . . ,k4)⟩ to the
three-dimensional subspace k1 = π , and obtain a valid description of three-dimensional
time-reversal symmetric system [154]. Given that the four dimensional system belongs to the
even primary series, one can try to learn about the topology of a physical three-dimensional
system from the Chern number of its parent.
1Each entry of the classification table has an Abelian group structure. The group operation represents a
‘stacking’ of two systems, e.g. if two systems with Chern numbers n1,n2 ∈ Z are coupled together without
closing the gap of the combined system, then the full system has a Chern number of n1+n2 [120].
2The group 2Z is of course isomorphic to Z, but we include the 2 to signify that only even topological
invariants are permitted.
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Using this approach, one finds that for each member of the even primary series in
d dimensions, the classification in dimensions (d− 1) and (d− 2) is Z2. These entries
termed the first and second descendants, respectively [177]. Let us prove this for the
four-dimensional class AII example. (All other descendants of the primary series can be
understood in analogous ways.) As in Section 2.3.2, we will make use of the ground state
single-particle density matrix ρ(k) rather than the Hamiltonian, since this formulation can be
naturally generalized to the non-equilibrium problem.
Consider a 3D TRS ground state characterized by the density matrix ρ (⃗k) as our physical
system. To understand whether this system is in an SPT phase, one can attempt to adiabati-
cally connect it to some trivial reference state ρ ref, which can be chosen to be independent
of k⃗ thus representing a uniform product state. One can always construct a one-parameter
family of states ρ4(⃗k,θ) that continuously connects the physical system ρ (⃗k) at θ = 0 to
ρ ref at θ = π . TRS will generally be broken for 0 < θ < π (indeed this will be necessary if
ρ (⃗k) is topologically non-trivial). Now one can close this path into a loop θ ∈ (−π,π] by
invoking a ‘super-TRS’ condition
ρ4(−⃗k,−θ) =UTρ4(⃗k,θ)∗U†T 0≤ θ ≤ π, (3.5)
where UT is the TRS operator. Since ρ (⃗k) and ρ ref respect TRS, this loop can be made
without any discontinuities. If θ is reinterpreted as an extra momentum variable in 4D, then
ρ4(⃗k,θ) describes a four dimensional TRS insulator. Since class AII in d = 4 belongs to the
even primary series, this ‘parent’ system can be characterized by the second Chern number
Ch2.
Because the reference Hamiltonian ρ ref is k⃗-independent, the regions of the 4D Brillouin
zone at θ =±π can be contracted to a single point. The higher dimensional momentum space
is therefore topologically equivalent to a ‘suspension’ Σ(BZ), as illustrated in Figure 3.1. The
second Chern number is the integral of the Chern form ch2 over Σ(BZ) [Eq. (3.4)], which can
be split into two contributions from θ > 0 and θ < 0, i.e. the North and South hemispheres.
Following Teo and Kane [209], one can show that the super-TRS condition (3.5) implies that
the two contributions are equal, and so we need only consider one hemisphere, which we call
ΣN(BZ). The Chern form ch2 is exact, which means it can be written as a total derivative of
a lower differential form, called the Chern-Simons form Q2n−1, i.e. chn = dQ2n−1 (here we
have n = 2) [187]. Thus, using Stokes’ theorem the integral over θ > 0 can be computed as
a surface integral on the boundary θ = 0, i.e. the physical BZ, giving
Ch2 = 2
∫
ΣN(BZ)
ch2 = 2
∫
BZ
Q3 =: 2CS3, (3.6)
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θ = 0
θ = +pi
θ = −pi
ΣN (BZ)
ΣS(BZ)
ρref
ρref
BZ
Fig. 3.1 The physical Brillouin zone (BZ) as the equator of a higher dimensional momentum
space parametrized by (⃗k,θ). At the poles θ =±π , the BZ is contracted to a point, repre-
senting the k⃗-independent reference state. The higher dimensional BZ is a suspension of the
physical BZ, denoted Σ(BZ).
where CS3 is the Chern-Simons (CS) invariant (the three-dimensional generalisation of CS1).
Because this latter integral is evaluated on the physical BZ, this invariant can be explicitly
calculated from ρ(k).
The CS invariant is gauge invariant only up to an integer. This gauge dependence reflects
the fact that different embeddings of ρ (⃗k) in the 4D BZ can yield Chern numbers that differ by
an even integer. Therefore, [Ch2 mod 2] (or equivalently CS3 mod 1) is an unambiguous Z2-
valued topological invariant that pertains to the 3D system – this relates the first descendant
(3D) to the primary series (4D) in class AII.
An entirely analogous construction can be used to relate a 2D class AII insulator to a
3D parent system. Again, the topology of the higher-dimensional insulator is inherited by
the lower-dimensional system, and one finds a Z2 index that characterizes two-dimensional
systems, known as the Fu-Kane (FK) invariant. However, applying this procedure again to
1D systems fails (see Ref. [177] for details). Note also that entries with 2Z classifications do
not have descendants, since if the Chern number is always even, then the CS invariant of the
lower-dimensional system must always be 0 mod 1.
Chiral Symmetry Classes
The above construction relates topological classifications in different spatial dimensions
for the same symmetry class, and only applies to those classes with no chiral symmetry.
One can also construct dimensional reduction procedures that relate systems in different
symmetry classes. The simplest case involves systems with only chiral symmetry (class
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AIII) in odd spatial dimensions. The procedure has to be slightly modified from the above.
Given a state ρ (⃗k) which respects chiral symmetry [Eq. (2.12c)], we can uniquely specify a
higher-dimensional state via [210]
ρd+1(⃗k,θ) = ρ (⃗k)cos(θ/2)− 12US sin(θ/2)+
1
2
[1− cos(θ/2)] θ ∈ [−π,π), (3.7)
where US is the chiral symmetry operator, and the last term enforces the correct trace.
Again, ρd+1(⃗k,θ) is k-independent at θ =±π , so the higher dimensional BZ is a suspension
(Fig. 3.1). The addition of a term proportional to US breaks the chiral symmetry, and so
the (d+1)-dimensional Hamiltonian belongs to class A and is characterizable by a Chern
number Ch(d+1)/2. It can be rigorously shown that under the mapping (3.7), topologically
distinct physical systems have parents with different Chern numbers, and vice-versa [210].
A simple (albeit less precise) way to see how the Chern number of ρd+1(⃗k,θ) relates to
the topology of ρ (⃗k) is by noticing that the higher dimensional system obeys an unusual
symmetry
USρd+1(⃗k,θ)U†S = 1−ρd+1(⃗k,−θ) (3.8)
which implies that the Chern character ch(d+1)/2(⃗k,θ) is again even under θ →−θ . By
arguments analogous to those used to derive Eq. (3.6), we then have Ch(d+1)/2 = 2×
CSd mod2, which quantizes the Chern-Simons invariant to a half integer modulo 1. Moreover,
there exists a gauge specified by the chiral symmetry operator in which the integer part of
CSd is unambiguously determined and we have Ch(d+1)/2 = 2CSd (without the modulo 2)3.
Therefore, two systems whose dimensional extensions (3.7) have different Chern numbers
cannot be adiabatically connected while maintaining chiral symmetry. These systems are
accordingly Z-classified.
If the physical system also respects TRS and PHS (classes BDI, DIII, CII, and CI), then
we can still use the mapping (3.7). In this case the symmetry of the higher dimensional
system changes according to [for d → (d+1) dimensions] [187]
AIII→ A; BDI→ D; CII→ C; DIII→ AII; CI→ AI. (3.9)
These relations determine the ordering of the symmetry classes given in Table 2.1. As
before, topologically distinct physical systems map onto topologically distinct parents and
vice-versa. This holds regardless of whether the parent is classified by a Chern number,
3See Ref. [187], Eq. (41) and the discussion therein for a details of the gauge dependence of the various
quantities discussed here.
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Chern-Simons invariant, etc. Therefore, the physical system has the same classification as in
(d+1) dimensions in the symmetry class given by (3.9). This completes the derivation of
the tenfold way in equilibrium.
3.1.2 Dimensional reduction out of equilibrium
Having described how the equilibrium classification can be obtained using dimensional
reduction procedures, we now adapt these methods in order to derive the non-equilibrium
classification, following our analysis in Ref. [146]. To do so, we introduce a non-equilibrium
version of dimensional reduction in the following way: Starting with an initial state ρ(k, t =
0) belonging to a particular symmetry class in d dimensions, we construct the higher-
dimensional insulator in (d+ r) dimensions ρ(d+r)(k,θ , t = 0) in the appropriate manner for
the equilibrium classification (θ is an r-dimensional vector). The physical (d-dimensional)
system evolves under the final Hamiltonian Hf(k, t). We then dimensionally extend this final
Hamiltonian to Hf(d+r)(k,θ , t) and consider the time-evolution of the higher-dimensional
system, whilst ensuring that the θ = 0 subspace remains true to the physical system. By
examining the time-evolved state in (d + r) dimensions ρ(d+r)(k,θ , t), we can infer the
topological properties of the physical time-evolved system. Importantly, as in equilibrium,
our conclusions regarding the topology of the physical system should be independent of the
choice of embedding in this higher dimensional space; however one should be restricted
to embeddings which respect the relevant symmetries of the system, e.g. by enforcing the
super-TRS condition (3.5).
Although the dimensional reduction parameter θ is often interpreted as a time coordinate
which traces out an adiabatic evolution of the ground state, one should not confuse this
parameter with the physical (generally non-adiabatic) time evolution in our non-equilibrium
protocol. Instead, θ can be thought of as a coordinate which labels a one-parameter family
of independent non-equilibrium protocols.
Having described the general procedure, we now systematically construct our non-
equilibrium table of topological insulators, considering each series in turn.
Primary series in d = 2n
As previously discussed, the primary series in even dimensions refers to the Z-valued entries
of the equilibrium table, and these systems are classified by the Chern numbers. Each
member of the even primary series possesses at most one symmetry which, roughly speaking,
is irrelevant for the topology of the system, since the classification is neither restricted nor
enriched by its addition.
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Because the Chern number is a discrete topological invariant that is always well-defined,
it must remain constant in time out of equilibrium, independently of any symmetry properties
(as discussed in Section 2.1). This behaviour has been explicitly proved for two dimensional
systems in previous studies [72, 188, 49, 30]. Wavefunctions with different Chern numbers
therefore cannot be connected under finite-time unitary evolution, and so the non-equilibrium
classification is the same as the equilibrium classification (Z). The primary series in d = 2n
are coloured black in Table 3.1.
As we found for the one-dimensional bulk index CS1, finite-size systems possess a
time L/vLR beyond which the discrete nature of momentum space makes the derivatives in
Eq. (3.1) poorly defined, and so it is meaningless to consider the dynamics of the Chern
number. These scenarios fall outside the scope of the non-equilibrium classification, since
they involve unitary evolution over times that are extensive in the system size.
First and second descendants in d = 2n−1 and d = 2n−2
The first and second descendants of the even primary series are derived by dimensionally
extending the physical system, as described in Section 3.1.1. We can consider the dynamics
of the higher-dimensional system to inform us about topological properties of the descendants
when driven far from equilibrium.
If the descendants are PHS-protected (class D in d = 0,1 and class C in d = 4,5), then
we can dimensionally extend the initial state and final Hamiltonian in a PHS-symmetric
way. Because PHS is unitary (and thus does not undergo dynamically-induced symmetry
breaking), this ensures that ρ(d+r)(k,θ , t) will respect PHS for all time. We can then apply
the usual arguments that relate the topological properties of ρ(k, t) and ρ(d+r)(k,θ , t) to the
time-evolved state. Since the higher-dimensional system belongs to the even primary series,
its Chern number remains well-defined and constant in time (Section 3.1.2). Accordingly,
the topological properties of the physical system cannot change in time. The non-equilibrium
classification for these systems is therefore the same as in equilibrium (Z2).
Analogously, if the descendants are TRS-protected (class AII in d = 2,3 and class AI
in d = 6,7), then we extend the initial state and final Hamiltonian in a TRS-respecting way
[Eq. (3.5)]. However, for t > 0 the (d+ r)-dimensional extended state ρ(d+r)(k,θ , t) will not
respect TRS due to dynamically-induced symmetry breaking. Although the Chern number of
the parent system remains constant in time, it can no longer be used to infer properties of
the physical system, because of the breaking of TRS. More explicitly, for first descendants,
we find that the relationship (3.6) between Chn and CS2n−1 no longer holds, because the
contributions to Chn for θ > 0 and θ < 0 are not equal once TRS is dynamically broken. The
CS invariant will therefore no longer be quantized, and will vary continuously in time, as
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we saw for class AIII in d = 1 (Section 2.3.3). The non-equilibrium classification for these
systems must therefore be trivial, since there is no obstruction to time-evolving between
TRS-respecting wavefunctions belonging to different SPT phases. The second descendants,
being derived from the first descendants, must also be trivial out of equilibrium4. All the
cases covered in this section are marked in blue in Table 3.1.
Primary series in d = (2n−1)
We now turn to Z-classified systems that feature a chiral symmetry, i.e. the odd primary series.
Let us start with the case where the only symmetry present is chiral (class AIII in d = 2n−1).
These systems are related to class A systems in (d+1) dimensions via the extension (3.7).
The symmetry (3.8), which is inherited from the chiral symmetry of the phyical system,
allowed us to relate the Chern-Simons invariant of the physical system CSd to the Chern
number of the parent Ch(d+1)/2 (although only modulo 2). However, chiral symmetry is
broken under time evolution. Eq. (3.8) is then no longer true, and the arguments used to
relate the two systems do not hold. As we saw for the TRS descendants, the contributions to
the Chern number from the two hemispheres θ > 0 and θ < 0 are no longer equal, and so
CSd is not quantized. The non-equilibrium classification for systems in class AIII is therefore
trivial.
For members of the odd primary series that possess TRS and PHS in addition to chiral
symmetry, we must consider how the classification is affected by the symmetries of the
higher-dimensional system. In particular, the parent Hamiltonian will respect either TRS or
PHS, according to Eq. (3.9). If the parent possesses TRS (as for DIII and CI, which have
class AII and AI parents, respectively), then the above arguments are unchanged, since TRS
will be dynamically broken. The non-equilibrium classification is therefore trivial. However,
if the higher dimensional system possesses PHS (as for BDI and CII, which have class D and
C parents, respectively), then we must account for this extra symmetry. We have seen that the
contributions to Ch(d+1)/2 from the two hemispheres are equal if either PHS or the symmetry
(3.8) is present. While the latter is dynamically broken, the former is not. Therefore, for these
classes the relation Ch(d+1)/2 = 2×CSd mod 2 still holds for t > 0, although the integer part
of CSd can no longer be resolved. The non-equilibrium classification is then reduced from Z
to Z2. In essence, once chiral symmetry is broken, the primary series for classes BDI and
4Unlike the first descendants, the relevant bulk index for second descendants (the Fu-Kane invariant [75]),
does not vary in time [138]; however the above argument highlights that the FK invariant is no longer appropriate
for capturing topological properties far from equilibrium. Indeed, the FK invariant must be calculated in a
gauge specified to the TRS operator in order to be unambiguously defined, and once TRS is dynamically broken
this gauge is no longer well-defined.
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CII are reduced to first descendants of the class D and C primary series, respectively. The
odd primary series are marked in red in Table 3.1.
First and second descendants in d = (2n−1)−1 and d = (2n−1)−2
The non-equilibrium classification for the descendants in chiral symmetry classes can be
understood in a similar way to the odd primary series. In equilibrium, the dimensionally
extended system (3.7) respects either TRS or PHS [Eq. (3.9)]. Again, due to dynamically-
induced symmetry breaking, we cannot rely on TRS or chiral symmetry to relate the clas-
sifications of the physical system to the parent for t > 0, and so in classes DIII and CI the
non-equilibrium classification is trivial. For the first descendants in classes BDI and CII,
the parent systems are themselves first descendants in classes D and C respectively. Once
chiral symmetry is broken, the physical system can be understood as a PHS-protected second
descendant. The non-equilibrium classification is Z2.
However, if we go to one lower dimension, then a generalisation of the above arguments
would require us to interpret the physical system as a third descendant of the even primary
series. As shown in Ref. [177], one cannot derive a topological invariant in such a way. Even
though PHS is preserved, there is no topological invariant that we can define for the system
that relies only on PHS, and so the non-equilibrium classification for these systems is trivial.
The systems studied in this section are marked in orange in Table 3.1.
2Z classified systems
The only systems that remain to be classified are those which have a 2Z classification in
equilibrium; these occur four dimensions below the primary series. In even dimensions,
these are classified by the Chern number just as in the primary series, but the extra symmetry
implies that the Chern number must be even [187]. We can employ exactly the same reasoning
as in Section 3.1.2 to show that this even Chern number must be constant in time, and so the
non-equilibrium classification is the same as in equilibrium.
In odd dimensions the 2Z systems are classified in the same way as the odd primary
series, with the understanding that only even topological indices are possible. We have
seen that for the odd primary series, the relevant invariants either become non-quantized
(classes CI and DIII), or their parity is preserved (classes BDI and CII). However, since the
initial state must have a topological invariant of even parity, all states become topologically
equivalent out of equilibrium, and the classification is trivial. The systems covered in the
above are coloured green in Table 3.1.
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3.1.3 Structure of the non-equilibrium tenfold way
Having considered all symmetry classes in all spatial dimensions, we arrive at our non-
equilibrium classification for the tenfold way given in Table 3.1. Some comments on its
structure are required.
The fact that PHS is the only symmetry that is preserved under dynamics indicates that
the wavefunction will belong to one of the symmetry classes A, D, or C for t > 0. The
equilibrium classification of these classes therefore acts as a ‘upper bound’, in that the
non-equilibrium entry must be a subgroup of the corresponding equilibrium entry A, D, or
C. The reason that the non-equilibrium classification is not simply given by the equilibrium
classification in the corresponding class is that antiunitary symmetries can still prevent certain
topological phases from being realised in the first place, despite not being preserved under
time evolution. For instance, TRS forbids a non-trivial Chern insulator in two dimensions,
and so the non-equilibrium classification is not Z, but 0. In d = 3 and 7, the equilibrium
classifications of classes A, D, and C are all 0, hence all non-equilibrium classifications in
d = 3 and 7 are 0.
The equilibrium table exhibits two forms of periodicity: Firstly, the table is invariant if all
spatial dimensions are shifted by d→ d+8. This is naturally also seen in our non-equilibrium
table, since all our arguments are invariant under such an eightfold dimensional shift. The
equilibrium table is also invariant if the dimension is increased by one and the symmetry
classes are all shifted down in the order that they are given in Table 3.1 (for real and complex
classes separately). This full periodicity is not reflected in the non-equilibrium classification,
because of the differences between the three symmetries: only PHS is preserved out of
equilibrium. However, a subset of this periodicity survives. For each of the real symmetry
classes, there is another class in which the same types of symmetry are present, but the
quantities UTU∗T and UCU∗C have opposite sign – these appear four rows above or below.
Because PHS and TRS are respectively preserved and broken independently of these values,
our arguments can still be applied when the spatial dimension is shifted by d → d+4, and
these pairs of symmetry classes are all swapped.
3.2 Interacting bosonic SPTs
While the topological phases within the tenfold way are robust against weak interactions, they
all have free-fermion representatives. In contrast, some SPTs do not admit a non-interacting
description, and these are referred to as strongly interacting, or strongly correlated phases.
In particular, all topological phases of bosons must be of this kind, since the ground states
of non-interacting bosonic systems are trivial condensates. In this section, we derive the
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non-equilibrium classification for interacting bosonic SPTs with non-spatial symmetries, the
results of which are summarised in Tables 3.2 and 3.3.
The single-particle quantities discussed in the previous section do not contain enough
information to encode the various topological properties relevant to interacting SPTs. Instead
of working with ρ(k), we must instead adopt the theoretical technology used to describe
many-body wavefunctions with area-law entanglement, since these are the states that are
relevant for our classification. As already mentioned in Section 1.1.2, there exist particular
many-body wavefunction ansätze for which the area law is manifestly satisfied. The most
commonly used are matrix-product states [68, 167] (MPS) and their generalization to higher
dimensions, known as projected entangled-pair states (PEPS) [218, 220]. Not only are these
wavefunctions useful from a computational perspective, but they also allow one to construct
analytical arguments regarding the topological properties of ground state wavefunctions.
Specifically, through studying the space of all possible symmetry-respecting MPS and PEPS
wavefunctions, a classification of bosonic SPT phases in equilibrium has been put forward5.
For simplicity, we find it helpful to first consider one-dimensional systems. We review
how the classification is derived, and then generalise those arguments to construct the non-
equilibrium classification. We then explain how our methods pertaining one-dimensional can
be extended to all spatial dimensions, using group cohomological methods.
3.2.1 One dimensional interacting SPTs in equilibrium
The methods used to classify one-dimensional bosonic SPTs were first developed in Refs. [172,
39, 195, 40, 171]. Because the ground states of the systems in question satisfy an area law,
we can make use of the matrix product state (MPS) representation [93, 196] (see Section
1.1.2), which takes the form [68, 167]
|Ψ⟩= ∑
i1,i2,...,iL
Tr
[
A[1]i1 A
[2]
i2 · · ·A
[N]
iN
]
|i1, i2, · · · , iN⟩ . (3.10)
Here, |i1, i2, · · · , iN⟩ are product states labelled by the on-site quantum numbers {ik = 1, . . . ,s}
with local Hilbert space dimension s, and each A[k]ik is a D×D matrix that parametrizes the
wavefunction. Although the bond dimension D is arbitrary, a wavefunction with area law
entanglement can be efficiently captured using some fixed finite choice of D.
5In those works, and in this paper, the theoretical framework covers only pure SPTs, which excludes systems
with surface intrinsic topological order, among other exotic phases in spatial dimension d ≥ 3 [222, 228, 29,
234].
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Importantly, not only can all ground states be well approximated by an MPS, but also all
MPS states are the unique ground state of some local Hamiltonian6 [68]. Therefore, a topo-
logical characterization of the space of MPS wavefunctions is equivalent to a classification
of topological phases in the sense of Definition 2. Such a classification can be obtained by
enumerating the inequivalent ways in which the matrices A[k]ik can transform under the action
of symmetries [39].
If the wavefunction respects a group of symmetries G, then this imposes restrictions
on the A[k]ik . If the symmetries are realised by on-site unitary operations, U(g) = u(g) ⊗
u(g) ⊗ ·· · ⊗ u(g) (where each unitary u(g) is a s× s matrix acting on one site only), then
the condition for |Ψ⟩ to respect the symmetry is [40]
s
∑
j=1
u(g)i jA j = α(g)R−1(g)AiR(g) (3.11)
where α(g) is a g-dependent phase factor, R(g) is a D×D matrix, and for simplicity we
have assumed translational invariance, dropping the superscript labels on the A (however we
will only be interested in topological invariants that remain well defined when translation
symmetry is broken). A crucial observation made in Refs. [39, 172] is that to be consistent
with the group structure of G, the matrices R(g) need only respect the multiplication rule
of G up to a phase factor: R(g1g2) = ω(g1,g2)R(g1)R(g2), where ω(g1,g2) is a modulus-
1 complex number known as the factor system. This implies that the R(g) form a one-
dimensional projective representation of the symmetry group G, as opposed to a linear
representation which satisfies R(g1g2) = R(g1)R(g2). It was shown [39] that wavefunctions
belong to the same SPT phase if and only if their projective representations are equivalent,
in the sense that they can be related through multiplying one by a linear representation7.
Therefore, the topological phase to which the ground state |Ψ⟩ belongs is entirely determined
by the equivalent class of the factor system ω(g1,g2).
The analysis when G features both unitary and antiunitary elements follows similarly.
In bosonic systems, G will factorize as G = GT ×ZT2 or G = GT ⋊ZT2 , where the group
ZT2 = {1,T} contains a group element T corresponding to a time-reversal symmetry, and
the choice depends on whether time-reversal commutes with the other group elements or
6The MPS (or PEPS in higher dimension) must further satisfy certain (generalised) injectivity conditions,
which are satisfied as long as the system does not spontaneously break symmetry [40, 240].
7If translation invariance is also imposed on the system, then α(g) is a good quantum number, and cannot
change unless the gap closes, or the symmetries and/or translation invariance is broken. However, we will only
be concerned with SPT phases that are robust against translational symmetry breaking here.
3.2 Interacting bosonic SPTs 81
not8. Time-reversal acts on the Hilbert space as V (T ) = v ⊗ v ⊗ ·· · ⊗ vK, where K is the
complex conjugation operator and v is an on-site unitary. For our purposes, one can assume
that vv∗ = 1 without loss of generality9. Just as for unitary symmetries, the MPS can be
classified according to the way in which it transforms under the action of the whole symmetry
group. The unitary subgroup GT generates the same data as described above. In addition to
this, the MPS must also transform consistently under the action of the antiunitary element T .
This implies that
s
∑
j=1
vi jA∗j = M
−1AiM (3.12)
for some D×D matrix M. To be consistent with the ZT2 group product T 2 = 1, we must have
MM∗ = β (T )1D, where β (T ) =±1 [40]. The two choices of β (T ) correspond to the two
distinct antilinear projective representations of ZT2 .
The objects so far [ω(g1,g2) and β (T )] quantify how the group product is represented
for GT and ZT2 separately; however one also needs to understand how group products
between unitary and antiunitary elements are realised. By applying the symmetries (3.11)
and (3.12) in different orders, the authors of Ref. [40] demonstrated that, when G=GT ×ZT2
(i.e. T gT = g), the projective representations must satisfy a projective commutation relation
M−1R(g)M = γ(g)R(g)∗ (3.13)
where γ(g) is a phase factor that forms a linear 1D representation of GT . The matrices R(g)
are only unambiguously defined up to multiplication by a 1D linear representation of G [see
Eq. (3.11)], which in turn changes γ(g) by the square of that representation. Therefore, two
systems with phase factors γ(g) that belong to different elements of the quotient group G /G2
cannot be adiabatically connected (here G is the group of 1D representations of GT , and
G2 is the group of those representations which are squares of other representations). When
G = GT ⋊ZT2 , one replaces R(g) with R(g−1) on the right-hand side to account for the fact
that elements of GT do not commute with time-reversal, and the same arguments can be
applied.
8Most generally, G is a group extension of its unitary subgroup GT by an antiunitary group ZT2 : 1 →
GT → G → ZT2 → 1 which might not split as a direct or semi-direct product [153]. A notable exception is
half-integer-spin fermionic systems with a time-reversal symmetry satisfying T 2 = Pf (Pf is the fermion parity
operator), which has a ZT4 structure {I,T,Pf ,T Pf }.
9In a system for which vv∗ =−1, the unit cell can be doubled, after which one has vv∗ = 1 [39]. In doing
this, one loses information about certain topological invariants that depend upon translation invariance, which
we are not concerned with here.
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On the one hand, in comparison to the classification for only unitary symmetries GT ,
these new relations give rise to new topological phases as indicated by the possible values
of β (T ), γ(g). On the other hand, combining this relation with (3.11), one finds that the
imposition of an antiunitary symmetry means that ω(g1,g2) must square to unity, which
implies that some of the phases that existed under the symmetry GT are not compatible with
the presence of TRS (specifically, those with ω2 ̸= 1). To summarise, different topological
phases under a on-site symmetry group GT ×ZT2 featuring a time-reversal part are
1. The equivalence class of the factor system ω(g1,g2), which must satisfy ω2 = 1
2. The projective representation of ZT2 , β (T ) =±1
3. The projective commutation relation between symmetry transformations in G0 and ZT2 ,
γ(g) ∈ G /G2
(3.14)
While the above refers to bosonic models, 1D fermionic models can also be captured using
the same arguments through a Jordan-Wigner transformation [40]. In that context, one must
also include phases which result from a spontaneous breaking of the ZP2 fermion parity
symmetry, which results in boundary Majorana modes.
3.2.2 One dimensional interacting SPTs out of equilibrium
Compared to the equilibrium classification, the range of deformations that one can make in
the non-equilibrium classification is wider (Definition 3). Specifically, when time-evolving
from one symmetry-respecting wavefunction to another, antiunitary symmetries can be
broken at intermediate times. Since finite-time evolution preserves the area law nature of the
wavefunctions in question, the MPS ansatz can still be used (albeit with a bond dimension
that typically grows exponentially in time [176]). Following our treatment in Ref. [147], we
compute the non-equilibrium classification by determining how the symmetry properties of
the matrices A[k]ik change as the system evolves in time.
As explained in Section 2.2, if the system only possesses unitary symmetries, then we
expect that finite-time evolution and adiabatic deformation are equivalent, and the non-
equilibrium classification will be the same as in equilibrium. More explicitly, the object
used to topologically characterize the wavefunction [the equivalence class of ω(g1,g2)] is a
discrete quantity and remains well-defined throughout the evolution process; therefore, it
cannot be changed under such a continuous deformation procedure.
Now consider the case where the system is invariant under both unitary and antiunitary
symmetries. Take G=GT ×ZT2 for now, so that the initial state is characterized by the objects
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listed in Eq. (3.14). (The GT ⋊ZT2 case proceeds in the same way.) Because of dynamically
induced symmetry breaking, the wavefunction at intermediate times will only respect the
symmetries in GT . This means that some of the data used to topologically characterize
the original wavefunction may not be well-defined. In particular, because Eq. (3.12) no
longer holds, the objects β (T ) and γ(g), each of which relate to the matrix M, become
meaningless. Therefore, even if |Ψ1⟩ and |Ψ2⟩ have inequivalent β (T ),γ(g) [but equivalent
ω(g1,g2)], they can still be connected via finite-time unitary evolution under a symmetry-
respecting Hamiltonian. If they differ with respect to ω(g1,g2), which remains well-defined
throughout the evolution, then they cannot be connected in this way, and belong to different
non-equilibrium classes.
The objects that can still distinguish wavefunctions in the non-equilibrium classification
are simply those that characterise the equilibrium topology of systems that only respect the
symmetry subgroup GT . Note, however, that the non-equilibrium classification is not simply
given by the equilibrium classification of this reduced symmetry group, since the states |Ψ1⟩,
|Ψ2⟩must belong to phases that are compatible with the full symmetry group GT ×ZT2 . From
Eq. (3.14), we see that TRS requires the representations to satisfy ω2 = 1, which comprise
only a subgroup of the equilibrium classification for GT -symmetric systems. Therefore, if at
least one antiunitary symmetry is present, then the non-equilibrium classification is given by
the equivalence classes of projective representations of GT ; subject to the constraint ω2 = 1.
We list the classification groups for certain symmetry groups of physical relevance in
Table 3.2. In many cases, the non-equilibrium classification is trivial, since the equilibrium
classification of GT (without the TRS part) is itself trivial. More subtle cases include the
time-reversal invariant spin chains with full rotation invariance SO(3)×ZT2 . In this case, the
equilibrium classification is Z2×Z2; the first group factor accounting for β (T ) =±1 and the
second accounting for the two projective representations of SO(3) [which are integer-spin
and half-integer-spin linear representations of its double cover SU(2)]. Only the latter object
is well-defined once TRS is dynamically broken, and so the non-equilibrium classification
reduces from Z2×Z2 to Z2.
We can also make connection with the non-equilibrium classifications of 1D free-fermion
systems derived in Section 2.3.3 using the Jordan-Wigner transform approach, where one-
dimensional fermion systems are mapped onto boson systems with an extra Zp2 symmetry,
representing conservation of fermion parity [40]. In that context, the single-particle sym-
metries that constitute the 10 Altland-Zirnbauer symmetry classes must be re-interpreted as
symmetry groups of the auxiliary spin system (although in some cases one needs to specify
whether the free Hamiltonian represents a superconductor or an insulator [155]). Spinless
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Symmetry group Equilibrium Non-eq.
Bosonic:
ZT2 Z2 0
U(1)×ZT2 Z2×Z2 0
U(1)⋊ZT2 Z2×Z2 0
Zn×ZT2 Z2×Z(2,n) 0
Zn⋊ZT2 Z2×Z(2,n) 0
Zn×Zm×ZT2 Z2×Z(2,n)×Z(2,m)×Z(2,n,m) Z(2,n,m)
SO(3)×ZT2 Z2×Z2 Z2
Fermionic:
ZF2 ×ZT2 (BDI) Z8 Z2
ZT,F4 (DIII) Z2 0
U(1)×ZT2 (AIII) Z4 0
Table 3.2 Non-equilibrium classification of 1D fermionic and bosonic interacting SPT phases
protected by onsite symmetry group G = GT ×ZT2 or G = GT ⋊ZT2 . The group GT contains
all unitary symmetries, and ZT2 = e,T , where T represents time-reversal, and is realised by
an antiunitary operator. ZT,F4 is the cyclic group {1,T,Pf ,T Pf }, representing time-reversal
symmetry and fermion parity P f for half-integer spin fermions. Here (n,m) is the greatest
common divisor of integers n and m. The non-equilibrium classification for symmetry groups
only featuring unitary elements are identical to the equilibrium classification, which can be
found in Ref. [37]. We also include some fermionic systems which are interacting analogues
of the non-interacting symmetry classes within the ten-fold way; the Cartan labels for the
corresponding Altland-Zirnbauer class are also given in brackets.
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superconductors with time-reversal symmetry, which correspond to class BDI in the tenfold
way, possess a ZF2 ×ZT2 symmetry group when transformed to a spin system (ZF2 represents
fermion parity, whilst ZT2 is time-reversal symmetry with T 2 =+1). Our previous finding
that the classification of these systems is reduced from Z in equilibrium to its Z2 subgroup out
of equilibrium is consistent with the results of this section. When interactions are included,
the equilibrium classification is reduced from Z to Z8 [71], consisting of one trivial phase, 3
phases where T,Pf are unbroken, but TRS is projectively realised, and 4 phases where the
fermion parity symmetry is spontaneously broken (in the spin language), and T is realised
projectively in different ways. After TRS is dynamically broken, the first 3 non-trivial phases
are all indistinguishable from the trivial phase, and the latter 4 phases remain non-trivial, but
mutually indistinguishable, hence the Z2 non-equilibrium classification, the same as in the
non-interacting case. We find similar agreement for spinful time-reversal symmetric super-
conductors with (AIII) and without (DIII) U(1) spin-rotation invariance (because T 2 = Pf ,
we use ZT,F4 , the cyclic group {I,T,Pf ,T Pf } which is relevant only in fermionic systems).
3.2.3 Extending to higher dimensions
The arguments regarding projective representations of the symmetry groups are specific
to 1D, since they rely on the matrix-product state ansatz (3.10). To generalize to higher
dimensional systems whose ground states possess area-law entanglement, one must consider
more general tensor-network states, such as projected entangled-pair states (PEPS) [218, 220].
In these states, one replaces the matrix product in Eq. (3.10) with the contraction of a tensor
network where each node represents a site of the lattice. As described in Ref. [37], the natural
algebraic structure for classifying bosonic SPT phases in this context is the cohomology
groupH (1+d)[G,UT (1)], where d is the spatial dimension (UT (1) is defined below). A full
introduction to group cohomology and its relevance to SPT phases can be found in Ref. [37];
however, we will briefly summarize its structure here.
The principles underpinning how SPT phases are classified in higher dimensions are no
different from 1D, but some technical aspects of the arguments are altered. It turns out to be
more convenient not to explicitly separate TRS from the unitary symmetries as we did above,
(which previously resulted in additional data β , γ). This can be achieved by specifying how
the symmetry transformations g ∈ G act on wavefunctions, such that the antiunitary nature
of TRS is captured. To be specific, we define the action of each group element g ∈ G on
complex phases a ∈ U(1) via the product g · a such that g · a = a∗ if g is antiunitary, and
g · a = a otherwise. UT (1), which consists of the Abelian group U(1) combined with the
operation ·, is referred to as a G-module.
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The key object used in Section 3.2.1 was the factor system of the projective represen-
tation ω(g1,g2), which quantifies how the representation fails to respect the group prod-
uct R(g1)R(g2) = ω(g1,g2)R(g1g2). If TRS is included within G, then the factor system
ω : G×2 → UT (1) is formally a map from 2 group elements to the G-module UT (1) which
is the only object needed to specify an SPT phase. The structure of these maps can be
understood in the framework of group cohomology, which more generally concerns maps
from n group elements to an arbitrary G-module M. The space of such maps is denoted
C n[G,M] = {ω : G×n →M}.
Now define a ‘differential’ operator dn :C n[G,M]→C n+1[G,M]which returns a function
of (n+1) elements of G
(dnω)(g1, . . . ,gn+1) = [g1 ·ω(g2, . . . ,gn+1)]
×ω(−1)n+1(g1, . . . ,gn)
n
∏
i=1
ω(−1)
i
(g1, . . . ,gi−1,gigi+1, . . .gn). (3.15)
The precise form of the differential operator is not important; we need only know that dn is a
homomorphism, and dn+1 ◦dn = 0. This last identity justifies the nomenclature, since the
same identity is satisfied by the exterior derivative in differential geometry.
One considers the infinite family of groups {C n[G,M] : n ≥ 0} (where we understand
C 0[G,M] =M) along with the maps {dn} between them, which together constitute a cochain
complex
C 0[G,M]
d0−→ C 1[G,M] d1−→ C 2[G,M] d2−→ C 3[G,M] d3−→ ·· · (3.16)
An element of C n[G,M] is referred to as an n-cochain.
If an n-cochain ωn can be written ωn = dn−1ωn−1 for some ωn−1 (i.e. ωn ∈ imdn−1), one
says that it is exact, and if it satisfies dnωn = 0 (i.e. ωn ∈ kerdn), then one says that it is
closed. From dn+1 ◦dn = 0, all exact n-cochains are closed. However, not all closed cochains
are exact. The nth cohomology group of this complex quantifies this asymmetry; it is defined
as the quotient group
H n[G,M] := ker(dn)/ im(dn−1), (3.17)
or in words, ‘the equivalence classes of cochains that are closed, but cannot be interconverted
through multiplying by an exact cochain’. If, for a particular G-module M, all closed chains
are exact, then every cohomology group is trivial, and the sequence (3.16) is a long exact
sequence.
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Returning to the 1D case, the natural quantities to deal with are factor systems, which
are elements of C 2[G,UT (1)]. Note, however, that not all such functions from G×2 to
UT (1) can describe valid projective representations. One can think of the condition that
ω ∈ ker(d2) as a statement that ω is the factor system of a valid projective representation.
Two projective representations ω,ω ′ are considered to be equivalent if they are related by a
1D linear representation through ω(g1,g2) = ω ′(g1,g2)β (g2)s(g1)β (g1)/β (g1g2) for some
β ∈ C 1[G,UT (1)] [38], since such a change can be absorbed into α(g) in Eq. (3.11). Here,
s(g1) =±1 depending on whether g1 is an antiunitary element. Using Eq. (3.15), this equiva-
lence relation for ω,ω ′ can be written as ω =ω ′× (d1β ). Two factor systems ω , ω ′ obeying
this relation therefore belong to the same class in the quotient groupH 2[G,UT (1)], as de-
fined by Eq. (3.17). We see that the cohomology group is the natural structure for classifying
inequivalent factor systems, which in turn allows us to classify 1D SPTs. More generally,
different SPT phases in d spatial dimensions are captured by elements ofH 1+d[G,UT (1)]
[37].
We now describe how the above construction of cohomology groups can be applied to
our non-equilibrium classification. As in 1D, we must consider a unitary evolution |Ψ(t)⟩
between symmetric SRE wavefunctions |Ψ1⟩ at t = 0, and |Ψ2⟩ at t = 1. Dynamically
induced symmetry breaking means that at intermediate times 0 < t < 1, |Ψ(t)⟩ will respect
only a subgroup of the symmetries GT ≤ G, in which only unitary elements are kept. We
must understand which topological data remain well-defined throughout the evolution, since
only these data will restrict whether |Ψ1⟩ and |Ψ1⟩ can be unitarily connected.
At time t = 0, the object ω0 ∈ C n[G,UT (1)], which belongs to one of the equivalence
classes ofH n[G,UT (1)], characterizes how an initial PEPS state |Ψ1⟩ transforms under the
full symmetry group G in dimension d = n−1. However, |Ψ(t > 0)⟩ can only be understood
through its behaviour under symmetry transformations within the subgroup GT . We should
therefore take the function ω0 : G×n → UT (1) and restrict it to the domain G×nT , yielding
ωT := ω0|GT . This object is sufficient to characterize the topology of |Ψ(t)⟩, but does not do
so uniquely. For the same reasons as in equilibrium, we must identify how ωT fits into the
cohomology group corresponding to the reduced set of symmetries.
Note that ωT is an element of C n[GT ,U(1)] [we drop the subscript T on the module since
by definition all elements of GT are unitary and have trivial action on UT (1)]. The groups
C n[GT ,U(1)] form their own cochain complex, and for each n we can define the restriction
map resn : C n[G,U(1)]→ C n[GT ,U(1)], defined as above. Importantly, the restriction map
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is a homomorphism, and the following diagram is commutative [198]
C 0[G,UT (1)] C 1[G,UT (1)] C 2[G,UT (1)] · · ·
C 0[GT ,U(1)] C 1[GT ,U(1)] C 2[GT ,U(1)] · · ·
d0
res0 res1
d1
res2
d2
dT0 d
T
1 d
T
2
(3.18)
i.e. restriction preserves which elements are exact and which are closed. Here, we use
dTn to denote the differential maps on the bottom cochain complex. It is well known in
cohomology that this restriction from G to any subgroup in turn induces a homomorphism
on the cohomology groups, called the restriction functor [198]
Resn :H n[G,UT (1)]→H n[GT ,U(1)]. (3.19)
We use a capitalized Resn to denote the restriction functor on cohomology groups.
To construct Resn explicitly, one can consider how the restriction map resn affects the
components of Eq. (3.17). First, consider ker(dn), i.e. the group of closed n-cochains within
C n[G,UT (1)]. Since the differentials and restrictions commute, any closed element of
C n[G,UT (1)] will still be closed when restricted to an element of C n[GT ,U(1)]. Restriction
therefore defines a map between the two kernels resn : ker(dn)→ ker(dTn ). Note, however,
that not all closed elements of C n[GT ,U(1)] can be written as the restriction of some closed
element of C n[G,UT (1)].
For n = 2 (d = 1), this is the statement that a valid projective representation of G
becomes a valid projective representation of GT after restriction, but that not all projective
GT -representations can be extended to projective G-representations. In the context of higher-
dimensional SPT phases (for n > 2), one can replace the notion of a valid projective G-
representation with a valid action of the symmetry G on the wavefunction ansatz of choice,
as specified by some ωn ∈ C n[G,UT (1)]. The previous paragraph simply states that if |Ψ1⟩
transforms in a consistent way under G, then it must also transform consistently under GT ,
but that the converse is not necessarily true.
Similarly, thanks to the commutative diagram above, resn maps elements of im(dn−1)
to elements of im(dTn−1), i.e. exact cochains remain exact after restriction. Again, not all
exact cochains of the reduced group GT can be expressed as restrictions of exact cochains of
G. Two cochains ω1,ω2 which are inequivalent as elements ofH n[G,UT (1)] must satisfy
ω1 ̸= ω2× (dn−1β ) for all β ∈ C n−1[G,UT (1)]. However, after restriction to GT they may
become equivalent as elements ofH n[GT ,U(1)], since one may have ω1 = ω2× (dTn−1βT )
for an element βT ∈ C n−1[GT ,UT (1)].
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The restriction functor Resn between the cohomology groups defined in (3.19) is con-
structed through the action of resn on ker(dn+1) modulo the transformations defined by
im(dTn ), in the sense defined above. It has an image
im(Resn) = im
(
ker(dn+1)
resn−−→ ker(dTn+1)
)
/ im(dTn ). (3.20)
The above object (3.20) constitutes the non-equilibrium classification for bosonic systems in
spatial dimension d = n−1. Each element of this group represents a collection of symmetry-
respecting SRE wavefunctions which can be mutually connected via finite-time unitary
evolution under a symmetry-respecting Hamiltonian.
In the Appendix, we describe a method for computing the image of the restriction
map by making use of the Hochschild-Serre spectral sequence [13]. The non-equilibrium
classification for all pure bosonic SPT phases computed using this method is given in Table
3.3.
Chapter 4
Open Quantum Systems
All physical systems interact with their surroundings to some degree. Thus, any theoretical
model in which the system is isolated can only ever approximate the true dynamics that is
realised in a given experiment. Of course the relative simplicity of isolated systems makes
them easier to understand, and so typically theoretical predictions are first made based on
analyses of closed systems. However, we must always re-examine these predictions in light
of the fact that the experimental system is in fact open, and thus subject to dissipative effects.
In some scenarios, by either providence or design, the influence of the environment
only leads to small quantitative corrections to the original calculations. For instance, in
atomic physics one often takes advantage of electronic states that have very slow spontaneous
emission rates. If the timescale of the experiment is short compared to the lifetime of the
atomic states being probed then the interactions between the atom and its environment (the
electromagnetic vacuum) will have little bearing on the dynamics. However, in many settings
dissipation becomes relevant on much shorter timescales, and so a more careful treatment is
required.
Much in the spirit of this thesis, an important practical question to address is: How do
system-environment interactions affect the topological phenomena that have been predicted
based on treatments of isolated systems? Prima facie, there are some reasons to expect that
topological systems could be particularly susceptible to dissipative effects:
1. Topological phases are often associated with very precisely quantized responses,
e.g. the Hall conductivity (1.8). Even if the system-environment coupling is weak, cor-
rections to these responses could easily be large compared to the precision with which
they are expected to be quantized. Unless there is some reason why the environment
cannot change the relevant response function, it is likely that dissipation will be the
limiting factor preventing improvements to quantization.
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2. As explained in Section 1.2.2, one of the most promising potential technological
applications of topological phases is in the context of quantum information process-
ing. In isolated systems, topological bound states (e.g. Majorana zero modes) are
expected to store quantum information over timescales that are exponentially large in
the system size. Quite generally, one expects that the influence of an environment will
become stronger over time, and so environment-induced decoherence may prove to be
problematic at late times, even if it occurs slowly.
3. Topological phases are underpinned by the entanglement properties of ground state
wavefunctions. However, once the system is open, entanglement can be generated
between the system and environment. Once the state of the system becomes mixed, it
becomes unclear whether systems can be topologically distinguished in a meaningful
way that bears relevance to experimental observables.
These cursory considerations suggest that we should not always expect topological phenom-
ena to show the same degree of robustness in open systems as they do in isolated systems;
thus the effects of dissipation warrant proper consideration. Nevertheless, the remarkable
precision with which the quantized Hall response in two dimensional electron gases has been
measured [226] already demonstrates that there exist realistic scenarios where phenomena
associated with topological phases persist despite the interactions between system and envi-
ronment. One of the central aims of this chapter is to identify general conditions under which
the experimentally accessible signatures of topological phases can survive away from the
isolated system limit.
This is by no means the first time that issues relating to topology in open quantum
systems have been addressed, and there are many other questions which one can ask in this
context (see Sections 1.4.3 and 1.4.4). As with the previous chapter, our focus here will be
on generality. In most experimental setups, one generally has little control over the structure
of the environment or the way in which it is coupled to the system. It is therefore important
to develop an understanding which can be applied to a generic open system, not requiring
any fine-tuning.
The main result of this chapter can be summarised as follows: Topological phenomena
protected by antiunitary symmetries, e.g. time-reversal symmetry (TRS), are inevitably com-
promised by coupling to an environment. This effect can be intuitively understood by making
connections to the arrow of time in quantum mechanics. It is well-known that interactions
between a system and its environment can lead to the demise of TRS in the sense that the
system propagates irreversibly (see Section 1.3.1); here we demonstrate that the same mech-
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anism facilitates processes which spoil phenomena protected by TRS, including certain SPTs.
Before starting any analysis, it is important to first specify exactly what we mean by an
open system in the context of topological phases, which we discuss in Section 4.1. Naturally,
symmetries play an important rôle in our analysis, and we consider the symmetry properties
of open quantum systems, which we discuss in Section 4.2. Using a simple few-body model,
we show that the fragility of antiunitary symmetries against system-environment coupling
is manifest in the structure of time-dependent perturbation theory. In Section 4.3, we test
our newfound intuition regarding symmetry protection in open systems by calculating the
environment-induced decoherence rate of topological bound states. The decoherence rate is
shown to be exponentially small when the protecting symmetries are unitary τ−1coh ∼ e−Eg/T
(T is the environment temperature), whereas the decoherence is only algebraically suppressed
τ−1coh ∼ Tη for antiunitary symmetries. We then consider the conductance properties of one-
dimensional topological edge channels in Section 4.4, and find an analogous dichotomy
in the temperature dependence of the conductance. Finally in Section 4.5, we discuss the
wider implications of our findings, and establish some connections to the non-equilibrium
classification developed in Chapter 2.
4.1 What is an open quantum system?
In an open quantum system, we distinguish degrees of freedom in the system from those in
the environment. The Hilbert space of the combined system and environment (which we
refer to as the ‘composite system’ from hereon) is a tensor product
H =HS⊗HE (4.1)
whereHS andHE are the Hilbert spaces for the system and environment, respectively. The
dynamics is governed by the microscopic Hamiltonian
Hˆ = HˆS⊗ 1ˆE + 1ˆS⊗ HˆE + HˆSE (4.2)
where HˆS, HˆE are the system and environment Hamiltonians, respectively, and HˆSE couples
the two.
At first sight, this construction appears somewhat unphysical. There is no fundamental
principle that informs us how to decide which degrees of freedom belong to the system, and
which belong to the environment. Indeed from a reductionist viewpoint, the division of the
total Hilbert space (4.1) seems entirely unnecessary. However, in practice the open quantum
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system formalism proves to be an indispensable tool without which theoretical progress is
almost impossible. In a realistic scenario, attempts to analyse the composite system using
techniques developed to study isolated systems will inevitably run into problems: Firstly, the
environment is typically very large. (In principle,HE represents the rest of the observable
universe!) In the composite approach, one would have to analyse the dynamics of the system
and environment to a good accuracy, which is generally unfeasible. Secondly, even if one
had the analytic and/or computational power to address the full dynamics governed by
the Hamiltonian (4.2), often one does not even have a good quantitative description of the
environment Hamiltonian HˆE .
The key principle underpinning the open quantum system approach is that the dynamics
of the system is often insensitive to the precise details of the environment. Thus, even if we
only have coarse information about the environment, it is still possible to develop analytical
and computational methods that accurately describe the system. Of course, to do so, one first
has to decide where the boundary between system and environment lies. The open system
approach will be most successful if the bipartition (4.1) is chosen sensibly, and in many
scenarios a natural choice presents itself. Typically, the system contains all the degrees of
freedom that can be explicitly controlled and/or measured in the given experiment, whereas
the environment features those that are not directly accessible, and are relatively unstructured.
When studying topological systems, there is another reason to distinguish between system
and environment. The concept of a topologically non-trivial phase is only strictly well-defined
under certain conditions. In particular, for the phases that we consider in this thesis, the
system can only be topologically classified if it is gapped in the bulk. In many settings, there
are extraneous gapless degrees of freedom which make it impossible to identify topological
properties at the level of the composite system. Therefore, from a theoretical perspective it
is useful to choose a bipartition (4.1) in a way that allows one to topologically classify the
system unambiguously. The formalisms developed to study topological phases in isolated
systems can then be harnessed.
With this in mind, let us specify the scenarios that we will address in the rest of this
chapter. We will consider systems that are in a well-defined topologically non-trivial gapped
phase (mainly focussing on SPT order here) in the limit of being decoupled from the rest
of the universe, i.e. we assume that HˆS has a finite bulk gap Eg and possesses a non-trivial
ground state in the sense of Definition 2 in Section 1.2. The system will then be coupled
to other degrees of freedom that we refer to as the environment. In the present context,
we understand that the environment contains all degrees of freedom that would preclude a
topological classification of HˆS if they were considered to be part of the system. For example,
for topological band insulators in solid state systems, there are always core electronic bands
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which lie well below the Fermi level – these extra degrees of freedom can be safely thought of
as part of the system, since gapped bands can always be added to a system without changing
its topological properties [120]. In contrast, acoustic phonons are gapless, and therefore must
be included in the environment. Even gapped optical phonons may need to be included in the
environment, since their dimensionality does not always coincide with the topological phase
under considerations (e.g. two dimensional electron gases in the quantum Hall regime will
still be coupled to three dimensional phonons). Importantly, unlike the previous chapters, the
systems we consider here are not necessarily far from equilibrium – in fact we will mainly
consider environments at thermal equilibrium.
In many cases, the influence of the environment can be treated using the powerful methods
developed in the wider context of open quantum systems. Perhaps the most useful tool is the
concept of a master equation – an equation of motion describing the time evolution of the
reduced density matrix for the system ρˆS(t) := TrE ρˆ(t). For instance, under a particular set
of conditions (discussed in Section 4.3), the evolution of ρˆS(t) can be described by a quantum
Markov process, which roughly speaking means that the system dynamics is only dependent
on the instantaneous state of the system, and not on its past trajectory. The most general
equation of motion describing such a system is known as the Lindblad master equation1,
which has the form [137]
dρˆS(t)
dt
=L [ρˆ] =−i[Hˆeff, ρˆS(t)]+∑
µ
γµ
[
Lˆµ ρˆS(t)Lˆ†µ −
1
2
{Lˆ†µ Lˆµ , ρˆS(t)}
]
(4.3)
where the effective Hamiltonian Hˆeff is a Hermitian operator and the ‘jump operators’ {Lˆµ}
are a set of non-Hermitian operators, orthonormal under the Hilbert-Schmidt operator inner
product (Aˆ, Bˆ) := (Tr1S)−1 Tr Aˆ†Bˆ, and each associated with a decay rate γµ . The objectL ,
sometimes referred to as the Lindbladian, is a superoperator – a linear mapping between
operators.
Of course, while the approximations made in deriving a master equation may be accurate,
some information about the environment is inevitably lost in reducing the system dynamics
to the Lindblad form. One must therefore bear in mind that the true dynamics of the sys-
tem is governed by the composite Hamiltonian. For instance, in this chapter, we will see
examples where the standard ‘Born-Markov’ derivation for the jump operators {Lˆµ} and
effective Hamiltonian Hˆ fails to capture important effects that are present at the level of the
microscopic Hamiltonian. Moreover, some of the systems considered in this chapter will
not even be amenable to open quantum system methods, which rely on the environment
having sufficiently little internal structure. We will consider one such scenario in Section
1also known as the Lindbladian, or the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) master equation
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4.4, where a two-level system is coupled to the edge modes of a two-dimensional topological
insulator. There, Kondo-like resonances arise which require a full analysis of the composite
Hamiltonian (4.2) in its entirety.
Having specified what we mean by an open system in the context of topological phases
and introduced some of the concepts we will be using, we now discuss the symmetry
properties of open quantum systems, which we expect to be of particular importance to SPTs.
4.2 Symmetry protection in open systems
The majority of previous studies where topological aspects of open quantum systems have
been considered begin with an effective equation of motion describing the dynamics of
the system: either a Lindblad master equation (4.3) [58, 15, 28, 217] or non-Hermitian
Hamiltonian [83, 113, 250]. In these studies, symmetries are imposed a posteriori on this
approximate equation of motion, using formalisms described in e.g. Ref. [23]. Instead, our
starting point is the full system-environment Hamiltonian (4.2). This allows us to define
symmetries at the microscopic level, and we can later ask how those fundamental symmetries
are reflected in the effective equations of motion.
In the following, we will find it useful to employ the following decomposition of the
system-environment coupling (which can always be made):
HˆSE =
M
∑
α=1
Aˆα ⊗ Bˆα , (4.4)
where Aˆα and Bˆα are Hermitian operators acting on the system and environment, respectively,
and M is the number of ‘coupling channels’.
Suppose now that the system Hamiltonian HˆS possesses symmetry-protected features,
i.e. properties that remain robust within a range of parameter space provided that a suitable
symmetry of the Hamiltonian is maintained. We anticipate that any such features will be
spoiled by the system-environment coupling if HˆSE does not respect the relevant symmetries.
Therefore, a natural scenario to consider is one where the full Hamiltonian Hˆ respects the
same set of symmetries as HˆS. For example, in topological superconductors possessing
Majorana zero modes (see Section 1.2.2), the protecting symmetry is conservation of fermion
parity, which will always be respected by any physical Hamiltonian. The isolated system
possesses degenerate ground states with opposite fermion parity (corresponding to different
states of the non-local Majorana fermion) within which quantum information can be robustly
stored over long times. However, once the system-environment coupling is turned on,
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fermions can tunnel in/out of the system, even if Hˆ conserves fermion parity overall. This
allows for transitions between the degenerate ground states, and in turn decoherence of the
Majorana mode [178]. This ‘quasiparticle poisoning’ effect is one of several well-known
examples where the environment spoils the topological properties of the system, even when
the composite Hamiltonian is symmetry-respecting.
Evidently, the issue is that the symmetry of Hˆ pertains to the combined system and envi-
ronment, whereas the symmetry-protected phenomena we are interested in, e.g. coherence of
quantum information, are properties of the system alone. In the Majorana fermion example,
we can remedy this by suppressing processes where an odd number of fermions are trans-
ferred between system and environment. In terms of the decomposition (4.4), this amounts
to demanding that each coupling operator Aˆα conserve the fermion parity in the system
(which can be achieved in experiment using e.g. Coulomb blockade effects [169, 112, 163]).
These considerations point to a more general strategy for ensuring symmetry protection
in the open system, wherein one ensures that every component of the Hamiltonian {Aˆα},
{Bˆα}, HˆS and HˆE is symmetry-respecting. One might expect that this scenarios of this type
– which we focus on throughout this chapter – would be sufficiently protected, since each
Aˆα obeys the same constraints as the original Hamiltonian HˆS: they are both Hermitian and
symmetry-respecting. Here we will show that this intuition can fail: when the protecting
symmetry is antiunitary (e.g. TRS), protection is lost regardless of the symmetries of Aˆα .
To understand why TRS and other antiunitary symmetries are unable to offer protection
in open quantum systems, it is instructive to analyse a simple few-body model, following
the approach we introduced in Ref. [148]. Consider an isolated spin-3/2 with Hamiltonian
HˆS = Eg(Sˆz)2, with twofold degenerate ground states |1/2⟩ and |−1/2⟩. As long as a suitable
symmetry is enforced, the two ground states will remain degenerate as HˆS is varied. For
instance, the degeneracy can be protected by TRS (Kramers’ theorem), or alternatively by a
unitary group of rotations by π about the principle axes, generated by Rˆx,y,z = eiπ Sˆ
x,y,z
[172].
This eigenstate property is reflected in the dynamics of the system: If we encode a qubit in
the degenerate subspace, |ψ⟩S = α |1/2⟩+β |−1/2⟩, then time evolution under HˆS leaves this
state undisturbed and the qubit can be reliably recovered. Even if HˆS is weakly perturbed,
the overlap | ⟨ψ(0)|ψ(t)⟩ |2 will remain close to 1 for all time provided the appropriate
symmetries are maintained.
We can ask how this symmetry-protected coherence is affected by coupling to an environ-
ment. Insight can be gained from considering the simple limit HˆE = 0, and computing the time
dependent wavefunction for the composite system |Ψ(t)⟩ using time-dependent perturbation
theory in V ∼ ∥HˆSE∥, the characteristic strength of the system-environment coupling. At time
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t = 0, the system and environment are initialized in a factorized state |Ψ(0)⟩= |ψ⟩S⊗|χ⟩E 2.
We write the time-evolved wavefunction as |Ψ(t)⟩= |Ψ(0)⟩+∑∞j=1 |Ψ( j)(t)⟩, where |Ψ( j)(t)⟩
is the contribution at jth order in perturbation theory. At first order in V , we have
|Ψ(1)(t)⟩=−it∑
α
ΠˆGSAˆα |ψ⟩S⊗ Bˆα |φ⟩E (4.5)
where ΠˆGS projects onto the degenerate ground state subspace of the system S. For generic
{Aˆα}, the system becomes entangled with the environment (since |Ψ(t)⟩ cannot be written
in a factorized form), leading to decoherence of the qubit. Note also that decoherence still
occurs even if HˆSE is itself symmetric, but the operator Aˆα are symmetry-violating. However,
if all {Aˆα} respect the same symmetry as the Hamiltonian HˆS, then these operators can
only act trivially within the degenerate subspace, i.e. ΠˆGSAˆα |ψ⟩S = aα |ψ⟩S by the same
arguments that forbid a symmetry-respecting Hamiltonian from coupling the two states
(see Section 4.3 for a more formal justification of this argument). This gives |Ψ(t)⟩ =
|ψ⟩S⊗ (1− it∑α aα Bˆα) |φ⟩E , so the system remains unperturbed. This lends credence to
the simple expectation, stated above, that coherence is preserved if the operators {Aˆα} are
invariant under the symmetries of HˆS that protect the degeneracy.
However, as indicated before, this hypothesis turns out to be incorrect in general. This
can be seen already from the second order corrections in V :
|Ψ(2)(t)⟩= −it
Eg
∑
αβ
ΠˆGSAˆαΠˆExAˆβ |ψ⟩S⊗ Bˆα Bˆβ |φ⟩E , (4.6)
where ΠˆEx := 1ˆS− ΠˆGS projects onto excited states |±3/2⟩. (In deriving the expression (4.6),
we have assumed that the coupling is gradually turned on at a rate slower than Eg, and
neglected contributions ∝ |Ψ(0)⟩.) Equation (4.6) captures processes that occur via a virtual
excited state, hence the factor of E−1g [see Fig. 4.1b].
We can use the same arguments as above to determine whether transitions within the
ground state subspace will occur. Here, rather than considering Aˆα , we must consider the
matrix elements of the operators
Cˆαβ := AˆαΠˆExAˆβ (4.7)
Being composed of symmetry-respecting operators, Cˆαβ is itself invariant under the relevant
symmetries; however, it is generically non-Hermitian, and so might not obey the same
2By linearity, this calculation can also be applied to the case where the environment is initialized in a mixed
state i.e. ρˆ(t = 0) = |ψ⟩S ⟨ψ|S⊗ ρˆE
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constraints as a symmetry-respecting Hamiltonian. We therefore decompose Cˆαβ = Xˆαβ +
iYˆαβ , where Xˆαβ := (Cˆαβ +Cˆβα)/2, and Yˆαβ :=−i(Cˆαβ −Cˆβα)/2 are both Hermitian. Now,
if the protecting symmetries are unitary, then both Xˆαβ and Yˆαβ are also symmetry-respecting
Hermitian operators, and so cannot cause transitions between different ground states. Similar
arguments can be used to show that transitions are forbidden at all orders in perturbation
theory.
However, due to the factor of (−i) required by Hermiticity, Yˆαβ will not be invariant under
antiunitary symmetries, such as time-reversal. If the ground state degeneracy is protected by
antiunitary symmetries, then Cˆαβ can act non-trivially within the ground state subspace for
α ̸= β . For example, consider Aˆ1 = (Sˆx)2 and Aˆ2 = {Sˆx, Sˆz}, which are both invariant under
time-reversal symmetry; The product Cˆ12 is proportional to iSˆy when projected onto the
ground state subspace. Thus, generically we expect that the quibit will decohere. The only
exception is if HˆSE is factorizable, i.e. M = 1; however this requires fine-tuning. Although
the limit HˆE = 0 precludes an estimation of a corresponding decoherence rate, we see that the
perfect coherence enjoyed by the isolated system is fragile against coupling to an environment
if the protecting symmetries are antiunitary.
While the above analysis refers explicitly to the spin-3/2 model, it highlights a much more
general issue regarding symmetry protection in quantum systems. The problem stems from
the fact that there is no way to consistently define antiunitary symmetries on a subsystem of
some larger Hilbert space. To see why this is so, consider the following state of a two-qubit
system (as suggested in Ref. [171])
|Ψ⟩= 1√
2
[|↑⟩A⊗|↓⟩B+(i |↓⟩A)⊗|↑⟩B]≡
1√
2
[|↑⟩A⊗|↓⟩B+ |↓⟩A⊗ (i |↑⟩B)] (4.8)
If one were to apply an antiunitary operator that acted on the subsystem A only, the outcome
would depend on how we choose to separate the complex phases between A and B, which is
unphysical.
This ‘non-local’ property of TRS plays an important rôle in the emergence of the arrow
of time in quantum mechanics: Interactions between a quantum system and its surroundings
enable processes that effectively break TRS for the system regardless of the presence of any
microscopic symmetries, leading to effectively irreversible dynamics (see Section 1.3.1).
Here, we show that this same mechanism leads to an inherent fragility of TRS-protected
phenomena. In the above, even if every component of the Hamiltonian ({Aˆα}, {Bˆα}, HˆS,
and HˆE) were TRS-invariant, the relevant protection occurs not at the level of the system
Hilbert space, but on the composite system-environment Hilbert space. This is much like
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the scenarios described above where symmetries were imposed on Hˆ, but not the individual
Aˆα . Thus, without explicit control over the environment, the system will not exhibit any
desired TRS-protected properties (e.g. coherence of quantum information). In essence, the
system-environment interactions mediate processes that would be forbidden by TRS in an
isolated system. In contrast, it is possible to define a unitary symmetry that pertains only
to the system and not to the environment, under which the relevant phenomena can remain
protected at non-zero coupling.
Note that although this effective breaking of TRS can be intuitively understood within
the context of the arrow of time, the consequences of our findings are more general. While
irreversibility only strictly emerges in the limit of an infinitely large environment, the
symmetry-breaking effects we consider here occur regardless of the number of degrees of
freedom present. In Section 4.4, we will discuss a scenario where a single spin-1/2 coupled
to a system via operators Aˆα that are TRS-invariant still leads to TRS-forbidden processes in
the system.
By looking at the structure of perturbation theory generated by the microscopic Hamil-
tonian (4.2), we have identified an important distinction between unitary and antiunitary
symmetries in open quantum systems. At this point, it is helpful to establish some relation-
ships between our findings and previous complementary works where symmetry properties of
Lindblad master equations were studied [17, 23, 3, 141, 161, 136]. For unitary symmetries,
one can define so-called ‘weak’ and ‘strong’ symmetries of the LindbladianL [Eq. (4.3)]. If
UˆS is a symmetry operator acting on the system only, then one can formally define symmetries
in two different ways [23]
L [UˆSρˆSUˆ†S ] = UˆSL [ρˆS]Uˆ
†
S (4.9a)
L [UˆSρˆS] = UˆSL [ρˆS] (4.9b)
We say that L respects a weak symmetry if (4.9a) is satisfied, and a strong symmetry if
both conditions (4.9a) and (4.9b) are satisfied. The latter also implies a similar relation for
symmetries acting from the rightL [ρˆSUˆ†S ] =L [ρˆS]Uˆ
†
S .
Since the Lindbladian is constructed so as to approximate the dynamics governed by the
Hamiltonian (4.2), any symmetries ofL will be dicated by those of Hˆ. For instance, if the
total Hamiltonian Hˆ is invariant under a composite unitary symmetry (UˆS⊗UˆE)†Hˆ(UˆS⊗
UˆE) = Hˆ (where UˆE determines how the symmetry transforms the environment), then it is
straightforward to show that any Lindbladian describing the dynamics of the system must
obey the weak condition (4.9a). Similarly, if every Aˆα is invariant under the unitary symmetry
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UˆS, then the strong condition (4.9b) also follows [211]. Our findings in this section can
be thought of as a statement that the time-reversal symmetry of the coupling operators Aˆα
will not be reflected as a symmetry of L , unlike the unitary case. Indeed any attempts to
generalise the strong symmetry (4.9b) to the antiunitary case will end up being inconsistent,
for reasons analogous to the discussion of Eq. (4.8). In contrast, one can define an analogous
weak antiunitary symmetry for the Lindbladian
L [TˆSρˆ∗S Tˆ
†
S ] = TˆSL [ρˆS]
∗Tˆ †S (4.10)
which is guaranteed if the composite system is time-reversal symmetric (TˆS⊗ TˆE)†Hˆ∗(TˆS⊗
TˆE)= Hˆ. (The time-reversal operator for the composite system can be written Tˆ =(TˆS⊗TˆE)Kˆ,
where Kˆ denotes complex conjugation.) These weaker symmetries (4.9a) and (4.10) are
generally insufficient to ensure that the symmetry-protected features of the closed system
will persist to the open regime. However, their presence still puts certain constraints on the
dynamics of the open system, and one can identify other properties ofL that can be protected
by such a symmetry. (We will not discuss these cases in this thesis; see Refs. [217, 136] for
some examples.)
4.3 Coherence properties of topological bound states
Having discussed the symmetry properties of open quantum systems in general, we are now
in a position to analyse the effects of an environment on topological phases. In particular,
our findings naturally have implications for SPTs. In this section, we will consider systems
possessing topological bound states – collective degrees of freedom that remain spatially
localized and gapless as long as the relevant symmetries are enforced. Such states can
arise at the edges of one-dimensional (1D) SPTs [65], as well as within lattice defects of
higher-dimensional systems [209].
Let us first consider the properties of isolated systems possessing topological bound
states. Provided that all bound states are located far apart from one another compared to
the correlation length of the system, we can focus on dynamics within the vicinity of just
one3. Accordingly, the eigenstate structure of the system Hamiltonian HˆS closely resembles
that of the spin-3/2 model considered above: The system is gapped in the bulk, and so
almost all eigenstates have energy ≥ Eg, while the remaining NS states are all ground states
HˆS | j⟩= 0, j = 1, . . . ,NS, corresponding to different configurations of the bound state. The
3In systems possessing Majorana zero modes, one may need to keep track of an additional bound state far
from the region of interest to ensure that the system is composed of a whole number of Dirac fermions.
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a 1st order (forbidden) b 2nd order (allowed)
|1/2〉 |−1/2〉 |1/2〉 |−1/2〉
Eg ∼ V ∼ V
2
Eg
Fig. 4.1 Decoherence mechanisms for topological bound states coupled to an environment.
The spectrum of HˆS possesses NS ground states whose degeneracy is protected by symmetry
(here we draw NS = 2 ground states |1/2⟩ and |−1/2⟩). All excited states are above the gap
Eg. This picture applies to both systems possessing topological bound states (section 4.1),
as well as few-body models, such as the spin-3/2 in Section 4.2. If the environment is at a
temperature T ≪ Eg, then transitions to excited states are thermally activated, and occur at an
exponentially slow rate ∼ e−Eg/T . a, Direct transitions between ground states are forbidden
by symmetry if the coupling operators Aˆα [Eq. (4.4)] respect the relevant symmetries. b, If
the protecting symmetry is TRS (or any antiunitary symmetry), then indirect transitions are
allowed regardless of the symmetries of Aˆα . These proceed via a virtual excited state, and
the corresponding matrix elements scale as V 2/Eg [see Eq. (4.6)].
ground state subspaceHGS = span(| j⟩)⊂HS forms a NS-dimensional irreducible projective
representation of the protecting symmetry group G. According to Schur’s Lemma [246], any
symmetry-respecting Hermitian operator Hˆ must act like the identity operator withinHGS,
i.e. ΠˆGSHˆ ΠˆGS ∝ ΠˆGS. This explains why the degeneracy cannot be lifted by a symmetry-
respecting Hamiltonian perturbation.
In an isolated system, any quantum information encoded within these topological bound
states will remain coherent, thanks to their protected degeneracy. However, our newfound in-
tuition suggests that if the SPT is protected by (anti-)unitary symmetries, then the topological
bound state will (not) remain coherent when the system is coupled to an environment. More
precisely, we expect that those phases that can be trivialized by explicitly breaking all antiuni-
tary symmetries will exhibit decoherence. (This already suggests some relationship between
the results of this chapter and the non-equilibrium classification developed in Chapter 2; we
will discuss this connection more in Section 4.5.) To confirm our hypothesis, we will derive
a master equation describing the dynamics of the system, from which a decoherence time
τcoh for the bound states can be extracted. This helps us to identify generic conditions under
which quantum information can be reliably stored in these systems for long times.
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4.3.1 The Born-Markov approximation
The problem of deriving a master equation for the system density matrix ρˆS(t) from a
microscopic Hamiltonian Hˆ is a standard one. A number of approximations must be made in
order to reach a tractable expression for dρˆS(t)/dt, one of which is usually to do with the
relative strength of the three terms in (4.2). (Unlike the simple analysis of Section 4.2, we do
not neglect HˆE here.) In the vast majority of studies involving open quantum systems, the
Born-Markov approximation is employed, which roughly speaking amounts to keeping only
terms of second order in the system-environment coupling strength V (this is discussed in
more detail in the following section). Within this approximation, a master equation can be
derived using standard techniques. We first introduce the two-time correlation functions for
the environment
Γ˜αβ (t) := TrE
(
ρˆE Bˆα(t)Bˆβ (0)
)
=
∫ dε
2π
e−iεtΓαβ (ε), (4.11)
and the associated spectral functions Γαβ (ε). We work in the interaction picture with respect
to Hˆ0 = HˆS⊗ 1ˆE + 1ˆS⊗ HˆE ; thus Bˆα(t) := eiHˆE t Bˆαe−iHˆE t . Here ρˆE is the density matrix
describing the state of the environment at time t = 0, which for the purposes of this thesis we
will take to be thermal ρˆE = Z−1 TrE e−β HˆE , where Z = TrE e−β HˆE . In terms of these spectral
functions, the master equation is (see Ref. [21] for a derivation)
dρˆS
dt
=−i[HˆS+ HˆLS, ρˆS]+ ∑
ω,α,β
Γαβ (ω)
[
Aˆβ (ω)ρˆSAˆ†α(ω)−
1
2
{
Aˆ†α(ω)Aˆβ (ω), ρˆS
}]
,
(4.12)
where Aˆα(ω) is the component of Aˆα that lowers the energy of the system by an amount ω .
Explicitly,
Aˆ(ω) := ∑
ε ′−ε=ω
Πˆε AˆαΠˆε ′ (4.13)
where Πˆε is the projector onto the eigenspace of HˆS with energy ε . Evidently, Aˆα(ω)† =
Aˆα(−ω). The Lamb shift Hamiltonian can be written
HˆLS = ∑
ω,α,β
Sαβ (ω)Aˆα(ω)†Aˆβ (ω) (4.14)
where Sαβ (ω) is the antisymmetrized two-time correlator 2iSαβ (ε) =
∫
dt sgn(t)e−iεtΓαβ (t).
While Eq. (4.12) does not quite resemble the general Lindblad master equation dρˆS(t)/dt =
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L [ρˆS(t)], it can be brought into the form (4.3) by diagonalizing Γαβ (ω) separately for each
ω [21]. The dynamics described by this master equation is therefore an example of a quantum
Markov process: at any given time t, the future trajectory ρˆS(t ′ > t) is entirely determined by
ρˆS(t) through an evolution operator U (t ′, t) = e(t
′−t)L that depends only on the difference
between times t ′− t.
Suppose now that the system in question is an SPT hosting topological bound states. We
can ask whether quantum information stored therein remains coherent under the dynamics
described by the master equation (4.12). We therefore consider an initial state within
the ground state subspace ρS(0) ∈HGS, and ask whether information about ρS(0) can be
recovered at late times. Regardless of any symmetry considerations, there will generically be
terms in the sum (4.12) withω < 0 that can induce transitions out of the ground state subspace
at some rate τ−1ex . These incoherent processes generate entanglement between the system
and environment, leading to decoherence of the system. Moreover, the bulk excitations are
mobile, and so quantum information can be carried away from the vicinity of the bound state,
and one will not be able to reconstruct the initial state from local measurements [178]. These
excitations must therefore be suppressed in order to protect the coherence of the bound state.
The most natural scenarios in which bulk excitations are suppressed are those where
the environment temperature T is small compared to the bulk gap T ≪ Eg. In this case,
transitions to excited states are thermally activated and thus exponentially slow. More
concretely, if the environment is in a thermal state, then spectral functions will obey the
Kubo-Martin-Schwinger relation Γαβ (ε) = eε/TΓβα(−ε) [142]. Therefore, they will be
exponentially suppressed for large negative arguments Γαβ (−|ε|)∼ e−β |ε|. Since the system
possesses a bulk gap, the relevant terms in (4.12) will be those with ω ≤−Eg, i.e. an energy
of at least Eg must be transferred from environment to system. These are suppressed by a
factor τ−1ex ∼ Γαβ (−Eg)∼ e−Eg/T ≪ 1, and hence can be neglected. While there are other
contexts in which bulk excitations are suppressed (e.g. if the bandwidth of the environment
is much less than Eg), we will focus on the low-temperature regime in the following. Note
that the effects of thermally generated excitations on the coherence properties of topological
bound states have been considered elsewhere [81].
We are now left with transitions that occur within the ground state subspace, which here
are described by terms in the sum with ω = 0, as well as the part involving the Lamb shift
HˆLS. If the coupling operators Aˆα and Bˆα respect the symmetries required to protect the
ground state subspace, then we must have ΠˆGSAˆα(0)ΠˆGS ∝ ΠˆGS and ΠˆGSHˆLSΠˆGS ∝ ΠˆGS
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by Schur’s Lemma4. It follows that within the Born-Markov approximation, dρˆ/dt = 0 up to
corrections that scale as e−Eg/T , and so the bound state remains coherent for long times. In
contrast, if Aˆα are not invariant under the relevant symmetries, then direct transitions within
the ground state subspace are allowed, and the bound state will decohere at a rate on the
order of the eigenvalues of the matrix Γαβ (ω = 0).
This analysis is analogous to the lowest order treatment of the spin-3/2 model in Section
4.2 [Eq. (4.5)], and the conclusions we draw are similar: decoherence occurs only if Aˆα
are not invariant under the relevant symmetries. The differences between unitary and
antiunitary symmetries are not yet evident. This is perhaps to be expected – the Born-Markov
approximation captures only the leading order terms in V , whereas we saw in Section 4.2
that the effective breaking of antiunitary symmetries is manifest in higher order terms in
perturbation theory. We therefore need to develop methods that allow us to capture these
indirect processes occurring via an intermediate virtual state [Fig. 4.1]. To do so, it is helpful
to first discuss the general validity of the Born-Markov approximation, and understand how
one can improve upon it.
4.3.2 Beyond Born-Markov
In Eq. (4.12), the influence of the environment on the system comes through the spectral
functions Γαβ (ω), or equivalently the time-domain correlators Γ˜αβ (t). There are two scales
associated with these quantities: their magnitude, and the typical range in time over which
they decay, which we call τm, the ‘memory time’ of the environment5. The former is related
to the strength of HˆSE through Γ˜αβ (t = 0) = ⟨Bˆα Bˆβ ⟩ ∼V 2. The latter represents a timescale
over which the observable Bˆα returns to its equilibrium value under its own dynamics after
being perturbed by the operator Bˆβ .
Being based on a perturbative expansion in the system-environment coupling, the validity
of the Born-Markov approximation clearly relies on V being sufficiently small. Additionally,
the fact that the resulting master equation is Markovian suggests that the memory time τm
must also be small: If τm were very long, then the environment would be gradually driven
4For unitary symmetries, the only condition required to invoke Schur’s Lemma is that Aˆα and HˆS are invariant
under the symmetry operation. For antiunitary symmetries, Bˆα and HˆE must also be symmetry-respecting,
else Γαβ (ω) and Sαβ (ω) will generically be complex [see Eq. (B.18)] and the ground state degeneracy will
generically be split by the Lamb shift. Note that all of these conditions are met if we demand that Aˆα and the
composite Hamiltonian Hˆ are both symmetry-respecting.
5The correlation functions can only strictly decay as |t| → ∞ if the environment is composed of infinitely
many degrees of freedom. However, any effects due to the finite size of the environment will generally occur
over a timescale on the order of the inverse level spacing of HˆE (the ‘Heisenberg time’), which is exponentially
large in the size of the environment and so is usually longer than experimental timescales.
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away from its initial state by the system, and in turn the dissipative forces felt by the system
at late times would be different from those felt at early times. The question of how small τm
has to be for the dynamics of the system to be Markovian is a subtle one, which is discussed
in some detail in Appendix B (see also references therein). In short, one must compare τm to
a third timescale τS, which captures the rate of change of the system density matrix, i.e. the
time it takes for the state of the system to change appreciably. If
τm ≪ τS, (4.15)
then the dynamics of the system is Markovian over coarse-grained timescales larger than
τm. Therefore, provided we are not interested in resolving timescales shorter than τm, the
system can be accurately described by a Lindblad master equation: dρˆ(t)/dt =L [ρˆ(t)] for
some time-independent generatorL of the form (4.3). It is not always clear a priori which
quantities determine τS; however one can work on the basis of the assumption (4.15) and
check that it is indeed satisfied self-consistently at the end of the calculation.
We can understand the Lindblad master equation as a contribution to the true dynamics
of the system that is of leading order in τm/τS. The Born-Markov approximation can be
thought of as an additional perturbative expansion ofL on top of this, which is truncated
at second order in V . (More precisely, the relevant dimensionless perturbative parameter is
τmV [107].) Evidently, improvements to the Born-Markov approximation can be made by
including higher order corrections in either one of these parameters. Based on the intuition
developed in Section 4.2, we expect that decoherence mechanisms for topological bound
states protected by antiunitary symmetries will arise at fourth order in V (since the square of
the relevant matrix element scales as V 4; see Fig. 4.1b), and so we will extend the expansion
in τmV , rather than τm/τS. We do not rule out the possibility that higher order terms in τm/τS,
which generate fully non-Markovian dynamics, may also give rise to decoherence processes
not present in Eq. (4.12). However, we expect that the inclusion of these additional effects
will not change our qualitative conclusions – namely that dissipation induces processes
that would be forbidden by antiunitary symmetries in an isolated system. Therefore, in the
following we will work in regimes where (4.15) is satisfied, and our derivation will be on the
basis that the master equation will be of Lindblad form.
All that remains now is to obtain an expression for the Linablad generatorL that contains
effects that are higher-order in τmV . Our calculation (the details of which can be found
in Appendix B) is based on computing ρˆS(t) for times τm ≪ t ≪ τS using time-dependent
perturbation theory to fourth order in V and comparing with the formal solution of the master
equation ρˆS(t) = ρˆS(0)+ tL [ρˆS(0)]+L 2[ρˆS(0)]/2!+ · · · . The necessary coarse-graining
can then be performed with the help of the Laplace transform. Again, we work in the regime
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T ≪ Eg, such that transitions to excited states occur at a negligibly slow rate. Provided that
the composite system is invariant under at least one antiunitary symmetry (which is the case
in the scenarios of interest here), the Lindblad generator can be written
dρˆS(t)
dt
=−i[HˆS, ρˆS(t)]+L (2)[ρˆS(t)]+L (4)[ρˆS(t)]+O([τmV ]6) (4.16)
where L (2) is the Born-Markov expression (4.12), and the fourth order correction to the
LindbladianL (4) is
L (4)[ρˆS] = ∑
α1,...,α4
ω1,ω2≥Eg
∫ dε
4π
Γα4α1(ε)Γα3α2(−ε)
(
Cˆα1α2(ω1,ε)ρˆS Cˆα4α3(ω2,−ε)
− 1
2
{
Cˆα1α2(ω1,ε)Cˆα4α3(ω2,−ε) , ρˆS
})− i[Hˆ(4)LS , ρˆS], (4.17)
where
Cˆαβ (ω,ε) := ΠˆGS
[
Aˆα(ω)Aˆ†β (ω)
ω− ε +
Aˆβ (ω)Aˆ
†
α(ω)
ω+ ε
]
ΠˆGS. (4.18)
The equation (4.17) can be used to analyse the incoherent dynamics of both few-body and
many-body systems possessing degenerate ground states in regimes where the environment
temperature T ≪ Eg and the system is prepared in a ground state. We do not provide an
expression for the correction to the Lamb shift Hˆ(4)LS here; we need only know that it is
Hermitian and constructed from products of Aˆα(ω) with real coefficients. As with the
lower-order expression (4.12), the above is not manifestly in the diagonal Lindblad form
(4.3), however it can in principle be cast into this form by standard methods [21].
4.3.3 Estimating the decoherence rate
Having derived the general master equation to fourth order in V , we can apply it to our scenar-
ios of interest, namely systems with topological bound states coupled to an environment. We
immediately notice that the quantity (4.18) resembles the operator Cˆαβ which we encountered
in our analysis of the spin-3/2 model in Section 4.2. Again, if the symmetries protecting the
ground state subspace are unitary, then both the Hermitian and antihermitian components
of Cˆαβ (ω,ε) are constrained by Schur’s Lemma, and so Cˆαβ (ω,ε) ∝ ΠˆGS. Similarly, the
Lamb shift Hˆ(4)LS is Hermitian and inherits all the symmetries of the composite Hamiltonian
Hˆ; thus it also acts like the identity within the ground state subspace. The master equation
then reduces to dρˆS/dt = 0, and we conclude that the bound state can only decohere through
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thermally activated processes at this order. Moreover, if we were to compute the master
equation at (2n)th order in V , we see from the structure of perturbation theory that non-
thermally-activated transitions would be generated by analogous operators Cˆα1...αn composed
of products of n operators ΠˆGSAˆα1(ω1) · · · Aˆαn(ωn)ΠˆGS, which are projected onto the ground
state subspace to ensure conservation of energy. Any such product can be decomposed into
Hermitian and antihermitian components, which again must both be proportional to ΠˆGS by
Schur’s Lemma, and thus will be unable to cause transitions. We conclude that for unitary
symmetries, the coherence time scales as τcoh ∼ eEg/T at all orders in perturbation theory.
In contrast, if an antiunitary symmetry is required to protect the bound state, then the
antihermitian component Yˆαβ (ω,ε) := −i[Cˆαβ (ω,ε)− Cˆβα(ω,ε)]/2 can act non-trivially
within the ground state subspace, generating non-thermally-activated transitions that would
be forbidden by TRS in the absence of an environmental6. The decoherence rate is then no
longer exponentially suppressed.
To estimate the typical magnitude of τ−1coh in this case, we note that the integral over
ε in (4.17) is dominated by the region |ε| ≲ T , while ω1,2 ≥ Eg ≫ T . We can therefore
expand the denominators in (4.18) in powers of ε/ω . The zeroth order terms are Hermitian,
and so do not contribute to Yˆαβ (ω,ε). We therefore have Yˆαβ (ω,ε)≈ (ε/ω2)Dˆαβ (ω) for
some appropriate ε-independent dimensionless operator Dˆαβ (ω), up to corrections that
are higher order in T/Eg. We therefore expect that τ−1coh is of the order of the integral
K{αi} := E
−4
g
∫
dε ε2Γα4α1(ε)Γα3α2(−ε).
To make progress, we can consider a particularly simple yet widely applicable model for
the environment consisting of a bath of harmonic oscillators HˆB =∑kωkbˆ
†
k bˆk (with canonical
commutation relations [bˆq, bˆ
†
q′] = δqq′). For simplicity, we consider linear system-environment
coupling Bˆα = ∑q gαqbˆq+g∗αqbˆ†q. Since the bath is presumed to be time-reversal symmetric,
we have g∗αq = gαq. Following Caldeira and Leggett [33], we define the bath spectral
density Jαβ (ω) :=∑q g∗αqgβqδ (ω−ωq). The spectral functions are then given by Γαβ (ω) =
Θ(ω)[1+ nB(ω)]Jαβ (ω)+Θ(−ω)nB(−ω)Jβα(−ω), where nB(ω) = (eω/T − 1)−1 is the
Bose distribution function. The bath spectral density is normalised such that
∫ ∞
0 dωJαβ (ω) =
Tr[Bˆ†α Bˆβ ] ∼ V 2, and is typically characterised by a power-law at small frequencies with
exponent s, and a cutoff at large frequencies ω ≳ ωc, e.g. Jαβ (ω) ∼ V 2ωsω−s−1c e−ω/ωc
(however only the low-frequency behaviour of Jαβ (ω) matters here, provided ωc ≫ T ). The
most common case s = 1 is referred to as ‘Ohmic’. Simple power-counting arguments lead
6Despite the presence of these TRS-forbidden processes, the master equation still obeys a ‘weak’ TRS
symmetry [Eq. (4.10)], which is due to the time-reversal symmetry of the composite Hamiltonian Hˆ.
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to an estimate for the decoherence time
τcoh ∼
E4gω2+2sc
V 4T 3+2s
(4.19)
We note that since τS ∼ τcoh and τm ∼ ω−1c , the condition (4.15) required to derive the
master equation is self-consistently satisfied for all sensible choices of parameters (V ≪ Eg,
T ≪ ωc).
Although the exact dependence of τcoh on on T may vary slightly for more structured
environments, we can conclude that topological bound states protected by antiunitary sym-
metries generally decohere at a rate that that scales only algebraically with the environment
temperature, rather than exponentially. This is consistent with our intuition that phenomena
protected by antiunitary symmetries are intrinsically fragile against coupling to an environ-
ment, as described in Section 4.2.
Having studied the fate of topological bound states in the presence of an environment
in detail, we now turn to the edge modes of higher-dimensional systems. Again, we find
that the physics that emerges is qualitatively different depending on whether the topological
phase is protected by unitary or antiunitary symmetries.
4.4 Conductance properties of topological edge modes
Thanks to the spatially localized nature of topological bound states, the low-energy properties
of the systems considered in the previous section are particularly simple. The ground state
subspace is formed of just a few discrete states, which are well-separated in energy from the
bulk excitations. This helped us to derive the master equation Eq. (4.17), which captures the
effects of the important ‘indirect’ processes generated by the system-environment coupling.
The aim of this section is to provide a similar analysis of the effects of an environment on
systems that possess boundary modes of spatial dimension one, e.g. the chiral and helical edge
states introduced in Section 1.2.2. Such modes can arise at the boundaries of two-dimensional
SPTs [65], or as ‘hinge’ modes of three-dimensional higher-order SPTs protected by spatial
symmetries [190]. In an isolated system, their topological nature protects them against being
gapped out or localized by any local perturbations unless the relevant symmetries are broken
explicitly or spontaneously. Accordingly, particles within these channels can propagate
without reflection, giving rise to characteristic transport signatures, e.g. the quantum Hall
effect. However, if the system is perturbed by coupling to an environment, the same arguments
regarding robustness cannot necessarily be applied. Even if explicit or spontaneous symmetry
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breaking does not occur, we anticipate that antiunitary symmetries will be effectively broken
in the sense discussed in Section 4.2. This suggests that if the phase in question is protected
by antiunitary symmetries, then the robust transport signatures expected of the isolated
system may be compromised, even when the temperature is well below the bulk gap T ≪ Eg.
One might hope that the master equation formalism used in the previous section, and
in particular the expression Eq. (4.17), could be applied in this context. However, some of
the approximations made in its derivation do not necessarily apply here. For instance, we
assumed that the intermediate virtual state in the decoherence process [Fig. 4.1b] is a bulk
excitation of energy ≥ Eg, ensuring that the denominators in (4.18) are large; however, here
there is a continuum of excitations with energies inside the bulk gap. A somewhat related
problem is that perturbation theory is not necessarily as well controlled in this context as it
is for topological bound states. Indeed thermodynamically large gapless systems are often
subject to non-perturbative effects, as occurs in the Kondo problem [126]. Furthermore,
since the system Hamiltonian is non-trivial within the low-energy subspace, the timescale
of the system evolution τS will likely be faster than the scale associated with the dissipative
part of the evolution governed by HˆSE , casting doubt on the validity of the Markovian
assumption (4.15). We will therefore take a different approach based on analysing the
composite Hamiltonian (4.2). Due to the increased complexity of the problem, we will not
be able to derive results that are as quantitative as before, but we will obtain qualitatively
correct expressions for the relevant transport coefficients that are valid in physically realistic
regimes.
We will mainly focus on helical edge modes throughout this section, since they are
experimentally relevant and relatively simple to understand. Moreover, they can be protected
by either time-reversal symmetry (antiunitary) or spin-rotation symmetry (unitary), and so
we can study how the transport properties depend on the presence or absence of each.
4.4.1 Dynamical impurity coupled to helical electrons
In Section 1.2.2, we encountered a simple model describing the dynamics of electrons in
helical edge modes, in which non-interacting fermions with spin ↑ (↓) propagate with a speed
vF in the +x (−x) direction [Eq. (1.11)]. However, in a realistic experimental setting, this
simple Hamiltonian is unlikely to be accurate. For instance, Coulomb interactions between
the fermions will likely be present, as well as spin textures in momentum space due to
spin-orbit coupling, which itself may even be spatially inhomogeneous [46, 78]. Therefore,
we need a more general theory that can account for these perturbations. The solution is the
helical Luttinger liquid (HLL) theory [241, 244], which is in its simplest form a bosonized
version of the Hamiltonian (1.11) with interactions included. The theory involves fields φˆ(x),
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θˆ(x), which obey the canonical commutation relations [φˆ(x),∇θˆ(x′)/π] = iδ (x− x′). The
HLL Hamiltonian is7
HˆHLL =
u
2π
∫
dx
1
K
(∇φˆ)2+K(∇θˆ)2 (4.20)
Here, the Luttinger parameter K is a dimensionless number that quantifies the strength
of interactions. One can develop some intuition for the above theory by starting with the
non-interacting Hamiltonian (1.11) supplemented with density-density interactions, and
employing the bosonization identity
ψˆσ (x) =
(
1
2πξ
)1/2
Fˆσeiσ(kF−π/L)eiθˆ(x)−iσφˆ(x) (4.21)
where ξ is a short-distance cutoff, kF is the Fermi momentum, and Fˆσ are the Klein factors,
included to ensure that fermionic statistics are obeyed8. (For an introduction to bosonization
and the precise meaning of the all the quantities in Eq. (4.21), see e.g. Refs. [223, 79, 77].)
One finds that the original fermionic theory maps exactly onto (4.20), and expressions can be
found for u and K in terms of the Fermi velocity vF and interaction strength [79]. However,
the HLL theory can be employed much more generally. The Hamiltonian (4.20) emerges as
the long-wavelength fixed point of a renormalization group (RG) flow starting from a ‘bare’
Hamiltonian that includes many TRS-respecting perturbations other than spatially uniform
contact interactions. The effect of these perturbations on low-energy physics can be captured
through a renormalization of u and K, and so their values may differ from the expression
obtained using the mapping (4.21). Since the bare theory may be rather complex and hard to
characterize, we will not attempt to relate u and K to microscopic quantities, and will instead
treat them as phenomenological parameters. Nevertheless, quite generally K < 1 (K > 1)
corresponds to repulsive (attractive) interactions.
Note that in this context, the UV cutoff for the theory is not set by the lattice spacing, but
by the gap Eg, above which bulk degrees of freedom become important. Thus,
ξ ∼ u
Eg
, (4.22)
7We adopt the convention for the normalization of the bosonic fields used in Ref. [79]. Some expressions
found here will differ from those in other sources through various signs and factors of
√
π and K, but all
physical quantities are the same.
8The Klein factors can be safely ignored here, since we will be working in a fixed fermion number sector
[79]. In scenarios where fermions can enter and leave the system, they must be treated more carefully.
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Fig. 4.2 Various backscattering mechanisms for helical edge modes illustrated in momentum
space. The single-particle dispersion relation εkσ = σvFk is shown in blue and red for
forward- and backward-moving fermions, respectively. (a) Elastic single-particle scattering
is generated by the operator (4.25), which is odd under time-reversal and so forbidden in
an isolated system. (b, c) Single- and two-particle inelastic backscattering processes are
generated by the TRS-invariant operators (4.26) and (4.27), respectively. These operators are
RG-irrelevant, and so the associated resistance is suppressed at low temperatures.
which can also be interpreted as the penetration depth of the helical edge modes into the
bulk (cf. the magnetic length in the quantum Hall effect [233]). The exact dependence of the
short-distance cutoff on u, Eg depends on the details of the regularization procedure being
used, and so ξ is a non-universal length scale.
Since the helical liquid arises at the edge of a symmetry-protected phase, we expect that
the fixed point theory (4.20) will be stable only if a suitable symmetry is preserved. As
mentioned, one such symmetry is TRS, which in the bosonized representation is implemented
by the transformation
φˆ(x)→ φˆ(x)+ π
2
, θˆ(x)→−θˆ(x), i→−i. (4.23)
(Using Eq. (4.21), one can verify that the fermion operators transform in the appropriate
way.) The edge modes can alternatively be protected by certain unitary symmetries, such as
the U(1) group corresponding to rotations of the electron spin about the z axis. A rotation by
angle χ is implemented as
φˆ(x)→ φˆ(x)+χ θˆ(x)→ θˆ(x). (4.24)
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To get some insight into how these symmetries can protect the helical edge modes, consider
the perturbation
cos
[
2φˆ(x)
]
∝ ψˆ†+(x)ψˆ−(x)+H.c. (4.25)
This term gives rise to elastic single-particle backscattering9, where a right-moving electron
scatters into a left-moving mode of the same energy (see Fig. 4.2a). Such a process can
generate non-zero resistance in the edge modes. Moreover, for finite repulsive interactions
this perturbation is RG-relevant, and is in fact capable of driving the system away from the
HLL fixed point towards a gapped insulating phase at low temperatures [109, 108, 241].
However, it is forbidden by either TRS or spin rotation symmetry in an isolated system.
Consider instead the TRS-invariant perturbations
: ∇2θˆ(x)cos
[
2φˆ(x)
]
: ∝ ψˆ†+(x)ψˆ−(x)∇
[
ψˆ†+(x)ψˆ+(x)− ψˆ†−(x)ψˆ−(x)
]
+H.c. (4.26)
cos
[
4φˆ(x)
]
∝ ψˆ†+(x)ψˆ
†
+(x+α)ψˆ−(x)ψˆ−(x+α)+h.c. (4.27)
(The colons in Eq. (4.26) denote normal ordering of the product between θˆ and φˆ operators,
which means the divergent quantity ⟨∇2θˆ(x)cos[2φˆ(x)]⟩ is to be subtracted [79, 77]. We
have also used a point splitting regularization for the fermion operators in (4.27).) The
former describes single-particle inelastic backscattering, while the latter represents correlated
two-particle backscattering process.
In the non-interacting limit K = 1, it is helpful to view these processes in momentum
space (see Fig. 4.2 b,c). Unlike the elastic process, these transitions involve electrons ex-
changing energy. Due to Fermi exclusion, the resistance associated with these processes
must therefore decrease as temperature is lowered [191]. Quite generally, time-reversal
symmetry ensures that matrix elements between single-particle states with the same energy
but opposite helicity must vanish [27], and so any TRS-respecting backscattering operator
must be inelastic and will be suppressed at low temperatures (at least for weak interactions).
For an arbitrary interaction strength K, the temperature-dependence of the resistance can be
inferred from the scaling dimensions of the bosonic operators, giving T 2K+2 and T 8K−2 for
the perturbations (4.26) and (4.27), respectively. We see that for sufficiently weak interac-
tions (K close to 1), both these operators are RG-irrelevant [241]. One can verify that spin
rotation symmetry (4.24) also forbids any relevant backscattering operators, thus protecting
9We have used the identity (4.21) to convert bosonic operators to fermionic ones in Eq. (4.25). However one
should remember that the HLL Hamiltonian describes a low-energy effective theory, and so the renormalized
fields φˆ(x), θˆ(x) may not actually be related to the bare electron operators in such a simple way. Nevertheless,
one can gain a better intuitive appreciation for the various perturbations considered here by considering their
fermionic representation.
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the conductance of the HLL.
Let us now discuss how this picture can change when the system is coupled to external
degrees of freedom. Again we can analyse the microscopic symmetries of the open system
by decomposing the system-environment interaction as a sum of terms HˆSE = ∑α Aˆα ⊗ Bˆα ,
with Aˆα acting on the system and Bˆα acting on the environment [Eq. (4.4)]. If the operators
Aˆα acting on the system break the relevant symmetries, then we expect that the perfect
conductance of the edge modes will be compromised, much like the coherence of topological
bound states. A well-studied example of this is a magnetic impurity interacting with the HLL
through an exchange coupling
Hˆexch = JS⃗HLL(x) · S⃗imp, (4.28)
where S⃗HLL(x) and S⃗imp are the spin operators acting on the HLL and impurity, respectively.
Evidently, the operators acting on the system break both TRS and spin rotation (although
the symmetries of the composite system are preserved). Therefore, the impurity will couple
to the HLL via the relevant operator (4.25), which was previously forbidden by TRS. This
results in elastic single-particle backscattering accompanied by a flip of the impurity spin,
which again leads to imperfect transport at low temperatures10 [139, 206].
Since it is clear that scenarios of this type do not exhibit perfect conductance, we will
instead assume that the coupling operators Aˆα respect the relevant symmetries. Based on
our findings in the previous sections, we already anticipate that transitions forbidden by
TRS in the isolated system will still occur, and that these arise beyond leading order in the
system-environment interaction strength. We will illustrate this point using a simple model
for the environment, namely a two-level system (TLS).
Effective two-level systems are thought to be ubiquitous in condensed matter systems
[8], forming the basis of certain models of ‘1/ f noise’ [60, 231]. As a physically motivated
example, the TLS could describe the two lowest charge configurations of some nearby
structure. If this structure is formed of an even number of electrons, the TRS operator acting
on the TLS obeys Tˆ 2 =+1. Without loss of generality, we choose a basis that is diagonal in
the two charge configurations wherein Tˆ = Kˆ, where Kˆ the complex conjugation operator.
10Since the exchange coupling is RG-relevant (marginally relevant for K = 1), the renormalized interaction
becomes non-perturbatively strong at very low temperatures T ≲ TK = [αJ/v(K− 1)]1/(K−1). It is then no
longer possible to ignore the bulk electrons, which for T ≪ TK form a ‘Kondo singlet’ with the impurity, the
environment-induced backscattering becomes suppressed, and quantized conductance is restored [139]. If there
are many impurities distributed along the edge, the helical mode may become insulating even in the limit of
strictly zero temperature [7].
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This gives
HˆE = Esp Sˆz+∆ Sˆx, (4.29)
where Sˆx,y,z are the spin-1/2 operators, satisfying [Sˆµ , Sˆν ] = iεµνκ Sˆκ ; (Sˆµ)2 = 1/4. Physically,
we can interpret Esp as the difference in energy between the low-energy charge configurations
of the structure, and ∆ as the tunnelling matrix element between the two. Assuming no
tunnelling of fermions between the TLS and the quantum spin Hall insulator, the predominant
system-environment interactions are likely to be electrostatic in nature, which naturally gives
rise to couplings for which both Aˆα and Bˆα are TRS-invariant and independent of the fermion
spin. The interaction will generically take the form
HˆSE =
∫
d2⃗r ρˆel(⃗r)⊗
[
SˆxVx(⃗r)+ SˆzVz(⃗r)
]
, (4.30)
where ρˆel(⃗r) is the density operator for the bare electrons, and Vx,z(⃗r) are arbitrary real
functions of the spatial coordinate r⃗, which we presume to be smooth on the scale of α , and
localized near some point x = 0 along the edge. This interaction captures the dependence of
both the splitting Esp and tunnelling matrix element ∆ on the distribution of electrons in the
system.
4.4.2 Renormalization group analysis
Having defined our model for a dynamical two-level impurity coupled to a quantum spin
Hall insulator via electrostatic interactions, we now consider its low-energy properties. At
temperatures T ≲ Eg, the system-environment interaction (4.30) can be projected onto the
edge mode degrees of freedom described by the HLL Hamiltonian (4.20). As mentioned,
the relationship between the bare electron operators and those of the effective low-energy
theory are highly non-trivial, but we can determine which terms can arise based on their
symmetry properties. For instance, the elastic backscattering operator (4.25) is forbidden,
since the system operators Aˆµ =
∫
d2⃗rρˆel(⃗r)Vµ (⃗r) (µ = x,z) are invariant under TRS. In
contrast, terms involving TRS-respecting operators acting on the HLL such as (4.26), (4.27)
are not forbidden, and so will generically appear (unless the system possesses some other
symmetry that forbids it). Moreover, since the system-environment interaction is quasi-local,
we can perform a gradient expansion of the fields φˆ(x), θˆ(x) about the point x = 0, which is
well-controlled at low energies. Therefore, all perturbations can be expressed in terms of the
fields and their spatial derivatives evaluated at x = 0.
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There are infinitely many terms allowed by symmetry, but for illustrative purposes we
will only explicitly consider two particular terms
HˆSE = J1∇2φˆ ⊗ Sˆz+ J2 : ∇θˆ cos[2φˆ ] :⊗ Sˆx+ · · · (4.31)
with all fields evaluated at x = 0. [The normal ordering is with respect to the product of
∇θˆ and cos[2φˆ ].] In the fermion representation, the second term represents single-particle
inelastic backscattering (see Eq. (4.26) and Fig. 4.2b), and the field ∇2φˆ(x) maps to the
gradient of the fermion density ∇ρˆf(x). The coefficients J1,2 will depend in some complicated
way on the microscopic details of the QSHE system in question as well as the profiles Vx,z(⃗r)
in (4.30), but neither are constrained by time-reversal symmetry.
Since all the operators acting on the HLL that appear in HˆSE are TRS-even, we know that
they are RG-irrelevant at tree level, and therefore will not strongly alter the low-temperature
conductance properties at leading order in perturbation theory. The reason we consider
them here is that under RG transformations that include loop corrections, they can generate
perturbations that would be forbidden by symmetry in the bare Hamiltonian, and these new
terms may be RG-relevant. In particular, we will demonstrate that these two couplings
generate a term proportional to the single-particle elastic backscattering operator (4.25).
To show this, we will need to compute the one-loop beta functions for the HLL-TLS
theory, which can be done using the operator product expansion method; see, e.g. Ref. [34].
This procedure is best described in the imaginary time path integral formalism. Define the
decoupled fixed point action
S0
[
φ , S⃗
]
= SWZ
[
S⃗
]
+
1
2πK
∫ β
0
dτ
∫
dx u(∂xφ)2+
1
u
(∂τφ), (4.32)
where τ is imaginary time, β = 1/T is the inverse temperature, S⃗(x,τ) is the pseudospin
field for the TLS, and SWZ is the Wess-Zumino action for a spin-1/2 [5]. (We do not require
an expression for the latter, since we will evaluate spin correlators in the operator formalism.)
Following Ref. [109], we have integrated out the θˆ(x) field using the operator equation of
motion
∂τ φˆ = iuK∂xθˆ . (4.33)
Without loss of generality, the perturbation can be written
S1
[
φ , S⃗
]
=∑
ν
∑
µ=0,x,y,z
gνµ
∫ β
0
dτ
σ1−∆ν
Aν [φ ](τ)Sµ(τ), (4.34)
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where Aν [φ ](τ) are functionals of the field φ(x,τ) at the time τ , and Sµ(τ) are the field-
theoretic representations of the four Pauli matrices (S0(τ) = 1/2). Here, σ = ξ/u is a
short-time cutoff of the order of the inverse bulk gap [see Eq. (4.22)]. Note that the splitting
Esp and tunnelling ∆ [Eq. (4.29)] are included in the perturbation S1, which ensures that S0 is
a fixed-point theory. Because the HLL only couples to the TLS at a single point x = 0 and
the unperturbed action is scale invariant, we can demand that the functionals Aν [φ ](τ) are
scaling operators, meaning that
⟨Aν1(τ1/λ ) · · ·Aνn(τn/λ )⟩=
(
n
∏
a=1
λ∆νa
)
⟨Aν1(τ1) · · ·Aνn(τn)⟩ . (4.35)
for positive scaling factors λ . The exponents ∆ν are known as the scaling dimensions
for the operators Aν(τ). This implies that the two-point correlators follow a power law
behaviour ⟨T Aν(τ)Aν(τ ′)⟩=Cν |τ− τ ′|−2∆ν . We normalize the operators Aν such that Cν
are dimensionless, and hence the coupling constants gνµ in (4.34) are also dimensionless.
Both coupling terms in Eq. (4.31) are manifestly scaling operators, however a more general
operator can be decomposed into terms each obeying (4.35) [34].
We can now formally express the partition functionZ = Tre−β Hˆ for the perturbed theory
in terms of expectation values with respect to S0
Z
Z0
=
∞
∑
n=0
(−1)n ∑
ν1...νnµ1...µn
(
n
∏
a=1
gνaµa
)∫ β
0
dτ1
σ1−∆ν1
∫ τ1−σ
0
dτ2
σ1−∆ν1
· · ·
∫ τn−1−σ
0
dτn
σ1−∆νn
×⟨Aν1(τ1) · · ·Aνn(τn)⟩⟨Sµ1(τ1) · · ·Sµn(τn)⟩ (4.36)
where Z0 is the partition function for the action S0. Here, we impose a short-time cutoff by
demanding that the time coordinates τi are always separated by a time of at least σ ∼ E−1g .
Although crude, this cutoff procedure is accurate enough to determine the one-loop beta
function [34].
This type of expansion forms the basis of a study of the Kondo model by Anderson, Yuval,
and Hamann [247, 9]. To help provide some physical intuition, they identified Eq. (4.36) with
the grand partition function for a one-dimensional classical gas of particles11 interacting via
long-range forces governed by the correlators of Aν and Sµ , subject to a hardcore constraint
|τi−τ j| ≥ σ . In this analogous classical system, imaginary time τ plays the rôle of the spatial
coordinate, the length of the system is β , and gνµ are fugacities for the various ‘flavours’ of
11The factor of (−1)n does not appear in a classical partition function. In the Kondo problem, it can be
removed by a spin rotation, but the same is not necessarily true here. Nevertheless, the physical picture provided
by this mapping is helpful.
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particle, which we assume to be small. The Anderson-Yuval-Hamann RG scheme involves
integrating out configurations in which two particles are separated by a distance σ ≤ ∆t < bσ ,
and then rescaling the coordinate τ by a factor b−1 to restore the original cutoff σ .
For an infinitesimal RG step b = 1+δℓ in the dilute gas regime gνµ ≪ 1, configurations
in which more than two particles are separated by ∆τ < bσ are rare enough to be neglected.
The integration step can then be performed by replacing the two nearby particles by a single
particle (possibly of a different flavour), chosen such that the potential felt by the other
particles far away is unchanged. This effectively changes the fugacity of the new particle.
We therefore need to study correlators of the form〈
TτAν(τ)Aν ′(τ ′)ΦS({τi})
〉
(4.37)
where Tτ denotes imaginary time ordering, and ΦS({τi}) is a product of operators at times
{τi} that are well-separated from times τ , τ ′. The operator product expansion (OPE) specifies
how the correlators (4.37) behave as the time coordinates τ , τ ′ approach one another, which
is precisely the information we need here. The OPE takes the form
lim
ς→0
TτAν(τ¯+ ς/2)Aν ′(τ¯− ς/2) = limς→0 ∑ν ′′
cνν ′;ν ′′(ς)
|ς |∆ν+∆ν ′−∆ν ′′ Aν ′′(τ¯) (4.38)
The above operator equation should be understood in a weak sense, being only valid when
substituted into correlators of the form (4.37). Here the dimensionless functions cνν ′;ν ′′(ς)
are either constant in ς or proportional to sgnς . The form of the denominator follows from
the scaling identity (4.35) [34].
In an isolated system, the OPE for the system operators suffices to determine the one-
loop RG equations. The symmetries of the fixed point action and the operators Aν , Aν ′ are
preserved under this process12. However, in our case the RG also depends on the OPE for
the spin fields Sµ(τ), which we write as
TτSµ(τ¯+ ς/2)Sµ
′
(τ¯− ς/2) =∑
µ ′′
dµµ ′;µ ′′(ς)Sµ
′′
(τ¯), (4.39)
again to be understood in a weak sense. The coefficients dµµ ′;µ ′′(ς) can be evaluated in the
operator representation
dµµ ′;µ ′′(ς) =
1
4
δµµ ′+
i
2
sgn(ς)εµµ ′µ ′′ (µ,µ ′,µ ′′ ∈ {x,y,z}) (4.40)
12We have been careful to avoid any spurious time-reversal symmetry breaking in the OPE by using the
symmetrized time coordinate τ¯ = (τ+ τ ′)/2.
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Generalising the proofs given in Refs. [34, 73], we find that after the infinitesimal RG step,
Z will be left invariant if the fugacities gνµ are renormalized by
dgνµ
dℓ
= (1−∆ν)gνµ − ∑
ν ′ν ′′
µ ′µ ′′
gν ′µ ′gν ′′µ ′′ f
µ ′µ ′′;µ
ν ′ν ′′;ν (4.41)
where
f µ
′µ ′′;µ
ν ′ν ′′;ν =
1
2
[
cν ′ν ′′;ν(+σ)dµ ′µ ′′;µ(+σ)+ cν ′ν ′′;ν(−σ)dµ ′µ ′′;µ(−σ)
]
(4.42)
Because dµ ′µ ′′;µ(ς) has a nontrivial dependence on ς for µ ′ ̸= µ ′′, system operators that
would be forbidden by TRS in an isolated system can actually generated under the RG. This
is best illustrated using the two terms we introduced in Eq. (4.31). After substituting for
θˆ using (4.33),the scaling dimensions of the fields ∇2φ and i∂τφ cos[2φ ] are ∆1 = 2 and
∆2 = 1+K, respectively. With proper normalization, the system operators in question can
be written as u2σ∇2φ(τ) and σ−Ki∂τφ cos[2φ ], and the fugacities are g1z = J1/(u2σ) and
g2x =−J2/uK. The OPE can be computed using the fact that the HLL Hamiltonian is a free
theory, and so Wick’s theorem applies to correlators (4.37).
[
u2σ∇2φ(τ¯+ ς/2)
]×[σ−K : i∂τφ(τ¯− ς/2)cos[2φ(τ¯− ς/2)] : ]
=
−iK
ς3
[
σ−K cos(2φ(τ¯))
]
+ · · · (4.43)
where we have omitted other less relevant operators. The above comes from the contribution
in which the ∇2φ operator is Wick contracted with i∂τφ , which can be evaluated using the
short-distance expression for the Green’s function ⟨φ(x,τ)φ(0,0)⟩= (K/4) log[x2+u2τ2]+
const. [79]. Note that the coefficient is odd in ς , and so without the TLS operators the two
terms in (4.42) would cancel. However, since Sx and Sz are non-commuting, the coefficients
dµ ′µ ′′;µ(ς) introduce an additional factor of sgnς [Eq. (4.40)], and so this cancellation does
not occur. An operator of the form
(y/σ)×Sy⊗ cos[2φˆ ] (4.44)
is therefore generated under the RG, even though the time-reversal symmetry of the electro-
static interactions forbids a non-zero bare value of the dimensionless coupling constant y.
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The scaling dimension for the above term is ∆= K, and so RG equation for y is
dy
dℓ
= (1−K)y−Kg1zg2x+ · · · (4.45)
where the ellipses denote other combinations of irrelevant operators that combine to generate
the operator (4.44). Since 1−K ≥ 0 for the physically realistic case of repulsive interactions,
the coupling y is marginal or relevant, and so for large ℓ the right hand side will be dominated
by the first term, giving y(ℓ)≈ y0e(1−K)ℓ. The constant of proportionality y0 is determined
by the early stages of the RG flow, i.e. for ℓ≲ 1. During this stage, the irrelevant couplings
g1z and g2x (among others) which are allowed by symmetry drive the system away from the
stable region of parameter space y = 0; see Fig. 4.3. Once a non-zero y is generated, the RG
trajectories will flow away from the HLL fixed point.
Thus, in general the low-energy properties of the HLL-TLS system are governed by an
effective low-energy Hamiltonian
Hˆeff = HˆHLL+EspSˆz+∆Sˆx+(y/σ)Sˆy⊗ cos[2φˆ ] (4.46)
In this Hamiltonian, we have excluded terms that are RG-irrelevant. However, the influence
of these terms is implicitly accounted for through the renormalized coupling y. If only g1z and
g2x are considered, then the solution of (4.45) gives (y/σ)∼ J1J2/σ2u3 (up to dimensionless
constants). However, since there are in principle infinitely many such terms contributing to
the right hand side of (4.45), y will be treated as a phenomenological parameter.
We see that even though the interactions between the TLS and the HLL only involve TRS-
invariant operators acting on the system, the TRS-odd operator (4.25), which generates elastic
single-particle backscattering, is generated at low energies. In the non-interacting limit K = 1,
one can understand the mechanism behind this effect in a single-particle description. The
effective operator captures second order transitions generated by the two terms in Eq. (4.31).
The operators acting on the system are Aˆ1 := ∇2φˆ (which facilitates forward-scattering) and
Aˆ2 :=: ∇θˆ cos[2φˆ ] : (which facilitates inelastic back-scattering13; see Fig. 4.2b). The two
operators combined can mediate an indirect transition from a right-mover to a left-mover
of the same energy (Fig. 4.4). This transition can occur in two ways depending on whether
the forward- or back-scattering operator is applied first. Without the spin operators, the two
paths would destructively interfere due to TRS [241]. However, since Sˆz and Sˆx anticommute,
the additional phase factors acquired by the spin lead to constructive, rather than destructive,
13In the process depicted in Figure 4.2b, single-particle inelastic backscattering is accompanied by a forward-
scattering process of another electron, so as to conserve energy. Here, such a process is not required, since
the intermediate state is off-shell. Crucially, the second order elastic backscattering mechanism here involves
scattering of just one electron – all others do not undergo a transition.
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g1z
g2xy
Fig. 4.3 Illustration of the RG flow for the three coupling constants in Eq. (4.45). Being
composed of TRS-invariant operators, the couplings g1z and g2x are generically present in
the bare Hamiltonian [Eq. (4.31)]. These couplings are irrelevant, and so flow to zero. The
coupling y [Eq. (4.44)] involves the TRS-odd operator cos[2φˆ ], and so must have a bare
value of zero for electrostatic system-environment interactions. Various points in the g1z-g2x
plane (grey grid) are drawn as red dots, and the subsequent RG flows are sketched. If the
bare values of g1z and g2x are both non-zero, then the initial point does not lie on the basin of
attraction (shaded area, defined by y = [K/(1−K)]g1zg2x), and so a non-zero y is generated
along the flow, with a sign determined by the product g1zg2x. If either one of g1z or g2x are
zero, then the bare value lies in the basin of attraction, and the RG flows to the fixed point
y = 0. However, generically we expect that there will be at least one pair of couplings that
have non-zero bare values and can combine under RG to generate non-zero y, rendering the
fixed point theory (4.20) unstable.
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Aˆ2 ⊗ Sˆx
Aˆ1 ⊗ Sˆz Aˆ1 ⊗ Sˆz
Aˆ2 ⊗ Sˆx
Fig. 4.4 Single-particle mechanism for the generation of the effective coupling (4.44). The
HLL and TLS are coupled via two terms HˆSE = Aˆ1⊗ Sˆz+ Aˆ2⊗ Sˆx, where Aˆ2 and Aˆ1 generate
forward and backward scattering, respectively [see Eq. (4.31)]. A right mover (black dot)
can scatter to a left mover (white dot) through an indirect transition proceeding via an
intermediate virtual state (grey dots). While the two pathways (grey arrows) would cancel
each other out due to TRS in the absence of the spin operators, the non-commutativity of Sˆx,
Sˆz means that elastic backscattering is in fact generated.
interference. The system then behaves as if the TLS were coupled to the HLL via TRS-
odd operators, such as those that arise in the exchange coupling with a magnetic impurity
[Eq. (4.28)].
Although the single-particle picture is less general, it makes the analogy to the indirect
decoherence processes in topological bound states much clearer (compare Figs. 4.1 and 4.4).
Note that the effective breaking of TRS for the system again requires more than one coupling
channel to be present. Additionally, this generation of symmetry-breaking operators acting
on the system is specific to antiunitary symmetries: Any two operators that are invariant
under a unitary symmetry acting on the system can only generate other operators that are
also invariant under the same symmetry. Therefore, if the HLL is protected by a unitary
symmetry [e.g. spin rotation (4.24)] and the bare system-environment coupling only features
operators acting on the HLL that are invariant under that symmetry, then the conductance of
the edge modes will be as robust as it was in the isolated system.
4.4.3 Transport properties
Having determined the form of the low-energy effective Hamiltonian for the HLL-TLS system
[Eq. (4.46)], we can now determine the relevant transport coefficients. In particular, we will
focus on electrical conductance, which is commonly used as an experimental signature of the
QSHE [128, 183]. Before undertaking any formal calculations, we can use RG arguments to
predict how the residual resistance induced by the TLS will scale as a function of the relevant
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experimental parameters in certain regimes. For convenience, we first rewrite the effective
Hamiltonian (4.46) in a basis in which the TLS pseudospin is rotated
Hˆeff = 1ˆ⊗ HˆHLL+(h/σ)Sˆz⊗ 1ˆ+(y/σ)Sˆy⊗ cos[2φˆ ] (4.47)
where h := σ
√
E2sp+∆2. Both h and y are dimensionless numbers describing the strength
of the two perturbations away from the fixed point Hamiltonian. For repulsive interactions
K < 1, they are both relevant, with scaling dimensions ∆h = 0, ∆g = K. Therefore, if the
coupling constants at a given scale σ are h(σ) and y(σ), then at tree level their renormal-
ized values at new scale σ ′ are h(σ ′) = (σ/σ ′)−1h(σ), y(σ ′) = (σ/σ ′)K−1y(σ). At finite
temperature, frequency, or voltage, the RG will flow towards the IR until a scale σ∗ ∼ 1/E∗
is reached, where E∗ = max(T,ω,eV ) [109]. If at this point the effective couplings are still
perturbatively small h(σ∗),y(σ∗)≪ 1, then we can trust the tree level RG treatment, and
treat y perturbatively. The dominant contributions to the resistance δR induced by the TLS
should scale as δR ∝ [y(σ∗)]2 ∼ (E∗)2K−2.
As the temperature, frequency, and voltage are lowered, one of the couplings h(σ∗),y(σ∗)
will eventually become non-perturbatively strong (order unity). The bare values h(σ), y(σ)
appearing in the Hamiltonian (4.47) determine energy scales on which this occurs
Eh = σ−1h(σ)≡ ε Ey = σ−1[y(σ)]−1/(K−1). (4.48)
The scale Ey is an analogue of the Kondo temperature for our problem14.
If Eh ≫ Ey, then the renormalized splitting coefficient h(σ∗) = εσ∗ becomes large at an
energy scale for which y(σ∗) is still small. In this case, the tree level analysis is no longer
reliable, and we do not expect simple power-law dependence on E∗. However, we should
still be able to obtain an accurate expression for the resistance by using methods that are
perturbative in y and exact in h. In Appendix C we derive expressions for the resistance of
the HLL in this regime, for either non-zero frequency ω or finite bias V . The expressions
simplify greatly when two of the energy scales T , ω , eV are set to zero. At finite temperature,
we have a DC linear resistance
δRDC(T ) = RK× π
2y2
8
(2πσT )2K−2 sech
( ε
2T
) |Γ(K+ iε/2πT )|2
Γ(2K)
, (4.49)
14Unlike in the Kondo problem, y is marginal in the non-interacting limit K → 1 even at the one-loop level.
This means that in the absence of interactions, Ey is at least as small as ∼ exp(−const× [y(σ)]−2), depending
on whether multi-loop corrections make y relevant. This differs from the usual ∼ exp(−const× [y(σ)]−1)
scaling.
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where RK = 2πℏ/e2 = 25.812 807 . . .kΩ is the von Klitzing constant, and ε = σh =√
E2sp+∆2 is the difference in energy of the TLS eigenvalues. In the non-interacting limit
K → 1, the DC resistance simplifies to δRDC = RK×(π2y2/8)×(ε/T )/sinh(ε/T ). At finite
frequency, the real part of the resistance is
ReδRT=0(ω) =

0 |ω|< ε,
RK× π
2y2
4σ |ω|
(σ [|ω|− ε])2K−1
Γ(2K)
|ω| ≥ ε;
(4.50)
(An expression for the imaginary part, which describes a phase shift of the conductance
rather than backscattering, can be found in Appendix C.) The DC resistance at finite bias is
δRT=0(V ) =

0 eV ≤ ε/K,
π2y2
4eK|V |σ
(σ [eK|V |− ε])2K−1
Γ(2K)
e|V |> ε/K.
(4.51)
The expressions (4.49), (4.50), and (4.51) explicitly depend on the cutoff timescale σ ∼ Eg
and the difference between the eigenenergies of the TLS ε , which are non-universal properties
of the system in question. However, in units of (e2/2π)×y2(σε)2K−2, the residual resistance
δR can be written as a universal function of T˜ := T/ε , ω˜ := ω/ε , and eV˜ := eV/ε . We plot
δR along the T˜ , ω˜ , and V˜ axes for various values of the Luttinger parameter K in Figure 4.5.
As anticipated, in the limit E∗≫ ε , we recover the tree level scaling expression δR∼
(E∗)2K−2. As T , ω , and eV are reduced below Eh = ε , the TLS becomes ‘frozen’ in its
ground state. Transitions to the excited state, which are necessary to induce backscattering,
become energetically suppressed. For example, for T ≪ ε , the linear DC resistance δRDC
[Eq. (4.49)] is thermally activated ∼ e−ε/T . Since the freeze-out truncates any further growth
of y(σ∗), these results can be trusted all the way down to zero temperature, frequency, and
voltage, except perhaps in the vicinity of resonances, which appear in the expressions for the
AC and finite bias resistance at sufficiently strong interactions K < 1/2 and zero temperature.
(For finite temperature, we expect that these resonances will be broadened with a width ∼ T .)
Finally, we consider the opposite regime Eh ≪ Ey, in which the HLL-TLS coupling
becomes non-perturbatively strong before the freeze-out scale Eh is reached. At energies
below Ey, the effective coupling strength y/σ becomes of the order of the bulk gap Eg. This
not only invalidates our perturbative treatment of y, but also means that we can no longer
safely ignore the bulk degrees of freedom. We expect that the TLS will strongly hybridize
with the system as a whole, such that the composite system (including both bulk degrees
of freedom and the TLS) can be treated as an isolated quantum spin Hall insulator with a
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Fig. 4.5 Residual resistance δR of the HLL-TLS system governed by the low-energy effective
Hamiltonian (4.46), plotted in units of (e2/2π)× y2(σε)2K−2. Left (both panels): real and
imaginary parts of the AC resistance at zero temperature and linear response. Top right: DC
resistance in linear response. Bottom right: DC resistance at finite bias and zero temperature.
For K < 1/2, singularities in the AC and finite bias conductance appear. At energy scales
well below ε , the resistance is either thermally activated ∼ e−ε/T , or completely suppressed.
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bulk gap of the same order as the original system. (The same occurs for magnetic impurities
[Eq. (4.28)] at scales below the Kondo temperature [139].) This composite system will
possess helical edge modes, which are drastically modified in the vicinity of the TLS, but still
capable of conducting. In this regime, the dominant backscattering will be those that were
allowed by symmetry in the isolated system [Eqs. (4.26), (4.27)], again giving a positive
power-law dependence on T , ω , and eV .
Summary of Section 4.4
In this section, we considered the effect of electrostatic interactions between the helical edge
modes of a quantum spin Hall insulator and some external structure, which we modelled as a
two-level system. Because the charge density operators for the two systems are time-reversal
symmetric and spin-agnostic, the system-environment coupling only features operators
acting on the HLL that are invariant under the symmetries that can protect it, namely TRS
(4.23) and spin-rotation (4.24) [in contrast to an exchange coupling (4.28)]. Therefore, the
contributions to backscattering at leading order in these couplings will be suppressed in the
same fashion as a symmetry-respecting perturbation in an isolated system. However, we
demonstrated that under an RG-transformation, new operators are generated which include
TRS-odd operators acting on the HLL. The most important of these is the relevant operator
(4.44), which generates elastic backscattering [Fig. 4.2a] accompanied by a transition in
the TLS. Unlike the irrelevant perturbations, the contributions to the resistance δR from
this term do not decrease as the temperature, frequency, and voltage are lowered, provided
that the largest of these energy scales is above the cutoffs Eh and Eg [Eq. (4.48)]. In this
regime, we have δR∼ (E∗)2K−2, where E∗ =max(T,ω,eV ). For E∗ below the cutoff scales,
the dynamics of the TLS becomes frozen, either due to the level splitting ε , or because
the TLS strongly hybridizes with the bulk electrons in the spin Hall insulator. Either way,
the higher-order backscattering mechanism, which relied on the dynamical nature of the
environment, is suppressed, and the resistance takes the same form as one would expect
for an isolated system. The typical resistance profile as a function of the relevant energy
scale is illustrated in Figure 4.6 (ignoring any resonant effects). Since the main features
that determine the resistance profile are the scaling dimension of the elastic backscattering
operator and a single cutoff scale Ecut, we expect that this qualitative form also applies
when the HLL is coupled to other kinds of few-body systems. The resistance profile almost
exactly resembles the resistance profile that would be induced by a magnetic impurity (see
Ref. [139]). Thus, as expected from the discussion in previous sections, we see that scenarios
where the coupling operators Aˆα are TRS-invariant are no more protected than those where
Aˆα break the protecting symmetries.
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Ecut
∼ E2K−2
∼ Eη
E [a.u.]
δR [a.u.]
Fig. 4.6 Sketch of the typical resis-
tance profile of a HLL coupled to a
few-body system via electrostatic in-
teractions, as a function of the rele-
vant energy scale E (either tempera-
ture, frequency, or voltage). Below the
cutoff scale Ecut, the few-body system
becomes effectively frozen, and elas-
tic backscattering is suppressed. The
dominant backscattering mechanisms
are then inelastic processes, leading to
a resistance that vanishes as a power
law wih η > 0.
Although the resistance of the HLL vanishes in the limit of strictly zero temperature,
frequency, and voltage, the scales governing the suppression of backscattering Eh and Eg
are non-universal, and can in principle take any value. If a given sample features many
TLSs interacting with the HLL at different points along the edge, one of them may by
chance have a cutoff scale below the temperature of the experiment. This would lead to
a contribution to the residual resistance that scales as E2K−2 (right hand side of Fig. 4.6).
Moreover, spatially-resolved conductance measurements would be able to identify locales
where such an efficient elastic backscatterer is present. It is possible that this mechanism
could account for deviations from quantized conductivity in experiments on quantum spin
Hall systems [205, 86, 59, 69, 242] – for instance, in some experiments, backscattering is
indeed mainly present at a handful of ‘scattering sites’ [127]. However, our description of the
external system as a TLS is rather crude, and we have not yet determined the strength of the
elastic backscattering that could be expected based on a microscopic description of a given
experiment. Therefore more work will need to be done to determine whether this mechanism
can quantitatively account for the observed residual resistances seen in these experiments.
Nevertheless, our results exemplify the more general principle described in Section 4.2
regarding the protection of topological phases by time-reversal symmetry. While we have
focussed on an environment described by a TLS, a similar effect can in principle occur when
an HLL is coupled to any kind of environment. That is, under an RG transformation operators
analogous to the elastic backscattering term (4.44) will generically appear (provided there are
at least two system-environment coupling channels). More precisely, the most relevant terms
that arise will be products of the TRS-odd operator cos[2φˆ ] with a TRS-odd operator acting
on the environment. For example, electron-phonon interactions (which are predominantly
electrostatic) could in principle lead to a coupling of the form cos[2φˆ ]⊗∑k igk(bˆk− bˆ†k),
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where bˆk is the annihilation operator for a phonon mode k. Importantly, in these scenarios, the
temperature-dependence of the resistivity is not constrained by the time-reversal symmetry of
the HLL, but instead depends on the non-universal properties of the environment in question.
Finally, although our results for the resistivity of the HLL bear some resemblance to
the decoherence rate of topological bound states (Section 4.3), there are some quantitative
differences between the two. Even in the isolated limit, the HLL displays some residual
resistance that is only suppressed as a power-law in temperature, compared to the thermally
activated temperature dependence of the decoherence time. However, one should note
that these power-law corrections only arise when the only protecting symmetry is TRS. If
spin-rotation symmetry (4.24) is imposed, then the resistance becomes thermally activated
δR∼ e−Eg/T . (This simply follows from the fact that the combination of charge conservation
and spin conservation means the number of left- and right-moving electrons are separately
conserved, except for any transitions to bulk excited states.) Therefore, even before an
environment is introduced, there seems to be a dichotomy between unitary vs. antiunitary
symmetry protection. (It has been suggested that the presence of inelastic backscattering
mechanisms in the isolated TRS-protected HLL could be interpreted as being due to the
helical electrons acting as their own bath15.) Nevertheless, topological bound states and the
HLL are alike in that for each case, the environment facilitates processes that are forbidden
by TRS in the isolated system – namely, decoherence and elastic backscattering, respectively.
4.5 Relation to the non-equilibrium classification
The non-equilibrium classification that was introduced in Chapter 2 and computed in Chapter
3 is defined in terms of the wavefunctions of isolated systems. Its relevance to open systems
is therefore not immediately clear, particularly given that the systems considered here are at
or close to equilibrium. Nevertheless, the results of this chapter bear some resemblance to
those described before, and so it is worth considering what relationships can be established
between them. In particular, we found that while unitary symmetries can be meaningfully
defined in non-equilibrium and/or dissipative scenarios, antiunitary symmetries become
ill-defined.
Physically, the difference between the two types of symmetry is that in many-body
systems, antiunitary symmetries always describe time-reversal, possibly combined with some
other unitary transformation. Loosely speaking, the reversal of time only makes sense when
applied to the entire universe (or at least to all objects that the system in question is in contact
with). More concretely, in this chapter we saw that antiunitary symmetries cannot be applied
15Michael Zaletel (private communication)
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to a subspace of some larger Hilbert space in a consistent way [see Eq. (4.8)]. Our results
regarding unitary dynamics can also be understood through this perspective: Any time-
dependence of the Hamiltonian in an isolated system should capture some physical process
that is extrinsic to the system, which could in principle be modelled quantum mechanically.
For example, we can think of a quench of the optical lattice in a cold atom experiment as
an explicit time-dependence of the potential felt by the atoms, or as a transition between
different photon occupation states of the surrounding electromagnetic field. If we were to
adopt the latter picture, we could understand the breaking of TRS for the system using the
arguments developed in this chapter. Thus the symmetry-breaking effects described in the
two parts of this thesis are really one and the same.
This principle is perhaps best illustrated by comparing our results regarding the coherence
properties of topological bound states in the presence of noise (Section 2.5) versus the
presence of a quantum environment (Section 4.3). The temporal fluctuations in the noise
model can be used to capture the influence of an environment on the system (specifically
an environment that is modelled classically). We saw that in a given noise realization, the
time-variation of the Hamiltonian led to rotations within the ground state subspace when
the protecting symmetry was antiunitary, and so the state of the system becomes conditional
on the trajectory of the environment. In principle, if the noise profile realised in a given
experiment was known, we could reconstruct the quantum information stored in the bound
state from measurements on the system at later times. However, in practice, it is impossible
to know which noise realisation actually occurs, and so we take a statistical average over
the trajectories of the classical environment, resulting in decoherence. For a quantum
environment, there is no such averaging over noise trajectories: the evolution of the system is
deterministic and not subject to any time dependence. Instead, the system and environment
become correlated through the generation of quantum entanglement. In each case, the state
of the system at late times is conditional on the outcome of some random processes in
the environment, with the randomness being either classical (which noise trajectory?) or
quantum (what state is the environment in?) in nature. It is therefore not surprising that our
estimates for the decoherence time in each case [Eqs. (2.42), (4.19)] have similar forms (both
are proportional to (V/Eg)4).
Another connection can be made with our study of the evolution of the entanglement
spectrum in Section 2.4. There, we considered the low-energy theory of the entanglement
Hamiltonian of the wavefunction as it evolved in time. Dynamically-induced symmetry-
breaking gives rise to terms in the entanglement Hamiltonian that break antiunitary sym-
metries. Therefore, if the phase in question is protected by antiunitary symmetries, then
the entanglement edge theory will be gapped out. Analogously, in Section 4.4, we found
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that the low-energy edge theory of a quantum spin Hall insulator coupled to an environment
generically includes products of TRS-odd operators acting on the system and environment,
e.g. Eq. (4.44). It is clear that more generally, such TRS-odd operators will be generated in
the low-energy theory of any generic topological edge mode in an open system. We expect
that if such operators can induce a gap in the edge mode when included as a static perturbation
(as for the entanglement spectrum), then likewise the dynamics of the edge modes in the
open system will be strongly affected, and the experimental signatures associated with the
topological phase in question will be compromised.
These parallels between our two sets of results suggest that the non-equilibrium clas-
sification developed in the context of isolated systems far from equilibrium could be used
to identify which topological phases are susceptible to the environment-induced symmetry-
breaking effects highlighted in this chapter. In some cases, the analogy is clear. If the
non-equilibrium classification for a given symmetry class and spatial dimension is trivial
(e.g. quantum spin Hall with TRS only), then all protection is lost once the system is cou-
pled to an environment, and the experimental signatures associated with the phase will be
compromised. Additionally, if the classification is unchanged from equilibrium (e.g. topolog-
ical bound states with unitary symmetries only), then the effective breaking of antiunitary
symmetries induced by system-environment interactions does not qualitatively change the
dynamics of the system. However, there are more subtle cases where the non-equilibrium
classification is only partly reduced from its equilibrium entry, e.g. class BDI topological
superconductors in one spatial dimension, which have a classification Z→ Z2, where the
parity of the number of Majorana fermions on each edge |ν | is preserved. It is less clear
what to expect in these scenarios. In this specific example, it seems plausible that only n out
of n+1 qubits of information will be subject to decoherence when |ν |= 2n+1 is an odd
integer. Numerical simulations could verify this by computing the entanglement generated
between the system and environment at late times. Thus, while the connection between open
quantum systems and the non-equilibrium classification is established in some cases, more
work will need to be done to determine whether the non-equilibrium classification applies to
open topological systems in full generality.
It should be noted that alternative schemes for classifying topological matter in open
systems have recently been put forward [136, 4]. In contrast to our results, there is no
sharp distinction between unitary and antiunitary symmetries in these works. This does
not imply that the two are in disagreement – rather, it highlights that there are a number of
different ways in which topology influences open quantum systems, according to the physical
setting and observables one is interested in. For example, in Ref. [4], the focus is on the
topological properties of the system density matrix at late times, as opposed to edge mode
4.5 Relation to the non-equilibrium classification 131
dynamics, which are in fact independent of one another. In Ref. [136], the interest is in the
spectral properties of the effective Lindblad generatorL , which can still show signatures
of topology even if the more traditional quantities associated with topology (bound state
coherence and edge mode transport) do not. Furthermore, as discussed in Section 4.2, we
defined symmetries at the level of the microscopic Hamiltonian, and in turn asked how these
are reflected in the effective equation of motion for the system; in contrast, in these works the
Lindblad generators are assumed to have certain symmetry properties, and the consequences
are then explored. Our approach is certainly the relevant one when determining whether a
given topological system is robust against perturbations that couple system and environment,
however evidently there are scenarios where different perspectives are required. It would be
interesting to study the relationships between these different classification schemes in future
work.

Chapter 5
Summary and Outlook
Our central aim throughout this thesis has been to better understand how topological phenom-
ena manifest themselves in physical settings that are not governed by ground state physics.
In studying systems that are either driven out of equilibrium or coupled to their surroundings,
we have found that concepts and methods relevant to topology can still be harnessed, but that
some of the physical principles that are central to the theory of topological phases must be
re-addressed.
Some of the most striking aspects of our results can be traced back to one such principle
in particular, concerning the nature of symmetry protection. In systems that are driven out of
equilibrium and/or coupled to an environment, antiunitary symmetries – which physically
represent a reversal of time – are effectively broken, as is well known in the context of
macroscopic irreversibility. We argued that these symmetry-breaking effects have profound
consequences for topological phases: While topological phenomena protected by antiunitary
symmetries may be robust within the framework of isolated systems at equilibrium, the same
is not true of systems that do not fit into this paradigm.
In our treatment of systems undergoing unitary dynamics (Chapter 2), we formalised this
intuitive idea in terms of a non-equilibrium topological classification. In this construction,
two symmetry-respecting wavefunctions are considered to be equivalent if they can be
interconverted via finite-time evolution under a symmetry-respecting Hamiltonian. This
differs from the adiabatic deformation procedure, upon which the familiar equilibrium
classification is based, in that antiunitary symmetries are not preserved. The two definitions
of topology capture the constraints that locality and symmetries impose on quantum systems
in a way that naturally pertains to either equilibrium or non-equilibrium scenarios.
Using both general arguments and specific examples, we demonstrated that the content
of our topological classification is reflected in a wide range of non-equilibrium settings, as
witnessed by certain quantities generally associated with topological phases. Specifically, we
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considered the dynamics of the bulk invariants relevant to equilibrium topological phases; the
dynamics of the entanglement spectrum; and the susceptibility of topological bound states to
noise. All these quantities display qualitatively different behaviour depending on whether the
phase in question is trivial or non-trivial in our non-equilibrium classification.
In Chapter 4, we turned our attention to topological phenomena in systems that are at or
near equilibrium, but coupled to their surroundings. Again, a dichotomy between unitary
and antiunitary symmetries arises in this context, in that the latter are effectively broken by
system-environment interactions. This was shown to have consequences for the dynamics of
edge modes. We found that systems featuring bound states and one-dimensional helical edge
modes are inevitably subject to decoherence and elastic backscattering, respectively, when
the equilibrium topological phase to which the system belongs is protected by antiunitary
symmetries. The hallmark signatures of topology that have been predicted based on studies
of isolated systems (namely, robustness of quantum information and quantized conductance)
are therefore compromised when the system is coupled to an environment.
Overall, our results highlight the need to distinguish two types of ‘robustness’ when dis-
cussing topological phases. In the traditional sense, we think of some property of the system
as robust if it persists upon introducing arbitrary symmetry-respecting static Hamiltonian-like
perturbations. This philosophy is embodied by the equilibrium topological classification. In
this thesis, we instead look for quantities that also remain undisturbed when the system is
either subjected to time-dependent perturbations or coupled to external degrees of freedom.
The relevant formalism that describes this picture is the non-equilibrium classification, which
we explicitly computed in Chapter 3 for a broad class of topological phases (Tables 3.1 and
3.3). These tables can be used to quickly determine whether a given topological system will
be robust in the latter sense or not (with the possible exception of some subtle cases in open
systems, as discussed in Section 4.5).
Not only do the results described here provide new insight into the nature of topological
phases in quantum many-body systems, they also have potential practical value. Given
that these more general types of perturbation are ubiquitous in experiment (particularly
system-environment interactions), we expect that attempts to utilise topological phenomena
in designing new technologies will generally be much more successful if the phase in question
is non-trivial in our classification. Identifying those topological phases that are fragile to
such effects will help future researchers to focus their attention on systems that are more
robust, and thus have greater potential utility.
Our findings bring into focus many new open questions. Most immediately, there is
certainly more to be understood about the effect of system-environment interactions on
135
topological boundary modes. In the context of helical edge modes, it remains to be seen how
the phenomenological parameters used in our description of the HLL-TLS system depend on
microscopic quantities, such that our predictions can be compared to specific experiments.
Additionally, so far we have only considered system-environment coupling in the vicinity
of a single point. A spatially extended environment (e.g. electron-phonon coupling) could
potentially lead to more dramatic deviations from quantized conductance, perhaps even
persisting down to zero temperature. Moving beyond helical edge modes, it seems that the
RG arguments presented in Section 4.4 give a useful qualitative picture of how the relevant
symmetry-breaking effects manifest themselves in general; however a universally applicable
quantitative description of related scenarios in different spatial dimensions is so far lacking.
More generally, it remains to be seen what factors determine the characteristic strength of
the symmetry-breaking effects uncovered here.
There are many other systems and phases of matter where our newfound intuition
regarding symmetry protection in non-equilibrium and/or open scenarios might prove useful.
Most obviously, there are other topological phases not considered here where similar issues
could be addressed, such as those featuring spatial symmetries or long-range entanglement
(e.g. symmetry-enriched topological phases [38]). However, time-reversal symmetry also
plays an important rôle in many non-topological systems. As a simple experimentally relevant
example, one could consider how the interactions with the electromagnetic vacuum influence
the dynamics of atomic systems featuring Kramers-degenerate internal states. Since the
Born-Markov approximation is almost always employed in atomic physics, there could be
important indirect transitions of the kind discussed in Section 4.3 which have not yet been
properly studied. Our expression for the higher-order Lindblad generator [Eq. (4.17)] might
prove useful in this context.
In this thesis, we considered the effects of coherent driving and system-environment
interactions separately. However, their combination is generally expected to give rise to a
rich variety of driven-dissipative phenomena. It would be interesting to see whether our
results could shed light on topological phenomena in scenarios where both are present. A par-
ticularly promising arena to study such physics is in periodically driven ‘Floquet’ topological
insulators [123, 186, 225, 63, 174], where dissipation can be exploited to avoid catastrophic
heating [54, 102, 197, 64]. While a dynamical version of time-reversal symmetry can be
defined for periodic dynamics [123], it may be that the dissipation required to reach a non-
trivial steady state invalidates this symmetry, in turn compromising the protection of certain
Floquet topological insulators.
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Appendix A
Computing the image of the restriction
functor using the Hochschild-Serre
spectral sequence
In this appendix, we describe a method for computing the non-equilibrium classification for
strongly interacting bosonic SPTs using certain cohomological methods. In Section 3.2.3, we
showed that the non-equilibrium classification is given by the image of the restriction functor
from H d+1[G,UT (1)] to H d+1[GT ,UT (1)], where GT is the subgroup of G containing
only unitary elements [Eq. (3.20)]. The restriction functor is a well-studied object in group
cohomology, and it features in a theorem known as the Hochschild-Serre (HS) spectral
sequence (sometimes referred to as the Lyndon spectral sequence). We provide a brief
discussion of spectral sequences, and how they apply to our classification problem; however
for a more formal introduction to the methods used, see e.g. Ref. [22].
A spectral sequence is best visualised on a three dimensional grid. Each 2D layer is
referred to as a page (or sometimes leaf, sheet, or term), labelled by r ≥ 0. There is some
initial page r0, which is often r = 1 or 2. Each page is made up of a square grid, and
each point (p,q) of the grid, there is a group, denoted E p,qr . For p < 0 or q < 0, we have
E p,qr = {e}, the trivial group. The relationships between different pages are constructed
through the ‘differentials’ dp,qr : E
p,q
r → E p+r,q−r+1r . Note here that within the page r, the
domain and codomain of the differentials are relatively displaced by a vector which depends
on r. The differentials satisfy dp+r,q−r+1r ◦dp,qr = 0, which means that one can form cochain
complexes between the groups E p+nr,q−nr+1r , where n runs over the integers.
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The groups which constitute the (r+1)th page are the cohomology groups of the cochain
complexes within the rth page, i.e.
E p,qr+1
∼= kerdp,qr / imdp−r,q+r−1r (A.1)
The sequence continues for increasing page number r → ∞. In words, spectral sequences
are built recursively by constructing cochain complexes between cohomology groups of the
previous cochain complexes.
We say that a spectral sequence converges if for r large enough, the groups E p,qr become
independent of r. For example, E1,1r must converge for r ≥ 3, since d1,13 has codomain
E4,−13 = 0 and d
−2,3
3 has domain E
−2,3
3 = 0, hence E
1,1
4 = E
1,1
3 , and so on. One denotes this
convergence as
E p,qr ⇒ H p+q. (A.2)
Despite the suggestive notation, the groups H p+q are not given by E p,q∞ , but instead have
structure related to the converged groups. Specifically, there is a filtration
0 = Hnn+1 ⊆ Hnn ⊆ Hnn−1 ⊆ ·· · ⊆ Hn1 ⊆ Hn0 = Hn (A.3)
such that
E p,n−p∞ ∼= Hnp/Hnp+1 (A.4)
Thus the diagonals on page r → ∞ with fixed p+q are quotients of successive subgroups
of H p+q. Knowledge of the E p,q∞ thus provides a lot of information about H p+q. Two
particularly simple data are the edge maps
En,0r0 ↠E
n,0
∞ ↪→ Hn (A.5a)
Hn ↠E0,n∞ ↪→ E0,nr0 , (A.5b)
The surjectivity (indicated by↠) of the first map of each row follows since En,0∞ is a quotient
of En,0r0 , and E
0,n
∞
∼= Hn/Hn1 is a quotient of Hn. Injectivity (indicated by ↪→) follows since
En,0∞ ∼= Hnn is a subgroup of Hn, and E0,n∞ is a subgroup of E0,nr0 .
The Hochschild-Serre spectral sequence relates cohomology groups of G to cohomology
groups of one of its subgroups. Specifically, if H is a normal subgroup of G, then it is
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expressed as
E p,q2 =H
p(G/H,H q(H,M))⇒H p+q(G,M) (A.6)
where M is an arbitrary G-module. The usage ofH q(H,M) as a G/H-module means we
must understand how elements of G/H act on elements of the cohomology group, via the
action of H on M. Examples of this construction can be found in Appendix J.10 of Ref. [37].
The HS spectral sequence is usually applied as a tool for computing cohomology for
complicated groups G based on some simpler structure contained in its subgroups. Here,
instead, we assume thatH p+q(G,M) is already known by some other method, and make
use an important corollary, namely that the composite edge map in Eq. (A.5b) is given
by the restriction functor from Hn =H n(G,M) to H n(H,M) [236]. (Note that E0,nr0 =
H 0(G/H,H n(H,M))=H n(H,M)G/H ≤H n(H,M), where the superscript AG/H denotes
the submodule of A which is invariant under the action of elements of G/H.) Given the
respective surjectivity and injectivity of the left and right maps in (A.5b), we have
imResn ∼= E0,n∞ , (A.7)
the left hand side of which gives the non-equilibrium classification in dimension d = n−1,
by the arguments of Section 3.2.3. Our task is now reduced to finding how the HS spec-
tral sequence (A.6) converges along the (0,n) axis, using H = GT as the subgroup, and
M = UT (1) as the G-module. We can also simplify matters further by using the isomor-
phismH n(G,UT (1))∼=H n+1(G,ZT ), where ZT is a G-module with underlying group Z,
transforming as T : a 7→ −a for antiunitary elements T .
We now describe how to obtain E0,n∞ for the group G = Zn×Zm×ZT2 , module M = ZT ,
and n = 2, . . . ,5 corresponding to spatial dimension d = 0, . . . ,3. The other groups in Table
3.3 can be obtained in similar ways.
The second page of the sequence E p,q2 =H
p(ZT2 ,H q(Zn×Zm,ZT )) can be calculated
using cohomology identities for finite cyclic groups [104], giving
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5 Bn,m×Bn,m Bn,m×Bn,m Bn,m×Bn,m Bn,m×Bn,m Bn,m×Bn,m Bn,m×Bn,m
4 An,m×Bn,m An,m×Bn,m An,m×Bn,m An,m×Bn,m An,m×Bn,m An,m×Bn,m
3 Bn,m Bn,m Bn,m Bn,m Bn,m Bn,m
2 An,m An,m An,m An,m An,m An,m
1 0 0 0 0 0 0
0 0 Z2 0 Z2 0 Z2
p
q
0 1 2 3 4 5
(A.8)
where we have used the shorthand
An,m := Z(2,n)×Z(2,m)
Bn,m := Z(2,n,m) (A.9)
and (a,b,c, . . .) denotes the greatest common divisor of the integers in the brackets. The
converged page E p,q∞ is obtained by applying the differentials d
p,q
r sequentially, however there
is generally no explicit expression for these dp,qr . Instead, we can note from Eqs. (A.3), (A.4),
that the diagonals of E p,q∞ with p+ q = n provide a filtration of H n(Zn×Zm×ZT2 ,ZT ),
which itself was calculated by independent means using the torsion product in Appendix
J.7 of Ref. [37]. For example, when n = 5 (corresponding to 3 spatial dimensions), we have
H 5(Zn×Zm×Z2,ZT ) = Z2×B×4n,m×A×2n,m.
Now, with increasing r, the group E p,qr+1 = kerd
p,q
r / imd
p−r,q+r−1
r can either remain the
same as E p,qr (if d
p,q
r and d
p−r,q+r−1
r are both the zero map), or become a smaller group.
However, we see that already at the r = 2 page, the product of the orders of the groups
is ∏p |E p,5−p2 | = |Z2||Bn,m|4|An,m|2, which matches the order of the previously obtained
cohomology group = |H 5(Zn×Zm×Z2,ZT )|. We also know from the filtration Eqs. (A.3),
(A.4) that |H 5(Zn×Zm×Z2,ZT )|=∏p |E p,5−p∞ |. Given that |E p,q∞ | ≤ |E p,q2 |, with equality
implying E p,q∞ = E
p,q
2 , we conclude that along this diagonal, the sequence already converges
at the 2nd page. The same turns out to be true for all the diagonals p+q= 2, . . . ,5. Therefore,
in this case, the non-equilibrium classification equals E0,d+22 , given by the first non-trivial
column of (A.8).
The remaining symmetry classes can be obtained using the same method. However, some
follow more easily: if the only homomorphism fromH 1+d[G,UT (1)] toH 1+d[GT ,UT (1)]
is the trivial map, then its image must be trivial. For example in the case of G = U(1)⋊ZT2
in d = 2 dimensions, there is no non-trivial homomorphism from Z2 to Z.
Appendix B
Derivation of the higher order master
equation
In this appendix, we derive the higher order corrections to the master equation for a system
with a topological bound state in contact with an environment [Eq. (4.17)]. This derivation is
based on the assumption that the system is well-described by a quantum Markov process.
Before beginning the derivation, we provide a semi-quantitative justification for why such
an assumption is expected to hold in regimes where the criterion τm ≪ τS [Eq. (4.15)] is
satisfied. (Recall that τm is the ‘memory time’ for the environment spectral functions, and τS
is the typical timescale over which the state of the system changes appreciably.)
The true dynamics of the open system is governed by the composite Hamiltonian (4.2).
Consider the corresponding von Neumann equation of motion
dρˆI(t)
dt
=−i[HˆI(t), ρˆI(t)] (B.1)
where ρˆI(t) and HˆI(t) are the interaction picture representations of ρˆ(t) and HˆSE , respectively,
the latter of which can be decomposed as HˆSE = ∑α Aˆα ⊗ Bˆα , with Aˆα acting on the system
and Bˆα acting on the bath. This has a formal solution in a superoperator formalism. Define
the superoperator for the commutatorLH(t)[ρˆ] =−i[HˆI(t), ρˆ], and in turn the time-evolution
superoperator
U (t2, t1) :=T exp
(∫ t2
t1
dt ′LH(t ′)
)
. (B.2)
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The system density matrix in the interaction picture ρˆS,I(t) = eiHˆSt ρˆS(t)e−iHˆSt can then be
written
ρˆS,I(t) = TrE (U (t,0)[ρˆI(0)])
= TrE
(
∞
∑
n=0
(−i)n ∑
α1...αn
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtn
× [Aˆα1(t1)⊗ Bˆα1(t1), [· · · [Aˆαn(tn)⊗ Bˆαn(tn), ρˆS(0)⊗ ρˆE ] · · · ]]
)
(B.3)
For simplicity, we will assume that the environment is Gaussian, and that all one-point
expectation values vanish TrE [ρˆE Bˆα ] = 0. The partial trace can then in principle be evaluated
by summing over all pairs of insertions according to Wick’s theorem1. A given term in which
times ti and t j are paired will involve the two-time correlation function Γ˜αiα j(ti− t j). These
functions have a typical range in time τm, and so contributions for which |ti− t j|≳ τm will
be small. Now, let us consider how ρˆS,I(t) changes between times t and t+∆t. We split the
time integrations into regions [0, t] and [t, t+∆t], giving
ρˆS,I(t+∆t) = TrE
 ∞∑
n=0
∞
∑
m=0
(−i)n+m ∑
α1...αn
β1...βm
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtn
∫ t+∆t
t
dt ′1 · · ·
∫ t ′m−1
t
dt ′m
× [Aˆβ1(t ′1)⊗ Bˆβ1(t ′1), · · · [Aˆα1(t1)⊗ Bˆα1(t1), [· · · [Aˆαn(tn)⊗ Bˆαn(tn), ρˆS(0)⊗ ρˆE ] · · · ]] · · · ]
)
(B.4)
The insertions at times t ′j ∈ [t, t+∆t] can be Wick-paired among themselves or with insertions
at earlier times ti ∈ [0, t]. If ∆t ≫ τm, then the latter terms will be small, since the correlators
are short-ranged in time relative to ∆t. If we neglect these terms, we can identify the part of
(B.4) involving operators at times ti ≤ t with the expression (B.3), giving
ρˆS,I(t+∆t) = TrE
(
∞
∑
m=0
(−i)m
∫ t+∆t
t
dt ′1 · · ·
∫ t ′m−1
t
dt ′m
× [Aˆβ1(t ′1)⊗ Bˆβ1(t ′1), [· · · [Aˆβn(t ′m)⊗ Bˆβn(t ′m), ρˆS,I(t)⊗ ρˆE ] · · · ]]
)
+(terms higher order in τm/∆t) (B.5)
1For non-Gaussian environments, similar arguments can be formulated where one includes contributions
from all cumulants [107].
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We now undo the interaction picture rotation, and use the fact that contractions between the
Bˆβi(t
′
i) operators only depend on the differences between time coordinates
ρˆS(t+∆t) = e−i∆tHˆS TrE
(
∞
∑
m=0
(−i)m
∫ ∆t
0
dt ′1 · · ·
∫ t ′m−1
0
dt ′m
× [Aˆβ1(t ′1)⊗ Bˆβ1(t ′1), [· · · [Aˆβn(t ′m)⊗ Bˆβn(t ′m), ρˆS(t)⊗ ρˆE ] · · · ]]
)
ei∆tHˆS (B.6)
While the above still looks forbidding, we have arrived at an expression for the system
density matrix at a time t+∆t where the only dependence on t comes through ρˆS(t). We can
therefore write
ρˆS(t+∆t) =U∆t [ρˆS(t)] (B.7)
for some superoperatorU∆t . Again we emphasise that this expression relies on τm ≪ ∆t, such
that we can safely neglect the additional terms in Eq. (B.5), which capture the dependence of
the system’s dynamics on the state of the system at times before t. Now, if ∆t is sufficiently
small, then we may expandU∆t =I +∆tL +O([∆t]2) for someL , whereI is the identity
superoperator. If this is the case, then (B.7) can be cast as a differential equation
dρˆS(t)
dt
=L [ρˆS(t)] (B.8)
Therefore, provided that there exists a timescale ∆t ≫ τm for which ∆tL [ρˆS(t)]≪ 1, the
system density matrix is governed by an effective Markovian master equation generated
by the superoperator L , which on mathematical grounds must take the Lindblad form
(4.3). Note that in taking the differential limit of (B.7), we discard information about the
temporal variation of ρˆS(t) over timescales shorter than τm. Thus, while the dynamics of the
system is strictly non-Markovian, it is effectively Markovian over sufficiently coarse-grained
timescales. We can characterize the magnitude ofL [ρˆS] by the timescale τS, describing the
typical times over which the state of the system changes appreciably. The criterion for such a
Markovian description of the system is then given by Eq. (4.15), as stated in the main text.
Note that all these arguments regarding Markovianity can be formulated more rigorously
in terms of a systematic expansion in τm/τS for both classical and quantum problems; see
Refs. [107, 199, 36] for more details.
With this understood, we are now in a position to derive an explicit expression for the
generatorL , which unlike the Born-Markov expression (4.12) will include terms up to fourth
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order in V . Specifically, we are interested in scenarios where the system has degenerate
ground states separated in energy from excited states by a finite gap Eg, and the environment
is in thermal equilibrium at a temperature T ≪ Eg.
While the expression (B.6) could in principle be used to inferL , it is actually easier to
compute ρˆS(t) using conventional time-dependent perturbation theory and compare to the
formal solution of Eq. (B.8) ρˆS(t) = eL t [ρˆS(0)]. Specifically, for t ≪ τS, we expect that the
perturbative expansion will converge well, and the linear-in-time component of ρˆS(t) will be
tL [ρˆS(0)], up to oscillations on timescales of order τm. (This is analogous to the derivation
of transition rates in Fermi’s golden rule.) To help perform the necessary coarse-graining, it
is helpful to consider the Laplace transform
ρ˜S(s) :=
∫ ∞
0
dt e−st ρˆS(t). (B.9)
For s≪ τ−1m , any fast oscillations will be averaged out; thus the effective Lindblad generator
L describing Markovian dynamics on coarse-grained timescales can be inferred from the
small-s behaviour of ρ˜S(s). The Taylor expansion of eL t generates a Laurent series in s
ρ˜S(s) =
1
s
ρˆS(0)+
1
s2
L ρˆS(0)+
1
s3
L 2ρˆS(0)+ · · · . (B.10)
We will compute ρ˜S(s) in perturbation theory, and extract the coefficient of s−2 therein2,
allowing us to infer L . (This strategy partly resembles one used to derive higher order
master equations for atomic systems [202, 156].)
The system density matrix at later times is given by the formal expression
ρˆS,I(t) = TrE
[
Uˆ(t,0)(ρˆS(0)⊗ ρˆE)Uˆ(t,0)†
]
, (B.11)
where Uˆ(t2, t1) = T exp(−i
∫ t2
t1 dt
′HˆI(t ′)) is the time-evolution operator for the composite
system in the interaction picture. If we work to second order in V , we expect to arrive at the
Born-Markov expression (4.12). Here, we will include all terms to fourth order in V , and
then take the Laplace transform as described above. Let us write ρˆ(i, j)S,I (t) for the component
2The Laurent series (B.10) evidently breaks down as s→ 0. This is because the Taylor expansion of eL t
converges poorly for times t ≫ τS. Indeed if we did not Taylor expand before taking the Laplace transform (or
if we somehow re-summed the Laurent series), then we would have found that the only singularities of ρ˜S(s)
were simple poles located at s =−λi, where λi are the eigenvalues ofL . The expansion should therefore only
be trusted in the region τ−1S ≪ s≪ τ−1m , such that oscillatory terms are suppressed and the Laurent series is
reliable. Fortunately, if we work to finite order in time-dependent perturbation theory, then the region s≪ τ−1S
will not be resolved, and so the expansion (B.10) emerges naturally without us having to explicitly impose any
restrictions on s.
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that comes from expanding Uˆ(t,0) to ith order and Uˆ(t,0)† to jth order. One such term is
ρˆ(2,2)S,I (t), which can be written using the decomposition of the coupling operators (4.13)
ρˆ(2,2)S (t) = ∑
α1...α4
∑
ω1...ω4
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4
×TrE [Bˆ†α4(t4)Bˆ†α3(t3)Bˆα1(t1)Bˆα2(t2)ρˆE ]exp(−iω1t1− iω2t2+ iω3t3+ iω4t4)
× Aˆα1(ω1)Aˆα2(ω2)ρˆS(0)Aˆ†α4(ω4)Aˆ†α3(ω3). (B.12)
For simplicity, here we will consider a Gaussian environment. (We expect that non-Gaussian
corrections will not change the qualitative aspects of our results.) The four-point correlator for
the environment can then be evaluated using Wick’s theorem. There are three contributions
corresponding to the different ways to pair the insertions. Let us consider the term where
times (t1, t4) and (t2, t3) are paired, which after a Fourier transform of the two-time correlators
gives
ρˆ(2,2)S (t) ∋ ∑
α1...α4
∑
ω1...ω4
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4
∫ ∞
−∞
dεA
2π
∫ ∞
−∞
dεB
2π
Γα4α1(εA)Γα3α2(εB)
× exp[− i(ω1− εA)t1− i(ω2− εB)t2+ i(ω3− εB)t3+ i(ω4− εA)t4]
× Aˆα1(ω1)Aˆα2(ω2)ρˆS(0)Aˆ†α4(ω4)Aˆ†α3(ω3). (B.13)
Since all the time-dependence is now in the exponential factor, the Laplace transform can be
performed easily. The relevant integral is∫ ∞
0
dt
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4 e−i∆1t1−i∆2t2+i∆3t3+i∆4t4−s(t−t0)
=
1
∑
c1,...c4=0
(−1)c1+c2+c3+c4
∆2(∆1+ c2∆2)∆4(∆3+ c4∆4)
−i
−is+ c1(∆1+ c2∆2)− c3(∆3+ c4∆4) (B.14)
with the substitutions ∆1 =ω1−εA, ∆2 =ω2−εB, ∆3 =ω3−εB, and ∆4 =ω4−εA. Although
the expression (B.14) contains many terms with different poles, it is possible to extract its
analytical properties near s= 0 in the regimes of interest to us. Much like our treatment of the
lowest order master equation (4.12), we have ω2,ω4 ≤−Eg, since the system is gapped and
Aˆα have no off-diagonal matrix elements within the ground state subspace. Similarly, we can
split the contributions into terms for which ω1+ω2 = 0 versus those with ω1+ω2 ≤−Eg
(similarly for ω3+ω4). We anticipate that the latter can be neglected, since they represent
thermally activated processes where the final state is excited. We are left with a sum over ω2
and ω4 only, and we have ∆1 = ∆4−ω2−ω4; ∆3 = ∆2−ω2−ω4. Thus for a given ω2,4 in
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Re ∆2
Im ∆2
∆2 = −∆4 − Ω + isΛ C1
C2
Fig. B.1 Contours C1 and C2 along which the integrals over ∆2 and ∆4 in Eq. (B.15) are taken.
The spectral functions are assumed to be non-singular within a distance Λ from the real axis
(see main text). For c1 = c2 = 1, c3 = 0, a simple pole is enclosed within C1.
the sum, the integrals over εA, εB can be written as integrals over ∆4, ∆2, respectively, giving
ρ˜(2,2)S (s) ∋− i ∑
α1...α4
∑
ω2,ω4≤−Eg
1
∑
c1,...c4=0
∫ d∆2
2π
∫ d∆4
2π
Γα4α1(ω4−∆4)Γα3α2(ω2−∆2)
× (−1)
c1+c2+c3+c4
−is+∆2(c1c2− c3)+∆4(c1− c3c4)+Ω(c3− c1)
× Aˆα1(−ω2)Aˆα2(ω2)ρˆS(0)Aˆ
†
α4(ω4)Aˆ
†
α3(−ω4)
∆2∆4(∆4+ c2∆2−Ω)(∆2+ c4∆4−Ω) , (B.15)
where Ω = ω2+ω4. We must now deal with the integrals over ∆2,4. While the integrand
appears to be singular at ∆2 = 0, ∆4 = 0, ∆4+ c2∆2−Ω = 0, and ∆2+ c4∆4−Ω = 0, it is
in fact analytic at these points, provided one includes all terms in the sum over {ci}. We
can therefore shift the denominators of the third line of the above such that they vanish
infinitesimally below the real axis, and close the ∆2, ∆4 contours in the upper half plane; the
expression can then be safely analysed term by term.
We can distinguish contributions to the integrals from the nonanalyticities of the spectral
functions versus those due to the simple pole in the second line of (B.15). Since the
environment correlation functions are short-ranged in time, the spectral functions will be
smooth on the real axis, and so we assume that the former contributions occur at | Im∆2|> Λ
for some Λ≫ τ−1S . Each integral can therefore be split into contours C1 and C2, where
C1 bounds the region 0 < Im∆2 < Λ and C2 encloses the rest of the upper-half plane (see
Fig. B.1). Integrating over ∆2 first, we see that
∫
C1 d∆2(· · ·) only encloses the pole if
c1 = c2 = 1, c3 = 0 (taking s to be a positive real variable). If we then integrate ∆4 around
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C1, we must have c4 = 0, such that a pole at ∆4 = is is enclosed. This contribution will be
suppressed by a factor Γα4α1(ω4− is) ∼ e−Eg/T , and can therefore neglected. If, instead,
both integrals are taken over C2, then no s−2 term is generated. Therefore, we must take one
integral over C1 and the other over C2. One finds that the only terms that contribute to the
coefficient of s−2 are (c1,c2,c3,c4) = (1,1,0,1), giving
(B.15) =− s−2 ∑
α1...α4
ω2,ω4≤−Eg
∫ dε
2π
Γα4α1(ε)Γα3α2(−ε)
(ε+ω2)(ε−ω4) Aˆα1(−ω2)Aˆα2(ω2)ρˆS(0)Aˆ
†
α4(ω4)Aˆ
†
α3(−ω4)
+ (terms less singular than s−2) (B.16)
These arguments can be repeated for the other Wick pairings and for all ρˆ(i, j)S (t)with i+ j= 4.
To combine them into a concise form, we need to make use of certain properties of the spectral
functions. Since the operators Bˆα are Hermitian, we have
Γαβ (ε)∗ = Γβα(ε) (B.17)
i.e. the spectral function is a Hermitian matrix. Additionally, as we are concerned with
cases where Bˆα and HˆE (and hence ρˆE) are invariant under some antiunitary symmetry
TˆE Bˆ
∗
α Tˆ
†
E = Bˆα , we have
Γ˜αβ (t) =TrE
(
ρˆE Bˆα(t)Bˆβ (0)
)
=TrE
(
TˆE ρˆ
∗
E Tˆ
†
E TˆE Bˆα(−t)∗Tˆ †E TˆE Bˆβ (0)∗Tˆ †E
)
=TrE
(
ρˆE Bˆα(−t)Bˆβ (0)
)∗
=Γ˜αβ (−t)∗
⇒ Γαβ (ε) ∈ R (B.18)
i.e. the spectral function is a real symmetric matrix. Altogether, we arrive at the expression
for the master equation (4.17) quoted in the main text.

Appendix C
Derivation of the resistance of the helical
Luttinger liquid coupled to a two-level
system
In this appendix, we derive expressions for the electrical conductance of a helical Luttinger
liquid coupled to a two-level system via electrostatic interactions, which in the main text was
argued to be governed by the effective low-energy Hamiltonian (4.47).
Before beginning a calculation, we must carefully consider exactly what quantity we aim
to compute. In the absence of the coupling y = 0, the helical modes described by (4.46) are
perfect conductors. More precisely, a four-terminal resistance measurement on a single edge
would give zero resistance (infinite conductance), while a two-terminal measurement would
give a finite conductance G0 = κe2/2πℏ per edge channel, associated with transmission from
the leads to the sample. The universal constant κ is equal to K for interacting one-dimensional
leads [10], or 1 if the leads are well-described by Fermi liquids [143, 189]. For example, in a
typical solid-state experiment in a Hall bar geometry, the are two helical channels (one at
each edge) and the leads are Fermi liquids, so the combined conductance is Gbar0 = 2e
2/2πℏ
[128, 183]. Our interest is in the deviations from perfect conduction due to interactions
with the TLS. Unlike the conductances, the various resistances in a single-channel geometry
combine additively. Therefore, we will aim to determine the residual resistance δR = R−R0
for the channel to which the TLS is coupled, where R (R0) is the resistance with (without)
the TLS. For computational convenience, we will calculate the correction to the two-terminal
conductance δG=G−G0 for a single spatially homogeneous helical channel (i.e. one where
the leads have the same interaction strength as the bulk of the system, so κ = K). For small
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δG, this allows us to determine the resistance via
δR =
−δG
G20
. (C.1)
While the values of G0 and δG quoted here are specific to the two-terminal conductance
protocol with interacting leads, the residual resistance δR is entirely associated with the
HLL-TLS interactions, and is independent of the measurement geometry and properties of
the leads.
Our calculation is an extension of Kane and Fisher’s derivation for the conductance of a
Luttinger liquid coupled to a static impurity [109]. We first integrate out the bosonic fields
for all x ̸= 0, leaving only φˆ(x = 0). One obtains the Matsubara action
Seff
[
φ , S⃗
]
= SWZ
[
S⃗
]
+
1
πK∑iωn
|ωn||φ(iωn)|2+
∫ β
0
dτ εSz(τ)+(y/σ)Sy(τ)cos[2φ(τ)]
(C.2)
whereωn = 2πn/β are the bosonic Matsubara frequencies, and ε =
√
E2+∆2. The frequency
space representation of the field φ is given by [140]
φ(iωn) =
∫ β
0
dτ eiωnτφ(τ) (C.3)
The field φ(τ) can be coupled to a classical gauge field a(τ) via the standard coupling Sa[φ ] =∫
dτ j(τ)a(τ), where j(τ) = −ie∂τφ(τ)/π is the current operator [79]. The continuation
of the gauge field to real time is related to the voltage applied across the point x = 0 by
V (t) = ∂ta(t) [109]. The term Sa[φ ] can then be removed by a shift of variables φ(τ)→
φ(τ)− eKa(τ)/2, giving1
Seff
[
φ , S⃗
]
= SWZ
[
S⃗
]
+
1
πK∑iωn
|ωn||φ(iωn)|2+ Ke
2
4π ∑iωn
|ωn||a(iωn)|2
+
∫ β
0
dτ εSz(τ)+(y/σ)Sy(τ)cos[2φ(τ)− eKa(τ)] (C.4)
1One must use the fact that a(τ) is imaginary, which follows from the realness of V (t) = ∂ta(t).
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As explained in the main text, we will treat y perturbatively here. The partition function for
the action (C.4) can be expanded in powers of y, and at leading order we have
Z [a] =Z0[a]
(
1+
y2
4σ2
∫ β
0
dτ1
∫ β
0
dτ2 Fm(τ1− τ2)Cm(τ1− τ2)cos[eKa(τ1)− eKa(τ2)]
)
(C.5)
where we have defined the imaginary time correlators
Fm(τ1− τ2) :=
〈
Tτe2iφ(τ1)e−2iφ(τ2)
〉
0
, Cm(τ1− τ2) := ⟨TτSy(τ1)Sy(τ2)⟩0 . (C.6)
Here, Z0[a] and ⟨ · ⟩0 are the partition function and expectation values with respect to the
action (C.4) at zero coupling y = 0. The current in imaginary time is given by the derivative
of the generating functional I(τ) = δ logZ [a]/δa(τ), giving
I(τ) = I0(τ)− eKy
2
2σ2
∫ β
0
dτ ′Fm(τ− τ ′)Cm(τ− τ ′)sin[eKa(τ)− eKa(τ ′)] (C.7)
where I0(τ) = δZ0/δa(τ) is the contribution for the unperturbed HLL, which is responsible
for the conductance of the clean system G0 = Ke2/2π . We now perform an analytic contin-
uation to the Keldysh contour in real time t =−iτ , which runs from t ′ =−∞ to t ′ = t and
then back to t ′ =−∞− iβ [179]. This gives a correction δ I(t) = I(t)− I0(t) of
δ I(t) =
−ieKy2
2σ2
∫ t
−∞
dt ′
[
F>(t− t ′)C>(t− t ′)−F<(t− t ′)C<(t− t ′)
]
sin(eK[a(t)−a(t ′)])
(C.8)
where F>(<)(t) is the greater (lesser) Green’s function, which for t > 0 can be obtained by
analytically continuing the imaginary time Green’s function Fm(τ) to τ →±it, with the +
sign for F>(t) [similar for C>,<(t)]. By standard techniques, one finds [79]
F>(<)(t) = e∓iπK sgn(t)
(
πσ/β
sinh(π|t|/β )
)2K
(C.9)
C>(<)(t) =
1
4
[cos(εt)∓ i tanh(βε/2)sin(εt)] (C.10)
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To obtain the linear conductance, we expand to first order in the voltage V (t) = V0e−iω0t
which gives
δ Ilin(t) =V0e−iω0t
−ie2K2y2
4ω0σ2
∫ ∞
0
dt ′
(
1− eiω0t ′
)( πσ/β
sinh(πt ′/β )
)2K
×
[
sin(πK)cos(εt ′)+ cos(πK) tanh(βε/2)sin(εt ′)
]
(C.11)
The above can be evaluated using the standard integral
∫ ∞
0 dxe
iqx sinh−2K(x) = 22K−1PK(−q),
where we define PK(q) := B(K+ iq/2,1−2K), with B(a,b) = Γ(a)Γ(b)/Γ(a+b) the Euler
beta function. Using the identity sin(πK)± i cos(πK) tanh(βε/2)≡ sech(βε/2)sin(πK±
iβε/2) and employing the relation (C.1), we find the residual AC resistance within the linear
response regime
δR(ω) = RK× iπy
2
4ωσ
(
2πσ
β
)2K−1
sech(βε/2)
×
[(
PK[εβ/π]−PK[(ε−ω)β/π]
)
sin(πK+ iβε/2)
+
(
PK[−εβ/π]−PK[(−ε−ω)β/π]
)
sin(πK− iβε/2)
]
. (C.12)
where RK is the von Klitzing constant RK = 2πℏ/e2. Using the identity
B(K± iq/2,1−2K) = |Γ(K+ iq/2,1−2K)|
2
sin(2πK)Γ(2K)
sin(πK∓ iπq/2), (C.13)
Eq. (C.12) can be evaluated in the DC limit ω → 0, giving Eq. (4.49). Additionally, using
the limiting behaviour
PK(q) =|q|→∞
−i sgn(q)Γ(1−2K)eiπK sgn(q)
( |q|
2
)2K−1
q ∈ R, (C.14)
we can compute the AC resistance at zero temperature. The real part is given in (4.50), and
the imaginary part is
ImδRT=0(ω) =−RK× π
2y2
4σω
Γ(1−2K)
×
{
(σ [ε+ω])2K−1+(σ [ε−ω])2K−1−2(σε)2K−1 |ω|< ε,
(σ [|ω|+ ε])2K−1− cos(2πK)(σ [|ω|− ε])2K−1−2(σε)2K−1 |ω| ≥ ε.
(C.15)
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Note that at leading order in y, the imaginary part ImδRT=0(ω) only contributes to an overall
phase shift of the linear conductance. The real part describes the rate of backscattering.
We can also obtain an expression for the nonequilibrium current at finite DC bias by
substituting a(t)−a(t ′) =V × (t− t ′) in Eq. (C.8). By analogy to Eq. (C.1), the resistance
due to the TLS can be identified as δR(V ) =V [I0(V )+δ I(V )]−1−G−10 ≈−δ I(V )/(V G20),
having used I0(V ) = G0V (which still holds at finite bias). This gives
δR(V ) = RK× πy
2
4eKVσ
(2πσT )2K−1 sech(ε/2T )
× Im
{
sin(πK+ iε/2T )
[
PK
(
ε− eKV
πT
)
−PK
(
ε+ eKV
πT
)]}
(C.16)
which in the zero temperature limit gives Eq. (4.51).
We note that in the limit ε ≪max(T,ω,eV ), our expressions for the resistance exactly
coincide with those of Kane and Fisher for a Luttinger liquid coupled to a static impurity,
i.e. a perturbation of the form (y/σ)cos[2φˆ ], without the pseudospin operator. This is be-
cause the correlator C>,<(t) [Eq. (C.10)] becomes time-independent in this regime, and so
the system behaves as if a TRS-breaking static magnetic impurity were present.
As a point of interest, the effective low-energy Hamiltonian (4.47) is closely related to
the spin boson model, which describes a two-level system coupled to a bath of harmonic
oscillators (see Ref. [131] for an introduction). In fact, the two theories are dual to each other
at low energies. To see this, we rescale the fields φˆ →√Kφˆ , θˆ →√1/K θˆ and then perform
a unitary transformation using the operator Uˆ = e−2i
√
Kφˆ Sˆz . The transformed Hamiltonian
Hˆ ′ = Uˆ†HˆeffUˆ takes the form
Hˆ ′ =
u
2π
∫
dx
[
(∇φˆ)2+(∇θˆ)2
]
+ ε Sˆz−2u
√
KSˆz∇θˆ +(y/σ)
[
Sˆy+
Sˆ+e−4i
√
Kφˆ −H.c.
2i
]
.
(C.17)
The terms involving e±4i
√
Kφˆ have a scaling dimension of 4K, and are therefore RG-irrelevant
for sufficiently weak interactions K > 1/4. These terms can accordingly be neglected at low
energies. The rescaled bosonic fields can then be expressed in terms of harmonic oscillator
operators [79], and one finds that the remaining terms in Hˆ ′ are exactly the spin boson
Hamiltonian for an Ohmic bath. Using the notation of Ref. [131], the dual spin boson system
has a dimensionless friction coefficient of αSB =K, a bias of εSB = ε , and a tunnelling matrix
element ∆SB = (y/σ) [not to be confused with the physical tunnelling matrix element ∆ in
Eq. (4.29)].
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The spin boson model is known to exhibit a crossover2 from coherent oscillations of
the spin for αSB < 1/2 to overdamped behaviour for αSB > 1/2 (see Ref. [230], Section
22.6). In the coherent regime, methods that are based on perturbation theory in ∆SB may
be unreliable at low temperatures [87]. The same point K = 1/2 in our model marks the
onset of resonances in the perturbative expressions for the AC and finite-bias resistance
[Eqs. (4.50), (4.51)]. For strong interactions K < 1/2, it is possible that the methods used
here – which have so far only been justified based on semi-quantitative RG arguments – may
run in to similar problems. Nevertheless, for K > 1/2 (corresponding to the overdamped
spin-boson model), methods based on perturbation theory in y are known to be safe [131].
More generally, we expect that better insight into the low-energy properties of the HLL-TLS
Hamiltonian (4.47) can be obtained by harnessing the extensive literature on the spin boson
model.
2This crossover is distinct from the localization transition at αSB = 1.
