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We present a method to find the best temporal partition at any time-scale and rank the relevance
of partitions found at different time-scales. This method is based on random walkers coevolving
with the network and as such constitutes a generalization of partition stability to the case of tem-
poral networks. We show that, when applied to a toy model and real datasets, temporal stability
uncovers structures that are persistent over meaningful time-scales as well as important isolated
events, making it an effective tool to study both abrupt changes and gradual evolution of a network
mesoscopic structures.
PACS numbers: 89.75.Fb,89.75.-k,89.75.Hc
Keywords: Time-varying networks, temporal stability, temporal partitions
I. INTRO
Identifying mesoscopic structures and their relation to
the function of a system in biological, social and in-
frastructural networks is one of the main challenges for
complex networks analysis [1]. Until recently, most ap-
proaches focused on static network representations, al-
though in truth most systems of interests are inherently
dynamical [2]. Recent theoretical progresses and the
availability of data inspired a few innovative methods,
which mostly revolve around unfolded static represen-
tations of a temporal dynamics [3, 4], constraints on
the community structure of consecutive graph snapshots
[5, 6] or on global approaches [7–10].
In this Article, we take a different route and tackle the
problem of finding and characterising the relevance of
community structures at different time-scales by directly
incorporating the time-dependence in the method.
Inspired by the notion of stability [11], we propose a
related measure, temporal stability, which naturally em-
beds the time-dependence and order of interactions be-
tween the constituents of the system. Temporal stability
allows not only to compare the goodness of partitions
over specific time scales, as its static counterpart, but
also to find the best partition at any time and over any
time scale. In the following, we briefly review the main
ingredients of static stability and introduce their natu-
ral extensions to temporal networks. We then present a
benchmark model as a proof of principle, and then anal-
yse two real-world datasets, finding pertinent mesoscopic
structures at different time-scales.
II. TEMPORAL STABILITY
Like the map equation [12, 13], stability exploits the
properties of the stationary distribution random walkers
exploring a static network and of long persistent flows on
a network. While the map equation relies on finding the
most compressed description of a random walker trajec-
tory in terms of its asymptotic distribution, the intuition
behind stability is that walkers exploring the network
will tend to stay longer in a well defined cluster before
escaping to explore the rest of the network. The object
of interest is thus the auto-covariance matrix of an unbi-
ased random walk on a network G for a given partition
H , i.e. the higher the autocorrelation, the better the
description of a system in terms of modules byH . After
τ Markov time-steps of exploration of the network by the
random walkers, it can be compactly written as:
Rτ = H
T (ΠMτG − piTpi)H (1)
where H is the partition matrix assigning nodes to com-
munities, MG the transition matrix of the random walk
on G, pi its stationary distribution and Π = diag(pi)
[11]. The piTpi term can be interpreted as a null model
that represents the asymptotic modular structure against
which the structure unveiled by the random walkers’ ex-
ploration of the network is tested. The stability of parti-
tion H at Markov time τ is then defined by:
rH = min
0≤s<τ
TrRs. (2)
The magnitude of the trace of the autocovariance ma-
trix represents the extent to which walkers are confined
within the clusters defined byH . The minimum over the
Markov time during which the walkers were allowed to
move ensures that the measure conservative. The value
of τ at which a given partition becomes optimal con-
veys information about which topological scales of the
network are best described by the partition considered.
Moreover, the interval over which a partition is optimal
is related to the importance of that specific scale across
the hierarchy of scales present in the network.
Extending this measure to temporal networks requires
generalizing its ingredients: the partition H , the transi-
tion matrix MG and the asymptotic walker distribution
pi.
a. Temporal partition. Let us define a discrete
temporal network G{t} as a time-ordered collection of
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2graph snaphots, G{t} = {G0, G1, . . . , GT }, represented
by their adjacency matrices {A0,A1, . . . , ,AT }. The
static partition matrix is naturally extended to the
temporal case by allowing it to be time-dependent,
H → H {t} = {H(t)|t = 0, 1, . . . T}, with T being the
number of slices in the temporal dataset. At this point
it is worth noting that H {t}, like G{t}, does not need
to change at every time step.
b. Transition matrix. The transition matrix M will
in general change between time steps and therefore one
does not simply iterate it. We define Mt the single-
snapshot transition matrix relative to Gt as Mt =
lim→0(Dt)−1(1+At), with Dt = (1+At) ·1 , where 1
is the constant vector with unit components. The -limit
is equivalent to including a self-loop of vanishing weight
and is required to ensure that the transition matrix is
well-defined for nodes that are disconnected at time t
[14]. Using the matrices Mt we can define a time-ordered
productMG(t, τ) which represents the transition matrix
for the evolution of the random walker across the chang-
ing network between t and t+ τ :
MG(t, τ) = T {Mt . . .Mt+τ} =
t+τ∏
s=t
Ms = Mt+τ · . . . ·Mt
(3)
where we impose right multiplication to respect the
arrow of time.
c. Stationary walker distribution. The last element
we need is the stationary walker distribution on a time-
varying network. We will note this distribution with
ω. Different types of random walks can be devised, de-
pending on the model for the dynamics of the network,
therefore ω, is not unique; different dynamics preserv-
ing different statistical features of the system. Here we
consider the case where the time-evolving connectivity of
each node is known. The activity-driven model, intro-
duced by Perra et al. [15] is particularly adapted to such
systems. It provides a null model akin to a temporal
configuration model where the nodes temporal activities
play the role of the nodes degrees. We only introduce
here the main concepts needed for our purpose, but a
full description of the model is given in the Appendix.
Importantly, the stationary distribution for walkers co-
evolving with the network [16] is analytically amenable
and provides a natural null model for temporal stabil-
ity. The stationary walker distribution for a node with
activity a is given by:
ωa =
amw + φ
a+m〈a〉 (4)
where w is the average density of walkers on a node,
φ a scalar that can be obtained numerically in closed
form and 〈a〉 the average activity. We used m = 2 and
the activities were computed such that the temporally
averaged degree is conserved [15]. Without loss of
generality, we can set w = 1/N , N being the number of
nodes in the network, and use Eq. (4) for the stationary
walker distribution.
We are now in a position where we can define the tem-
poral stability for a partition H{t} of G{t} at time-scale
τ :
rτ,H {t} = 〈TrRt′,τ [G{t},H {t}]〉t′ , (5)
with
Rt′,τ [G{t},H {t}] = HT (t′)
[
ΩMG(t′, τ)− ωTω
]
H(t′),
(6)
where Ω = diag(ω) and the average over t′ in Eq. (5) is
taken over [0, T ] and plays a similar role as the minimum
over τ in the static stability. The trace is taken inside
the temporal average to allow for partitions of different
sizes at different times. Temporal stability is naturally
interpreted as the average stability obtained over all win-
dows of size τ for a given temporal partition H {t}.
In addition to providing a natural measure to evaluate
the relevance of partitions over different time-scales τ ,
temporal stability characterises the partition H opt[t, τ ]
with the highest stability for every pair (t, τ). By lin-
earity, the average over t can be unfolded, leaving the
expression:
B(t, τ) =
[
ΩMG(t, τ)− ωTω
]
. (7)
The partitionH opt[t, τ ] optimising (7) is the same as the
one optimising temporal stability at time t over the time-
scale τ and it can be found by considering Eq. (7) as a
modularity optimisation problem and solving it with any
standard modularity algorithm (e.g. the Louvain method
[17]). In the Appendix we give a detailed description of
the workflow and provide a link to our code.
III. TWO BLOCKS TOY MODEL
A simple example is useful to illustrate the working of
temporal stability and the type of structure it can un-
veil. Following the model with activity-correlated link
classes defined in [19], we consider a toy model network
consisting of two blocks of N and N ′ nodes that follow a
simple cycle of temporal interactions repeated M times.
Each cycle consists of two interaction windows with a
total time period of T = Tin + Tout, see Fig.(1) for an
illustration. During the first Tin time-steps, the nodes
only interact within their block with a probability pin per
time-step; in the remaining Tout time-steps, the nodes in-
teract exclusively with nodes from the other block with
probability pout. Setting pout =
Tinpin
Tout
(N(N−1)+N ′(N ′−1)
2NN ′ ,
guarantees that the density of links within and between
blocks is the same. This makes it impossible to distin-
guish the two communities at the time-aggregated level.
We then compare the stability of various partitions ob-
tained by aggregating the temporal network over time
windows of different size ∆ = 10, 20, 80 time-steps and
3FIG. 1: Two blocks model The two blocks of nodes
interact following simple alternating rules: during a
time window of Tin timesteps (blue (colour)/long (grey)
intervals), nodes can create connections only to nodes
within their block (top) with probability pin; then
during a time window Tout (red (colour)/ short (grey)
intervals), they are allowed to interact only with nodes
belonging to the other block (bottom) with probability
pout. The linking probability for connections within pin
and between blocks pout are chosen such as to make the
time aggregated network a single uniform hairball,
hiding the temporal nature of the division in two blocks.
the bipartition into the two blocks (Fig. 6a top). These
partitions represent progressively coarser temporal sum-
maries of the network and we refer to them as ∆-
partitions. They show how aggregating temporal net-
works wipes out relevant dynamics. With the simulation
set-up we used, a crucial value for time is t = 20 as it
represents the interval of time over which the two blocks
are well defined. This is clearly shown by the value of rτ
for the bipartition which steadily decreases towards zero
for τ ≥ Tin. This illustrates well how temporal stability
behaves: the bipartition is a reasonably good approxi-
mation over time-scales shorter than the mixing cycle,
while for longer time-scales, the bipartition description
is lost in the noise. The parameter τ can then be used
to select a time-scale over which to compare the rele-
vance of partitions. A partition that is relevant over a
short time-scale captures essential micro-dynamics, while
at longer time-scales other global mechanisms prevail and
the micro-dynamics can be considered as noise. To illus-
trate this phenomenon, we plot in in Fig. 2 the simplest
quantity, the number of communities in a partition, for
different values of τ in the trade network dataset (which
we fully introduce in the next section). The shortest
time-scale τ = 1 yr clearly identifies the World Wars and
other events that are precisely located in time. As soon as
one switches to a time-scale longer than those events, e.g.
τ = 10yr, these effects disappear and the number of com-
munities displays a much smoother behaviour over time
and captures a different type of dynamics, namely the
densification of links in the network. This effect is even
stronger if one considers longer time scales τ = 20, 30yr.
Thus, in our toy model, ∆-partitions with ∆ < T per-
form well for small τ < Tin, as the aggregation window
allows for a finer temporal sampling of the network’s evo-
lution. Their stability values then continuously decay for
growing τ ≥ Tin and eventually tend to 0. Moreover, the
∆-partitions with ∆ > T perform better for τ ≥ Tin as
the mixing windows are incorporated in the aggregated
networks. Figure 6a also displays the temporal stability
for the optimal partition, found with Eq. (7), and which
outscores all other partitions for all τ .
The variation of information v(t, τ, τ ′) between
FIG. 2: Comparison of the number of communities in
optimal partitions for different values of τ in the
International Trade Network.
H opt[t, τ ] andH opt[t, τ ′] is a useful tool to detect struc-
tural changes between clusterings [1, 20]. Consider two
partitions of a network X and Y in k and l commu-
nities respectively. Associate to each community in the
partition a probability proportional to its cardinality, for
example to Xi ∈ X associate pXi = |Xi|/N , where N is
the number of nodes in the network under consideration.
Finally, v(t, τ, τ ′) is defined as:
v(t, τ, τ ′) = H(H opt[t, τ ]) +H(H opt[t, τ ′])
−2I(H opt[t, τ ],H opt[t, τ ′], (8)
where H is the Shannon entropy and I the mutual
information defined on the probabilities introduced
above.
Two special cases are particularly enlightening regarding
the evolution of the optimal partition in time: v(t, 0, τ),
which informs about the time-scale over which structures
persist from a time t (see Fig. 6b left and 4b left) and
v(t, τ, τ + 1) which gives the instantaneous structural
changes between two consecutive time steps t + τ and
t + τ + 1 (see Fig. 4b right), starting at time t. In
the first case, key informations about stability are read
on the ordinate axis and in the second case, sudden
changes can be read on the abscissa axis. In the two
blocks model, information about the state at time t is
almost completely lost after two cycles, although this
depends on when the initial time t is in the cycle: at
the beginning of a cycle a walker is constrained within
a block and thus the community structure is stable for
a longer time; the inter-block interaction then comes
as a shock for the community structure, producing the
saw-like pattern evident in Fig. (6b left). Since the
4FIG. 3: Comparison of two blocks model and
Sociopatterns data Panel (a) shows the temporal
stability curves rτ for the two blocks model (top) and
Sociopatterns (bottom) for a selection of ∆-partitions
against the best temporal clustering obtained from Eq.
(7). Moreover, temporal stability identifies the periodic
nature of the two datasets with the recurring sawtooth
pattern evident in the variation from the information
v(t, 0, τ) in (b). The two blocks model is on the (left)
and Sociopatterns on the (right). The variation of
information is computed from the optimal partitions.
The parameters for the two-block model are
N = N ′ = 10, Tin = 20, pin = 0.01, Tout = 1 and
pout = 0.18.
toy model has no additional structure on top of the
periodicity, we expect v(t, τ, τ + 1) to show only noise
due to fluctuations in the connectivity within blocks.
IV. REAL DATASETS
a. Face-to-face interaction network The first real
network we analyse is the temporal face-to-face network
of children in a primary school described in [21]. The
connectivity dynamics of this dataset resembles that of
the toy-model, because children’s interactions mostly
take place within their class and are punctuated by
inter-class interactions during breaks and lunch. We
repeated the analysis above for one day of contacts
and were able to uncover the structures described in
[21]. We find that, for short time-scales τ , the stability
curve obtained for ∆-partition with ∆ = 1h has a
stability score markedly higher than those of partitions
obtained over smaller window sizes (Fig. 6a bottom),
which potentially contain more information in this τ
interval. This reflects the fact that the organization of
the children’s schedule is organised in hourly periods
with short breaks in between. Hence, the dynamics
below that time-scale does not bring extra information.
Like in the toy model, the variation of information
v(t, 0, τ) for the optimal partition (Fig. 6b right) shows
that the original information is almost completely lost
after two hours. Since during lunch break children are
gathered together and can interact freely across classes,
we expect the the lunch break to produce a disconti-
nuity in While the temporal stability of the optimal
partition is the highest at all delays τ as expected (Fig.
6a bottom), v(t, τ, τ + 1) shows non-trivial patterns
which were absent in the toy model example. This
indicates that, although the global structure of the
children’s communities changes slowly in time, it can
fluctuate from instant to instant considerably more in
comparison to the toy model case, highlighting the pres-
ence of the social structures beyond that of the classroms.
b. International Trade Network The second real
network we consider is the financial trade network over
the period 1870-2009 [22, 23]. The original dataset is
weighted and directed. In order to make it consistent
with our binary and symmetric null model, we needed
to choose a local threshold and forfeit directionality (see
Appendix C for details). Despite the loss of informa-
tion due to these simplifications, temporal stability still
captures a rich economical phenomenology. As it is con-
ceptually very different from the Sociopatterns dataset,
we expect to unveil a different type of temporal structure.
Indeed, while no periodicity is present, we clearly iden-
tify abrupt changes in the community structure between
periods of structural stability (Fig.4b). These structural
changes correspond to landmarks of the 20th century’s
history that had repercussions on the trade network’s
community structure: for example two uniform regions
are present in Fig. 4b (left) between the Great War and
the late ’20s, and from the late ’20s to the beginning of
World War II. Temporal stability therefore identifies the
beginning of the Great Depression in 1929. Note also how
the regions of uniformity in Fig. 4b appear to become
shorter proceeding to more recent times and essentially
disappear after 1970. It is particularly enlightening to
look at Fig. 4b (right), which confirms the presence of
spells of relative structural calm, interrupted by sudden
changes. Zooming in the past forty years, we also see
more frequent localized signatures, which appear to be
in connection with notable crisis, among which: the oil
crisis in the ’70s, the speculative bubble of the ’80s, the
Gulf War, the fall of the Communist Block, the banking
crises of the early ’90s and finally the 2008 financial cri-
sis.
5FIG. 4: Financial trade network In (a), we show the
temporal stability curves rτ for different ∆-partitions.
The optimal temporal clustering is found from
instantaneous temporal slice by temporal stability.
Temporal stability confirms the absence of periodicity
(b left: variation of information v(t, 0, τ) ) and regular
reorganisations of the community structure of the trade
network (b right: variation of information v(t, τ, τ + 1)).
Temporal stability foxily identifies abrupt changes in
the community structure that correspond to major
historical events of the 20th century. The date of said
events being easily read on the abscissa of (b right).
The variation of information is computed from the
optimal partitions.
V. DISCUSSION
To summarise, we introduced temporal stability, a
novel measure related to the modular structure of
temporal networks. There are two aspects to temporal
stability: first, it enables to compare the relevance of
different time-varying partitions at different time-scales;
second, it can be used to find the optimal partition
over a time-scale τ starting at any time t. The main
difference between this method and previous ones lies
in the conceptually different treatment of the temporal
aspect of the problem. Time is naturally embedded
in temporal stability as it is based on random walks
co-evolving with the network. This is in stark contrast
with other methods where time is effectively treated as
an additional topological constraint and only probed at
one time-scale. The outcomes of different methods are
therefore different and complementary (see Appendix D
for details) for a complete comparison with the Mucha et
al. method [3]). We illustrated the working of temporal
stability on different benchmark datasets, showing that
it is capable of discerning characteristic time-scales of the
dynamics underlying the datasets as well as highlighting
single shocks in the systems. As any target function that
includes a comparison between a structure and a notion
of randomness, the choice of the null model is crucial.
In this Article, our choice fell on the activity driven
model for two reasons: it constitutes the simplest non
trivial null model and it yields an analytical expression
for stationary distribution of random walkers on an
evolving network. In turn, this allows to have a closed
form expression for the temporal stability. The equation
for temporal stability (5 and 6) can be modified with
different null models accounting for different constraints,
like specific temporal behaviours (e.g. temporal cor-
relations), for example using stationary distributions
obtained from simulated ensembles of paths respecting
temporal correlations [24], realistic inter-event times
distributions [25–27], or temporal null models allowing
for weighted links. The investigation of the different
possible null models will be the object of future work
and is subject to data availability.
Acknowledgements. The authors acknowledge C.
Cattuto and A. Barrat for fruitful discussions and for
privileged access to the Sociopatterns data used in this
paper. GP is supported by the TOPDRIM project
funded by the FET program of the European Commis-
sion under Contract IST-318121.I.D. PE is supported by
a PET Methodology Program Grant from the MRC UK
(Ref G1100809/1).
Appendix A: Activity driven model description
The activity driven network model is a data-driven generator for random temporal networks [15]. In particular, it
uses a node’s measured activity potential to represent its likeliness to create new links and thus forming its dynamics.
Given a network of N nodes, assign to each node i an activity rate ai, which is the probability per unit time that node
i will create a new link to another node. Usually, the activity is given in the form ai = ηxi, where xi is the activity
potential. This is done because it allows to control the average number of active nodes in the network through η. The
generation of the network snapshots proceeds as follows:
1. At time t, start with a network Gt with N disconnected nodes;
2. With probability ai node i creates m links to nodes randomly selected with uniform probability.
63. At the following step, remove all edges and iterate.
The simplicity of the model allows to calculate analytically a number of properties of the resulting network. For
example, given a distribution F (x) for the activity potential, the average degree at a given time is given by 〉t =
2Et
N = 2mη〈x〉 and the degree distribution of the integrated network after T steps for small time and network size is
PT (k) ∼ F [ kTmη ]. More interestingly for our purposes, the activity driven model allows to describe the asymptotic
distribution of a random walker coevolving with the network [16]. It is in fact possible to write the probability of a
random walker to be in node i at time t as:
Pi(t+ ∆t) = Pi(t)
1−∑
j 6=i
Π∆ti→j
+∑
j 6=i
Pj(t)Π
∆t
j→i (A1)
where Π∆ti→j is the propagator from i to j over time ∆t. In the ∆t → 0 limit the propagator can be written as
Π∆ti→j ∼ ∆tN (ai +maj) and by grouping nodes in activity classes, we can write the equation for the probability Wa(t)
of finding the walker in a node of activity a at time t as:
∂Wa(t)
∂t
= −aWa(t) + amw −m〈a〉Wa(t)
+
∫
a′Wa′F (a′)da′ (A2)
where w = W/N is the density of walkers in the network. Looking for the stationary state of the previous equation,
one obtains equation 4.
Appendix B: Method workflow
In this Appendix, we describe the workflow to follow to obtain the temporal partition with the optimal temporal
stability:
1. Extract the adjacency time-series {A0,A1, . . . , ,AT } of the system.
2. Calculate the activity a for each node.
3. Calculate ωa for each class of activity.
4. Go through each possible pair [t, τ ] and compute the transition matrix MG(t, τ).
5. Compute the modularity matrix B(t, τ) =
[
ΩMG(t, τ)− ωTω
]
.
6. Find the partition HT (t) that optimises HT (t)B(t, τ)H(t) using any modularity optimisation algorithm (for ex-
ample the Louvain method [17]).
7. Finally average over t to find the temporal stability rτ,H {t} = 〈TrRt′,τ [G{t},H {t}]〉t′ .
The code to perform this is available at https://github.com/lordgrilo/TemporalStability.
Appendix C: Datasets
Two blocks model. The model consists of two sets of nodes of cardinality N and N ′. We assign to each node i
a value bi ∈ {0, 1} depending on whether they belong to the first or the second block. We create a temporal network
with M cycles by realizing graph snapshots as follows:
i. for every snapshot we start with the nodes alone, without any edges;
ii. for a number of steps Tin we introduce an edge between nodes i and j with probability pinδ(ci, cj);
iii. after Tin iterations, for Tout steps, we introduce an edge between i and j with probability pout(1− δ(ci, cj)).
iv. repeat M times the steps above.
7In particular we are interested in setting the parameters of the block model is such a way as to obtain a time-aggregated
network that does not display any obvious community structure. This can be done by setting the inter-block linking
probability to pout =
Tinpin
Tout
(N(N−1)+N ′(N ′−1)
2NN ′ . For very small values of M , fluctuations in the link patterns can
prevent the aggregated network from being uniform. However, already for M ≥ 15 this is not the case anymore. The
simulations used in the paper were obtained for M = 20.
In Figure 5, we plot extended versions of the plots of rτ and v(t, 0, τ) shown in the main text. Additionally, we show
also v(t, τ, τ + 1) for the two blocks model, which as expected has only trivial signal due to linking fluctuations within
the blocks.
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r τ
Single nodes
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Two blocks
Aggregate partition
Optimal
(a) Temporal stability rτ curves for a selection of ∆-partitions against the best temporal clustering obtained
from Eq. (7) in the main text. We show here an extended version of the plot from the main text, with
additional ∆-partitions, the partition obtained for the aggregated network and the trivial partition where
each node is in its own community at all times. Note that the aggregated partition has zero stability for all τ ;
this is expected as in this case all nodes are in a single partition by construction.
(b) The variation of information v(t, 0, τ) (left) and v(t, τ, τ + 1) (right). The periodic nature of the model is
captured very clearly in the saw-tooth patterns for small τ values, corresponding to the mixing behaviour of
the random walker moving on the network. Since there is no special structure in addition to the two blocks,
we do not see any interesting features for v(t, τ, τ + 1) apart from some noise due to fluctuations within the
two blocks.
FIG. 5: Two block model.
Face-to-face contact network. The dataset refers to time-resolved face-to-face interactions of 10 teachers and
232 children between 6 and 12 years old. Every child was asked to was a small wearable RFID device scanning for
other neighboring devices every 20s, corresponding to the resolution of the resulting temporal network. Although the
original dataset covers two school days from morning to evening, we only analysed on the first day as it is enough to
uncover the temporal patterns we are interested in. More details on the exact experimental design can be found in
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(a) Temporal stability rτ curves for a selection of ∆-partitions against the best temporal clustering obtained
from Eq. (7) in the main text. The partition of the aggregated network develops rτ values compatible with
the optimal for τ > 4 hours: this is due to the fact that over such coarse graining, the effect of the short
inter-class breaks and of the lunch break is almost washed away by the relative persistence during lecture
hours.
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(b) The variation of information v(t, 0, τ) (left) and v(t, τ, τ + 1) (right). The different dynamics of the
temporal network (lecture hours, lunch break etc.) appear naturally and are consistent with the schedule
reported in [21]. In contrast to the lack of structure in Fig.5b, here we see non trivial information transfer
over longer τ values in v(t, τ, τ + 1), indicating temporal correlations in the community structure of the
children during lunch break.
FIG. 6: Sociopatterns data.
[21]. The aggregated network is available from the Sociopatterns website at http://www.sociopatterns.org/.
As per the two blocks model, in Figure 6 we plot extended versions of the plots of rτ and v(t, 0, τ) shown in the main
text. Additionally, we show also v(t, τ, τ + 1) for the Sociopatterns data. In this case the instantaneous variation of
information shows much more structure than the two blocks model in Fig. 5, representing the presence of additional
social structure beyond classes. This is especially clear in the time period corresponding to the lunch break, where
children are allowed to mingle more freely in the school’s cafeteria.
International Trade Network. The dataset consists of trade flows between states for the years 1870-2009
(v3.0) and is publicly available from the Correlates of War website at http://www.correlatesofwar.org/ [22, 23].
We focused on the dyadic trade network, where each link represents the trade flow between pairs of states in current
U.S. dollars. The full networks is therefore weighted and directed. The activity driven model that we are using as
null model however produces binary undirected networks. Therefore, in order to make the comparison meaningful,
we extracted the backbone of the network using the disparity filter [28] with a significance threshold of α = 0.05, then
we symmetrised the network and from there calculated the activity values needed to define the activity driven model.
9Appendix D: Comparison with multislice modularity
In this section, we illustrate the difference between temporal stability and other temporal partition methods, and
focus on multislice modularity [3] optimised with the GenLouvain algorithm.
The main difference between these two methods is how time is treated. The approach in [3] is a modularity one.
They follow the exposition of [18] construct their generalised modularity on an expansion of the exponential in the
Laplacian dynamics for small time. The dynamics they consider on the network is thus effectively a ”one-step”
dynamics. The time dependence of the system is encoded in the multislice structure as a coupling parameter between
the slices which mimics temporal (cor)relation between snapshots. Time is therefore introduced as a topological
construct. In contrast, in our approach, we consider the complete dynamics seen by a random walk co-evolving with
the network itself, thus embedding the time-evolution of the system in its the description, making it also parameter
free. The two approaches are therefore not only conceptually but also practically different. One has a one time-scale
constraint, while the other has access to and uses all time-scales.
As an example, we applied the GenLouvain algorithm on the three datasets considered in this paper. We used
the code available at http://netwiki.amath.unc.edu/GenLouvain/GenLouvain. We calculated the best partitions
according to the multislice modularity for various values of the parameter ω (which encodes the interlayer connection
strength). The multislice modularity in general finds a small number of different clusters which change and evolve
over time. The closest analog for the temporal stability case is the partition obtained for τ = 1, as this describes the
temporal dynamics when considering only successive layers. We find marked differences between the stability values
obtained by the multislice modularity partitions and the optimal stability ones (Fig. 8, 10 and 12). In addition to this,
it is easy to see from Figures 7, 9 and 11 that the results of the two methods differ significantly. Multislice modularity
produces larger and persistent communities over time due to the extra structure that it introduces in the network by
the interlayer couplings, which effectively mixes time and space in the network in an unfolded static topology. The
coupling parameter therefore stiffens the community structure by imposing (arbitrarily) stronger connection between
time slices, resulting in a smaller number of communities with increasing ω The results for optimal stability at τ = 1
highlight on the contrary changes in the network as seen from a walker co-evolving with the network. This can be seen
very clearly in the case of the two-block model and of the International Trade Network. In the former, multislice mod-
ularity yields few (3-4) communities which do not change over time significantly, while the temporal stability at τ = 1
yields a temporal partition that picks up with remarkable accuracy the cycles of the model. In the latter, the sparsity
of links during the early years of the International Trade Network yields partitions mostly constituted by single-node
or very small communities. While the progressive integration of the trade network is evident in both methods (a
decreasing number of communities with time (Fig. 11b, 11c and 11d), optimal temporal stability for small τ is able
to pick up distinctive, rapid changes in the network structure (e.g. the two World Wars), as opposed to multislice
modularity. So even when only considering as a naive heuristic as the number of communities, the advantage in un-
covering rapid changes in the temporal structure that temporal stability has over the multislice modularity is evident .
In the light of these observations, we can conclude that the two methods provide two different and complementary
lenses to study a given system; one strongly focused on the static persistent topological structure of the network, the
other on dynamics. It is also worse reminded the reader that by changing τ , one changes the time-scale at which one
is probing the community structure evolution. For example, micro-communities best describe the two-block model
for τ = 1 as the model is rather sparse over short time-scales. Then, by increasing τ , one sees the existence of the
two-blocks, together with the shocks of the mixing; this effect is shown in the main text in the variation of information
graphs.
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(a) Results for optimal partition for temporal
stability with τ = 1 for the school data.
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(b) Multislice modularity results for ω = 0.2.
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(c) Multislice modularity results for ω = 0.5.
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(d) Multislice modularity results for ω = 0.8.
FIG. 9: Comparison of multislice modularity and optimal stability (τ = 1) for the Sociopatterns data.
Top plots represent community assignment through time, bottom plots show the number of communities at a given
point in time. The plots shown refer to the central third of the dataset, corresponding roughly to the period
8am-12am.
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FIG. 10: Comparison of stability values for multislice modularity and optimal partition for temporal
stability for the Sociopatterns data.
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(a) Optimal stability results for τ = 1.
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(b) Multislice results for ω = 0.2.
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(c) Multislice results for ω = 0.5.
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(d) Multislice results for ω = 0.8.
FIG. 11: Optimal stability and multislice modularity results for various ω for the international trade
network. Top plots represent community assignment through time, bottom plots show the number of communities
at a given point in time.
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FIG. 12: Comparison of stability values for multislice modularity for different ω and optimal partition
for temporal stability for the International Trade Network.
