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Simplicial complexes are generalized network structures able to encode interactions occurring
between more than two nodes. Simplicial complexes describe a large variety of complex interacting
systems ranging from brain networks, to social and collaboration networks. Here we characterize the
structure of simplicial complexes using their generalized degrees that capture fundamental properties
of one, two, three or more linked nodes. Moreover we introduce the configuration model and the
canonical ensemble of simplicial complexes, enforcing respectively the sequence of generalized degrees
of the nodes and the sequence of the expected generalized degrees of the nodes. We evaluate the
entropy of these ensembles, finding the asymptotic expression for the number of simplicial complexes
in the configuration model. We provide the algorithms for the construction of simplicial complexes
belonging to the configuration model and the canonical ensemble of simplicial complexes. We give an
expression for the structural cutoff of simplicial complexes that for simplicial complexes of dimension
d = 1 reduces to the structural cutoff of simple networks. Finally we provide a numerical analysis
of the natural correlations emerging in the configuration model of simplicial complexes without
structural cutoff.
PACS numbers: 89.75.-k,89.75.Fb,89.75.Hc
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I. INTRODUCTION
Network theory has been successful over the last fif-
teen years in characterizing social, technological and bi-
ological networks. Nevertheless, the increasingly large
data sets available in the field require the development of
more sophisticated models of networks [1] such as multi-
layer networks [2, 3] and generalized network structures
[4, 5]. In particular a wide variety of networks, including
brain networks [6, 7], social and collaboration networks
[8], immune networks [9], tagged social networks [4, 5]
and “folksonomies” [10, 11], can be modeled by simplicial
complexes [12–16]. Therefore progress in understanding
and modelling simplicial complexes has a variety of ap-
plications, ranging from brain research and data mining
[6, 17, 18], to recommendation algorithms [19], charac-
terization of dynamical processes [20], and inference of
missing links [21].
Simplicial complexes are a generalization of networks
constructed using not only nodes and links (that are re-
spectively simplices of dimension zero and one) but also
using triangles (simplices of dimension d = 2), tetrahe-
dra (simplices of dimension d = 3) and higher dimen-
sional simplices. Using a theoretical physics terminology,
simplicial complexes describe the many-body interactions
between two or more nodes.
Simplicial complexes are emerging as a new tool to de-
scribe complex networks with large clustering coefficient
and abundant number of short loops that are not easily
treatable by traditional statistical mechanics approaches.
The presence of many short loops in real network datasets
has often been recognized as a signature of a hidden ge-
ometry of networks [22, 23]. Simplicial complexes are
ideal mathematical objects for discretizing geometry as
is demonstrated by their wide use in the context of quan-
tum gravity [24–27] and therefore they can also open new
scenarios in uncovering the hidden geometry of complex
networks.
Finally simplicial complexes constitute the network-
like structure that allows for the topological analysis of
network datasets. The area of network topology is cur-
rently the subject of increasing interest, with recent in-
vestigations characterizing brain networks and network
dynamics [6, 7, 17, 18, 20] providing results so far unob-
tainable through other network approaches.
For all these reasons it has become necessary to build
null models for simplicial complexes using equilibrium
and non-equilibrium approaches. Interestingly, extend-
ing our knowledge of static and growing network models
[28–39] to simplicial complexes might reveal the role of
the dimensionality of simplicial complexes in determining
their structure.
Recently a new framework for non-equilibrium growing
simplicial complexes has been formulated [12–15]. This
framework is able to generate in one limit complex man-
ifolds of dimension d, in another limit complex networks
growing with preferential attachment. Interestingly it
has been observed that for dimension d > 2 growing
manifolds are scale-free, because the increase of the di-
mensionality of simplicial complexes over d = 2 allows for
the emergence of an efficient preferential attachment [14].
Interestingly, in this context it has also been shown that
simplicial complexes growing by uniform attachment of
simplicies generate scale-free networks for d ≥ 2 [15].
The formulation of equilibrium models of simplicial
complexes is currently a hot topic in graph theory and
pure mathematics [40–42]. Recently, exponential random
simplicial complexes have also been attracting the atten-
tion of physicists and network scientists [16].
Here we develop an equilibrium statistical mechanics
ar
X
iv
:1
60
2.
04
11
0v
2 
 [p
hy
sic
s.s
oc
-p
h]
  6
 Ju
n 2
01
6
2approach for simplicial complexes of dimension d. In par-
ticular we consider simplicial complexes formed exclu-
sively by d dimensional simplices. We characterizes their
structure with the generalized degree introduced in [13–
15] and defined as the number of d-dimensional simplices
incident to a given δ-dimensional face. Moreover we treat
in detail the configuration model and the canonical en-
semble of simplicial complexes respectively with given
generalized degree of the nodes and with expected gener-
alized degrees of the nodes. The configuration model for
simplicial complexes generalizes the configuration model
for simple networks [29–31] and the hypergraph model
proposed in [4]. The canonical ensemble is instead to be
related to exponential random simplicial complexes [16].
These ensembles can be treated using statistical me-
chanics arguments that are able to characterize their re-
lation. Already in the context of simple networks one can
distinguish between micro-canonical and canonical con-
jugated network ensembles, which enforce respectively
hard or soft constraints [29, 32–35]. For example the
configuration model enforcing a given degree sequence
and the exponential ensemble enforcing the expected de-
gree sequence are respectively the micro-canonical and
the canonical conjugated network ensembles. Similarly,
here we show that the configuration model of simplicial
complexes is the micro-canonical ensemble conjugated to
the canonical ensemble given by the exponential random
simplicial complex. Interestingly, here we show that the
two ensembles treated in this paper enforce an extensive
number of constraints and therefore, as already noted in
the context of simple networks [29], they are not asymp-
totically equivalent.
The entropy of these ensembles, that has a number of
applications in network analysis, and network inference
[43, 44] is here calculated analytically. From the entropy
of the configuration model of simplicial complexes the
asymptotic combinatorial formula for the number of sim-
plicial complexes in the ensemble is derived. This formula
generalizes the Canfield-Bender formula for the number
of networks in the sparse configuration model [45]. When
characterizing the properties of these ensembles, a special
role is played by their structural cutoff that is the max-
imum generalized degree that guarantees the absence of
correlations between the generalized degrees of the nodes
in the simplicial complex. In any simplicial complex of
dimension d > 1, the structural cutoff is larger than the
structural cutoff of simple networks [46]. In absence of
the structural cutoff simplicial complexes show relevant
degree correlations analyzed here by numerical simula-
tions. These results extend the known results observed
in the canonical ensemble of simple networks [36].
The paper is structured as follows: in Sec II we in-
troduce simplicial complexes and the generalized degree
of their nodes; in Sec III we treat the canonical ensem-
ble of simplicial complexes enforcing a given sequence
of expected generalized degrees of the nodes; in Sec IV
we treat by statistical mechanics methods the configura-
tion model of simplicial complexes with given sequence
of generalized degrees of the nodes; in section V we dis-
cuss the natural correlations observed in our numerical
realizations of the the configuration model of simplicial
complexes; finally in Sec VI we give the conclusions.
II. SIMPLICIAL COMPLEXES AND
GENERALIZED DEGREES
A. Simplicial complexes of general dimension d
A d-dimensional simplex is formed by a set of (d + 1)
interacting nodes, and includes all the subsets of δ + 1
nodes (with δ < d) which are called the δ-dimensional
faces of the simplex. A simplicial complex of dimension
d is formed by simplices of dimension at most equal to d
glued along their faces.
As mathematical objects simplicial complexes are dis-
tinct from hypergraphs [4, 5], the difference being that
simplicial complexes include all the subsets of a given
simplex. Nevertheless in most of the interesting network
science applications the terms simplicial complex and hy-
pergraph might be used to indicate the same type of net-
work data.
Here we consider d-dimensional simplicial complexes
of N nodes formed exclusively by d-dimensional sim-
plices. We indicate with Qd(N) the set of all possible
and distinct d-dimensional simplices in a d-dimensional
simplicial complex of N nodes while we indicate with Sd,δ
the set of all δ-dimensional simplices present in a given
d-dimensional simplicial complex. The simplicial com-
plexes that we consider in this paper are fully identified
once the adjacency tensor a is fully specified. The adja-
cency tensor a has elements aα = 0, 1 indicating for each
possible d-dimensional simplex α ∈ Qd(N) if the simplex
is present (aα = 1) or absent (aα = 0) in the simplicial
complex, i.e.
aα =
{
1 if α ∈ Sd,d
0 otherwise
.
The generalized degrees [14, 15] are relevant structural
properties of simplicial complexes. The generalized de-
gree kd,δ(α) of a δ-dimensional face (or δ-face) α of the
d-dimensional simplicial complex quantifies the number
of d-dimensional simplices incident to the δ-face α. The
generalized degree kd,δ(α) can be defined in terms of the
adjacency tensor a as
kd,δ(α) =
∑
α′∈Qd(N)|α′⊇α
aα′ . (1)
The generalized degrees are not independent on each
other. In fact the generalized degree of a δ−face α is
related to the generalized degree of the δ′-dimensional
faces incident to it, with δ′ > δ, by the simple combina-
torial relation
kd,δ(α) =
1(
d− δ
δ′ − δ
) ∑
α′∈Qd(N)|α′⊇α
kd,δ′(α
′) (2)
3Moreover, since every d-dimensional simplex belongs to(
d+ 1
δ + 1
)
δ-dimensional faces, in a simplicial complex
with M d-dimensional simplices we have
∑
α∈Sd,δ
kd,δ(α) =
(
d+ 1
δ + 1
)
M. (3)
In this paper we focus specifically on the generalized de-
gree of the nodes r = 1, 2, . . . N given by
kd,0(r) =
∑
α′∈Qd(N)|α′⊃r
aα′ . (4)
The generalized degree of the node indicates the num-
ber of d−dimensional simplices incident to each node
r. Clearly, since the simplicial complexes under inves-
tigation are only formed by d-dimensional simplices, the
generalized degree of the nodes satisfy
N∑
r=1
kd,0(r) = (d+ 1)M, (5)
where M are the number of d-dimensional simplices in
the simplicial complex. The generalized degree kd,0(r) of
the nodes will play a crucial role in this paper because
we will discuss the properties of the configuration model
with given generalized degree sequence of the nodes. In
the subsequent sections we will focus on the configura-
tion model and the canonical ensemble for simplicial com-
plexes enforcing respectively a given sequence of the gen-
eralized degree of the nodes and given sequence of the
expected generalized degree of the nodes. We will always
consider networks in which the number of simplices M is
of the same order of magnitude of the number of nodes
M ∝ N, (6)
which is the relevant regime for most of the applications
to complex networks.
Before discussing the properties of these ensembles, in
the following paragraphs we will characterize simplicial
complexes of dimension d = 1, 2 using the generalized
degrees of their δ-faces (for examples of simplicial com-
plexes in dimension d = 1, 2 see Figure 1).The extension
to higher simplicial complexes is straightforward.
B. Case of a simplicial complex of dimension d = 1
Simplicial complexes of dimension d = 1 are formed ex-
clusively by nodes and links (which are the 1-dimensional
simplices). The adjacency tensor of the 1-dimensional
simplicial complex is nothing else than the adjacency ma-
trix {arm}, with elements arm indicating if the link (r,m)
is present or not in the network. In this case the gener-
alized degree k1,0(r) of the nodes, simply indicate the
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FIG. 1: (Color online) Examples of simplicial complexes of
dimension d = 1 (panel A) and d = 2 (panel B) are shown.
Simplicial complexes of dimension d = 1 are simple networks.
Simplicial complexes of dimension d ≥ 2 characterize inter-
actions occurring between more than two nodes, (specifically
interactions occurring between d+ 1 nodes).
number of links incident to the node, i.e. its degree. In
fact we have
k1,0(r) =
N∑
m=1
arm. (7)
C. Case of a simplicial complex of dimension d = 2
Here we consider the case of a simplicial complex of di-
mension d = 2 characterizing interactions occurring be-
tween 3 nodes, i.e. a simplicial complex of formed exclu-
sively by triangles. We assume that the number of nodes
in the simplicial complex is N . This simplicial complex is
determined by the adjacency tensor {armn} of elements
armn = 1 if the nodes (r,m, n) are linked by a triangle,
and armn = 0 if the nodes (r,m, n) are not connected by
a triangle. The generalized degree k2,0(r) of node r is
given by
k2,0(r) =
∑
m<n
armn, (8)
while the generalized degree k2,1(r,m) of a link (r,m) is
given by
k2,1(r,m) =
∑
n
armn. (9)
The generalized degree k2,0(r) of node r indicates the
number of triangles incident to it, while the generalized
degree k2,1(r,m) of the link (r,m) indicates the number
of triangles incident to the link. The generalized degree
of the nodes is related to the generalized degree of the
links. In fact it is easy to see that
k2,0(r) =
∑
m<n
armn =
1
2
∑
m,n
armn =
1
2
∑
m
k2,1(r,m). (10)
Since each triangle is incident to three nodes, we have
N∑
r=1
kd,0(r) = 3M, (11)
4where M are the number of d-dimensional simplices in
the simplicial complex.
III. CANONICAL ENSEMBLE OF SIMPLICIAL
COMPLEXES
A. Canonical ensemble with given sequence of
expected generalized degree of the nodes
In this section we discuss the canonical ensemble of
simplicial complexes (also called the exponential random
simplicial complex ) with given sequence of expected gen-
eralized degree of the nodes. In this ensemble of simpli-
cial complexes each simplicial complex G is assigned a
probability P (G). The entropy S of the ensemble evalu-
ates the typical number of simplicial complexes belonging
to the ensemble and is given by
S = −
∑
G
P (G) lnP (G), (12)
where the sum is extended to all simplicial complexes G
under consideration, or equivalently, over all adjacency
tensors a.
The canonical ensemble is the least biased ensemble of
simplicial complexes that satisfies the constraints
kr = kd,0(r) =
∑
G
P (G)
∑
α∈Qd(N)|r⊂α
aα. (13)
The canonical ensemble is the maximum entropy en-
semble satisfying the constraints in Eq. (13). Therefore,
in order to derive the probability P (G) of a simplicial
complex G in the canonical ensemble, we maximize the
functional F given by
F = S +
N∑
r=1
λr
[
kr −
∑
G
P (G)kd,0(r)
]
+µ
[
1−
∑
G
P (G)
]
, (14)
where we have introduced, by means of the N Lagrangian
multipliers λr, the constraints in Eq. (13), and by means
of the Lagrangian multiplier µ the normalization con-
straint for the probability P (G). Maximizing F with
respect to P (G), we obtain that the canonical ensem-
ble of simplicial complexes enforcing a given sequence
of expected generalized degrees of the nodes {kr}, has
probability given by
P (G) =
1
Z
e−
∑
r λrkd,0(r) (15)
where kd,0(r) is given by Eq. (4), the normalization con-
stant Z is given by
Z =
∏
α∈Qd(N)
[
1 + e−
∑
r⊂α λr
]
. (16)
The Lagrangian multipliers {λr} occurring in Eq. (15)
are fixed by the Eqs. (13) and (15). Substituting the
expression for P (G) in (15) into (13) we get
kr =
∑
α∈Qd(N)|r⊂α
e−
∑
m⊂α λm
1 + e−
∑
m⊂α λm
. (17)
The probability pα that each d-dimensional simplex α ∈
Qd(N) is in the simplicial complex, is given by
pα =
∑
G
P (G)aα =
e−
∑
r⊂α λr
1 + e−
∑
r⊂α λr
(18)
Interestingly for this ensemble, the probability P (G) can
be written as a product of the marginal probabilities for
the individual d-dimensional simplices pα, i.e.
P (G) =
∏
α∈Qd(N)
[
paαα (1− pα)1−aα
]
(19)
Consequently the entropy S can be written as
S = −
∑
α∈Qd(N)
[
pα ln pα + (1− pα) ln(1− pα)
]
(20)
B. The canonical ensemble of simplicial complexes
with structural cutoff
As long as the maximum generalized degree of the
nodes is smaller than the structural cutoff, the proba-
bilities pα can be expressed as the normalized product of
the generalized degrees of the nodes belonging to α. In
fact assuming e−λr  1, the probability pα given by Eq.
(18) can be approximated by
pα '
∏
r⊂α,α∈Qd(N)
e−λr . (21)
Eq. (17) can now be simplified and rearranged to give an
explicit expression for e−λr in terms of kr and the other
Lagrangian multipliers:
e−λr = kr
d!
(
∑
m e
−λm)d
. (22)
Note that in this last expression we made the following
approximation
∑
m1<m2<...<md+1
d+1∏
j=1
e−λmj ' 1
d!
(∑
m
e−λm
)d
, (23)
valid in the limit in which the number of nodes N is large,
i.e. N  1 and e−λr  1. Summing over all the nodes
of the simplicial complex, we get∑
r
e−λr =
(
〈k〉Nd!
)1/(d+1)
. (24)
5Finally, combining Eq.(22) and Eq.(24) we get
e−λr = kr
[
d!
(〈k〉N)d
]1/(d+1)
. (25)
Using this result we get the simplified expression for the
probability pα of the d-dimensional simplex α, given by
pα = d!
∏
r⊂α kr
(〈k〉N)d , (26)
where α ∈ Qd(N). This expression is valid as long
as e−λr (given by Eq. (25)) satisfies the hypothesis
e−λr  1. This implies that the maximum generalized
degree of the nodes Kmax should be much smaller than
the structural cutoff Kd for simplicical complexes, i.e.
Kmax  Kd =
[(〈k〉N)d
d!
]1/(d+1)
(27)
Interestingly the cutoff Kd for the present ensemble of
simplicial complexes scales likeNd/(d+1), i.e. it is increas-
ing with an exponent that is larger for larger dimensions
d.
This regime is the regime in which there are no cor-
relations between the generalized degrees of the nodes.
Moreover in this regime only few links can be incident to
more than one d-dimensional simplex. In fact, given the
expression for pα provided by Eq. (26), it is possible to
evaluate in this ensemble the expected generalized degree
of the link kd,2(r,m) for d > 2. This is given by
kd,1(r,m) =
∑
α|(r,m)⊂α
pα = d
kr km
〈k〉N . (28)
Therefore only the pairs of nodes (r,m) with general-
ized degree of the nodes kr, km  N1/2 and kr, km 
Nd/(d+1) are likely to be incident to more than one d-
dimensional simplex.
C. The canonical ensemble of simplicial complexes
of dimension d = 1
For d = 1 our construction of the canonical ensem-
ble of simplicial complexes for networks reduces to the
canonical ensemble (exponential ensemble) of networks
[28] with given expected degree sequence. The proba-
bility P (G) of a given 1-dimensional simplicial complex
(i.e. network) specified by the adjacency tensor {arm} is
given by Eq. (15) given in this case by
P (G) =
1
Z
e−
∑
r λrk1,0(r) (29)
where k1,0(r) is given by Eq. (7) and the normalization
constant Z is given by
Z =
∏
r<m
(
1 + e−λr−λm
)
. (30)
The Lagrangian multipliers λr are fixed by the condition
kr = k1,0(r) =
∑
m
prm (31)
with prm indicating the probability that the link between
the nodes r,m is present in the network. The probability
prmn are given by
prm =
e−(λr+λm)
1 + e−(λr+λm)
. (32)
The probability P (G) of a simplicial complex G in this
canonical ensemble can be expressed as a product of the
marginal probabilities for the individual links:
P (G) =
∏
r<m
[
parmrm (1− prm)1−arm
]
. (33)
Therefore the entropy S of the ensemble is given by
S = −
∑
r<m
[prm ln prm + (1− prm) ln(1− prm)] . (34)
Finally in presence of the structural cutoff on the gener-
alized degree of the nodes, i.e. if the maximal generalized
degree of the nodes Kmax satisfies
Kmax  K1 =
(〈k〉N)1/2 , (35)
the probabilities prm take a simple factorized expression
given by
prm =
kr km
〈k〉N . (36)
We note here that the structural cutoff of simplicial com-
plexes of dimension d = 1 given by Eq. (35) reduces to
the structural cutoff of simple networks [46] as expected.
D. The canonical ensemble of simplicial complexes
of dimension d = 2
In this subsection we summarize the results for the
case of a canonical ensemble of two dimensional simplicial
complexes where we constrain the expected generalized
degree of the nodes to be k2,0(r). The probability P (G)
of a given simplicial complex specified by the adjacency
tensor {armn} which is given by Eq. (15) that reads for
this case
P (G) =
1
Z
e−
∑
r λrk2,0(r) (37)
where k2,0(r) is given by Eq. (8) and the normalization
constant Z is given by
Z =
∏
r<m<n
(
1 + e−λr−λm−λn
)
. (38)
6The Lagrangian multipliers λr are fixed by the condition
kr = k2,0(r) =
∑
m<n
prmn (39)
with prmn indicating the probability that the triangle be-
tween the nodes r,m, n is present in the simplicial com-
plex, which is given by
prmn =
e−(λr+λm+λn)
1 + e−(λr+λm+λn)
. (40)
The probability P (G) of a simplicial complex G in this
canonical ensemble can be expressed as a product of the
marginal probabilities for the individual triangles:
P (G) =
∏
r<m<n
[
parmnrmn (1− prmn)1−armn
]
. (41)
Therefore the entropy S of the ensemble is given by
S = −
∑
r<m<n
[prmn ln prmn + (1− prmn) ln(1− prmn)] .(42)
Finally in presence of the structural cutoff on the gener-
alized degree of the nodes, i.e. if the maximal generalized
degree of the nodes Kmax satisfies
Kmax  K2 =
( 〈k〉N√
2
)2/3
(43)
the probabilities prmn take a simple factorized expression
given by
prmn = 2
kr km kn
(〈k〉N)2 . (44)
Here the structural cutoff K2 scales like N
2/3. It is there-
fore much larger than the structural cutoff for simple net-
works.
We note that this model is to be related with the
model of tagged social networks represented by hyper-
graphs presented in Ref. [4, 5]. Nevertheless it differs
with respect to the cited work because in the present
work the three nodes linked in a given 2-dimensional sim-
plex represent the same type of nodes. This difference is
responsible for the factor two present in the right hand
side of Eq. (44).
E. Generation of simplicial complexes by the
canonical ensemble
For generating the canonical ensemble of d-dimensional
simplicial complexes with expected generalized degree se-
quence of the nodes {kr} with r = 1, 2, . . . N , we propose
the following algorithm:
(a) Calculate the probabilities pα of any d-dimensional
simplex α ∈ Qd(N) given by Eq. (18) in absence of
the structural cutoff Kd or by Eq. (26) in presence
of the structural cutoff Kd.
(b) Draw every possible d-dimensional simplex α ∈
Qd(N) with probability pα.
IV. THE CONFIGURATION MODEL OF
SIMPLICIAL COMPLEXES
A. The configuration model of simplicial complexes
with given generalized degree of the nodes
The configuration model of simplicial complexes with
given sequence of the generalized degrees of the nodes
{kr} is the ensemble in which we assign the same proba-
bility to each simplicial complex with the generalized de-
grees of the nodes satisfying kd,0(r) = kr for every node
r. The construction of simplicial complexes is allowed
only if the generalized degree sequence of the nodes is
graphical, i.e. if at least one simplicial complex can be
constructed with it. For simple networks, i.e. for simpli-
cial complexes of dimension d = 1, the conditions that
a degree sequence must satisfy in order to be graphical
have been fully identified [30, 47]. For simplicial com-
plexes we know that at least the generalized degree of
the nodes must satisfy Eq. (5). In practice, it will often
be useful to start from sequences of generalized degree
of the nodes occurring in real datasets which are by def-
inition graphical. This will be recommended in order to
construct a randomized simplicial complex that will pro-
vide a null model to the real dataset.
The configuration model enforcing a given graphical
sequence of the generalized degrees of the nodes, assigns
to each d-dimensional simplicial complex G formed ex-
clusively by d-dimensional simplexes the probability
P (G) =
1
N
∏
r=1,N
δ(kr, kd,0(r)). (45)
Here N is the number of simplicial complexes with the
given graphical sequence of generalized degree of the
nodes {kr} given by
N =
∑
G
∏
r=1,N
δ(kr, kd,0(r)). (46)
In Figure 2 we show how from a given graphical sequence
of generalized degree of the nodes it is possible in general
to construct different simplicial complexes.
B. Generation of the simplicial complexes by the
configuration model
In this paragraph we generalize the algorithm for the
configuration model of networks with given degree se-
quence to the configuration model of d-dimensional sim-
plicial complexes with given sequence {kr}r≤N of the
generalized degrees of the nodes. For describing this al-
gorithm, we will use a set of M auxiliary factor nodes
µ = 1, 2 . . . ,M , with M satisfying
N∑
r=1
kr = (d+ 1)M. (47)
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FIG. 2: (Color online) The figure shows the construction of two different d = 2 dimensional simplicial complexes belonging to
the same configuration model of simplicial complexes. In panel A the N = 6 nodes are shown together with stubs indicating
their generalized degree. In panel B triples of stubs are matched together to form 2-dimensional simplices. In figure C the
corresponding simplicial complex is visualized. In panels D-E a different matching of the stubs is shown together with its
corresponding simplicial complex. As is evident from the figure, a given generalized degree sequence of the nodes can give rise
to different simplicial complexes. The logarithm of the total number N of simplicial complexes that can be constructed from
a given generalized degree sequence of the nodes, is the Gibbs entropy Σ of the configuration model.
8The algorithm is described in Figure 3 in the case d = 2
and proceeds as follows:
(i) Initially, kr stubs are placed on each node r =
1, 2, . . . , N . Additionally, d+ 1 stubs are placed on
each auxiliary factor node µ = 1, 2, . . .M . Initially
each stub is unmatched.
(ii) A set of d+1 unmatched random stubs of the nodes
is chosen with uniform probability. Without losing
generality we assume that the stubs belong to the
set of nodes (r1, r2, . . . , rd+1).
(iii) If the nodes (r1, r2, . . . , rd+1) are all distinct and
no factor node µ is already matched with the set of
nodes (r1, r2, . . . , rd+1), we match the d + 1 stubs
of an unmatched random factor node to the nodes
(r1, r2, . . . , rd+1). Otherwise we start again from
Step (i).
(iv) If all the stubs are matched we construct the sim-
plicial complex by placing a simplex between the
nodes connected to each auxiliary factor node.
In Figure 3 we show an example of the possible matching
of the stubs of nodes and factor nodes and the consequent
construction of the simplicial complex.
The step (iii) rejects moves that are forbidden. These
moves are described in Figure 4. This rejection procedure
guarantees that there are no spurious correlations in the
structure of the simplicial complex, but for broad distri-
bution of the generalized degrees of the nodes it might
significantly slow down the algorithm. In the context of
the configuration model, more sophisticated algorithms
have been proposed in Ref. [30, 31] and we believe that
along these lines it could also be possible to optimize the
code for the case of simplicial complexes in the future.
Here, when numerically implementing the algorithm
(see Supplementary Material [48] for the codes generating
random simplicial complexes in d = 1, d = 2, d = 3), we
have chosen to allow a rejection of a small number nF of
forbidden moves. Therefore we have modified the above
algorithm by substituting step (iii) with :
(iii)-a If the nodes (r1, r2, . . . , rd+1) are all distinct and
no factor node µ is already matched with the set of
nodes (r1, r2, . . . , rd+1), we match the d + 1 stubs
of an unmatched random factor node to the nodes
(r1, r2, . . . , rd+1).
(iii)-b If the nodes (r1, r2, . . . , rd+1) are not all distinct
or a factor node µ is already matched with the set
of nodes (r1, r2, . . . , rd+1) we update a variable nx
that counts how many similar events have occurred
so far. If nx ≤ nF we do not accept the move and
we go back to Step (ii), if nx > nF we go back to
the initial Step (i).
This algorithm reduces to the one described before when
nF = 1, and when nF  N it speed up significantly the
code, without altering significantly the properties of the
simplicial complexes.
1 2 3 4 5 6
1 2 3 4 5 6
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FIG. 3: (Color online) A scheme representing the algorithm
for the construction of the configuration model is shown for
the case d = 2. Panel A represents the Steps (i)-(ii)-(iii). To
each node r with r = 1, 2 . . . , N = 6 we assign kr stubs. The
nodes are represented with black circles. A set of M auxiliary
factor nodes (cyan triangles) is considered. Each factor node
has d + 1 stubs. Subsequently an allowed matching of the
stubs is found. Panel B shows how from the matching of
the stubs we can construct a simplicial complex by adding
a simplex between all of the nodes connected to a common
factor node in panel A.
A
B
FIG. 4: (Color online) Two examples of forbidden moves are
shown. In panel A the same set of nodes (r1, r2, . . . , rd+1) is
selected more than once to form a simplex. In panel B the
set of nodes (r1, r2, . . . , rd+1) selected to form a simplex is not
formed by d+ 1 distinct nodes. Here the forbidden moves are
shown for the configuration model of simplicial complexes of
dimension d = 2.
C. Relation with bipartite network models
Bipartite networks are formed by a set of nodes r =
1, 2, . . . , N and a set of factor nodes (groups) µ =
1, 2, . . . , P where links only join a node with a factor node
(a group). A given bipartite network has adjacency ma-
trix A with elements Ar,µ = 1 if the node r belongs to
group µ, and Ar,µ = 0 otherwise. The bipartite network
might for example describe a network formed by scien-
tists (the nodes) and by scientific papers (the groups)
9where each paper is connected to the set of its authors.
Similar models have been proposed for social networks
[8] and for immune networks [9]. Each group µ of a bi-
partite networks can be related to a simplicial complex
constructed by joining all the nodes connected to a com-
mon factor node (group). In particular if all the fac-
tor nodes have the degree equal to d, all these simplicial
complexes are d dimensional. Therefore it is important
to discuss here the relation between the configuration
model for simplicial complexes and the ensemble of bi-
partite networks in which we fix the degree sequence of
the nodes and of the factors nodes to be∑
µ
Arµ = kr,
N∑
r=1
Arµ = d+ 1. (48)
The differences between the configuration model for bi-
partite networks with constraints given by Eq. (48) and
the configuration model for simplicial complexes are:
(1) In the bipartite network it is possible to observe
more than one factor node connecting the same set
of nodes.
(2) In the bipartite network the factor nodes are la-
belled.
An example illustrating these differences is that of a bi-
partite network between authors and papers co-authored
by three authors and the corresponding simplicial com-
plex describing the collaboration network between the
authors. The difference between these two datasets is
that bipartite networks distinguish between situations
where three authors write only one or several papers to-
gether, and they also distinguish between papers with the
same three authors (i.e. the papers are labelled). In con-
trast simplicial complexes indicate only whether a given
set of three authors have co-authored at least one paper
together, independently on the paper title and content.
D. Canonical ensemble conjugated to the
configuration model of simplicial complexes
The configuration model for simplicial complexes en-
forcing the generalized degree sequence of the nodes {kr}
and the canonical ensemble of simplicial complexes en-
forcing the expected generalized degree of the nodes {kr}
are conjugated network ensembles when kr = kr for ev-
ery node r. The configuration model can also be called
the micro-canonical ensemble conjugated to the canoni-
cal ensemble of simplicial complexes. This terminology
is borrowed from statistical mechanics that treats en-
sembles of dynamical systems with given energy (micro-
canonical ensemble) or with given expected (average)
energy (canonical ensemble). In statistical mechanics
these two ensembles are thermodynamically equivalent,
i.e. their statistical properties are the same when one
considers systems formed by large number of particles
as for example a gas of molecules. For network en-
sembles, the most fundamental example of conjugated
micro-canonical and canonical ensembles are the Erdo¨s
and Renyi random graphs in which we fix the total num-
ber of links (micro-canonical ensemble) and the random
graph in which we fix the average number of links (canon-
ical ensemble). These network ensembles are equivalent
in the thermodynamic limit like the micro-canonical and
the canonical ensemble of a gas of molecules. Neverthe-
less in network theory it is often the case that we are
interested in characterizing network ensembles with an
extensive number of constraints like the ones in which
we fix the degree sequence (micro-canonical ensemble)
or the expected degree sequence (canonical ensemble).
In these cases we no longer observe the equivalence of
the two conjugated ensembles [29, 35]. In the following
section we will provide evidence that the configuration
model of simplicial complexes and its conjugated canon-
ical ensemble of simplicial complexes are not asymptoti-
cally equivalent.
E. The entropy of the configuration model of
simplicial complexes
The entropy evaluates the logarithm of the (typical)
number of simplicial complexes in the ensemble. This
quantity characterizes the complexity of the constraints
or in other words how complex are the simplicial com-
plexes in the ensemble [32]. In fact an ensemble con-
structed from very stringent, complex constraints will
give rise to few network realizations. Therefore the en-
tropy of network ensembles can be used in a variety of
inference problems [43, 44]. Moreover the entropy of con-
jugated ensembles can indicate whether the two ensem-
bles are asymptotically equivalent. In fact, if the entropy
of two conjugated ensembles is not the same in the large
network limit, the two ensembles are not asymptotically
equivalent. In this paragraph we provide a summary of
the results obtained for the entropy of the configuration
model of simplicial complexes.The details of the deriva-
tions will be given in the Appendices.
The entropy Σ of the micro-canonical ensemble defined
by the configuration model of simplicial complexes with
given sequence {kr} of generalized degree of the nodes
is defined as the logarithm of the number of simplicial
complexes belonging to the ensemble, i.e.
Σ = lnN = ln
[∑
G
∏
r
δ (kr, kd,0(r))
]
. (49)
In fact it can be easily shown that
Σ = lnN = −
∑
G
P (G) lnP (G) (50)
where P (G) is given by Eq. (45). To distinguish the
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entropy Σ from the entropy S of the canonical ensem-
ble defined in Eq. (12), we call Σ the Gibbs entropy
and S the Shannon entropy. When considering the en-
tropies Σ and S of conjugated microcanonical (configu-
ration model) and canonical ensemble, with kr = kr, ∀r
we obtain (see Appendix A for details)
Σ = S − Ω, (51)
where Ω is the entropy of large deviation, which is the
the logarithm of the probability that in the canonical net-
work model with expected generalized degree sequence
{kr} (with kr = kr), the generalized degrees of the nodes
take exactly the values kd,0(r) = kr. Therefore Ω can be
expressed as
Ω = − ln
[∑
G
P (G)
∏
r
δ (kr, kd,0(r))
]
, (52)
where
P (G) =
∏
α∈Qd(N)
[
paαα (1− pα)1−aα
]
, (53)
with
pα =
e−
∑
r⊂α λr
1 + e−
∑
r⊂α λr
, (54)
and
kr =
∑
α|r⊂α
pα. (55)
Since Ω is non-negative, Eq. (51) shows that the Gibbs
entropy Σ is less than or equal to the Shannon entropy
S and when Ω is not negligible, the two entropies are
not the same, indicating a non equivalence of the micro-
canonical (configuration model) and the canonical ensem-
ble for simplicial complexes.
For simplicial complexes with the structural cutoff, Ω
given by Eq. (52) can be calculated using the saddle point
approximation (see Appendix B for details) obtaining
Ω = −
N∑
r=1
ln [pikr (kr)] (56)
where pikr (kr) is the Poisson distribution with average kr
evaluated at kr, i.e.
pikr (kr) =
1
kr!
kkrr e
−kr . (57)
This expression is easily interpreted. In fact in the canon-
ical ensemble the generalized degree of each node follows
a Poisson distribution with average kr = kr. There-
fore the probability that each of these generalized de-
grees takes exactly the value kd,0(r) = kr is given by
pikr (kr). We note here that Ω given by Eq. (56) is an
extensive quantity and therefore the Gibbs entropy Σ is
significantly different from the Shannon entropy S of the
canonical ensemble, implying that the two conjugated
ensembles are not asymptotically equivalent.
F. The asymptotic formula for the number of
simplicial complexes in the configuration model with
structural cutoff
The Gibbs entropy Σ can be evaluated using Eq. (51)
together with Eq. (56) and the expression given by Eq.
(20) for the Shannon entropy, as long as we are in pres-
ence of the structural cutoff Kd defined in Eq. (27)),
getting
Σ = −
∑
α∈Qd(N)
[pα ln pα + (1− pα) ln(1− pα)]
+
N∑
r=1
ln
kkrr e
−kr
kr!
, (58)
where in presence of the structural cutoff the probabilities
pα are given by Eq. (26) with kr = kr for every node
r. Substituting the expression for pα into Eq. (58) we
get the asymptotic expression for the logarithm of the
number of simplicial complexes N in the configuration
model
Σ = lnN
=
d
d+ 1
ln(〈k〉N)!−
N∑
r=1
ln kr!− 〈k〉N
d+ 1
ln d!
− d!
2(d+ 1)(〈k〉N)d−1
( 〈k2〉
〈k〉
)d+1
. (59)
Therefore, the asymptotic expression for the number N
of simplicial complexes in the configuration model is
given by
N = [(〈k〉N)!]
d/(d+1)∏N
r=1 kr!
1
(d!)〈k〉N/(d+1)
× exp
[
− d!
2(d+ 1)(〈k〉N)d−1
( 〈k2〉
〈k〉
)d+1
+O(lnN)
]
.(60)
This expression is the generalization of the Canfield-
Bender formula [45] for the ensemble of networks with
given degree sequence. In fact for d = 1 it is reduced
to the Canfield-Bender formula. Interestingly we observe
that the asymptotic number N of simplicial complexes
in the configuration model depends on the distribution
of the generalized degrees of the nodes and that this de-
pendency remains important even for generalized degree
sequences with the same average 〈k〉. This shows that the
complexity of the ensemble depends strongly on the sta-
tistical characteristics of the generalized degree sequence.
As observed in Ref. [32] in the context of simple net-
works, it can also be shown for simplicial complexes of
dimension d > 1 that scale-free distributions of general-
ized degrees with the same average 〈k〉 but with decreas-
ing power-law exponent γ correspond to more complex
ensembles of simplicial complexes. In fact they are char-
acterized by a smaller entropy Σ and a smaller asymp-
totic number N of simplicial complexes.
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G. Combinatorial arguments for Eq. (60)
The asymptotic combinatorial expression (Eq. (60))
can be explained using combinatorial arguments, similar
to the ones used to explain the Canfield-Bender formula
in Ref. [33]. In fact the factor
[(〈k〉N)!]d/(d+1)∏N
r=1 kr!
1
(d!)〈k〉N/(d+1)
(61)
counts all the possible combinations of the stubs of the
nodes in groups of d + 1 stubs when we disregard for-
bidden moves. In other words Eq. (61) counts all
the possible matchings between the stubs of the nodes
and the stubs of the factor nodes obtained by follow-
ing the algorithm described in Sec . IV B, considering
the fact that the factor nodes are not labelled and ne-
glecting the occurrence of forbidden moves. In fact, if
we want to construct a simplicial complex with a given
sequence of the generalized degree of the nodes {kr},
the first step is to take a stub of a node and match it
with a stub of an unmatched factor node. Since the
factor nodes are not labelled every unmatched factor
node is equivalent and therefore there is a unique way
to match a given stub of the node with an unmatched
unlabelled factor node. Subsequently we proceed with
matching the remaining d stubs of this newly matched
factor node. In order to do this, we choose an un-
ordered set of d of the remaining stubs of the nodes.
We have [〈k〉N − 1][〈k〉N − 2] . . . [〈k〉N − (d+ 1)− 1]/d!
ways to perform this step if we neglect forbidden moves.
Once these stubs have been chosen, all the stubs of
the first factor node are now matched to d + 1 stubs
of the nodes. The remaining factor nodes are all un-
matched. The next step is to take one of the remaining
〈k〉N − (d+ 1) stubs of the nodes and to match it to an
arbitrary unmatched factor node. Since the unmatched
factor nodes are all equivalent, there is a unique way
to to this. Subsequently we proceed as we have done
previously and we find d remaining stubs of the nodes
to be matched to the second factor node. There are
〈k〉N−(d+2) remaining stubs to choose from so there are
[〈k〉N−(d+2)][〈k〉N−(d+3)] . . . [〈k〉N−2(d+1)−1]/d!
ways of selecting this unordered set of d stubs. For a vi-
sual representation of these steps see Figure 5. It is easy
to see in this way that we can proceed by matching all
the stubs of the nodes with the indistinguishable factor
nodes in
(〈k〉N − 1)!∏ 〈k〉N
d+1 −1
s=1 [〈k〉N − s(d+ 1)])
1
(d!)〈k〉N/(d+1)
(62)
ways since 〈k〉N/(d+1) = M counts the number of factor
nodes. As long as d is finite and N  1, we can use the
following approximation,
(〈k〉N − 1)!∏ 〈k〉N
d+1 −1
s=1 [〈k〉N − s(d+ 1)])
' [(〈k〉N)!] dd+1 , (63)
1 2 3 4 5 6
1 2 3 4 5 6
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A B
C D
FIG. 5: (Color online) The subsequent matching of the node
stubs with the stubs of the factor nodes is shown here in or-
der to justify Eq. (61) evaluating the asymptotic number of
matchings in the absence of forbidden moves. First a ran-
dom stub of a node is matched with a stub of an arbitrary
unmatched factor node (panel A). Subsequently all the re-
maining d stubs of the factor node are matched with stubs of
the nodes (panel B). At this point the unmatched factor nodes
are reduced by one. An unmatched node-stub is matched to
a stub of an arbitrary unmatched factor node (panel C). Sub-
sequently all the remaining stubs of the second factor node
are matched with stubs of the nodes (panel D). This proce-
dure continues in the absence of forbidden moves, until all of
the stubs of the nodes are matched with all the stubs of the
factor nodes. By calculating the probability of these moves,
as describe in Sec. IV G we can derive Eq. (61).
getting the asymptotic approximation for Eq.(62) given
by
[(〈k〉N)!]d/(d+1)
(d!)〈k〉N/(d+1)
. (64)
In order to find the number of distinct matchings given
by Eq. (61) we need to observe that all the permutations
of the stubs of each single node give equivalent match-
ings. We need therefore to divide the expression found
in Eq. (64) by
∏
r=1,N kr! getting Eq. (61). Finally, the
exponential term in Eq. (60) needs to be interpreted as
the term that corrects for the forbidden matchings.
V. NATURAL CORRELATIONS OF THE
CONFIGURATION MODEL OF SIMPLICIAL
COMPLEXES
The configuration model of simplicial complexes with-
out structural cutoff develops significant degree correla-
tions. In order to characterize the degree correlations
present in the simplicial complexes of different dimension
d, we have consider the simplicial complexes constructed
by the configuration model with scale-free distribution
Pd,0(k) of the generalized degree of the nodes kd,0 = k.
The distribution Pd,0(k) of the generalized degree of the
nodes is given by
Pd,0(k) = Ck
−γ , (65)
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with minimal generalized degree m = 1. The generated
simplicial complexes can be analyzed by means of the well
established tools used in network theory. In particular a
network structure can be extracted from the simplicial
complexes by assuming that two nodes are linked if they
belong at least to a common simplex. We will call the
adjacency matrix of this network aˆ and the degree of the
generic node r in this network κr. The correlations ex-
isting in this network can be characterized by means of
the average degree knn(κ) of the neighbors of the nodes
of degree κ, and the average clustering coefficient C(κ)
of the nodes of degree κ. These functions are plotted in
Figure 6 for simplicial complexes with generalized degree
distribution Pd,0(k) given by Eq. (65) and γ = 2.3, 2.8.
These results show that natural degree correlations occur
in these models. The average clustering coefficient C(κ)
increases with the increasing dimensionality d of the sim-
plicial complex, and the shape of the function C(κ) also
in strongly dependent on the dimensionality d. On the
contrary, knn(κ) does not appear to change so dramati-
cally with the dimensionality d of the simplicial complex.
VI. CONCLUSIONS
Simplicial complexes of dimension d > 1 encode infor-
mation about interactions occurring between more than
two nodes while simplicial complexes of dimension d = 1
are simple networks describing only pairwise interactions.
As such, simplicial complexes are a generalization of net-
work structures that can be extremely useful for analyz-
ing a large variety of complex interacting systems ranging
from brain networks to social networks. As novel ap-
proaches to data analysis of networked systems require
the characterization of complex datasets in terms of sim-
plicial complexes, building null models for these struc-
tures is increasingly important for the advance of the
field. Here we have characterized the structural prop-
erties of simplicial complexes using the generalized de-
grees, which capture fundamental properties of their δ-
faces. We have fully investigated the configuration model
for simplicial complexes with statistical mechanics tech-
niques relating its properties with the ones of the con-
jugated canonical ensemble of simplicial complexes (also
called the exponential random simplicial complex). The
entropy of these ensembles is derived here with analytical
techniques, opening the possibility to use this quantity as
an information theory measure for inference problems on
simplicial complexes. Additionally we have found an ex-
pression for the structural cutoff of simplicial complexes
that generalizes the structural cutoff of the configuration
model of simple networks. Finally we have provided al-
gorithms for generating simplicial complexes belonging
to the configuration model and the canonical ensembles
studied in this paper, and we have numerically investi-
gated the natural correlations emerging in these models.
In conclusion we believe that this paper provides a full
account of two of the most fundamental equilibrium mod-
els of simplicial complexes which can be used as null mod-
els for investigating the structure of simplicial complexes,
or for studying dynamical processes. We believe that
these models constitute only the first step in modelling
simplicial complexes with equilibrium statistical mechan-
ics tools and that our work will open new perspectives
for investigating a new generation of equilibrium models
for simplicial complexes.
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Appendix A: Derivation of Eq. (51) relating the
entropy Σ configuration model and the entropy S of
the canonical ensemble
In this section we want to derive the relation
Σ = S − Ω, (A1)
where Σ is the entropy of the configuration model of sim-
plicial complexes given by the logarithm of the number
of graphs satisfying hard constraints on the generalized
degree kd,0(r) = kr for vertices r = 1, ..., N , i.e.
Σ = ln
[∑
G
∏
r
δ (kr, kd,0(r))
]
, (A2)
S is the entropy of the canonical ensemble of simpli-
cial complexes enforcing the expected generalized degree
given by kd,0(r) = kr and Ω is the entropy of large de-
viation which is the logarithm of the probability that in
the canonical ensemble mentioned above, the generalized
degree kd,0(r) take exactly the values kd,0(r) = kr. The
entropy S is given by
S = −
∑
α
[pα ln pα + (1− pα) ln(1− pα)] (A3)
while Ω is given by
Ω = − ln
[∑
G
P (G)
∏
r
δ (kr, kd,0(r))
]
(A4)
In order to derive Eq. (A1) we use the integral represen-
tation of the Kroenecker delta
δ(x, y) =
∫ pi
−pi
dω
2pi
eiωx−iωy, (A5)
obtaining for Σ
Σ = ln
[∑
G
∏
r
∫ pi
−pi
dωr
2pi
eiωrkr−iωr
∑
α|r⊂α aα
]
(A6)
Summing over all simplicial complexes G is equivalent to
summing over all adjacency tensors a of elements aα =
0, 1. Performing the sum we get
Σ = ln
∫ pi
−pi
(∏
r
dωr
2pi
)
ei
∑
r ωrkr
∏
α∈Qd(N)
[
1 + e−i
∑
r∈α ωr
]
= ln
∫ pi
−pi
(∏
r
dωr
2pi
)
eF (ω,k), (A7)
where the function F (ω,k) is given by
F (ω,k) = i
∑
r
ωrkr +
∑
α∈Qd(N)
ln
[
1 + e−i
∑
r∈α ωr
]
.(A8)
We now apply a change of variables ωr → zr where
ωr = zr + ω
?
r , (A9)
and where {ω?r} indicates the solution to the equation
d
dωr
F (ω,k) = 0. (A10)
We note, that the above equations imply that the ω?r are
related to our choice of generalized degree sequence by
kr =
∑
α|r⊂α
e−i
∑
m⊂α ω
?
m
1 + e−i
∑
m⊂α ω?m
. (A11)
We can therefore identify iω?r with the parameters λr
of the canonical ensemble in which we enforce that the
expected generalized degree of the nodes kd,0(r) take the
same value of the hard constrained generalized degrees,
i.e.
kd,0(r) = kr. (A12)
In fact by setting λr = iω
?
r we get
pα =
e−
∑
m⊂α λm
1 + e−
∑
m⊂α λm
=
e−i
∑
m⊂α ω
?
m
1 + e−i
∑
m⊂α ω?m
(A13)
and Eq. (A11) reads
kr = kd,0(r) =
∑
α|r⊂α
pα. (A14)
Writing F (ω,k) in terms of our new variable zr given
by Eq. (A9) we obtain
F (z,ω?,k) = i
∑
r
ω?rkr +
∑
α∈Qd(N)
ln
[
1 + e−i
∑
r∈α ω
?
r
]
+i
∑
r
zrkr +
∑
α∈Qd(N)
ln
[
1− pα + pαe−i
∑
r∈α zr
]
, (A15)
where pα is given by Eq. (A13). We identify the first two
terms of this expression with the entropy of the canonical
ensemble S given by Eq. (20). In fact
S = −
∑
α
[pα ln pα + (1− pα) ln(1− pα)]
= i
∑
r
ω?rkr +
∑
α∈Qd(N)
ln
[
1 + e−i
∑
r∈α ω
?
r
]
, (A16)
where in the last expression we have substituted in the
expression for pα given by Eq. (A13). Finally, using Eq.
(A16) and inserting the expression found for F (z,ω?,k)
(Eq. (A15)) back in to Eq. (A7) we obtain
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Σ = ln
{
eS
∫ pi
−pi
(∏
r
dzr
2pi
)
ei
∑
r zrkr
×
∏
α∈Qd(N)
[
1− pα + pαe−i
∑
r∈α zr
]
= ln
eS ∑
{aα}
∏
α
paαα (1− pα)1−aα
∏
r
δ
kr, ∑
α′|r⊂α′
aα′

Therefore Σ can be written as
Σ = ln
eS∑
G
P (G)
∏
r
δ
kr, ∑
α|r⊂α
aα
 , (A17)
where P (G) is given by Eq. (19). Using the definition of
Ω given by Eq. (A4) it follows that
Σ = S − Ω. (A18)
Appendix B: Derivation of the Eq. (56) for Ω
In this appendix we derive Eq. (56) for Ω in the pres-
ence of the structural cutoff. The quantity Ω indicates
the logarithm of the probability that in a canonical en-
semble of simplicial complexes enforcing the sequence of
expected degree of the nodes {kr = kr} we observe a sim-
plicial complex realization in which the sequence of the
generalized degree of the nodes is exactly {kr}. By indi-
cating with P (G) the probability of a simplicial complex
in the canonical ensemble, we have
Ω = − ln
∑
G
P (G)
∏
r
δ (kr, kd,0(r))
= − ln
∑
G
∏
α
paαα (1− pα)1−aα
∏
r
δ (kr, k2,0(r)) (B1)
where, in presence of the structural cutoff, the probabil-
ities pα are given by Eq. (A13). In order to evaluate
Ω, we use the integral representation of the Kroenecker
delta
δ(x, y) =
∫ pi
−pi
dω
2pi
eiωx−iωy, (B2)
getting
Ω = − ln
∑
G
∏
α
paαα (1− pα)1−aα
×
∏
r
∫ pi
−pi
dωr
2pi
eiωrkr−iωr
∑
α′|r⊂α′ aα′
= − ln
∫ pi
−pi
∏
r
dωr
2pi
eG[{ωr}] (B3)
where
G[{ωr}] = i
∑
i
ωrkr +
∑
α
ln
[
1 + pα
(
e−i
∑
r⊂α ωr − 1
)]
.
For an uncorrelated simplicial complex ensemble with
structural cutoff and with pα given by Eq. (26) and
pα  1 we can approximate G[{ωr}] as
G[{ωr}] = i
∑
r
ωrkr +
∑
α
pα
(
e−i
∑
r⊂α ωr − 1
)
. (B4)
Using the explicit factorized expression for pα in the pres-
ence of the structural cutoff ( Eq. (26)), we observe that
we can write∑
α
pα
(
e−i
∑
r⊂α ωr − 1
)
=
d!
(d+ 1)!
〈k〉N (νd+1 − 1)(B5)
where
ν =
∑
r
kr
〈k〉N e
−iωr . (B6)
We now introduce the density
c(ω|k) = 1
Nk
∑
r
δ(ω − ωr)δ (k, kr) (B7)
where
Nk = NPd,0(k) (B8)
indicates the number of nodes with generalized degree of
the nodes kr = k and Pd,0(k) indicates the distribution
of the generalized degree of the nodes. We can therefore
express ν given by Eq. (B6) in terms of c(ω|k) obtaining
ν =
∑
k
k
〈k〉Pd,0(k)
∫
dωe−iωc(ω|k). (B9)
Using the delta functions
δ(c(ω|k), 1
Nk
∑
r
δ [ω − ωr)δ (k, kr)]
=
∫ pi
−pi
dcˆ(ω|k)
2piNk
eicˆ(ω|k)[Nkc(ω|k)−
∑
r δ(ω−ωr)δ(k,kr)](B10)
we can now express Ω as
Ω = − ln
∫
Dc(ω|λˆ, k)Dcˆ(ω|λˆ, k)eNF [c(ω|k),cˆ(ω|k)],
where F [c(ω|k), cˆ(ω|k)] is given by
F [c(ω|k), cˆ(ω|k)] = i
∑
k
Pd,0(k)
∫
dωcˆ(ω|k)c(ω|k)
+
d!
(d+ 1)!
〈k〉 (νd+1 − 1)
+
∑
k
Pd,0(k) ln
∫
dω
2pi
eiωk−icˆ(ω|k). (B11)
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We evaluate the integral (B11) with the saddle point
method. The saddle point equations read,
∂F [c(ω|k), cˆ(ω|k)]
∂c(ω|k) = 0,
∂F [c(ω|k), cˆ(ω|k)]
∂cˆ(ω|k) = 0.
Which gives us
− icˆ(ω|k) = kνde−iω, (B12)
c(ω|k) =
1
2pi e
iωk−icˆ(ω|k)∫
dω
2pi e
iωk−icˆ(ω|k) . (B13)
Using Eq. (B12) we observe that the integral appearing
in Eq. (B13) can be expressed in terms of ν, obtaining∫
dω
2pi
eiωk−icˆ(ω|λˆ,k) =
∫
dω
2pi
eiωk+kν
de−iω
=
∫
dω
2pi
eiωk
∑
h
(νdk)he−iωh
1
h!
=
(νdk)k
k!
. (B14)
Substituting this result in to Eq. (B13), we get
c(ω|k) = k!
2pi(νdk)k
eiωk−icˆ(ω|k),
k!
2pi(νdk)k
eiωk+kν
de−iω . (B15)
Finally, we can substitute this expression in to the defi-
nition of ν given by Eq. (B9) obtaining
ν =
∑
k
k
〈k〉Pd,0(k)
∫
dωe−iωc(ω|k)
=
∑
k
k
〈k〉Pd,0(k)
k!
(νdk)k
∫
dω
2pi
eiω(k−1)+kν
de−iω
=
∑
k
k
〈k〉Pd,0(k)
k!
(νdk)k
∫
dω
2pi
eiω(k−1)
∑
h
(νdk)he−iωh
1
h!
=
∑
k
k
〈k〉Pd,0(k)
k!
(νdk)k
(νdk)k−1
(k − 1)! = ν
−d. (B16)
Therefore, ν is the solution of the equation ν = ν−d, and
so we have
ν = 1. (B17)
Using this result, and Eq. (B14) it is immediate to show
that the value of the functional F [c(ω|k), cˆ(ω|k)] (Eq.
(B11)) at the saddle point is given by
F [c(ω|k), cˆ(ω|k)] = i
∑
k
Pd,0(k)
∫
dωcˆ(ω|k)c(ω|k)
+
∑
k
Pd,0(k) ln
[
kk
k!
]
. (B18)
Proceeding as in Eq. (B16) it can be easily shown that
i
∑
k
Pd,0(k)
∫
dωcˆ(ω|k)c(ω|k) =
= −
∑
k
Pd,0(k)k
k!
kk
∫
dω2pieiω(k−1)+ke
−iω
= −〈k〉 = −
∑
k
Pd,0(k)k. (B19)
Finally, evaluating the integral (B11) at the saddle point
we obtain the simple expression for Ω given by
Ω = − ln
[
N
∑
k
Pd,0(k) ln
(
kk
k!
e−k
)]
= − ln
[∑
r
ln
(
pikr (kr)
)]
, (B20)
where pikr (kr) indicated the Poisson distribution with av-
erage kr calculated at kr, i.e.
pikr (kr) =
kr
kr
kr!
e−kr . (B21)
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SUPPLEMENTARY MATERIAL
Introduction
Simplicial complexes are a generalization of simple networks including interactions between more than two nodes
(for example the interaction of three nodes in a triangle or four nodes in a tetrahedron). In this supplementary material
we provide code extending the network configuration model (dimension d = 1) to simplicial complexes of dimensions
d = 2 and d = 3. This generalized configuration model generates simplicial complexes with given generalized degree
sequence (the sequence of the number of triangles or tetrahedra incident to each node for d = 2 and d = 3 respectively).
Codes for generating simplicial complexes using the configuration model
In this section we provide three C codes for generating simplicial complexes in the configuration model in dimension
d = 1, 2, 3. The generalized degree sequences used in our codes are drawn randomly from a scale-free distribution,
however the codes can easily be modified to take pre-specified generalized degree sequences as inputs. Additionally,
alternative code can be found in the comments which may be used to draw the sequences from a Poisson distribution.
A detailed description of the algorithm used in given in Sec. IVB of the main text. In the code there is an option to
allow the rejection of a given maximum number of forbidden moves.
Code for d = 1
1 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ I f you use t h i s code , p l e a s e c i t e G. Bianconi and O.T. Courtney
3 ∗ ” Genera l i zed network s t r u c t u r e s : the c o n f i g u r a t i o n model and the canon i ca l ensemble o f
∗ s i m p l i c i a l complexes ”
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Code that gene ra t e s random s i m p l i c i a l complexes with s ca l e−f r e e g e n e r a l i z e d degree
7 ∗ d i s t r i b u t i o n .
∗
9 ∗ The opt ion to use a Poisson d i s t r i b u t e d g e n e r a l i z e d degree d i s t r i b u t i o n has a l s o been inc luded .
∗ The nece s sa ry code may be found in comments at the r e l e v a n t po in t s .
11 ∗
∗ This code uses :
13 ∗ N Number o f nodes in the s i m p l i c i a l complex
∗ m The minimum of the s ca l e−f r e e d i s t r i b u t i o n
15 ∗ gamma2 Exponent o f the s ca l e−f r e e d i s t r i b u t i o n
∗ lambda Expected value o f the Poisson d i s t r i b u t i o n ( commented−out )
17 ∗ Avoid Whether or not ’ back−t r a ck ing ’ i s a l lowed when i l l e g a l matchings are proposed
∗ ( Avoid==1 allowed , Avoid==0 not a l lowed )
19 ∗ NX Maximum number o f ’ back−t r a ck s ’ b e f o r e matching proce s s r e s t a r t s from an unmatched network
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
21
#inc lude<s t d i o . h>
23 #inc lude<s t d l i b . h>
#inc lude<s t r i n g . h>
25 #inc lude<math . h>
#inc lude<time . h>
27
#d e f i n e N 10000
29 #d e f i n e m 1
#d e f i n e gamma2 2 .3
31 /∗ #d e f i n e lambda 10 ∗/
#d e f i n e Avoid 1
33 #d e f i n e NX 80
35 i n t ∗kgi ,∗ kg ,∗∗∗ t r i ;
37 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Randomly s e l e c t an unmatched stub . Choose takes as i t s input a random number between 0 and the
39 t o t a l number o f s tubs and g i v e s as i t s output the index o f the node o f the s e l e c t e d stub ∗/
i n t Choose ( double x ) {
41 i n t i1 , i ;
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f o r ( i =0; i<N; i++){
43 x−=kgi [ i ] ;
i f (x<0){
45 i 1=i ;
break ;
47 }
}
49 r e turn ( i 1 ) ;
}
51 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
53 i n t main ( i n t argc , char ∗∗ argv ) {
i n t i , j , nrun , j2 , i1 , i2 , i3 , naus ,∗ knng ,∗ pkg ,∗ k ,∗∗ l ,∗ pk ,∗ knn , n ,∗∗ a ,∗Ck ;
55 double xaus , x ;
char f i l e c [ 6 0 ] ;
57
FILE ∗ fp ,∗ gp ;
59
gp=fopen ( ” e d g e l i s t . txt ” , ”w” ) ;
61 srand48 ( time (NULL) ) ;
kg i=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
63 kg=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
k=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
65 a=( i n t ∗∗) c a l l o c (N, s i z e o f ( i n t ∗) ) ;
knng=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
67 pkg=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
knn=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
69 pk=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
Ck=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
71
f o r ( i =0; i<N; i++){
73 a [ i ]=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
}
75
xaus =4;
77
whi le ( xaus>2){
79 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ I n i t i a l i z a t i o n ∗/
81 f o r ( i =0; i<N; i++){
/∗ Nodes are a s s i gned d e s i r e d g e n e r a l i z e d degree accord ing to a s ca l e−f r e e d i s t r i b u t i o n ∗/
83 kg i [ i ]=( i n t ) (m∗pow( drand48 ( ) ,−1./(gamma2−1.) ) ) ;
/∗ kg i [ i ]= po i s son ( lambda ) ; ∗/
85 whi le ( kg i [ i ]>(N−1) ) {
/∗ Des ired g e n e r a l i z e d degree s are re−drawn i f they exceed the maximum p o s s i b l e g e n e r a l i z e d
degree o f a node ( natura l cut−o f f ) ∗/
87 kg i [ i ]=( i n t ) (m∗pow( drand48 ( ) ,−1./(gamma2−1.) ) ) ;
/∗ kg i [ i ]= po i s son ( lambda ) ; ∗/
89 }
kg [ i ]=0; /∗ Genera l i zed degree o f node i i n t i a l l y s e t to 0 ∗/
91 k [ i ]=0; /∗ Degree o f node i i n t i a l l y s e t to 0 ∗/
f o r ( j =0; j<N; j++){
93 a [ i ] [ j ]=0;
}
95 }
xaus =0;
97 f o r ( i =0; i<N; i++){
xaus+=kgi [ i ] ;
99 }
naus =0; /∗ Back−t rack counter i n i t i a l l y s e t to zero ∗/
101 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Stubs matched ∗/
103 whi le ( ( xaus>3)&&(naus<1+Avoid∗NX) ) {
/∗ Randomly s e l e c t two nodes p r o po r t i o n a l to the number o f unmatched stubs they have
remaining . ∗/
105 x=xaus∗drand48 ( ) ;
i 1=Choose ( x ) ;
107 kg [ i 1 ]++;
kg i [ i 1 ]−−;
109 xaus−−;
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111 x=xaus∗drand48 ( ) ;
i 2=Choose ( x ) ;
113 kg [ i 2 ]++;
kg i [ i 2 ]−−;
115 xaus−−;
117 /∗ Check proposed matching i s l e g a l ∗/
i f ( ( i 1 != i 2 )&&(a [ i 1 ] [ i 2 ]==0) ) {
119 /∗ Proposed matching l e g a l . Create l i n k ∗/
a [ i 1 ] [ i 2 ]=1;
121 a [ i 2 ] [ i 1 ]=1;
}
123 e l s e {
/∗ Proposed matching i l l e g a l . Back−t rack and increment back−t rack counter by one ∗/
125 naus++;
i f ( Avoid==1){
127 kg [ i 1 ]−−;
kg i [ i 1 ]++;
129 kg [ i 2 ]−−;
kg i [ i 2 ]++;
131 }
}
133 }
}
135 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Degrees c a l c u l a t e d ∗/
137 f o r ( i =0; i<N; i++){
f o r ( j=i +1; j<N; j++){
139 i f ( a [ i ] [ j ]>0){
k [ i ]++;
141 k [ j ]++;
}
143 }
}
145 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Print l i s t o f edges to f i l e ∗/
147 f o r ( i =0; i<N; i++){
f o r ( j =0; j<N; j++){
149 i f ( a [ i ] [ j ]==1){
f p r i n t f ( gp , ’%d %d\n ’ , i , j )
151 }
}
153
}
155 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
f c l o s e ( gp ) ;
157
r e turn 0 ;
159 }
Code for d = 2
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 ∗ I f you use t h i s code , p l e a s e c i t e G. Bianconi and O.T. Courtney
∗ ” Genera l i zed network s t r u c t u r e s : the c o n f i g u r a t i o n model and the canon i ca l ensemble o f
4 ∗ s i m p l i c i a l complexes ”
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
6 ∗ Code that gene ra t e s random s i m p l i c i a l complexes with s ca l e−f r e e g e n e r a l i z e d degree
∗ d i s t r i b u t i o n .
8 ∗
∗ The opt ion to use a Poisson d i s t r i b u t e d g e n e r a l i z e d degree d i s t r i b u t i o n has a l s o been inc luded .
10 ∗ The nece s sa ry code may be found in comments at the r e l e v a n t po in t s .
∗
12 ∗ This code uses :
∗ N Number o f nodes in the s i m p l i c i a l complex
14 ∗ m The minimum of the s ca l e−f r e e d i s t r i b u t i o n
20
∗ gamma2 Exponent o f the s ca l e−f r e e d i s t r i b u t i o n
16 ∗ lambda Expected value o f the Poisson d i s t r i b u t i o n ( commented−out )
∗ Avoid Whether or not ’ back−t r a ck ing ’ i s a l lowed when i l l e g a l matchings are proposed
18 ∗ ( Avoid==1 allowed , Avoid==0 not a l lowed )
∗ NX Maximum number o f ’ back−t r a ck s ’ b e f o r e matching proce s s r e s t a r t s from an unmatched network
20 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
22 #inc lude<s t d i o . h>
#inc lude<s t d l i b . h>
24 #inc lude<s t r i n g . h>
#inc lude<math . h>
26 #inc lude<time . h>
28 #d e f i n e N 500
#d e f i n e m 1
30 #d e f i n e gamma2 2 .5
/∗ #d e f i n e lambda 10 ∗/
32 #d e f i n e Avoid 1
#d e f i n e NX 15
34 #d e f i n e f i g u r e 1
36
i n t ∗kgi ,∗ kg ,∗∗∗ t r i ;
38
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
40 /∗ Randomly s e l e c t an unmatched stub . Choose takes as i t s input a random number between 0 and the
t o t a l number o f s tubs and g i v e s as i t s output the index o f the node o f the s e l e c t e d stub ∗/
42 i n t Choose ( double x ) {
i n t i1 , i ;
44 f o r ( i =0; i<N; i++){
x−=kgi [ i ] ;
46 i f (x<0){
i 1=i ;
48 break ;
}
50 }
r e turn ( i 1 ) ;
52 }
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
54 /∗ Check i f a t r i a n g l e e x i s t s . Takes three nodes as an input and outputs 1 i f the re a l r eady e x i s t s
a t r i a n g l e i n c i d e n t to them and 0 otherwi se . ∗/
i n t Check ( i1 , i2 , i 3 ) {
56 i n t in , c=0;
f o r ( in =0; in<kg [ i 1 ]−1; in++){
58 i f ( ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 2 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 3 ) ) | | ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 3 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 2 ) ) ) {
c =1;
60 break ;
}
62 }
r e turn ( c ) ;
64 }
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
66 /∗ Create t r i a n g l e . Takes 3 nodes as an input and c r e a t e s a t r i a n g l e i n c i d e n t to them . ∗/
void Tr iang l e ( i n t i1 , i n t i2 , i n t i 3 ) {
68 i n t i au s ;
t r i [ i 1 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 1 ] [ 0 ] , kg [ i 1 ]∗ s i z e o f ( i n t ) ) ;
70 t r i [ i 1 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 1 ] [ 1 ] , kg [ i 1 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 2 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 2 ] [ 0 ] , kg [ i 2 ]∗ s i z e o f ( i n t ) ) ;
72 t r i [ i 2 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 2 ] [ 1 ] , kg [ i 2 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 3 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 3 ] [ 0 ] , kg [ i 3 ]∗ s i z e o f ( i n t ) ) ;
74 t r i [ i 3 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 3 ] [ 1 ] , kg [ i 3 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 1 ] [ 0 ] [ kg [ i 1 ]−1]= i 2 ;
76 t r i [ i 1 ] [ 1 ] [ kg [ i 1 ]−1]= i 3 ;
t r i [ i 2 ] [ 0 ] [ kg [ i 2 ]−1]= i 1 ;
78 t r i [ i 2 ] [ 1 ] [ kg [ i 2 ]−1]= i 3 ;
t r i [ i 3 ] [ 0 ] [ kg [ i 3 ]−1]= i 1 ;
80 t r i [ i 3 ] [ 1 ] [ kg [ i 3 ]−1]= i 2 ;
}
82 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
21
84 i n t main ( i n t argc , char ∗∗ argv ) {
i n t i , j , nrun , j2 , i1 , i2 , i3 , naus ,∗ knng ,∗ pkg ,∗ k ,∗∗ l ,∗ pk ,∗ knn , n ,∗∗ a ;
86 double xaus , x ,∗Ck ;
char f i l e c [ 6 0 ] ;
88
FILE ∗ fp ;
90
fp=fopen ( ” SC d2 f i gure . edges ” , ”w” ) ;
92
srand48 ( time (NULL) ) ;
94
kg i=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
96 kg=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
k=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
98 a=( i n t ∗∗) c a l l o c (N, s i z e o f ( i n t ∗) ) ;
knng=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
100 pkg=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
knn=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
102 Ck=(double ∗) c a l l o c (N, s i z e o f ( double ) ) ;
pk=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
104 t r i =( i n t ∗∗∗) c a l l o c (N, s i z e o f ( i n t ∗∗) ) ;
106 f o r ( i =0; i<N; i++){
a [ i ]=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
108 t r i [ i ]=( i n t ∗∗) c a l l o c (2 , s i z e o f ( i n t ∗) ) ;
t r i [ i ] [ 0 ] =NULL;
110 t r i [ i ] [ 1 ] =NULL;
}
112
xaus =4;
114 whi le ( xaus>3){
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
116 /∗ I n i t i a l i z a t i o n ∗/
f o r ( i =0; i<N; i++){
118 /∗ Nodes are a s s i gned d e s i r e d g e n e r a l i z e d degree accord ing to a s ca l e−f r e e d i s t r i b u t i o n ∗/
kg i [ i ]=( i n t ) (m∗pow( drand48 ( ) ,−1./(gamma2−1.) ) ) ;
120 /∗ kg i [ i ]= po i s son ( lambda ) ; ∗/
whi l e ( kg i [ i ]>(N−1)∗(N−2) ∗0 . 5 ) {
122 /∗ Des ired g e n e r a l i z e d degree s are re−drawn i f they exceed the maximum p o s s i b l e g e n e r a l i z e d
degree o f a node ( natura l cut−o f f ) ∗/
kg i [ i ]=( i n t ) (m∗pow( drand48 ( ) ,−1./(gamma2−1.) ) ) ;
124 /∗ kg i [ i ]= po i s son ( lambda ) ; ∗/
}
126 kg [ i ]=0; /∗ Genera l i zed degree o f node i i n i t i a l l y s e t to 0 ∗/
k [ i ]=0; /∗ Degree o f node i i n i t i a l l y s e t to 0 ∗/
128 f o r ( j =0; j<N; j++){
a [ i ] [ j ]=0;
130 }
132 }
xaus =0;
134 f o r ( i =0; i<N; i++){
xaus+=kgi [ i ] ;
136 }
138 naus =0; /∗ Back−t rack counter i n i t i a l l y s e t to zero ∗/
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
140 /∗ Stubs matched ∗/
whi l e ( ( xaus>3)&&(naus<1+Avoid∗NX) ) {
142 /∗ Randomly s e l e c t three nodes p r o po r t i o n a l to the number o f unmatched stubs they have
remaining . ∗/
144 x=xaus∗drand48 ( ) ;
i 1=Choose ( x ) ;
146 kg [ i 1 ]++;
kg i [ i 1 ]−−;
148 xaus−−;
150 x=xaus∗drand48 ( ) ;
i 2=Choose ( x ) ;
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152 kg [ i 2 ]++;
kg i [ i 2 ]−−;
154 xaus−−;
156 x=xaus∗drand48 ( ) ;
i 3=Choose ( x ) ;
158 kg [ i 3 ]++;
kg i [ i 3 ]−−;
160 xaus−−;
162 /∗ Check proposed matching i s l e g a l . ∗/
i f ( ( i 1 != i 2 )&&(i 2 != i 3 )&&(i 3 != i 1 )&&(Check ( i1 , i2 , i 3 )==0)) {
164 /∗Proposed matching l e g a l . Create t r i a n g l e and l i n k s . ∗/
Tr iang l e ( i1 , i2 , i 3 ) ;
166 a [ i 1 ] [ i 2 ]=1;
a [ i 2 ] [ i 1 ]=1;
168 a [ i 1 ] [ i 3 ]=1;
a [ i 3 ] [ i 2 ]=1;
170 a [ i 2 ] [ i 3 ]=1;
a [ i 3 ] [ i 1 ]=1;
172 }
e l s e {
174 /∗ Proposed matching i l l e g a l . Back−t rack and increment back−t rack counter by one . ∗/
naus++;
176 i f ( Avoid==1){
kg [ i 1 ]−−;
178 kg i [ i 1 ]++;
kg [ i 2 ]−−;
180 kg i [ i 2 ]++;
kg [ i 3 ]−−;
182 kg i [ i 3 ]++;
‘ }
184 }
186 }
}
188
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
190 /∗ Degrees c a l c u l a t e d ∗/
f o r ( i =0; i<N; i++){
192 f o r ( j=i +1; j<N; j++){
i f ( a [ i ] [ j ]>0){
194 k [ i ]++;
k [ j ]++;
196 }
}
198 }
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
200 /∗ Print l i s t o f edges to f i l e ∗/
i f ( f i g u r e ==1){
202 f o r ( i =0; i<N; i++){
f o r ( j=i +1; j<N; j++){
204 i f ( a [ i ] [ j ]==1){
f p r i n t f ( fp , ”%d %d\n” , i , j ) ;
206 }
}
208 }
}
210 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
f c l o s e ( fp ) ;
212
r e turn 0 ;
214 }
Code for d = 3
1 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
23
∗ I f you use t h i s code , p l e a s e c i t e G. Bianconi and O.T. Courtney
3 ∗ ” Genera l i zed network s t r u c t u r e s : the c o n f i g u r a t i o n model and the canon i ca l ensemble o f
∗ s i m p l i c i a l complexes ”
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Code that gene ra t e s random s i m p l i c i a l complexes with s ca l e−f r e e g e n e r a l i z e d degree
7 ∗ d i s t r i b u t i o n .
∗
9 ∗ The opt ion to use a Poisson d i s t r i b u t e d g e n e r a l i z e d degree d i s t r i b u t i o n has a l s o been inc luded .
∗ The nece s sa ry code may be found in comments at the r e l e v a n t po in t s .
11 ∗
∗ This code uses :
13 ∗ N Number o f nodes in the s i m p l i c i a l complex
∗ m The minimum of the s ca l e−f r e e d i s t r i b u t i o n
15 ∗ gamma2 Exponent o f the s ca l e−f r e e d i s t r i b u t i o n
∗ lambda Expected value o f the Poisson d i s t r i b u t i o n ( commented−out )
17 ∗ Avoid Whether or not ’ back−t r a ck ing ’ i s a l lowed when i l l e g a l matchings are proposed
∗ ( Avoid==1 allowed , Avoid==0 not a l lowed )
19 ∗ NX Maximum number o f ’ back−t r a ck s ’ b e f o r e matching proce s s r e s t a r t s from an unmatched network
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
21
#inc lude<s t d i o . h>
23 #inc lude<s t d l i b . h>
#inc lude<s t r i n g . h>
25 #inc lude<math . h>
#inc lude<time . h>
27
#d e f i n e N 10000
29 #d e f i n e m 1
#d e f i n e gamma2 2 .8
31 /∗ #d e f i n e lambda 10 ∗/
#d e f i n e Avoid 1
33 #d e f i n e NX 80
35 i n t ∗kgi ,∗ kg ,∗∗∗ t r i ;
37 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Randomly s e l e c t an unmatched stub . Choose takes as i t s input a random number between 0 and the
39 t o t a l number o f s tubs and g i v e s as i t s output the index o f the node o f the s e l e c t e d stub ∗/
i n t Choose ( double x ) {
41 i n t i1 , i ;
f o r ( i =0; i<N; i++){
43 x−=kgi [ i ] ;
i f (x<0){
45 i 1=i ;
break ;
47 }
}
49 r e turn ( i 1 ) ;
}
51
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
53 /∗ Check i f a te t rahedron e x i s t s . Takes four nodes as an input and outputs 1 i f the re a l r eady
e x i s t s a t r i a n g l e i n c i d e n t to them and 0 otherwi s e . ∗/
i n t Check ( i1 , i2 , i3 , i 4 ) {
55 i n t in , c=0;
i f ( ( i 1==i 2 ) | | ( i 1==i 3 ) | | ( i 1==i 4 ) | | ( i 2==i 3 ) | | ( i 2==i 4 ) | | ( i 3==i 4 ) ) {
57 c =1;
}
59 i f ( c==0){
f o r ( in =0; in<kg [ i 1 ]−1; in++){
61 i f ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 2 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 3 )&&( t r i [ i 1 ] [ 2 ] [ in ]= i 4 ) ) {
c =1;
63 break ;
}
65 i f ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 2 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 4 )&&( t r i [ i 1 ] [ 2 ] [ in ]= i 3 ) ) {
c =1;
67 break ;
}
69 i f ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 3 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 2 )&&( t r i [ i 1 ] [ 2 ] [ in ]= i 4 ) ) {
c =1;
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71 break ;
}
73 i f ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 3 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 4 )&&( t r i [ i 1 ] [ 2 ] [ in ]= i 2 ) ) {
c =1;
75 break ;
}
77 i f ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 4 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 2 )&&( t r i [ i 1 ] [ 2 ] [ in ]= i 3 ) ) {
c =1;
79 break ;
}
81 i f ( ( t r i [ i 1 ] [ 0 ] [ in ]==i 4 )&&( t r i [ i 1 ] [ 1 ] [ in ]==i 3 )&&( t r i [ i 1 ] [ 2 ] [ in ]= i 2 ) ) {
c =1;
83 break ;
}
85 }
}
87 r e turn ( c ) ;
}
89
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
91 /∗ Create te t rahedron . Takes four nodes as an input and c r e a t e s a te t rahedron i n c i d e n t to them . ∗/
void Tetrahedron ( i n t i1 , i n t i2 , i n t i3 , i n t i 4 ) {
93 i n t i au s ;
95 t r i [ i 1 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 1 ] [ 0 ] , kg [ i 1 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 1 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 1 ] [ 1 ] , kg [ i 1 ]∗ s i z e o f ( i n t ) ) ;
97 t r i [ i 1 ] [ 2 ] = ( i n t ∗) r e a l l o c ( t r i [ i 1 ] [ 2 ] , kg [ i 1 ]∗ s i z e o f ( i n t ) ) ;
99 t r i [ i 2 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 2 ] [ 0 ] , kg [ i 2 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 2 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 2 ] [ 1 ] , kg [ i 2 ]∗ s i z e o f ( i n t ) ) ;
101 t r i [ i 2 ] [ 2 ] = ( i n t ∗) r e a l l o c ( t r i [ i 2 ] [ 2 ] , kg [ i 2 ]∗ s i z e o f ( i n t ) ) ;
103 t r i [ i 3 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 3 ] [ 0 ] , kg [ i 3 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 3 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 3 ] [ 1 ] , kg [ i 3 ]∗ s i z e o f ( i n t ) ) ;
105 t r i [ i 3 ] [ 2 ] = ( i n t ∗) r e a l l o c ( t r i [ i 3 ] [ 2 ] , kg [ i 3 ]∗ s i z e o f ( i n t ) ) ;
107 t r i [ i 4 ] [ 0 ] = ( i n t ∗) r e a l l o c ( t r i [ i 4 ] [ 0 ] , kg [ i 4 ]∗ s i z e o f ( i n t ) ) ;
t r i [ i 4 ] [ 1 ] = ( i n t ∗) r e a l l o c ( t r i [ i 4 ] [ 1 ] , kg [ i 4 ]∗ s i z e o f ( i n t ) ) ;
109 t r i [ i 4 ] [ 2 ] = ( i n t ∗) r e a l l o c ( t r i [ i 4 ] [ 2 ] , kg [ i 4 ]∗ s i z e o f ( i n t ) ) ;
111 t r i [ i 1 ] [ 0 ] [ kg [ i 1 ]−1]= i 2 ;
t r i [ i 1 ] [ 1 ] [ kg [ i 1 ]−1]= i 3 ;
113 t r i [ i 1 ] [ 2 ] [ kg [ i 1 ]−1]= i 4 ;
115 t r i [ i 2 ] [ 0 ] [ kg [ i 2 ]−1]= i 1 ;
t r i [ i 2 ] [ 1 ] [ kg [ i 2 ]−1]= i 3 ;
117 t r i [ i 2 ] [ 2 ] [ kg [ i 2 ]−1]= i 4 ;
119 t r i [ i 3 ] [ 0 ] [ kg [ i 3 ]−1]= i 1 ;
t r i [ i 3 ] [ 1 ] [ kg [ i 3 ]−1]= i 2 ;
121 t r i [ i 3 ] [ 2 ] [ kg [ i 3 ]−1]= i 4 ;
123 t r i [ i 4 ] [ 0 ] [ kg [ i 4 ]−1]= i 1 ;
t r i [ i 4 ] [ 1 ] [ kg [ i 4 ]−1]= i 2 ;
125 t r i [ i 4 ] [ 2 ] [ kg [ i 4 ]−1]= i 3 ;
}
127 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
129 i n t main ( i n t argc , char ∗∗ argv ) {
i n t i , j , j2 , i1 , i2 , i3 , i4 , naus ,∗ knng ,∗ pkg ,∗ k ,∗∗ l ,∗ pk ,∗ knn , n ,∗∗ a ,∗Ck ;
131 double xaus , x ;
char f i l e c [ 6 0 ] ;
133
FILE ∗gp ;
135
srand48 ( time (NULL) ) ;
137
gp=fopen ( ” e d g e l i s t . txt ” , ”w” ) ;
139
kg i=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
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141 kg=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
k=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
143 a=( i n t ∗∗) c a l l o c (N, s i z e o f ( i n t ∗) ) ;
knng=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
145 pkg=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
knn=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
147 pk=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
Ck=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
149 t r i =( i n t ∗∗∗) c a l l o c (N, s i z e o f ( i n t ∗∗) ) ;
f o r ( i =0; i<N; i++){
151 a [ i ]=( i n t ∗) c a l l o c (N, s i z e o f ( i n t ) ) ;
t r i [ i ]=( i n t ∗∗) c a l l o c (3 , s i z e o f ( i n t ∗) ) ;
153 t r i [ i ] [ 0 ] =NULL;
t r i [ i ] [ 1 ] =NULL;
155 t r i [ i ] [ 2 ] =NULL;
}
157
xaus =4;
159 whi le ( xaus>3){
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
161 /∗ I n i t i a l i z a t i o n ∗/
f o r ( i =0; i<N; i++){
163 /∗ Nodes are a s s i gned d e s i r e d g e n e r a l i z e d degree accord ing to a s ca l e−f r e e d i s t r i b u t i o n ∗/
kg i [ i ]=( i n t ) (m∗pow( drand48 ( ) ,−1./(gamma2−1.) ) ) ;
165 /∗ kg i [ i ]= po i s son ( lambda ) ; ∗/
whi l e ( kg i [ i ]>pow(N, 3 . ) /6) {
167 /∗ Des ired g e n e r a l i z e d degree s are re−drawn i f they exceed the maximum p o s s i b l e
g e n e r a l i z e d degree o f a node ( natura l cut−o f f ) ∗/
kg i [ i ]=( i n t ) (m∗pow( drand48 ( ) ,−1./(gamma2−1.) ) ) ;
169 /∗ kg i [ i ]= po i s son ( lambda ) ; ∗/
}
171 kg [ i ]=0; /∗ Genera l i zed degree o f node i i n t i a l l y s e t to 0 ∗/
k [ i ]=0; /∗ Degree o f node i i n t i a l l y s e t to 0 ∗/
173 f o r ( j =0; j<N; j++){
a [ i ] [ j ]=0;
175 }
177 }
xaus =0;
179 f o r ( i =0; i<N; i++){
xaus+=kgi [ i ] ;
181 }
naus =0; /∗ Back−t rack counter i n i t i a l l y s e t to zero ∗/
183 /∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Stubs matched ∗/
185 whi le ( ( xaus>4)&&(naus<1+Avoid∗NX) ) {
/∗ Randomly s e l e c t f our nodes p r o p o r t i o n a l to the number o f unmatched stubs they have
remaining . ∗/
187 x=xaus∗drand48 ( ) ;
i 1=Choose ( x ) ;
189 kg [ i 1 ]++;
kg i [ i 1 ]−−;
191 xaus−−;
193 x=xaus∗drand48 ( ) ;
i 2=Choose ( x ) ;
195 kg [ i 2 ]++;
kg i [ i 2 ]−−;
197 xaus−−;
199 x=xaus∗drand48 ( ) ;
i 3=Choose ( x ) ;
201 kg [ i 3 ]++;
kg i [ i 3 ]−−;
203 xaus−−;
205 x=xaus∗drand48 ( ) ;
i 4=Choose ( x ) ;
207 kg [ i 4 ]++;
26
kg i [ i 4 ]−−;
209 xaus−−;
211 /∗ Check proposed matching i s l e g a l ∗/
i f ( ( Check ( i1 , i2 , i3 , i 4 )==0)) {
213 /∗ Proposed matching l e g a l . Create te t rahedron and l i n k s ∗/
Tetrahedron ( i1 , i2 , i3 , i 4 ) ;
215
a [ i 1 ] [ i 2 ]=1;
217 a [ i 2 ] [ i 1 ]=1;
219 a [ i 1 ] [ i 3 ]=1;
a [ i 3 ] [ i 1 ]=1;
221
a [ i 1 ] [ i 4 ]=1;
223 a [ i 4 ] [ i 1 ]=1;
225 a [ i 2 ] [ i 3 ]=1;
a [ i 3 ] [ i 2 ]=1;
227
a [ i 2 ] [ i 4 ]=1;
229 a [ i 4 ] [ i 2 ]=1;
231 a [ i 3 ] [ i 4 ]=1;
a [ i 4 ] [ i 3 ]=1;
233 }
e l s e {
235 /∗ Proposed matching i l l e g a l . Back−t rack and increment back−t rack counter by one ∗/
naus++;
237 i f ( Avoid==1){
kg [ i 1 ]−−;
239 kg i [ i 1 ]++;
kg [ i 2 ]−−;
241 kg i [ i 2 ]++;
kg [ i 3 ]−−;
243 kg i [ i 3 ]++;
kg [ i 4 ]−−;
245 kg i [ i 4 ]++;
}
247 }
249 }
}
251 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Degrees c a l c u l a t e d ∗/
253 f o r ( i =0; i<N; i++){
f o r ( j=i +1; j<N; j++){
255 i f ( a [ i ] [ j ]>0){
k [ i ]++;
257 k [ j ]++;
}
259 }
}
261 /∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
/∗ Print l i s t o f edges to f i l e ∗/
263 f o r ( i =0; i<N; i++){
f o r ( j =0; j<N; j++){
265 i f ( a [ i ] [ j ]==1){
f p r i n t f ( gp , ’%d %d\n ’ , i , j )
267 }
}
269 }
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
271 f c l o s e ( gp ) ;
273 r e turn 0 ;
}
