Abstract. In this paper, an extension of Pure Type Systems (PTS's) with de nitions is presented.
Introduction
A large class of typed lambda calculi can be described in a uniform way as Pure Type Systems (PTS's). This includes for instance the second-order -calculus Gir72] Rey74], Edinburgh Logical Framework HHP93] , and the Calculus of Constructions CH88] . For an introduction to PTS's and their most important properties we refer to Bar92] .
One shortcoming of PTS's is that they do not provide the possibility to introduce de nitions, i.e. abbreviations for larger expressions that are used several times. A de nition mechanism is essential for practical use, and indeed implementations of PTS's such as Coq Dea91], Lego LP92] or Constructor Hel91] do provide such a facility, even though the formal de nitions of the systems they implement do not.
In this paper, we introduce an extension of PTS's with de nitions. De nitions will be of the form x = a : A. The extension of a PTS with de nitions looks very harmless, and may not seem a topic worthy of investigation. However, the local de nitions complicate matters, and it is an open problem whether extending an arbitrary PTS with de nitions preserves strong normalisation! Worse still, proving strong normalisation for particular PTS's extended with de nitions is already a problem. The strong normalisation proofs for particular type systems given in Coq85] Luo89] GN91] Bar92] cannot be extended in any obvious way to prove strong normalisation of these systems extended with de nitions.
In this paper we show how strong normalisation of a PTS extended with de nitions follows from strong normalisation of another (larger) PTS. This enables us to prove that for all strongly normalising PTS's that we know the extensions with de nitions are also strongly normalising.
In the systems of the AUTOMATH family (see dB80]) de nitions are considered as part of the formal language. The meta-theory of these systems { including strong normalisation { is treated in detail in vD80]. However, the proofs of strong normalisation apply only to the particular type systems that are considered, and do not extend to other type systems.
In section 2, we recall the de nition of PTS's. Then in section 3, DPTS's { PTS's with de nitions { are introduced. In section 4, some properties of -reduction are proved, and in section 5 some properties of DPTS's. Finally in section 6 we consider the problem of strong normalisation for DPTS's.
? supported by the Dutch organization for scienti c research (NWO). De nition 1. A speci cation of a PTS is a triple S = (S; A; R) such that S is a set of symbols called the sorts. A S S is the set of axioms.
R S S S is the set of rules. We write (s 1 ; s 2 ) for a rule (s 1 ; s 2 ; s 3 ) 2 R if s 2 = s 3 . The PTS determined by the speci cation S is denoted by S. It consists of sets of pseudoterms and pseudocontexts, a reduction relation and a typing relation.
De nition 2. The set T of pseudoterms and the set C of contexts of the PTS (S; A; R) are de ned as follows:
T ::= V j S j (T T) j ( V:T: T) j ( V:T: T) C ::= j hC; V:Ti where V is the set of variables and is the empty context.
-equality is de ned as usual, and -equal terms are identi ed. We write FV(A) for the set of the free variables of a term A. - We can see that C 1 extends C by reading for 0 and 2 for 1.
By extending C 1 with cumulativity (a subtype relation on the sorts) we obtain the system de ned in Note that the set of contexts is not simply given by C ::= j C ; V : T j C ; V=T : T , but that we require that all variables introduced in a context are fresh. This is necessary to avoid problems with the capture of free variables in the de nition of -reduction below. The rst rule allows the unfolding of de nitions, the second rule allows the removal of de nitions, and the rest are compatibility rules.
We write ?`a ! a 0 if ?`a ! a 0 or a ! a 0 . For 2 f ; ; g, the relation ?`! ! is the transitive, re exive closure of ?`! , and ?`= is the congruence relation generated by ?`! ! . In the rst two steps one occurrence of id is unfolded, and in the last step the de nition of id is removed. where s ranges over sorts, i.e. s 2 S. Clearly, a DPTS S is an extension of the PTS S.
One might consider dropping the premiss "?`(x=a:A in B) : s" in the -introduction rule, (and then possibly also omitting the -formation rule). However, this results in a badly-behaved type system for which subject reduction fails, as the following example illustrates. : f :X: fy) ( ! ). In this term the application fy is not well-typed, because the type of the argument y does not match the type X of the function f. In the rst term this application is well-typed, because we know that X is an abbreviation of ! . For functional PTS's it makes no di erence whether de nitions include type information or not, because types are unique (up to -equality). There are however instances where one may want to record the type of a de nition, for example if a is a proof of some proposition A. Also, in any implementation types will have to be recorded for e cient type-checking.
Properties of -reduction
All proofs of results in this section and the next are given in detail in SP93]. Many of these proofs are straightforward induction proofs, but they are too long for all of them to be included here. Then by Church-Rosser for -reduction there is a common -reduct a 3 of ja 1 j ? and ja 2 j ? , and this is a common -reduct of a 1 and a 2 .
From the fact that -normal forms exist (theorem 15), it follows that -reduction is weakly normalising. In fact, -reduction is strongly normalising. To prove this, we de ne -reduction for contexts:
De nition 17. For Proof. Induction on the derivation of ?`a : A.
It follows from this theorem that extending a PTS with de nitions does not increase the strength of the system. Corollary 21. (Conservativity) Let a 2 T and ? 2 C. Then 1. 9 A ?` S a : A i 9 A ?` S a : A 2. 9 A ?` S A : a i 9 A ?` S A : a The rst part of this corollary states that a S-term is typable in S i it is typable in S . The second part states that a S-type is inhabited in S i it is inhabited in S . The second part is crucial if types are interpreted as propositions and terms as proofs (the Curry-Howard-de Bruijn isomorphism), because it means that a S-proposition is provable in S i it is provable in S .
All the properties proved in Bar92] The system implemented in Coq Dea91] does not have local de nitions, so for this system strong normalisation follows from strong normalisation of the system without de nitions.
To prove strong normalisation for -reduction for DPTS's we introduce a mapping f g : T C ! T, which maps an in nite -reduction sequence in a DPTS to an in nite -reduction sequence in a slightly "larger" PTS, i.e. a PTS with more sorts, axioms and rules.
De nition 27. The Note that j j only di ers from f g in the value given for (x=a:A in b). Like j j the mapping f g unfolds all de nitions, but, unlike j j , the mapping f g does not remove local de nitions. Instead, every local de nition is translated to a -redex, a -abstraction with an argument. The redex ( x:fAg ? : fbg ?;x=a:A )fag ? is a special kind of -redex, called K-redex, because x 6 2 FV(fbg ?;x=a:A ).
Example 5. Let B (X= ! : in ( y: : f:X: fy)). Then Proof. The system C 1 is a completion of C and of itself, so by theorem 33 this corollary follows immediately from the fact that C 1 is SN (theorem 7).
All systems in Barendregt's lambda cube are subsystems of the Calculus of Constructions, so extended with de nitions they are all -strongly normalising.
Conclusions
Theorem 33 can easily be generalized to include more type constructors and reduction rules than just and , or other features, for instance cumulativity. In particular, we can prove that the system ECC (see Luo89]) extended with de nitions is strongly normalising. This can be proved using the fact that ECC is SN, in the same way that in corollary 34 we prove that C 1 is SN using the fact that C 1 is SN. So all the type systems implemented in Lego LP92], which do have local de nitions, are strongly normalising.
Theorem 33 is somewhat unsatisfactory. It would be nicer to prove a stronger property, namely
S is SN ) S is SN
This remains an open problem.
On the other hand, we do not know any strongly normalising PTS S for which theorem 33 cannot be used to prove strong normalisation of S . In particular, C 1 is a completion of all strongly normalising PTS's given in Bar92].
