The design of products and processes within a decentralized design framework requires different design teams or distributed subsystems to solve their local optimization problems and pass their optimal designs to the other subsystems. It is common for subsystems to not cooperate with each other by sharing objective or gradient information and the only information communicated between subsystems is the values of coupled design variables. Non local design variables are treated as constraints in local subsystem optimization. The subsystems iterate by communicating design variable values back and forth until they all converge upon a solution. For subsystems with multiple, conflicting objectives, the converged solution lies at the intersection of the Rational Reaction Set and is called the "Nash Equilibrium". It is known that the Nash Equilibrium solution is rarely Pareto optimal, the ideal solution set for multiobjective optimization problems. A common assumption in design decision making is that the designer makes no errors in the selection of the optimal design in the iterative process. In this paper, a framework for distributed design is presented that preserves the general assumptions of non cooperation between subsystems but models mistakes made by designers in the selection of optimal designs. It is assumed that the designers of the initial decision making subsystem within the decentralized design process make errors in selecting the optimal design. A set based approach is used to model these errors which are then propagated through the design process. Subsystems utilize metamodeling techniques to develop approximations of the non local rational reaction sets which are then used to determine a representation of the non local objective functions. It is seen that solutions from this modified decentralized design framework are better than the Nash Equilibrium. The proposed framework includes concepts from game theory, uncertainty modeling, error propagation, set based design and metamodeling techniques.
I. Introduction
The design of complex engineering systems such as automobiles, space vehicles and airplanes requires the input from a large number of systems and their subsystems. The subsystems contribute to the overall design within a decentralized environment, that is, these subsystems do not completely cooperate with each other. This inability of the subsystems to completely cooperate with each other could be due to several reasons such as geographical locations, corporate secrecy or the individual subsystems could be competitive companies. Each subsystem possesses its own objective function(s) and usually the objectives of the individual subsystems conflict with each other. The breaking up of the design of a large complex system into individual disciplines or subsystems is called distributed or decentralized design that for a decentralized design problem, when the designers behave rationally, that is, select a design that minimizes their respective objective functions, they converge to solutions inferior to the Pareto set. In recent work, the dynamics of the decentralized designs have been extensively studied and rigorous conditions have been developed based on geometric series, linear control theory and non linear control theory to determine convergence and Nash Equilibriums of these problems [15] [16] [17] . However, this previous work is based on the fundamental assumption that the decision maker makes no errors in the selection of the optimal design and always selects a design from the Rational Reaction Set. The validity of this critical assumption can be easily questioned given the fact that there exist many conditions of uncertainty under which the decision maker makes his or her decisions that can lead to errors and failures of products and processes.
Natural disasters such as Hurricane Katrina and the South Asian tsunamis as well as terrorist attacks are clear examples of events that represent today's uncertain times. Engineers and designers of products and processes make design decisions within these uncertainties making them easily susceptible to errors in their decisions. These errors can in turn have serious consequences. In this paper, a source of error that pertains to mistakes made by the designer in the selection of the optimal designs within decentralized design is modeled and its effects studied. A set based design approach is used to model the errors and a framework that uses these models to improve upon the traditional solutions of decentralized design is developed. In Section II, the background and problem formulation for this paper is presented. Section III presents the developed framework and provides results for a test problem. Finally, concluding remarks and areas of future work are presented in Section IV.
II. Background
The design of large complex systems requires the input from many distributed, decentralized design subsystems. In distributed design, one design team solves its optimization problem and passes its solution to the second design team, who then solves its optimization problem before passing its solution to the next design team. The process continues for all design teams (or disciplines) and iterates until all disciplines converge to a single solution. It is assumed that the design of a large complex system is broken down into subsystems that are coupled. That is, design variables and parameters from one subsystem affect the solutions of other subsystems. Each subsystem controls a subset of design variables that affect the overall design of the complex system. Though the allocation of design variables controlled by individual subsystems is a research issue in itself, it is not the focus of this paper. Additionally, in this paper, it is assumed that there is no upper level entity that oversees the proceedings of the design process; rather it is assumed that the subsystems interact directly with each other. Using terminology from Game theory, the disciplines or design teams are referred to as players and the converged solution is called the Nash Equilibrium. In this iterative process, it is assumed that all design teams are making rational decisions and the aggregate of these rational decisions is called the Rational Reaction Set (RRS). The schematic of the iterative process is shown in Figure 1 and illustrated using a simple example next.
Figure 1. Schematic of Decentralized Design Iterative Process
Consider a simple decentralized design problem with two players, each minimizing a single objective function. Designer 1 optimizes objective function F 1 by changing design variable x while designer 2 optimizes F 2 by altering y. The problem formulation for designer 1 and 2 is shown in equation (1a) and (1b) respectively. Since the problems in equation (1a) and (1b) are unconstrained, the rational reaction sets for the two designers are obtained by taking the partial derivatives of their individual objective functions with respect to their individually controlled design variables and equating the result to zero. The RRS for the two designers is showed in equation (2a) and (2b). Equation (2a) gives the value of x for changes made by designer 2 to y. Thus, equation (2a) is the rational reaction of designer 1 to the behavior of designer 2. Similarly, equation (2b) is the rational reaction of designer 2 to changes made in x by designer 1.
Designer 1 begins the iterative process by solving its own optimization problem for x selecting a suitable value for y in the first iteration. Designer 2 receives the value for x and solves its optimization problem for y keeping x constant. This value for y is then passed back to designer 1 who solves its optimization problem now keeping y constant. The process repeats until the solution reaches convergence. The iterative process and converged solution in design space is shown in Figure 2 .
Figure 2. Iterative Solution Process for Two Designer Problem
As seen in Figure 2 , the converged solution lies at the intersection of the RRS of the two designers. The RRS are linear functions as seen in equations (2a) and (2b). The converged solution for this problem is (x, y) = (1,1). However, as seen in Figure 3 , there are a number of solutions (shown in green) that are better for both designers. The primary goal of this paper is to develop an approach that can at the very least improve upon the Nash Equilibrium solution if not achieve Pareto optimal solutions.
The aforementioned iterative process is based on the assumption that the two designers do not cooperate and only pass design variable values to each other. If the designers cooperated and shared their objective function information, the problem changes to a multiobjective optimization problem with the goal to satisfy both designers. Multiobjective optimization is a set of formal tools aimed at providing designers with accurate, complete, and rational information to make effective decisions. Fundamental to multiobjective optimization is the concept of Pareto optimality. When multiple competing objectives exist, the optimum is no longer a single design point but an entire set of non-dominated design points. This is commonly known as the Pareto set 18 . The Pareto set is composed of Pareto optimal solutions. In simple terms, a Pareto optimal solution is one for which any improvement in one objective must result in the degradation of at least one other objective.
Mathematically, a feasible design variable vector '
x is Pareto optimal if and only if there is no feasible design variable vector, x , with the characteristics shown in equation (3) .
where n is the number of objectives and the use of the less than sign indicates an improvement in an objective.
Figure 3. Solutions Superior to the Nash Equilibrium
The Pareto set may be used to generate a Pareto frontier, a continuous boundary representing all of the possible Pareto optimal solutions. The Pareto set for the two designer problem is also shown in Figure 3 (black curve).
Common methods of generating Pareto frontiers employ repeated conversion of multi-objective problems into single objective problems. However, these methods have been proven to perform poorly when attempting to populate Pareto frontiers under many circumstances. To avoid these problems, many researchers have turned to other methods for generating Pareto frontiers [19] [20] [21] [22] [23] [24] [25] . Though this paper does not describe any new approach to generating Pareto frontiers, existing methods are used to determine solutions to multiobjective optimization problems, as discussed later in the paper.
In addition to multiobjective optimization, this paper deals with modeling mistakes made by designers in the selection of optimal designs. From the perspective of this paper, mistakes made by designers are viewed as a source of uncertainty in the design problem. The Multi-Disciplinary Optimization (MDO) community has extensively studied the existence of uncertainties, primarily in system inputs and system models. Du and Chen 26 identify two sources of uncertainties in Simulation-Based Design -external uncertainties, representing variations in input parameters, and internal uncertainties associated with inaccuracies in the simulation tools and system models. They use models based on statistical estimates and output intervals to propagate the effects of the uncertainties across the design system. The System Uncertainty Analysis Method (SUAM) and Concurrent Subsystem Uncertainty Analysis Method (CSSUAM) 27 use first order sensitivity analysis and moment matching methods in MDO to aid in probabilistic uncertainty propagation. The Modified Concurrent Subsystem Uncertainty Analysis (MCSSUA) 28 helps in quickly evaluating the mean and variance of a system output so as to improve the computational efficiency of probabilistic optimization in the MDO environment. Possibility-Based Design (PBD) [29] [30] is another method in the literature that is used for problems under uncertainty. PBD uses fuzzy sets for the quantification and propagation of uncertainty 31 . In the study of uncertainty modeling and propagation, most of the literature seeks to mitigate the effects of uncertainty by developing robust designs, that is, designs that are insensitive to changes in input parameters and errors in system analyses. Robust Design methodology provides tools for reduction of performance variation by reducing performance sensitivity to variation in design variables and design parameters [32] [33] . The Robust Design Simulation (RDS) methodology is another approach that has been developed to quantify uncertainty and mitigate its effects 34 . The robust design is found through the maximization of the probability of an overall figure of merit achieving or exceeding a specified target. Additionally, the propagation of uncertainties associated with precision errors of inputs and bias errors of disciplinary analysis have been studied by investigating the worst case uncertainty. The method of worst case estimation of uncertainty is then integrated with a robust optimization framework to obtain robust designs 35 . Reliability Based Design Optimization (RBDO) also provides single-level and multi-level computational methodologies for the mitigation of uncertainties and achieving robust designs [36] [37] [38] . While robust design algorithms have shown to be effective in modeling and mitigating the effects of uncertainties in input parameters and system analyses, there has been no research in the design community that investigates mistakes made by decision makers in stating their choices over optimal designs. In this paper, these mistakes are modeled as uncertainties and instead of mitigating these uncertainties (contrary to robust design), these mistakes are directly handled within the design process.
In the next section, the Modified Decentralized Design Framework is presented that models mistakes made by the first subsystem in the iterative process using a set based approach. A set of designs are communicated between subsystems during each iteration and the individual steps of the framework are carried out by each subsystem using the communicated design vectors. It is shown that the converged solutions obtained from this framework are an improvement over the Nash Equilibrium.
III. Modified Decentralized Design Framework
In the decentralized design discussion presented in Section II, the primary communication between designers was the local design variable information communicated to the non local designers at each iteration. In this section, the Modified Decentralized Design Framework is presented that retains this mode of design communication this is the fundamental assumption for decentralized design problems. However, unlike traditional decentralized design, the MDD framework incorporates a set based design philosophy where within each iteration multiple instances for the design variables are communicated. The schematic of the MDD framework for j subsystems is shown in Figure 4 .
As seen in Figure 4 , the MDD framework is comprised of two stages. Stage I is a non-iterative single stage sequential decision making procedure spanning all subsystems while stage II is an iterative process between the subsystems. The steps within each stage are discussed next. Additionally, the two designer, two objective convergent decentralized design problem from Section II is used as a running example to illustrate the individual phases of the MDD framework.
Stage I:
Stage I of the MDD framework is the initialization phase where the design configuration for each subsystem is initialized. The intermediate steps of stage I for the first subsystem are different from the rest of the other subsystems that are part of the decentralized design process.
Subsystem 1:
Within Stage I of the MDD framework, subsystem 1 carries out two steps: 1. Solve local optimization problem and determine the corresponding optimum value for both the local and non local design variables. 2. Generate a vector of discrete designs comprising of design variable values selected from a probability distribution. In this work, it is assumed that a normal probability distribution function is used where the mean is the solution of the local optimization problem and the variance is a set constant. The mathematical notation of the vector generated by the subsystems is explained in equation (4) . 
The generated vector of designs is then passed to the next subsystem in the sequence of the decentralized design process. The vector of designs generated from a probability density function is used as a model for mistakes made by the designers within subsystem 1. It is assumed that only the designers within the first subsystem make errors or mistakes and these errors propagate within the decentralized design process. As stated earlier, the cause of these mistakes is attributed to uncertainties that exist within the decision making process.
Figure 4. Modified Decentralized Design Framework
Communicating multiple designs within a design process is broadly termed as set-based design [39] [40] . Traditional set-based design approaches advocated communicating a continuous range of design variable values, where the "set" included all values between a specified upper and lower bound. This is the critical distinction between traditional set-based design methods and the approach presented here. In this work, a vector of discrete distinct design variable values forms the communicated "set". More importantly, depending on the selected variance, these discrete values might not be in close proximity of each other. This is important because in stage II, the discrete design variable values are used by the subsystems to approximate non local Rational Reaction Sets (RRS). Therefore, a wider spread of design points would enable in higher fidelity approximations of the RRS.
The number of discrete points that form the design vector is another critical issue in the implementation of this stage. Since the communicated points are used to develop a metamodel for the non local RRS, the number of communicated points affects the fidelity of the metamodel. For the example problem of equations 1(a) and 1(b), as part of the first step in stage I, designer 1 starts the decentralized design process by finding values for both x and y that minimizes F 1 . This solution along with the corresponding objective function value is given in equation (5). [
The design vector of equation (6) is communicated to the next subsystem in the sequence of the decentralized design process. The steps carried out by these subsystems are discussed next.
Subsystem 2…j:
As seen in Figure 4 , for stage I, the subsequent subsystems minimize their respective objective functions for each entry of the communicated vector of non local design variable values. These subsystems treat the non local variable value as an equality constraint and determine the optimum value for the local design variable. Therefore, at the conclusion of stage I, each subsystem has two equally sized vectors of design variable values, one that it received from the previous subsystem and the second being the design variable vector it communicated to the next subsystem. For the example problem, since there exist only two subsystems or designers, designer 2 is the second and last subsystem to implement stage I. The vector of values for design variable y that minimizes F 2 for each value of x given in equation (6) is shown in equation (7).
The values for the vector shown in (7) are the same as that shown in (6) implying that the RRS for designer 2 is directly proportional to the design variable of designer 1, namely x. This is as expected from equation (2b). With all subsystems generating the initial vector of design variable values, the first stage of the MDD framework is concluded. The second stage is discussed next.
Stage II:
At the conclusion of stage I, the j th subsystem passes its design vector to subsystem 1, where stage II is invoked. The central idea behind the MDD framework is to approximate non local objective functions and solve a local multiobjective optimization problem. The multiobjective optimization problem comprises of the local objective and the approximated non local objective. Using metamodeling techniques [41] [42] [43] [44] [45] [46] [47] , it is possible to develop an approximation for the non local objective function from the design vectors being communicated between the various subsystems. The communicated design variable vectors are used to model the rational reaction set which are in turn used to approximate the non local objective functions. This approach is advantageous because the solution of a local multiobjective optimization problem that includes non local objective functions increases the compromise between subsystems with conflicting objectives. It is seen as an aid to improving upon the Nash equilibrium solution and move closer towards the Pareto set though achieving an actual Pareto point is only possible if the approximated non local objective function is the accurate representation of the non local objective function. The development of this proposed process is first explained using an example before the steps to approximate the non local objective functions are presented.
Consider a design problem with two subsystems, A and B. Each subsystem has two locally controlled design variables, represented as x 1 , x 2 for subsystem A and y 1 , y 2 for subsystem B. The non local objective function of subsystem A that subsystem B seeks to approximate at the i th iteration is assumed to be of the form shown in equation (8 
The derivative of For an unconstrained optimization problem, the necessary condition for optimality is the gradient should be zero. The resultant of setting the derivatives of equation (9) to zero is shown in equation (10). Since equation (10) is a function of only the design variables of the two subsystems, the communicated vectors between the subsystems can be used to develop these metamodels. Upon integration and summation of the integration results, approximations for the non local objective functions can be obtained. This process is the reverse of the process used to obtain equation (10) and forms the individual steps of stage II of the MDD framework.
The individual steps of stage II for any iteration i are discussed in the context of the j th subsystem next. Illustration of stage II using the two design problem is presented along with the individual steps for the first iteration of designer 1. In equation (11), the notation f is used to symbolize that a response surface model is developed with v as the output vector. The coefficients of the response surface are represented as β . Different polynomial functions can be used to fit the data in order to approximate the non local subsystem rational reaction sets. The choice of the data fitting function is not prescribed in the proposed framework and is dependent on the data. Any continuous function that accurately models the data (R 2 value close to 1) would suffice. Additionally, the vector notation 1 − j R is used for the rational reaction set because there exists an individual function that maps the local design variables to each non local design variable. Therefore, for subsystem A of equation (8) (6) and (7) . Using a linear fit, a model for designer 2's rational reaction set is determined. This is shown in equation (12) . (12) The coefficients in equation (12) Step 2. Integrate Metamodel to Approximate Non Local Objective Function: Given the approximated rational reaction set of subsystem (j-1), it is now possible to determine an approximation for the non local objective functions. The difference between the right and left hand side of equation (11) is the approximation to the derivative of the non local objective function with respect to the non local design variables. Integrating this difference would result in an approximation of the non local objective function in the form shown in equation (8) . The generalized expression is shown in equation (13).
It is noted that for equation (13) , there exists an independent integral for each design variable of subsystem (j-1). The symbolic representation of the objective function is formed by the addition of the individual integrals.
Implementing step 2 for the two designer example problem, the approximated objective function of designer 2 is shown in equation (14) . The coefficients for a and b from equation (12) have been substituted into the approximated function. Also, in equation (14) it is seen that designer 1 has successfully modeled the exact objective function of designer 2. However this is only true for the first iteration and as the iterative process continues, the approximation shifts away from the exact objective function of designer 2. This is because the approximated non local objective function is combined with the local objective function in the next step to determine the solution at the next iteration. Since this combination of multiple objective functions changes the optimization problem of each subsystem, the modeled RRS of the non local subsystems also undergo changes at each iteration.
Step 3. Solve Local Multiobjective Optimization Problem: With the approximation to the non local objective function determined, it is now possible to formulate a local, multiobjective optimization problem. As mentioned earlier, the development and solution of this multiobjective optimization problem results in improved compromise between the conflicting objectives of the different subsystems without incorporating sharing of objective or gradient information within the design process. For this work, a simple weighted sum of the local and approximated non local objective function is formulated and solved. The optimization problem is shown in equation (15) . Some notes on the multiobjective optimization problem of equation (15):
• The multiobjective objective optimization problem is only subject to the local constraints. This is because the non local constraints are built into the approximations of the non local objective functions. This is analogous to approximating the pseudo objective function of the non local subsystem (objective function + penalty terms).
• An important issue in the solution of the multiobjective optimization problem is the use of the weighted sum technique. It is known that the weighted sum method for multiobjective optimization problems is only useful for convex Pareto sets. (Non convex regions of the Pareto frontier cannot be obtained using a weighted sum method). However, this is not an issue with the MDD framework since the designers are not generating an entire Pareto frontier during each iteration but rather just selecting a single design.
• The choice of weights is critical as it directly relates to the level of cooperation desired by the subsystems.
Setting w 1 to 1 would not add any benefit of using the MDD framework since the approximated non local objective function would play no part in the optimization. Additionally, a value of 0 for w 1 translates to complete cooperation by the local subsystem. If the non local subsystem chooses to not cooperate in such a case, the solution would lie on one end of the Pareto set. The choice of objective weights is dependent on the cooperation level desired by the individual subsystems.
• The multiobjective optimization problem is solved for each vector of the communicated design information. This means that if there exist n instances for each design variable in the communicated vector, the multiobjective optimization problem is solved n times. The number of instances for each design variable is set in stage I, as discussed earlier.
• Since the multiobjective optimization problem is a weighted summation of two objectives, it is important to ensure consistency of units. For this purpose, it is required that the objectives be normalized before solving the optimization problem of equation (15) .
For the decentralized design example problem, the multiobjective optimization problem formulated by designer 1 for the 1 st iteration is shown in equation (16). The pseudo objective function of equation (16) is minimized with respect to the design variable x. The optimization problem is solved individually for each value of y given in the vector shown in (7).
Step 4. Select Designs: At this step, the multiobjective optimization problem is solved for each value of the design vector, resulting in an output vector that is communicated to the next subsystem.
There exist 2 values for y for the two designer example problem. Therefore, the optimization problem is solved twice. The two values of x obtained from these optimizations forms the vector that is passed to designer 2. This vector is shown in equation (17) .
[ ]
Upon completion of step 4, the implementation of the MDD framework is concluded for the i th iteration. The process continues to iterate until convergence. Since designers within subsystems set values for design variables, the convergence criterion of choice is dependent on the values of the design variables. When the design variables do not change for two successive iterations by more than a specified tolerance, the problem is said to have converged.
However, since each subsystem is working with a vector of design variable values as opposed to just a single value, convergence is checked for using the mean of each communicated design vector. This is explained in detail next.
Convergence Criterion: Consider the design vector shown in equation (4) . The vector essentially is a matrix where each row contains different instances of the design variable and the various design variables are enumerated down the column. For subsystem j with n design variables, the design variable vector of the i th iteration is shown in equation (18) . 
where, n -Number of design variables k -Number of instances for each design variable j -Subsystem index number i -Iteration index number
The mean or average of each row of equation (18) is computed and compared to the means for the corresponding design variables of the (i-1) iteration. The solution is said to have converged if the difference between these two means is less than a specified tolerance. This is mathematically represented in equation (19) . (20), it is seen that MDD framework solution is superior to the Nash Equilibrium, which was the goal for the development of the proposed framework. The tolerance for convergence used in determining this solution is δ = 0.001.
An important point of note for the solution in equation (20) is that it is obtained with the objective weights set at w 1 = 0.6 and w 2 = 0.4. In order to better understand the overall performance of the framework, it is important to compare the converged solutions for different objective weight combinations with the Pareto set. For this purpose, the MDD framework is simulated using different weight combinations and the converged solutions are determined. These converged solutions are plotted along with the Nash Equilibrium and the true Pareto set in Figure 5 .
In Figure 5 , the Pareto set is shown in black while the different solutions obtained for different values of objective weights within the MDD framework is shown in blue. The Nash Equilibrium is shown as a green point. As seen in the figure, the MDD framework traces closely to the Pareto set in the vicinity of the Nash Equilibrium. Additionally, the complete set of solutions obtained from the MDD framework is not significantly inferior to the true Pareto set. The primary advantage of the MDD framework is improvement over the Nash Equilibrium solutions and this is clearly seen in Figure 5 . In this section, the Modified Decentralized Design Framework has been introduced, its individual stages along with the steps in each stage have been described and the implemented for a simple two designer problem. It has been shown that the MDD framework is capable of improving upon traditionally obtained solutions while preserving the type of information communicated between subsystems, that is, only coupled design variable information and no objective or gradient information is shared by the subsystems. In the next section, closing remarks and areas of future work for this paper are presented.
IV. Closure
This paper looks at the problem of decentralized design where multiple, distributed or decentralized subsystems contribute to the design and development of complex engineering systems. Each subsystem solves its own local optimization problem which includes design variables that are coupled and controlled by other subsystems. In this paper, an approach called the Modified Decentralized Design framework is presented that solves the decentralized design problem for multiple distribute subsystems with conflicting objective functions. It is seen that this framework improves upon traditionally obtained solutions for decentralized design problems.
As part of future work, it is acknowledged that the work in this paper is at the proof of concept level and the MDD framework needs further development. In particular, the proposed framework needs to be implemented on larger case study problems. The determination of number of designs being communicated, the response surface functions used for metamodeling the non local RRS and the weights for the localized multiobjective problems are all open issued and problem dependent. However, this paper lays the foundation of a framework that can be applied to different scenarios in the design of complex engineering systems and achieves improved design solutions. Additionally, in this paper, the different subsystems that interact with the decentralized design process are assumed to be different engineering disciplines that contribute to the engineering of the complex system. However, this framework can easily be applied to the interaction between marketing and engineering disciplines. In such a scenario, the marketing discipline optimizes attributes such as market share, product demand and price and communicates this information to engineering, which in turn optimizes engineering objectives. Thus, the MDD framework can be used for different aspects in the design of complex engineering systems.
