The present study uses a numerical model to investigate the effects of flow turbulence on premixed iso-octane HCCI engine combustion. Different levels of in-cylinder turbulence are generated by using different piston geometries, namely a disc-shape versus a square-shape bowl. The numerical model is based on the KIVA code which is modified to use CHEMKIN as the chemistry solver. A detailed reaction mechanism is used to simulate the fuel chemistry. It is found that turbulence has significant effects on HCCI combustion. In the current engine setup, the main effect of turbulence is to affect the wall heat transfer, and hence to change the mixture temperature which, in turn, influences the ignition timing and combustion duration. The model also predicts that the combustion duration in the square bowl case is longer than that in the disc piston case which agrees with the measurements. The results imply that it is preferable to incorporate detailed chemistry in CFD codes for HCCI combustion simulations so that the effect of turbulence on wall heat transfer can be better simulated. On the other hand, it is also found that the onset of combustion is also very sensitive to the initial conditions so that an accurate estimate of initial mixture conditions is essential for combustion simulations.
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INTRODUCTION
The Homogeneous Charge Compression Ignition (HCCI) engine has the potential to meet the future emissions regulations. In fact, HCCI could be regarded as a type of operating mode rather than a type of engine. The main objective of HCCI combustion is to reduce soot and NOx emissions while maintaining high fuel efficiency at part-load conditions (Najt and Foster, 1983; Thring, 1989; Stanglmaier and Roberts, 1999) .
HCCI combustion does not have either discernable flame propagation, such as in SI engines, or highly stratified diffusion combustion, such as in diesel engines. The lean and homogeneous mixture in HCCI engines thus results in low soot and NOx emissions. However, high emissions of unburned hydrocarbon (HC) and carbon monoxide (CO) could occur due to the low-temperature lean burn. Other challenges include ignition and combustion phasing control, mixture preparation in order to obtain favorable HCCI combustion, EGR utilization, and the limit in engine power output due to lean operation, etc.
There has been an increasing amount of HCCI engine research, as reviewed by Stanglmaier and Roberts (1999) . Numerous HCCI engine experiments have been performed to investigate the overall engine performance, the use of different fuel types, mixture preparation methods, in-cylinder combustion details, ignition and combustion phasing control strategies, etc. (Christensen et al., 1997 (Christensen et al., , 1998a (Christensen et al., , 1998b Hultqvist et al., 1999) . Various numerical models have also been proposed to simulate the HCCI combustion process such as zero-dimensional models (Dec, 2002) , multi-zone models (Aceves, et al., 2000) , and the direct coupling of detailed chemistry with engine CFD models (Kong, et al., 2001 ).
The details of the mixture preparation process are important to the in-cylinder fuel-air distribution, which, in turn, affects HCCI combustion characteristics. In the conventional HCCI engine, the fuel is introduced upstream of the engine ports (i.e., fumigated) so that in-cylinder mixture is nominally homogeneous. Nowadays, by using direct in-cylinder injection with a very early injection time, a fairly homogeneous mixture can also be obtained at the time of ignition (Marriott et al., 2002a (Marriott et al., , 2002b . Such a direct-injection configuration is also regarded as HCCI, although the mixture may still have a certain level of stratification. The mixture distribution is determined by the fueling system and the fuel/air mixing during the intake process.
The role of turbulence on HCCI combustion can be twofold. It affects the combustion indirectly through its influence on wall heat transfer. It would also have a direct effect on the mean reaction rate under certain mixture conditions when the fuel and air are not perfectly mixed. The more homogeneous the mixture is, the less direct influence the turbulence would be expected to have on combustion. To study the effects of engine turbulence on HCCI combustion, two different piston geometries were used, namely a flat piston and a square-bowl piston (Christensen et al., 2002a (Christensen et al., , 2002b . The square-bowl piston is known to generate more in-cylinder turbulence that will enhance wall heat loss. The experiments indeed show the combustion duration in the square bowl piston case is longer than that in the flat piston case.
The present study used a numerical model to simulate the combustion process in the above HCCI engines that used two different piston geometries (Christensen et al., 2002a) . The model allows the effects of geometry-generated turbulence on HCCI combustion to be investigated.
MODEL FORMULATION
A reaction mechanism of iso-octane, as listed in Appendix A, was used to simulate the fuel chemistry (Golovitchev, 2000) . The CHEMKIN chemistry solver (Kee et al., 1989) was integrated into the KIVA-3V code (Amsden, 1997) for solving the chemistry during multi-dimensional engine simulations. The chemistry and flow solutions were then coupled. This integrated chemistry/CFD model accounts for the effects of flow turbulence on combustion during the engine process. Details of the model can be found in the original literature in which various HCCI engine configurations have been simulated, including fumigated and direct-injection cases (Kong et al., 2001 ).
The model is capable of incorporating the direct influence of flow turbulence on reaction rates by using the eddy breakup concept. If the effect of turbulence on the reaction rate is considered, the species conversion rate is determined by both chemical kinetics and turbulence mixing. When the model was applied to simulate combustion in various HCCI engines, the inclusion of turbulence mixing on the reaction rate formula was found to be important to predict the correct combustion phasing, especially in direct injection cases (Kong et al., 2001 (Kong et al., , 2002 . However, in simulating the present experiments that used fumigated iso-octane, it was found that the use of a chemical kinetics-controlled reaction rate, only, was able to give a reasonable prediction in combustion results. Therefore, results presented in the current study used kinetics-controlled reaction rates without considering mixing effects. It should be noted that the chemistry and flow turbulence are already coupled using the present KIVA/CHEMKIN model via diffusion transport, although the reaction rate itself is not directly affected by turbulence mixing. The turbulence affects the combustion by property transport, wall heat flux, etc.
In the present study, the RNG k-ε turbulence model was used. Other improvements to the original KIVA code include a piston-ring crevice flow model and a new wall heat transfer model (Han and Reitz, 1997) . The present wall heat transfer model uses a modified temperature wall function to account for the gas density variation in the boundary layer. As a result, the present wall heat transfer model predicts a higher wall heat transfer rate and gives a better agreement in wall heat flux predictions. The use of the present wall heat transfer model was found to be important in simulating the present HCCI combustion, therefore, a brief description of the present wall heat transfer model (Han and Reitz, 1997) will be given in the following.
Since the boundary layer of an engine in-cylinder flow is thin relative to practical computational grid size, velocity and temperature wall functions (or temperature profiles) are often used to solve the near-wall shear stress and heat transfer. The traditional temperature wall functions that are currently used are derived with the assumptions of a steady and incompressible flow, no source terms, constant turbulent Prandtl number, and the validity of the Reynolds analogy (Amsden, 1997) . These assumptions are questionable in simulating the engine flow in which the gas density varies significantly during the engine cycle and the unsteadiness and chemical heat release may invalidate the Reynolds analogy. In addition, experiments have revealed that the turbulent Prandtl number increases in the buffer and viscous sublayer and will affect heat transfer predictions (Kays, 1994) .
Under-prediction of wall heat flux has been found using the traditional temperature wall functions (Reitz, 1991) . The present heat transfer model formulates a new temperature wall function that accounts for the variations of gas density and turbulent Prandtl number in the boundary layer assuming quasi-steady conditions. In the present model, the general energy conservation equation can be written as
which in the right-hand-side includes the transient term, pressure work term, and the heat generation term due to chemical reactions. By invoking the quasi-steady assumption, integration of Eq. (1) from the wall (y=0) and using the relation between conductivity and viscosity gives Pr Pr
where qw is the heat flux through the wall, and G=Qc (the average chemical heat release 
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EXPERIMENTS
The test engine is a Volvo TD100 truck engine that was modified to operate on one cylinder in the HCCI mode. The engine specifications are listed in Table 1 . The fuel was injected into the intake port approximately 30 cm upstream of the inlet valve. The intake air was heated by an electrical heater located upstream of the fuel injector. Two different pistons were used in the experiments, including a disc-shape piston, which creates a pancake-shaped combustion chamber, and a square-bowl piston, which is known to generate stronger turbulence. The squish heights were adjusted in order to maintain the same compression ratios in the two geometries. Details of the experiments can be found in the original literature (Christensen et al., 2002a) .
The original test conditions include the use of a blend fuel (50% n-heptane and 50% iso-octane) and pure iso-octane. The present modeling study only investigates the experiments of using pure iso-octane due to the availability of the reaction mechanism. The test conditions are listed in Table 2 . Note that the experimental intake air temperatures were approximately 10 K higher in the disc-shape cases in order to obtain the same ignition timing as those in the square bowl cases.
The experiments also included in-cylinder flow measurements using a LDV system during motored conditions. Optical access to the combustion chamber was obtained through a quartz window placed in the original diesel injector location. The measurements were made at different locations for turbulent intensity and mean flow velocity. Details can be found in original literature (Christensen et al., 2002a) . The data of turbulent intensity was used for model validations. 
RESULTS

Initial Conditions for Simulations
The computations used a 0.5-degree sector mesh for the discshape piston cases and a 90-degree sector mesh for the squarebowl piston cases. The mesh is relatively coarse as shown in Fig. 1 for the square-bowl piston cases. The number of computational cells at IVC is 240 for the disc piston and 2244 for the square-bowl piston. This was considered to be adequate because a previous sensitivity study has shown that combustion results except HC and CO emissions are not sensitive to the computational mesh for this type of fumigated HCCI combustion simulation (Kong and Reitz, 2002) . Since this study mainly focused on the ignition and combustion phasing predictions for engines with different piston geometries, it was decided to use such mesh for computations.
The computations were started at intake valve closure (IVC) assuming a uniform mixture distribution. The initial mixture temperatures at IVC were estimated by considering fuel vaporization, heat transfer in the inlet manifold and the cylinder, and mixing with internal EGR. The estimated temperatures at IVC are listed in Table 2 , and are also shown in Fig. 2 . Note that there are uncertainties associated with the initial temperature estimations. The model results show the combustion predictions are very sensitive to the initial temperature, as will be discussed later.
Since the intake flow process was not simulated in the present simulations, it is difficult to compare the measured and computed flow parameters at specific locations. Therefore, only qualitative comparisons in the turbulent intensity will be made. Figure 3 shows comparisons of the turbulent intensity. The experimental data are those measured at a location about 39 mm from the center of the cylinder and 10 mm under the cylinder head. In the case of the square-bowl piston, the location is approximately at the corner of the square bowl in which a higher turbulence level would be expected. On the other hand, the computed data are the in-cylinder average turbulent intensity. As can be seen from Fig. 3 , qualitative agreement was obtained by the present numerical model since the predicted average turbulence for the square bowl case is higher than that of the disc engine. The model was applied to simulate the baselines cases in both geometries. The results are shown in Figs. 4 and 5 for Cases S1 and D1, respectively. The ignition timing and combustion duration were well predicted for Case S1 using the estimated initial temperature, i.e., TIVC= 442 K. It should be noted that the slightly higher predicted cylinder pressure before ignition is caused by the energy release due to the so-called lowtemperature or "cool-flame" chemistry. The combustion chamber geometry and the compression ratio were well represented by the present computational mesh, as determined by closely examining the predicted motored pressure trace (not shown here). The results in Fig. 5 show that the model predicts an early ignition in Case D1 using TIVC=452 K, as estimated using the above-mentioned method. Apparently several factors could contribute to this discrepancy, including the uncertainty of the initial mixture temperature and the accuracy of the chemistry and CFD models. Inevitably there are always improvements that needed to be made in CFD models and reaction mechanisms. Nonetheless the estimation of temperature at 
Turbulence Intensity Validations
IVC was found to be the most uncertain factor in the simulation process.
Therefore, further sensitivity study was performed by reducing the initial temperature by 10 K, i.e., TIVC =442K, and results are also shown in Fig. 5 . It is seen that the combustion is very sensitive to the initial temperature. This may also be the reason why the intake air temperature needed to be finetuned in the experiments to give a desirable combustion phasing, as can be seen in Table 2 . Comparing the conditions in Cases D1 versus D2, and S1 versus S2, it can be seen that a 6-degree difference in intake air temperatures resulted in approximately a 5-degree difference in ignition timings. In addition to the improvement in the predicted cylinder pressures seen by adjusting the initial temperature, it was also found that the NOx emission predictions were also improved significantly, as shown in Fig. 6 . The predicted NOx emissions agree well with the engine-out measurement by using the new initial temperature. Considering the uncertainty of the estimated temperature at IVC, it was decided to use the modified value (TIVC=442K) for Case D1 to study the combustion process in the following sections, unless otherwise stated. Figure 7 Heat release rate validations and computed incylinder average gas temperatures for both geometries (Cases D1 vs. S1). Note that Case D1 uses TIVC=442K.
The experiments have shown that the combustion duration is prolonged in the square-bowl piston cases (Christensen, et al., 2002a (Christensen, et al., , 2002b ). The present model also predicts the same trend, as shown in Fig. 7 , for the two comparable cases (Cases D1 versus S1). The ignition occurs at almost the time in both geometries but the square-bowl piston case has a lower peak heat release and longer combustion duration. Figure 7 also shows that the peak in-cylinder average gas temperature in the square-bowl piston case is slightly lower than that of the disc piston case. Since the total amounts of energy release in both cases are the same, the difference is believed to be due to different wall heat transfer rates in the different geometries, as will be discussed later. Figure 8 shows the total amount of wall heat transfer (in Joules) and the average heat transfer rate per unit area (i.e., heat flux in MW/m2). It can be seen that both the wall heat transfer and the heat flux in the square-bowl piston case are significantly larger than those in the disc piston case. Note that the total heat transfer area in the square-bowl-piston combustion chamber is approximately 33 cm2 larger than that in the disc piston case throughout the engine cycle. The total heat transfer area at TDC is about 311 cm2 in the square-bowl case and 278 cm2 in the disc-piston case. Also notice that the squish height is larger in the disc piston case (12 mm) than in the square bowl case (1 mm). Therefore, it is realized that the higher turbulence level generated by the square-bowl piston enhances the wall heat transfer significantly, which, in turn, alters the mixture temperature distribution and prolongs the combustion duration, as is seen in Fig. 7 .
Wall Heat Transfer Predictions
The higher wall heat transfer seen in Fig. 8 may give the impression that the ignition would be expected to occur later in the square-bowl case due to higher wall heat loss. However, the simulations show ignition occurs almost at the same time in both geometries. Simulations show that the average gas temperatures in both geometries remain very similar before ignition, as shown in Fig. 7 . In fact, the core gas is most responsible for ignition and the core gas temperatures are not noticeably affected by the wall heat transfer up to the point of ignition. Therefore, ignition in both geometries still occurs at about the same time.
The differences in the wall heat flux would change the mixture temperature distribution before ignition, which, in turn, could affect the combustion duration. On the other hand, from the computed heat flux results in Fig. 8 , the heat loss in the square-bowl case during the combustion duration alone was approximately three times of that in the disc piston case. Such a difference indicates that the wall heat flux during the combustion needs to be resolved better using the CFD computations. Figure 8 Computed total wall heat transfer and average wall heat flux for both geometries (Cases D1 vs. S1).
As indicated in previous studies (Kong et al., 2001 ), the present model is capable of incorporating the direct effect of turbulence mixing on the reaction rate. However, it is seen in the present study that the use of kinetics-controlled reaction rates, alone, is sufficient for predicting the combustion in the present fumigated HCCI engine setup. Clearly, further studies would be needed to investigate the interactions of chemistry and flow turbulence on HCCI combustion using different fuel preparation systems.
On the other hand, although the direct effect of turbulence mixing on reaction rates was not considered in the above analysis, the chemistry and flow solutions are still coupled via diffusion transport in the present model. The fact that flow turbulence affects the wall heat transfer and then influences the combustion rates is thus simulated. For instance, the initial conditions in Cases D1 and S1 are practically the same (e.g., TIVC=442K), but the combustion durations are significantly different (see Fig. 7 ). Therefore, it can be concluded that it is necessary to integrate the detailed chemistry in CFD codes for HCCI simulations so that factors that can affect combustion during the process can be accounted for. This is not accurately accomplished using multi-zone models.
Effects of Wall Heat Transfer Model on Combustion Predictions
It has been shown above that the wall heat transfer has a significant effect on HCCI combustion. It is of interest to see how different heat transfer models affect the combustion predictions. Figure 9 shows the predicted cylinder pressures obtained using the standard KIVA heat transfer model, in addition to those of the present model. The present heat transfer model uses a modified temperature wall function that considers the density variation in the turbulent boundary layer. As a result, the present model predicts a higher wall heat flux that agrees better with wall heat flux measurements (Han and Reitz, 1997) . If the standard KIVA heat transfer model is used, the wall heat transfer is under-estimated, and the model predicts an early ignition, as shown in Fig. 9 . Figure 9 Computed combustion results of using different wall heat transfer models for Case S1 (square bowl).
Parametric Study
The model was also applied to simulate all the cases listed in Table 2 . If the simulations used the initial temperatures (TIVC) indicated in Table 2 , reasonably good agreement between the measured and predicted results was obtained without any case-by-case adjustment in the model parameters. However, as shown in Fig. 5 , with a slight adjustment in the initial temperature to accommodate the input and model uncertainties, better simulated results can be obtained that are beneficial to further combustion and emissions studies. It is known that emissions are very sensitive to the combustion details (e.g., see Fig. 6 ), so a good combustion prediction will set the stage for further emission model validations. Table 3 lists the initial mixture temperatures used in the following parametric study. It is of interest to notice that the TIVC temperatures are the same in both geometries for comparable cases which had the same ignition timing (e.g., D1 vs. S1), although the intake air temperatures were 10 K different in the experiments. This could also imply that there were differences in the experimental engine wall temperatures that would affect the wall heat transfer during the engine cycle. Experimentally estimated wall temperatures were used in the computations (e.g., 450 K for the disc case and 460 K for the square bowl case). Figures 10 and 11 show that good levels of agreement are obtained for Cases D3 and S3, respectively. The initial temperatures were slightly adjusted from the original estimates (see Table 3 ). The predicted NOx emissions were also compared with the engine-out measurements, as shown in Fig. 12 . The GRI NO mechanism (also listed in Appendix A) was used for NOx emission simulations. The NOx data reported by the model is the sum of NO and NO2. It was found that the NOx predictions were also very sensitive to the initial temperatures used in the simulations. Figure 12 also shows the predicted NOx emissions by using the originally estimated TIVC for the disc-shape cases. If the original TIVC are used in simulations, the model predicts earlier ignition timings and a higher combustion rate, and hence higher NOx emissions. In fact, the accuracy of the NOx predictions is strongly related to that of the combustion predictions. Results show that the accurate predictions of cylinder pressure (i.e., thermodynamics states) greatly help the NOx predictions using the current models. As can be seen from Fig. 12 , the model predicts very different NOx emissions by using slightly different initial temperatures. However, it is fair to state that the model is capable of predicting the trend in combustion and emissions despite the uncertainties associated with the initial conditions and CFD models. The present model requires minimal empiricism and the simulations were done in the same way as regular engine combustion simulations. Thus, it is concluded that it is now possible to use the model as a tool to explore premixed HCCI combustion under a variety of engine geometries and operating conditions to help provide guidelines for engine design.
It is noted that the present model would consume a significant amount of computer time in 3-D simulations such as in the square-bowl piston cases. However, the computational efficiency can be improved by using reduced mechanisms and/or parallel computing as shown by Ali et al. (2003) . In particular, the parallelization of the interface utility between KIVA and CHEMKIN resulted in significant reduction in the computational time using multiple CPUs. The obtained speedup was very close to the expected theoretical value (Ali et al., 2003) . These results indicate that the HCCI engine simulations using detailed chemistry with engine CFD are attainable by using a combination of the above approaches.
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