Flight control system for high performance aircraft has been an area of intense research. There is a need for sophisticated control strategies that aim for better performance under severe flying conditions. The coupled and time varying dynamics of these systems make the identification problem complicated. This paper addresses the problem of modeling and controlling non-linear systems by utilizing a selforganizing map'(SOM). The proposed method uses multiple models of the-non-linear plant for identification, as well as a multi-model controller. The mathematical formulation of the controller algorithm and the switching strategy are discussed. Preliminary results of using the proposed strategy for the identification and control of a high performance aircraft are presented to demonstrate the versatility of the algorithm.
INTRODUCTION
Many systemsespecially aircrafts have dynamics, which vary considerably over the operating regime for a single controller to meet the design specifications. Aircraft Flight Control design has been dominated by classical control techniques. Traditional flight control designs involve linearizing the vehicle dynamics about several operating conditions throughout the flight envelope, designing linear controllers for each condition and blending these point designs with an interpolation scheme [I] : While this tradition, though rather tedious, has produced many highly reliable and effective control systemsin the past, recent years have seen a growing interest in the use of robust, non-linear adaptive control theory for flight control [2] . There are a number of flight control applications reported in the literature, which exploit the on-line learning ability of neural networks [3, 4, 5] . Most of the adaptive methods explicitly account for the intrinsic non-linearities in the system. This explains the growing interest in the development of real time adaptive methods for flight control problems where.the aircraft characteristics are poorly understood, and are highly nonlinear. The work presented here investigates the possibility of using multiple adaptive controllers for the LOFLYTE aircraft, which has nonlinear and time varying dynamics. Multiple models are used to identify the system over the whole flight envelope and the models are switched according to the change in the dynamics. The objective is to design a group of controllers corresponding to each of these models, which will stabilize and compensate for the entire system by adaptive control laws through the optimization of a cost function, which is the square of the deviation error between actual and desired output of the controlled plant.
The concept of multiple models and switching between the models has been an area of interest in Control Theory. Multiple Kalman filter-based models [6] were studied in the past to improve the accuracy in state estimation and control problems. In recent years multiple models using neural networks have been used with switching between the models [7, 8, 9] . Principe et al [10, 11] have successfully modeled a chaotic time series using multiple models and applied it to the set point regulation of a NASA Langley wind tunnel during the aerodynamic testing of model aircraft. Inspired by this approach, a new train of thought based on the selforganizing map (SOM) for system identification has emerged. This method identifies the plant at different segments of the state space trajectory, and associates a model for each of them, giving rise to the concept of multiple models structured by an SOM. Here the global dynamics is approximated by a preset number of local linear models, which are concurrently derived through competition using Kohonen's SOM. This in turn is used as the building block for the design of the controller. So instead of one neurocontroller as in other adaptive schemes, we will have a group of controllers associated with each identified model, thus taking care of the system over the whole operating regime. The controllers are designed independently of the others in contrast to the gain scheduling method, which is an interpolated scheme. A preliminary study of the use of multiple models for some simple nonlinear systems is done in [12] .
ADAPTIVE INVERSE CONTROL IN A MULTIPLE MODEL ENVIRONMENT
Tracking based on inverse control is a continuing area of research in control theory [13]. The basic objective of adaptive inverse control is to determine the control input such that the system output follows a specified trajectory. An error signal, the difference between the plant output and the command input is used by an adaptive algorithm to adjust the controller's parameters to minimize the mean square of Afler convergence the cascade of the controller and the plant would have a dynamic response as that of the reference model. The first step in the design of any control system is the identification of the system. As was told before this is done using SOM. The input-output data from the simulator is fed to the SOM. The clustering property of the' SOM is combined with least square method to produce a group of models each of which locally represents the dynamics of this nonlinear system. The development of local models based on SOM is elaborated in detail in [I41 and so will not be addressed here. Since we identify the plant using multiple models, it is necessary to associate these models with a corresponding controller. In a multiple model context the model shown in figure 1 will he one of the models identified and it is desired to design the corresponding controller. The block diagram for a single controller design is shown in figure 2 . As stated before our principal objective is to determine a control input u ( k ) , which will result in the output y ( k ) of the plant in ( I ) tracking a specified sequence y'(k) with sufficient accuracy. The system has N identification models denoted by {M,}:, , in parallel.
Corresponding to each model M , , a controller C, is designed such that C , achieves the control objective for M , .
So at every instant one of the models is selected by the SOM and the corresponding controller is used to control the actual system. This is the switching part of the system. The controller is trained using gradient descent learning. This means that the output plant error must be propagated through the multiple models to adapt the parameters of the controller.
Since the multiple models are structured by the SOM, we have to derive the dual of the SOM for sensitivity propagation.
Since the SOM input/output map is discontinuous, it may appear that it is impossible to obtain its dual system. Albeit strictly speaking this is true, practically it is possible to transfer sensitivities through a SOM, provided sample-by-sample estimates are used like in the LMS algorithm. In the LMS we will be propagating instantaneous errors and so the algorithm will not see the discontinuities. To design C,, the linear model M , is taken and the controller is designed adaptively using LMS algorithm [U].
The block diagram associated with the design of the controller is shown in the figure 2.
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Let the desired output be d(n)and the controller weight vector w,(n). Then the controller output u(n) is given by, u(n)= wl(n)ii(n), (1) where z ( n ) = [ d ( n ) y(n-l)]', the overall controller input.
The corresponding SOM output is the winner PE weight, w ' ( n ) , which is applied to the model M i (with parameter vector a i ) to get a response j ( n + l ) . The controller weight vector is adapted using simple LMS rule, which utilizes the instantaneous gradient. The instantaneous gradient is defined as 
The adaptation process is repeated for all the models resulting in a model controller pair (M,,C,] associated with every SOM PE. As mentioned before the natural way to decide when and to which controller one should switch is to determine the model that hest describes the plant. This will be decided by the SOM in accordance with the present state of the system. In a nutshell, the procedure for controlling the non-linear plant is as follows: SOM determines the present model of the system corresponding to the present state variables and control inputs and this in turn will fire the corresponding controller. The controller output is then fed to the actual system, which is forced to track the reference trajectory. In order to accentuate the superiority of using multiple models and controllers to identify the dynamics and controlling a nonlinear system, another experiment is carried out replacing the SOM with a TDNN for the nonlinear system identification. The TDNN employed in this work has one hidden layer with 5 neurons and tanh nonlinearity and one linear output neuron. It has 6 inputs; two of them correspond to the control inputs and the other four to the delayed values of the desired response. The network is trained for I00 epochs using 5400 samples of data' with an adaptive step size. The identified TDNN is used for the indirect learning of the model reference controller. The structure of the model-based neuro-controller is shown in figure 3.
-.- The controller structure is chosen to be 4-5-2, with tanh nonlinearity at the hidden and output layer. The delayed samples of the command input are the inputs to the controller. The controller is trained for 100 epochs using 5000 data samples using hack propagation through the identified TDNN model.
SIMULATION RESULTS
The LOFLYTE aircraft model designed by Accurate Automation Corporation (AAC) is used to verify the effectiveness of the proposed approach. The input-output data is used to model the dynamics of the system through SOM based local modeling. This paper uses the models estimated by a companion paper presented in this conference [14]. The design of the controllers is carried out for each of these local models as discussed in the previous section. The simulations results are shown in figure 4 . Each of the controllers are simple in structure, to he precise an FIR of order 4. As can be seen from the figure the plant outuut exactlv follows the desired outwt. The result of using 0 As can be seen a single neurocontroller is unable to control the system with a high degree of accuracy, though it is able to track the changes. On the other hand the multiple model-
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based controllers are doing a good job in tracking the desired signal, since they know the precise dynamics at each point and are able to compensate for them with the corresponding controllers in contrast to the neuro-controllers that learn the global dynamics of the entire system. Thus, the neurocontrollers lose the information regarding the local dynamics.
SUMMARY
We have shown results of the use of SOM based multiple controllers in a flight control context. Our preliminary work indicates'that the SOM can identify the highly nonlinear aircraft dynamics and assist the controller in inverting the dynamics so that the overall system with the controller tracks the desired signal perfectly well. The adaptation of the controller can he done offline. The overall system seems to be stable although there is no rigorous proof for the overall stability. In this paper we used a switching strategy depending on the values of the inputs to the SOM or the present state of the system. We can also evaluate a performance index and switch the models according to this index. One disadvantage of using SOM is the inherent limitation of any memory-based method. Hence, on the flop side, SOM needs a fairly good amount of data for training.
The comparison of the proposed method with a single neurocontroller exemplifies the power and simplicity of our approach. The multiple controllers excel in their simple structure, accuracy and response speed.
It has been demonstrated in the literature that the Inverse of the Best Estimator (IBE), which is the indirect learning, is superior to the Best Inverse Estimator (BIE) [16] . What we have used is exactly the IBE since we model the dynamics of the system and propagate the error through the model for the controller training.
