This paper studies the estimation of high dimensional Gaussian graphical model (GGM). Typically, the existing methods depend on regularization techniques. As a result, it is necessary to choose the regularized parameter. However, the precise relationship between the regularized parameter and the number of false edges in GGM estimation is unclear. Hence, it is impossible to evaluate their performance rigorously. In this paper, we propose an alternative method by a multiple testing procedure. Based on our new test statistics for conditional dependence, we propose a simultaneous testing procedure for conditional dependence in GGM. Our method can control the false discovery rate (FDR) asymptotically. The numerical performance of the proposed method shows that our method works quite well.
Introduction
Estimation of dependency networks for high dimensional datasets is especially desirable in many scientific areas such as biology and sociology. Gaussian graphical model (GGM) has proven to be a very powerful formalism to infer dependence structures of various datasets.
GGM is an equivalent representation of conditional dependence of jointly Gaussian random variables. Inference on the structure of GGM is challenging when the dimension is greater than the sample size. Many classical methods do not work any more. Let X = (X 1 , . . . , X p ) be a multivariate normal random vector with mean µ and covariance matrix Σ. GGM is a graph G = (V, E), where V = {X 1 , . . . , X p } is the set of vertices and E is the set of edges between vertices. There is an edge between X i and X j if and only if X i and X j are conditional dependent given {X k , k = i, j}. It is well-known that estimating the structure of GGM is equivalent to recovering the support of precision matrix Ω = Σ −1 ; see Lauritzen (1996) .
The typical way on GGM estimation depends on regularized optimizations. The past decade has witnessed significant developments on the regularization method for various statistical problems. For example, in the context of variable selection, Tibshirani (1996) introduced Lasso, which selects important variables in regression by solving the least squares optimization with the l 1 regularization. Graphical-Lasso, an extension of Lasso to GGM estimation, was introduced by Yuan It is well known that regularization approaches often require the choice of tuning parameters. Large tuning parameters often lead to sparse networks and they are powerless on finding the edges with small weights. On the other hand, small tuning parameters will generate many false edges and result in high false discovery rates. The theory of the precise relationship between the number of false edges and the tuning parameter is very difficult to be derived.
A different way on GGM estimation relies on simultaneous tests
for 1 ≤ i < j ≤ p, where Ω =: (ω ij ) p×p . An edge between X i and X j is included into the estimated network if and only if H 0ij is rejected. When the dimension p is fixed, Drton and Perlman (2004) proposed a multiple testing procedure to estimate GGM. They used the Fisher's z transformations of the sample partial correlation coefficients (SPCCs).
A procedure on controlling the family-wise error was developed. However, when the dimension p is greater than the sample size, the sample partial correlation matrix is not even well defined. Hence, we do not have a natural pivotal estimator as SPCCs so that the asymptotic null distribution is easy to be derived. In high dimensional settings, it becomes very challenging to estimate GGM by tests on the entries of precision matrix.
In the present paper, we study the estimation of GGM by multiple tests (1) . We are particularly interested in high dimensional settings. The false discovery rate (FDR) is a useful measure on evaluating the performance of GGM estimation. We will introduce a procedure called GGM estimation with FDR control (GFC).
A basic step in hypothesis tests is the construction of test statistics. The sample partial correlation coefficients are not well defined when p > n. Hence, we introduce new test statistics suitable for high dimensional settings. The new test statistics are based on a bias correction version of the sample covariance coefficients of residuals. They are shown to be asymptotically normal distributed under some sparsity conditions on Ω.
In addition to new test statistics, GFC carries out large-scale tests simultaneously. To this end, an adjustment for significance levels is necessary. In this paper, we develop a multiple testing procedure with an adjustment for significance levels and it controls the false discovery rate. The proposed procedure thresholds test statistics directly rather than p-values which were widely used (cf. Benjamini and Hochberg (1995) ). It is convenient for us to develop novel theoretical properties on FDR. We show that GFC method controls both FDR and false discovery proportion (FDP) asymptotically.
In addition to its desirable theoretical properties, GFC method is computationally very attractive for high dimensional data. The computational cost is the same as the neighborhood selection method by Meinshausen and Buhlmann (2006) or the CLIME method by Cai, et al. (2011) . We only need to solve p regression equations with Lasso or Dantzig selector. Numerical performance of GFC is investigated by simulated data.
Results show that the procedure performs favorably in controlling FDR and FDP. We begin this section by introducing basic notations. For any vector x, Let x −i denote p − 1 dimensional vector by removing x i from x = (x 1 , . . . , x p ) . For any p × q matrix A, Let A i,−j denote the i-th row of A with its jth entry being removed and A −i,j denote the j-th column of A with its ith entry being removed.
matrix by removing the i-th row and j-th column of A. Throughout, define
p×q , we define the element-wise l ∞ norm |A| ∞ = max 1≤i≤p,1≤j≤q |a ij |, the spectral norm
Let λ max (Σ) and λ min (Σ) denote the largest eigenvalue and the smallest eigenvalue of Σ respectively.
It is well known that, for X = (X 1 , . . . , X p ) ∼ N (µ, Σ), we can write
where Anderson (2003) . The regression coefficients vector β i and the error terms ε i satisfy
We estimate GGM by recovering the support of Σ ε , the covariance matrix of (ε 1 , . . . , ε p ) .
Test statistics for H 0ij
In this subsection, we introduce new test statistics for
where X k = (X k1 , . . . , X kp ) , 1 ≤ k ≤ n, be independent and identically distributed random samples from X. By (2), we can write
where X k,−i is the k-th row of X with its ith entry being removed and ε ki is independent with X k,−i . Letβ i = (β 1,i , . . . ,β p−1,i ) be any estimators of β i satisfying max
and min λ 1/2 max (Σ) max
for some convergence rates a n1 and a n2 , whereΣ = 1 n n k=1 (X k −X)(X k −X) and X = 1 n n k=1 X k . Define the residuals bŷ
and the sample covariance coefficients between the residuals bŷ
Our test statistics are based on a bias correction ofr ij . To this end, for 1 ≤ i < j ≤ p, define
It should be noted that the index is j − 1 inβ j−1,i andβ i is a p − 1 dimensional vector.
where
. . , ε kp ) andε = 1 n n k=1 ε k . We will prove that
And under
we will prove that
parameter. Also, b nij → 1 in probability, uniformly in 1 ≤ i ≤ j ≤ p. Hence, for the hypothesis test H 0ij , we shall use the following test statistiĉ
The 
. The same conclusion holds for the Lasso estimators. The detailed choices ofβ i will be given in 
GGM estimation with FDR control
With the new test statisticT ij , we can carry out (p 2 − p)/2 tests (1) simultaneously and control FDR as follow. Let t be the threshold level such that H 0ij is rejected if |T ij | ≥ t.
The false discovery rate and false discovery proportion are defined by
A "good" threshold level t makes as many as true alternative hypothesis be rejected and remains the FDR/FDP be controlled at a pre-specified level 0 < α < 1. So an ideal choice of t is t o = inf{0 ≤ t ≤ 2 log p :
H 0 is unknown, we shall use an estimator of (i,j)∈H 0 I{|T ij | ≥ t}. As we will prove in Section 6, an accurate approximation
Moreover, H 0 can be estimated by (p 2 − p)/2 due to the sparsity of Ω. This leads to the following procedure.
GFC procedure. Calculate test statisticsT ij in (10). Let 0 < α < 1 and
In GFC procedure, the estimatorsβ i , 1 ≤ i ≤ p, are needed. As mentioned earlier, we can use the Lasso estimators or the Dantizg selectors. Both of them require the choice of tuning parameters. In Section 4, we will propose a method on the choice of tuning parameters, which is particularly suitable for our multiple testing problem. In this section, we will show that GFC procedure can control the false discovery rate asymptotically at any pre-specified level.
(C1). Let X ∼ N (µ, Σ). Suppose that max 1≤i≤p σ ii ≤ c 0 and max 1≤i≤p ω ii ≤ c 0 for some constant c 0 > 0. Assume that log p = o(n).
0 . We give the asymptotic distribution ofT ij , which is useful in testing a single H 0ij : ω ij = 0.
Proposition 3.1 Suppose that (C1) holds. Letβ i be any estimator satisfying (3), (4) and (8) . Then, we have
as (n, p) → ∞, where the convergence in distribution is uniformly in 1 ≤ i < j ≤ p.
Let the false discovery proportion and false discovery rate of GFC be defined by
Recall that
Theorem 3.1 shows that GFC controls FDP and FDR at level α asymptotically.
Theorem 3.1 Let p ≤ n r for some r > 0. Suppose that for some δ > 0,
Assume that q 0 ≥ cp 2 for some c > 0 andβ i satisfies (3), (4) and
Under (C1) and max 1≤i≤p Card(A i (γ)) = O(p ρ ) for some ρ < 1/2 and γ > 0, we have
The dimension p can be much larger than the sample size because r can be arbitrarily
, then almost all of ω ij are nonzero. Hence, rejecting all the hypothesis tests leads to FDR → 0. The condition
is also mild. For example, if p ≥ n δ for some δ > 1 and Ω is a s n,p -sparse matrix with s n,p = O( √ n) (i.e. the number of nonzero entries in each row is no more than s n,p ), then this condition holds. The sparsity s n,p = O( √ n) is often imposed in the literature on precision matrix estimation.
The technical condition (12) is used to ensure Var( (i,j)∈H 0 I{|T ij | ≥t}) → ∞ which is almost necessary for
in probability. We believe (14) is nearly necessary for the false discovery proportion
→ 1 in probability. On the other hand, the condition for controlling FDR may be weaker than that for controlling FDP. Even if (14) is violated, the false discovery rate may still be controlled at level α. Hence, it is possible that (12) is not needed for FDR results. In addition, (12) is not strong because the total number of hypothesis tests is (p 2 − p)/2 and we only require a few standardized off-diagonal entries of Ω have magnitudes exceeding 4 log p/n. 
We can let δ = 2 which is fully specified and has theoretical interest. For finite sample sizes, we will propose a more useful data-driven choice for δ in (19) . (4) and (13) .
Lasso estimator forβ i . The coefficientsβ i can be estimated by Lasso as follow:
The following proposition shows that for any δ > 2, (13) is satisfied. The data-driven choice for δ is given in (19) . (4) and (13) .
Proposition 4.2 Suppose that (C1) holds and max 1≤i≤p |β
Data-driven choice of δ. As in many regularization approaches, the choice δ ≥ 2 is often large. Hence, in this paper, we propose to select δ adaptively by data. We let β i (δ) be the solution to (15) or (16) and then obtain the statisticsT ij (δ), 1 ≤ i < j ≤ p.
As noted in Section 2.3, GFC works because for good estimatorsβ i (δ), 1 ≤ i ≤ p,
I{|T ij (δ)| ≥ t} will be close to |H 0 |G(t). Hence, an oracle choice of δ can bê
So a good choice of δ should minimize the following error
where τ > 0 is a fixed number bounded away from zero. The constraint α ≥ τ aims to ensure the nonzero entries part
In our choice, we let τ = 0.3. This leads to the final choice of δ by discretizing the integral as follow:
δ =ĵ/N,ĵ = arg min
where N is an integer number that can be pre-specified. Finally, we useβ i (δ) as the estimator of β i . Deriving theoretical properties forδ is important. We leave this as a future work.
Numerical results
In this section, we carry out simulations to examine the performance of GFC by the following graphs.
• Band graph. Ω = (ω ij ), where
for |i − j| ≥ 3. Ω is a 5-sparse matrix.
• Hub graph. There are p/10 rows with sparsity 11. The rest every row has sparsity • Erdös-Rényi random graph. There is an edge between each pair of nodes with probability min(0.05, 5/p) independently. Let ω ij = u ij * δ ij , where u ij ∼ U (0.4, 0.8)
is the uniform random variable and δ ij is the Bernoulli random variable with success probability 0.05. u ij and δ ij are independent. Finally, we let Ω = Ω 1 +(| min(λ min )|+ 0.05)I p such that the matrix is positive definite.
For each model, we generate n = 100 random samples with X k ∼ N (µ, Σ), Σ = Ω We examine the power of GFC on controlling FDR. Based on 100 replications, the average powers are defined by
We state the numerical results in Table 2 Finally, we compare GFC with the Graphical Lasso (Glasso) which estimates the graph by solving the following optimization problem: The empirical false discovery rates and the standard deviations are stated in Table 3 . We can see that for all three graphs the FDRs of Glasso are quite close to 1. This indicates that Glasso with the cross validation method fails to control the false discovery rate. We next examine the power of Glasso. Since the power of Glasso depends on the choice of λ n , we plot all of the FDRs and the average powers forΩ(λ n ) with λ n = significantly outperforms Glasso even we know the oracle choice of the tuning parameter for Glasso. It is also interesting to see that, for the Hub graph, the power of Glasso is close to one even the FDRs are small. This phenomenon is similar to that of GFC which also performs quite well for the Hub graph. 
For the last term in (20) , we have
It is easy to show that, for any M > 0, there exists C > 0 such that
Hence
Moreover,
By the Cauchy-Schwarz inequality, we have
Combining the above arguments,
We now estimate the second term on the right hand side of (20) .
whereβ j = (β 1,j , . . . ,β p−1,j ) and we setβ p,j = 0. Recall that ε ki is independent with X k,−j . Then it can be proved that, for any M > 0, there exists C > 0 such that
This implies that
A similar inequality holds for the third term on the right hand side of (20) . Therefore,
uniformly in 1 ≤ i ≤ j ≤ p. By (2), we have
By (C1), we have Var(
By (22) and (23), we have, uniformly in 1 ≤ i ≤ p,
where the last equation follows from (22) with i = j. So, by (22), (24) and max i,j |β i,j −
By (22), we have uniformly in 1 ≤ i ≤ p,
So, by (25) and max i,j |β i,j | ≤ C for some constant C > 0,
uniformly in 1 ≤ i < j ≤ p. The proposition is proved by (C1) and the central limit theorem.
Proof of Theorem 3.1
To prove Theorem 3.1, we need some lemmas. Let ξ 1 , . . . , ξ n be independent and identically distributed d-dimensional random vectors with mean zero. Let G(t) = 2 − 2Φ(t) and define
Lemma
We have
We have by condition
So it suffices to prove
By Theorem 1 in Zaïtsev (1987), we have
where c 1,d and c 2,d are positive constants depending only on d, W is a multivariate normal vector with mean zero and covariance matrix Cov(
So it is easy to show that
Similarly, we can prove that
This finishes the proof.
Let η k = (η k1 , η k2 ) are independent and identically distributed 2-dimensional random vectors with mean zero. Then we have
uniformly for 0 ≤ t ≤ b √ log p, where C only depends on c, b, r, , δ.
Proof. The proof is similar to that of Lemma 6.1. Actually, following the proof of Lemma 6.1, we only need to prove
where W is a two dimensional normal vector with mean zero and covariance matrix Cov( n i=1ηi / √ n) and
This, together with Lemma 2 in Berman (1962) and some tedious calculations, implies (27) .
We now start to prove Theorem 3.
Note that Var(ε ki ε kj ) = σ ii,ε σ jj,ε (1 + ρ 2 ij,ω ). By letting b = 4 in Lemma 6.1,
By (22), it is easy to see that
By (13) and (26), we have
Under the conditions of Theorem 3.1 and noting that max 1≤i≤j≤p |b nij −1| = O P ( log p/n),
with probability tending to one, where
with probability tending to one. For 0
with probability tending to one and the upper bound in (29) can be replaced by Cp(log p) 6 .
Set d p = max 1≤i≤p Card(A i (γ)). We let
b p = 2 log p + 14 log 2 p and
Hence, by the definition oft, we have P(0 ≤t ≤ b p ) → 1. For 0 ≤t < 2 √ log p and any t <t, we have
This yields that for any t <t
By letting t →t, we obtain
By the definition of infimum, there exists a sequence t k with t k ≥t, t k →t and
It follows that
By letting t k →t, we get
Hence, when 0 ≤t < 2 √ log p,
To prove Theorem 3.1, by P(0 ≤t ≤ b p ) → 1, it is enough to show that
in probability, where q 0 = Card(H 0 ). To prove (30), we need the following lemma.
Lemma 6.3 Suppose that for any ε > 0,
where v p = 1/ (log p)(log 4 p) 2 . Then (30) holds.
Let's first finish the proof of Theorem 3.1. By Lemma 6.3, it suffices to prove (31) and (32). Define
Recall that q 0 ≥ cp 2 . Thus, by (28) ,
uniformly for 0 ≤ t ≤ 2 √ log p. Note that
. ( otherwise G is 3-G and E ijkl = ∅.
For any G ijkl satisfying ( ),
where O(1) is uniformly for i, j, k, l. By the above definition, we further divide the indices set in (34) into
For the indices in H 020 , we have by (28) ,
It is easy to show that Card(H 022 )≤ Cp 2 d 2 p . We say the graph G ijkl is aG-bE if G ijkl is a-G and there are b edges in E ijkl for a = 3, 4 and b = 0, 1, 2, 3, 4. Note that for any (i, j) ∈ H 0 , the vertices i and j are not connected. So we can divide H 022 into two parts:
It can be shown that Card(H 022,2 ) = O(pd (28),
It remains for us to estimate the terms in H 022,1 and H 021 . To this end, we need the following lemma.
and max
Proof. It can be proved that, uniformly for
and uniformly for {(i, j), (k, l)} ∈ H 022,1 ,
The proof is complete by Lemma 6.1.
By Lemma 6.4, we have
and
Combining (33), (37), (40), (41) and the fact d p = O(p ρ ), we prove (32). The proof of (31) is exactly the same with that of (32) and hence is omitted.
Proof of Lemma 6.3. Recall the definition of b p in the proof of Theorem 3.1. Let
In view of (42) 
