The conventional realization problem of linear systenl theory is one of co~~stlucting from the irfinite sequence {M' ,) the transfer function inatrix M'(s) or a state-variable realization thereof, i.e. a quadruple of real constant matrices A, B, C, D for wl~ich Generally, the constraint that A is of least dimension is applied. See e.g. [1,2] for a treatment.
The study of this problem is greatly aided by tlle concept of Hankel, co~~trollability and observability matrices. An important identity is that
In tlus paper, our aim is to remove these restrictions. In particular, we consider matrix transfer functions, we find state-variable realizations, and we present a (fmite) analogue for (3) . Tlle Hankel matrix is replaced by a Loewner matrix [4, 5, 6 ] and the factors on the right side are replaced by generalized observability and controllability matrices (defined below). We have to take care to distinguish proper and nonproper W(s), I:%. , being .more of an issue than for the conventional realization problem.
In [4] , we cited a number of occurrences of the interpolation problem in linear system theory. These continue to be of relevance when we are working with transfer function matrices rather than scalar transfer functions, and a state-variable description may often be preferred.
Tlle paper is structured as follows: The next section is a review of key ideas fr0111 [4] . In Section 3, we deduce a number of properties of a (generalized) Loewner matrix and display the factorization analogous to (3) . For clarity of exposition tlus section is composed of 2 parts, labeled 3 and 313 for the distinct and repeated point case, respectively. This is used in Section 4 to present a construction for the quadruple {A, B , C, D}. Section 5 some concluding remarks. In contrast to [4] , we pay no attention to the issue of recursion, i.e. taking an {A, B,C, D) solution of an interpolation problem and then stating how to modify it when one acquires an additional piece of interpolation data.
T h e Loewner Matrix
Wl W2 W3 . . .
C '
111 this section we review the principal results of 141. Consider first w3 w 4 the problem of interpolating given distinct points. Thus the data is with the infinite Hankel matrix on the left possessing a fi~ute rank, the McMillan degree of W(s); for minimal clirnension A, tlle factorization on the right is into two matrices with full column rank (the i14nite observability matrix) and full row rank ( tlle infinite controllability matrix). The factorization can be exploited in the realization problem. Sometimes, tlle data is not an inlinite sequence of Wi but a finite sequence. One is then faced with a partial realization problem, and a finite version of (3). This is discussed in [1, 3] .
Tlle transfornlation s --+ 11s produces and one can thus regard the Wi as providing inteq>olation data concerning W(s-I) at s = 0 (i.e. the values of W(s-') and its derivatives at s = 0). More or less equivalently, we can regard tlle Wi as providing interpolation data at s = co for Mr(s). Now let US ask what happens when the interpolation data concerning Mr(s) is not just confined to s = m , but can be associated with arbitrary points in the complex plane. Clearly, we still have a form of (partial) realizat.ion problem. 111 [4] , we exalnined this problem ulider t.wo sig~iifica~lt restrictio~ls, filst., tllat. IY(s) was a scalar 1.ra11sfer f1111c-tiorl and secontl, that we souglit to const.~~lct Mf(s) alone, ratlter t1ial1 a state-variable realization, in the process eschewing examination of idenlilies analogous to (3).
with n, d coprime is said to interpolate the above points iff
The rational iriterpolation problem is the problem of constructing one, or all, interpolating functions, sometimes with certain side conditions, such as ~ninimality of the McMillan degree of y(.), denoted deg y(s), arid given by max[degn(s), degd(s)]. A key tool for studying tlus problem is the Loewner matrix. Consider the rational function y (~) defined by the identity = 0 cj # 0 but otherwise arbitrary
Generically, deg y(s) = r . Clearly, y(sj) = yj for j = 1,2,. . . , r + 1 and if r + 1 = N, then all the interpolation conditions (6) are fulfdled, with y(s) of degree N -1 (generically). However, interpolation of N poiuls sl~ould be possible with a y(s) of degree approximately N/2. It t r~r~i s out that if we cl~oosc r f 1 < N in (7) and choose the cj in a specific way, then subject to the satisfaction of a certain side co~~dition given later (and satisliability is generic) the entire N points can be interpolated. In particular, in order to interpolate the points indexed by j = r + 2,. . . , Before reviewing the main result, we shall explain 11ow to treat ~nultiple points. These are points s, at which irdorrnatioll about not only the value of the function is available, but also infor~uatio~~ about tlie values of a certain number of derivatives. The key is to define a generalized Loewner matrix, which still has the property (11). 
To each such partitioning of Q, we associate an ( N -r -1) x (r + 1) matrix L, referred to as a Loewner or generalized Loewner rnatrix according as v, = 1 for all i or v, > 1 for some i. To detel~nine LiJ we need to know how many times the value assumed by r; occurs in the subset {rl , . . . , ri-1) of R and how many times the value assumed by t j occurs in the subset {tl, . . . , t j -1 ) of T. Let these two nonnegative integers be k, t respectively. Then and Example. Suppose P = {(sl; yio), (sz; YZO, ~2 1 , ~2 2 , ~2 3 )~ ($3; 1/30)}. Take R = { T~, T~, T~} = {s3,s2,s2) and T = {tl,tz,t3} = { s i , s z ,~z ) .
Then
Note that any submatrix of a Loewner matrix is again a Loewner matrix, while only certain submatrices of a generalized Loewner matrix are generalized Loewner matrices. For example, the submatrix formed from rows 1,2 and columns 1,2 in the example above is a generalized Loewner matrix, but the submatrix formed from rows 1,3 and colulnns 1,2 or columns 1,3 is not.
Tlie definition of the generalized Loewner matrix is, not surprisingly, sucli that tlie result (11) continues to hold, see the main theorem below. For use in the main theorem, we also need to define the generalized Loewner matrix L* which is constructed from L by rearranging the row and column sets (through reassignment of the last element of tlie column set to be the last element of the row set), thus
The main result of (d) Recursive solutions to the interpolation problem arc also available.
S t a t e Variable Realizations a n d Block Loewner Matrices
In the previous section, we reviewed a number of results on Loewner matrices associated with the interpolation of scalar transfer functions. In this section, we shall establish new results applicable to the interpolation of real rational matrix transfer functions. We shall begin with the supposition that such a matrix transfer function exists, and we derive properties of the associated (block) Loewner matrix. In the next section, we shall reverse the procedure, by showing how we can start with a (block) Loewner matrix possessing various properties, and construct therefrom a state variable realization of an interpolating matrix transfer function.
The repeated-points versions of the results given in thus section are collected in sectmion 3R. This is done in order to avoicl clouding the niain issues with unnecessary complications.
Suppose there is given a real rational transfer funct.ion matrix I'(s) of dimensions a x 0, proper, and possessing a minimal state-variable realizatio~l {A, B , C, D), i.e.
Now observe that
Now let us define a block Loewncr Matrix L associated with transfer function matrix Y (s) using the obvious generaliznt.ior~s of (10) ancl (IS), (16) . Suppose the row set is with r, # r, for i # j and the CO~LUNI set is
[The get~cralizatior~ of (16) to the matrix case with k = I = 0 is ~leeded in case T; = t j .]
The matrices appearing on the right side of (28) can be thought of as generalized contro/labi/ity and observabiliiy matrices. The key property of such matrices is as follows: Lemma 3.1 Let (A,B) be a controllable pair with A of dimension q x q. Let t,,i = 1,. . . ,S be distinct points with 6 2 q, none of which is an eigenvalue of A. Then
The proof of tlus result is provided in section 3R following the statement of the multiple point version.
An ilmnediate consequence of the Lemma and the decomposition of (28) and the later (28R) is the following theorem, which is almo8t the same in statement for the nonrepeated and repeated points cases. In this section, we have worked with Loewner matrices derived from proper Y(s). As a result of the properness, the Loewner matrix inherits a further property. It is tied to the property given in the last section, to the effect that the sum of the entries of a right n d vector of the Loewner matrix must be nonzero, but is far richer in its statement.
We shall state and prove the next lemma (which establishes the property) fiist for the case when there are no repeated points. Partition the generalized controllability matrix Of course, Theorem 3.2 encompasses much more than the properness issue. Through its tie with Le~nnla 3.2, it will prove the basis for solving the construction problem in the next scct.ion.
3R. S t a t e Variable Realizations and Block Loewner Matrices: T h e Repeated-point Case
In this section, for the sake of clarity of exposition, we collect the repeated poir~ts vetsioxls of the results of section 3 .
The fitst is concerned with formula Proof. Omitted due to space limitation.
Remark. It is trivial to extend the above Lemma to cope with matrices such as occur as the right member in the product of ( 2 8 R ) , dilTering from the rnatris in ( 2 9 R ) by unessential column scaling. Extension is also trivial to matrices wllerc pg + p i + . . . + 16 2 q. Such matrices arise when we mix finite interpolating points and Markov parameter data, which is akin to having data at the interpolating point s = oo.
For the case when there are repeated points, we define
Recall that with Ni as in (32).
For the second assumption, we partition Assumption 4.1 guarantees that the underlying rational function has McMillan degree q. In other words the realization constructed will necessarily be co~ltrollable and observable.
If our data do not satisfy this condition, we need to add interpolation data until tlle condition becomes satisfied. In the scalar case, dealt with in [4] and summarized in Section 2, the way this can be done is set out, and is rather complicated. For the matrix case, some developments can be found in [8] , and the situation is even more (35) complicated. Of course, the added data will necessarily drive up the degree of tlle interpolating transfer function matrix; that data can be
The corresponding result for repeated interpolation points is as follows: 4 Construction of a State-Variable R e a l i z a t i o~~
In the last section, we have stated two tlieorcm that describe the properties inherited by a Loewner matrix or generalized Locwner matrix obtained from a rational transfcr function n~atrix. In this section, we shall rcvcrse these ideas, i.e. we will take as the data a (generalized) Loewner matrix with certain properties, and from it, sliow how a minimal state-variable realization of a rational transfer function matrix may be constructed.
In tlus section, we make two key assurnptiol~s, motivated by the results of the last section. Interpolation data {~i;Y(si),Y'(si), . . ., The first step in the constructive procedure is to factor L into a product of two matrices with column and row rank q respectively. Thus we shall assume that wllere M has q colunms, mid N 11as q rows. Of course N is unique to within left n~ultiplication by a nonsingular matrix T. As it turns out,, two difirent factorizations MI Nl and M2 N2 will give rise to two dinerent state variable realizations {Ai, Bi, Ci, D i ) with i = 1,2 for Y(s). They are related by a r~onsingular coordinate transformatiort, i.e. A2 = TAIT-I etc.
Remark. An equivalent way of expressing Assumption 4.2 in terms of the above factorization of L is the following:
The main strategy now is to find A, B, C such that M, N are the generalized obervability and controllability matrices associated with A, B , C, see (28) and (28R).
Once A, B, C have been found, the identification of D is immediate from a single piece of intcrpolatiol~ data, viz.
We shall describe first the construction of A, B , C ; tllen we sllall prove for the nonrepeated point case that tlus co~lsttuctiolt results in no 1, or r ; being an eigenvalue of 11 and that (Extensions to the case of repeated points would be mcssy, but straightforward). Finally, we sl~all show tliat with appropriate clloicc of L?, the transfer funct.ion matrix D + C(s1 -A)-'8 correctly interpolates the data. In the last two steps, we are evidently cllccking the validity of the constlucbion procedure.
We summarize the result we are establisliillg as follows.
T h e o r e m 4. 
2R).
Define the matrix A as Proof is onlitted due to space limitation.
Conclusions
In this paper, we have set out a theory paralleling thal know11 for the so-called realization problem of linear syst,em t.heory, wllicli allows constluction of a ~nirtintal state-variable realization fro111 interpolation data. Deficiencies of the theory include: tlie absence of a tidy parametrization of solutions when the original data recluires adding to, in order to guarantee salisfaction of Assu~uption 4.1 and 4.2 (the case deg ymin = N -q in the scalar situation), and the absence of recu~sive formulae for allowing update of a realization when one more piece of interpolation data becomes available We can also state that we have not addressed the tangent problem a t all [wliere interpolation data is available a t point s; not for the wliole matrix I'(s;) but part of it, e.g. one has a; and 0, for which Y(s,)a, = pi, and tlus is all one knows about Y(si)]. It would also bc interesting to continue the development of connections between Nevanlimla-Pick and Loewner matrices, as set out for scalar transfer functions in for example [7] . 
