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Abstract The solar atmosphere being magnetic in nature, the understanding of
the structure and evolution of the magnetic field in different regions of the solar
atmosphere has been an important task over the past decades. This task has been
made complicated by the difficulties to measure the magnetic field in the corona,
while it is currently known with a good accuracy in the photosphere and/or
chromosphere. Thus, to determine the coronal magnetic field, a mathematical
method has been developed based on the observed magnetic field. This is the
so-called magnetic field extrapolation technique. This technique relies on two
crucial points: (i) the physical assumption leading to the system of differential
equations to be solved, (ii) the choice and quality of the associated boundary
conditions. In this review, I summarise the physical assumptions currently in use
and the findings at different scales in the solar atmosphere. I concentrate the
discussion on the extrapolation techniques applied to solar magnetic data and
the comparison with observations in a broad range of wavelengths (from hard
X-rays to radio emission).
Keywords: Corona, Models - Corona, Structures - Magnetic Fields, Models -
Active Regions
1. Introduction
With the advent of photospheric magnetographs/magnetometers in the sixties,
it has soon been realised that the coronal magnetic field can be derived by
assuming an equilibrium state. The main forces excerted on the coronal plasma
are the plasma pressure, the gravitational force, and the magnetic or Lorentz
forces. This gives the magnetohydrostatic equilibrium:
−∇p+ ρg+ j×B = 0 (1)
where p and ρ are the plasma pressure and density, g is the gravity, j is the
electric current density, and B is the magnetic field. This equation is a partial
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different equation, which can be solved by imposing a set of boundary conditions
in a finite or semi-finite domain of computation. In addition, Maxwell’s equation
given the divergence-freeness of the magnetic field has also to be considered. The
technique is the so-called magnetic field extrapolation/reconstruction (nowadays
both words are used without distinction). Two problems have to be distin-
guished: (i) to numerically solve the system of equations, (ii) to incorporate
solar data into the numerical codes. Both problems need a careful treatment
as the convergence of a well-established numerical code does not imply the
convergence of the same code with a specific dataset. In this review, I will address
the magnetic field extrapolations performed using photospheric/chromospheric
magnetograms as boundary conditions. This indeed assumes that the algorithms
to extrapolate the magnetic field are behaving well with data.
The magnetograms used as boundary conditions are recorded by ground-
based or space-born instruments. For this review, the pros and cons of different
instruments are not taken into account and only the physics problems and re-
sults addressed in the cited papers are considered. The aim of this review is to
show that the magnetic field extrapolation techniques have been used to tackle
successfully a broad range of solar physics issues.
Recently, two reviews have been published with a different focus to this paper:
(i) Wiegelmann and Sakurai (2012) focused their discussion on the nonlinear
force-free field methods with a short section on the comparison with the struc-
tures of the solar corona, (ii) Mackay and Yeates (2012) describe the progress in
the modelling of global photospheric and coronal magnetic fields which includes
extrapolation techniques as well as flux transport models which are not discussed
here.
The review is organised as follows. I first give a brief review of the different
models used to reconstruct the solar atmospheric magnetic field (see Section 2).
In Section 3, the important quantities that can be derived from a magnetic
field configuration are listed. Thus, the results obtained from magnetic field
extrapolations are discussed for the quiet Sun (see Section 4), and for active
regions (see Section 5). To conclude (see Section 6), I discuss the issues which
are still to be resolved, and the futher developments that I envision for the
magnetic field extrapolation techniques.
2. A Brief Review of Numerical Models
Magnetic field extrapolation techniques aim at solving a system of differential
equations with the appropriate set of boundary conditions. An extrapolation
scheme is judged on the well-posedness of the problem, that is to say to find
the right combination of boundary conditions to solve a particular physical
problem. I will thus distinguish between (i) the goodness of the numerical scheme
which is usually tested with analytical and/or semi-analytical solutions, and (ii)
the goodness of the extrapolation which includes the effects of the boundary
conditions as provided by observations. Most of the schemes described below
are good numerical schemes; however, their behaviour when extrapolating solar
data can be significantly different, or has not yet been tested.
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2.1. Potential Fields
The potential field is the solution of Laplace’s equation:
∇
2B = 0. (2)
The solutions of this equation are well-known as harmonic functions in different
geometries. The potential field is relatively easy to compute as it only requires
the knowledge of the normal component of the magnetic field on the boundaries
of the domain. For instance, to compute the potential field in a Cartesian box
only the normal/vertical component is needed on the bottom boundary as of-
ten provided by line-of-sight magnetic field measurements, whilst closed/open
boundary can be imposed on the side and top boundaries. The first potential
field extrapolation techniques have been in the early 60s with the development
of photospheric magnetographs (Schmidt, 1964; Altschuler and Newkirk, 1969;
Levine and Altschuler, 1974; Schatten, Wilcox, and Ness, 1969; Adams and Pneuman, 1976;
Levine, Schulz, and Frazier, 1982; Hakamada, 1995; Rudenko, 2001). Several meth-
ods have been compared by Seehafer (1982) showing that the connectivity and
geometry of field lines can be different fom one model to the other.
2.2. Force-free Fields
We usually distinguish between potential field and force-free field extrapolations
even if the potential field is a particular case of force-free field, and thus has
similar properties of existence and stability (Molodensky, 1974). The force-free
fields assume implicitely that the solar atmospheric plasma is a low β plasma.
2.2.1. Linear Force-free Field
The linear force-free (LFF) field is described by the following equation:
∇×B = αB (3)
where α is a scalar called the force-free parameter. The boundary conditions
are given by the normal component of the magnetic field on the boundaries
of the computational box, to which a guess for the α-value is added. The
numerical methods to solve this linear problem include vertical integration,
Green’s functions, Fourier transforms, spherical harmonics, and boundary in-
tegrals in either Cartesian or spherical coordinates (Nakagawa and Raadu, 1972;
Levine and Altschuler, 1974; Seehafer, 1975; Chiu and Hilton, 1977; Nakagawa, Wu, and Tandberg-Hanssen,
1978; Alissandrakis, 1981; Wu and Wang, 1984, 1985; Semel, 1988; Durrant,
1989; Gary, 1989; Yan, 1995; Abramenko and Yurchishin, 1996; Kusano and Nishikawa,
1996; Amari, Boulmezaoud, and Maday, 1998; Clegg, Bromage, and Browning,
1999; Clegg et al., 2000). Very few studies of the behaviour of LFF field algo-
rithms have been performed (Li, Song, and Li, 2009).
As it is obvious from photospheric vector magnetic field observations that a
single value of α cannot describe the coronal magnetic field (Leka and Skumanich, 1999;
Leka, 1999), several methods have been attempted to derive the geometry of
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a single coronal loop using the α-value that will best fit the observed loop
(Wiegelmann and Neukirch, 2002; Carcedo et al., 2003). In other words, this cor-
responds to a piecewise LFF field for a discrete (usually small) number of
loops.
2.2.2. Nonlinear Force-free Field
The nonlinear force-free (NLFF) field satisfies the following equation:
∇×B = α(r)B, (4)
where α is the force-free function depending on the position r. Taking the
divergence of the above equation, we obtain that
B · ∇α = 0 (5)
implying that α is constant along a given magnetic field line. This fact is rein-
forced in the corona as the conduction along the magnetic field dominates (the
conduction accross field lines is negligible). The NLFF methods have been sum-
marised by Wiegelmann and Sakurai (2012). The main methods to extrapolate
the magnetic field into the corona as a NLFF field are:
- Vertical integration: the method consists in propagating the boundary condi-
tions into the corona from the bottom boundary, layer by layer (Wu and Wang,
1985; Cuperman, Ofman, and Semel, 1989, 1990a, 1990b; Wu et al., 1990;
De´moulin, Cuperman, and Semel, 1992; Song et al., 2006, 2007).
- MHD evolutionary techniques: based on the low plasma-β MHD equations, an
initial configuration including electric currents is relaxed to a nonlinear
force-free state owing to resistivity, also know as stress-and-relax models
(Yang, Sturrock, and Antiochos, 1986; Mikic, Barnes, and Schnack, 1988; Schnack et al., 1990;
McClymont and Mikic, 1994; Roumeliotis, 1996; Valori, Kliem, and Keppens, 2005;
Valori, Kliem, and Fuhrmann, 2007; Valori et al., 2010; Jiang et al., 2011).
- Optimization: the basic principle is to minimise a functional containing the
force-free constraint as well as the solenoidal constraint to relax an initial
configuration towards a nonlinear force-free state (Wheatland, Sturrock, and Roumeliotis,
2000; Wiegelmann, 2004; Wiegelmann et al., 2005, 2008, 2010; Wiegelmann, Inhester, and Sakurai,
2006; Inhester and Wiegelmann, 2006; Wiegelmann and Neukirch, 2006; Tadesse, Wiegelmann, and Inhester,
2009; Mysh’yakov and Rudenko, 2009; Wiegelmann and Inhester, 2010; Fuhrmann et al.,
2011). In the recent years, the optimization scheme has been developed to
include more constraints and thus to obtain an equilibrium closer to a
force-free field.
- Grad–Rubin methods: the nonlinear force-free equation being a system of par-
tial differential equations of mixed type, the method described by Grad and Rubin
(1958) consists in separating the elliptic part (force-free equation) and the
hyperbolic part (gradient of α) of the system, each system being then linear
and easier to solve (Grad and Rubin, 1958; Sakurai, 1981; Amari et al., 1997;
Amari, Boulmezaoud, and Mikic, 1999; Wheatland, 2004; Amari, Boulmezaoud, and Aly, 2006;
Inhester and Wiegelmann, 2006; Wheatland, 2006; Wheatland and Re´gnier, 2009;
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Malanushenko, Longcope, and McKenzie, 2009; Amari and Aly, 2010; Malanushenko et al., 2012).
The Grad–Rubin method requires as boundary conditions the vertical/radial
component of the magnetic field on each boundary, as well as the distribu-
tion of α in a chosen polarity. This ensures that the extrapolation method
is a mathematically well-posed problem in Hadamard sense.
- Boundary integral: the nonlinear force-free model can be describe as an ex-
terior problem and a boundary integral equation written in which the
magnetic field component within a volume can be determined by the mag-
netic field components on the boundary. The formulation of the boundary
integrals can be found by Courant and Hilbert (1963) and recently applied
to solar cases (D. Wang, Wei, and Yan, 1995; Yan and Sakurai, 1997, 2000;
Li, Yan, and Song, 2004; He and Wang, 2006; Yan and Li, 2006; He and Wang,
2008).
- Force-free electrodynamics: the theory of force-free electrodynamics is applied
to the modelling of coronal magnetic fields which has been applied success-
fully to pulsar magnetospheres (Contopoulos, Kalapotharakos, and Georgoulis, 2011;
Contopoulos, 2013).
With the development of different numerical techniques, testing and compar-
ing different algorithms has been proven to be needed. The main efforts have
been done since 2004 by the international group on nonlinear force-free mod-
elling (Schrijver et al., 2006, 2008; Metcalf et al., 2008; De Rosa et al., 2009).
One aim of this series of papers has been to show that modellers need to be
careful when injecting the boundary conditions into the numerical codes: the
boundary conditions have to be consistent with the assumption of the model
and the set-up of the numerical code. For instance, in Schrijver et al. (2008), it
has been shown that by selecting carefully the photospheric magnetic field, the
coronal magnetic field structure in the core of the reconstructed active region
was similar for all NLFF methods. Several other papers have addressed quanti-
tative differences between several algorithms (Inhester and Wiegelmann, 2006;
Barnes, Leka, and Wheatland, 2006; Rudenko and Myshyakov, 2009; Mysh’yakov and Rudenko, 2009;
Liu et al., 2011).
2.3. Non-force-free Fields
The next step after the force-free field extrapolation is to solve the magnetohy-
drostatic (MHS) equilibrium equation, which includes the plasma pressure force
and the gravitational force in addition to the magnetic forces. An algorithm
has been developed by Grad and Rubin (1958) as a well-posed problem. This
algorithm has been recently implemented by Gilchrist and Wheatland (2013) ne-
glecting the gravity (see also Boulbe, Zame`ne Boulmezaoud, and Amari 2009).
The optimization scheme has also been adapted to solve the magnetohydrostatic
equation (Wiegelmann and Neukirch, 2006; Wiegelmann et al., 2007). The mod-
els usually require to define a realistic atmosphere from the photosphere to
the corona. As a first order assumption (neglecting the feedback between the
magnetic field and plasma properties), Re´gnier, Priest, and Hood (2008) derived
the global properties of Alfve´n speed, plasma β-values and reconnection rate in
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the corona by assuming a nonlinear force-free equilibrium for the magnetic field
and a hydrostatic equilibrium for the plasma.
A minimum dissipation rate method has been adapted to include photospheric
measurements (Hu and Dasgupta, 2006, 2008; Bhattacharyya et al., 2007; Hu et al.,
2008, 2010). The method describes a general or non-force-free magnetic field by
a superimposition of one potential field and two linear force-free fields.
Gary and Alexander (1999) have developed a non-force-free model, the so-
called stretched magnetic field, which combined photospheric magnetograms and
the structures of coronal loops.
2.4. Miscellaneous
I will also mention several other analytical/numerical methods that have been
used to access the structure of the three-dimensional coronal magnetic field, but
which cannot be classified as extrapolation techniques as such.
This first method to have produced significant results is the point-charge
method. A magnetogram is decomposed in a discrete number of polarities,
which are reduced to points associated with the magnetic flux of the polar-
ity (zero magnetic field outside the point charges). The magnetic field is thus
given by an analytical solution. For instance, the method has been developed
and used for theorising the topology of magnetic field in different geometries
(Titov, Priest, and Demoulin, 1993; Bungey, Titov, and Priest, 1996; Brown and Priest,
1999; Longcope and Klapper, 2002; Beveridge, Priest, and Brown, 2002, 2004;
Barnes, Longcope, and Leka, 2005; Maclean et al., 2006; Maclean, Beveridge, and Priest,
2006). The point-charge method has also been used to fit the observed 3D
coronal loops following a nonlinear force-free assumption (Aschwanden, 2012a,
2012b, 2013; Aschwanden and Malanushenko, 2012). Another successful model
to determine the properties of the coronal magnetic field is the flux rope insertion
model developed by van Ballegooijen (2004). Starting from an equilibrium state
(often a potential field), a flux rope or twisted flux tube is inserted within the
magnetic configuration by modifying the boundary conditions and by matching
the observed X-ray sigmoid or Hα filament (see e.g., van Ballegooijen et al.,
2007).
2.5. Boundary Conditions
In order to solve a system of differential equations, it is important to define
the correct boundary conditions that will lead to a mathematically well-posed
problem (or not) in the Hadamard sense.
For the potential field, only the normal component of the magnetic field on
the boundaries of the computational box is needed.
For the linear force-free field, the normal component is required, to which a
guess for the value of α in the computational volume will be added.
For the nonlinear force-free field, the normal component of the magnetic field
as well as the distribution of α has to be imposed. According to Grad and Rubin
(1958), imposing the distribution of α in one chosen polarity as the boundary
condition will lead to a mathematically well-posed problem. It is important to
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notice here that in order to compute the distribution of α from vector magne-
tograms, the following formula is used (in Cartesian coordinates with (x, y) on
the photospheric surface):
α =
1
Bz
(
∂By
∂x
−
∂Bx
∂y
)
. (6)
This equation is considered owing to the measurement of the magnetic field
vector on the xy-plane, implying that no derivatives with respect to z can be
computed. A further discussion on the implication of this formula will be done
in Section 6.2.
For the minimum dissipation model, the vector magnetic field components on
one or two different atmospheric layers are needed.
For the magnetostatic model, the same boundary conditions as for the non-
linear force-free model are used in addition to prescribing the plasma pressure
on the photospheric level in one chosen polarity. If the gravitational force is
considered, then an initial atmosphere model will be needed.
3. Physical Quantities
Below, I list the important quantities that can be derived from the magnetic
field extrapolations and which will lead to an in-depth physical interpretation of
the magnetic field structure and coronal phenomena as described in Sections 4
and 5.
3.1. Magnetic Energy
Magnetic Energy The magnetic energy computed in a volume V is given by
Em =
∫
V
B2
2µ0
dV. (7)
The reconstruction models provide the three components of the magnetic field
at discrete locations in the computational volume. The magnetic energy can
then be easily computed by discretizing Equation (7). The magnetic energy
for the potential field is a minimum (lower bound) of magnetic energy for a
force-free field computed with the same boundary conditions, i.e., the same ver-
tical/normal magnetic component on all boundaries. The LFF magnetic energy
is a minimum of magnetic energy for the NLFF field if the magnetic helicity is
conserved (Woltjer, 1958; Taylor, 1974).
Free Magnetic Energy The free magnetic energy is the difference in magnetic
energy for a magnetic field model and for a reference field:
∆Em = Emod − Eref. (8)
The reference field is often chosen to be the potential magnetic field as it is
the minimum energy state (Aly, 1984). The free magnetic energy is a measure
of the magnetic energy that can be stored in the magnetic configuration or
released during an eruptive or reconnection event.
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Magnetic Energy Density The magnetic energy density is the term B
2
2µ0
taken at one particular location within the volume V . The energy density can
also be seen as the magnetic energy in a small volume δV (e.g., a single pixel). As
such, the magnetic energy density provides the distribution of magnetic energy in
a small volume. However, the free magnetic energy density is of no use/meaning
as the connectivity of magnetic field lines between the magnetic field and a
reference field can be drastically different.
The Aly-Sturrock Conjecture Both Aly (1989) and Sturrock (1991) showed
that there exists an upper bound of the magnetic energy of force-free fields when
the field is totally open (unipolar field). The condition of application of this
conjecture is when the magnetic field within the volume decays rapidly towards
the boundaries, or when the magnetic flux through the boundaries other than
the bottom boundary becomes negligible. This condition is easily satisfied when
considering the half space above the photosphere, or when the boundaries are
far enough from the magnetic field sources. This condition is not satisfied when
magnetic flux is present near the edges of the boundaries.
Time Evolution One of the most interesting physical issues about magnetic
extrapolation has been to know if the reconstructed magnetic field can describe
the time evolution of solar regions. In the non-eruptive solar corona, the time of
evolution is mostly given by the Alfve´n transit time along individual magnetic
field lines or coronal loops for active regions, and by the comparison of Alfve´n
transit time and granular motion for the quiet Sun. For active regions, the Alfve´n
transit time of a typical loop of length 200 Mm is about 10-15 min; therefore if
there is no major injection of magnetic energy or magnetic helicity, the evolution
of active regions can be studied by a time series of equilibria.
3.2. Magnetic Helicity
General Definition The concept of magnetic helicity has been largely used
in plasma physics to describe the complexity of the magnetic field, including the
twist and shear in magnetic field lines. Maxwell’s equation,
∇ ·B = 0 (9)
implies that the magnetic field is solenoidal and can be described by a vector
potential A such that B = ∇×A. The definition of A is not unique and depends
on a gauge condition. From this definition, the magnetic helicity in a volume V
is defined as
Hm =
∫
V
A ·B dV =
∫
V
A · ∇ ×A dV. (10)
The main concepts about magnetic helicity have been summarised by Berger
(1999a).
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Relative Magnetic Helicity As the definition of Equation (10) is not unique,
a gauge invariant definition has been developed by Berger and Field (1984)
∆Hm =
∫
V
(A−Aref) · (B+Bref) dV (11)
and also by Finn and Antonsen (1985)
∆Hm =
∫
V
(A+Aref) · (B−Bref) dV. (12)
The definition of Berger and Field (1984) originally contained a surface term,
which tends to zero when considering the half space above the photosphere
(or boundaries far away from the strong magnetic field regions) or vanishes for a
finite volume when the following boundary conditions are imposed: the magnetic
field normal to the surface of the finite volume is the same for both magnetic
fields, the divergence of the reference vector potential vanishes, and the reference
vector potential is perpendicular to the surface of the finite volume. In those two
cases, the Finn and Antonsen (1985) and Berger and Field (1984) formulae are
equivalent.
Magnetic Helicity Conservation In ideal MHD, the magnetic helicity is
invariant during the evolution of any closed flux system (Woltjer 1958). Taylor
(1974) applied this to laboratory experiments and hypothesized that, for a weak
but finite resistivity, the total magnetic helicity of the flux system is invariant
during the relaxation process. Taylor’s theory has often been invoked to assume
that the magnetic helicity in a solar atmospheric region is conserved. This latter
statement is valid only if the solar region under consideration is a closed flux
system. For instance, active regions in which flux emergence is taking place or a
CME has originated cannot satisfy helicity conservation. The redistribution of
magnetic helicity at large scale in the solar atmosphere or in the heliosphere is
a basic consequence of the magnetic cycle and the sustainability of the dynamo
action.
Woltjer (1958) has shown that the minimum energy of a NLFF field is a LFF
field when the magnetic helicity is conserved (i.e., for a closed system). This
implies that the difference between the magnetic energy of the NLFF field and
LFF field is a better estimate of the free magnetic energy (see Section 3.1).
Self and Mutual Helicity The magnetic helicity of a magnetic configu-
ration can be decomposed into several components: self and mutual helicity
(Berger, 1999b), or twist and writhe (Berger and Prior, 2006). As an example,
for a single twisted flux tube embedded a uniform external magnetic field, the
self helicity is assumed to correspond to the twist within the flux tube, while the
mutual helicity corresponds to the crossing between the external field and the
twisted flux tube. The definitions given by Berger (1999b) have been studied in
the frame of force-free extrapolation of active regions by Re´gnier, Amari, and Canfield
(2005): the self helicity is related to the twist of the flux bundles within the active
region, while the mutual helicity contains a contribution from the crossing of field
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lines and the large-scale twist of the active region (large compared to the size
of the computational box). Longcope and Malanushenko (2008) have defined a
formula for the self helicity which describes only the twist of the field lines.
Twist in Force-free Fields The magnetic helicity is a measure of the topol-
ogy of a magnetic field configuration, and also includes a measure of the shear
and twist of magnetic field lines. In the solar physics literature, the force-free
parameter/function, α, is often called the twist. This is a misnomer as α is
strictly equivalent to the twist in a thin flux tube approximation, which does
not always apply to the magnetic field extrapolated in solar regions. Especially
in a non-idealised configuration, the twist and the α-value can have opposite
sign (Re´gnier and Amari, 2004; Prior and Berger, 2012).
Time Evolution As for the magnetic energy, the evolution of magnetic he-
licity injection and redistribution can be studied by a time series of equilibria.
The time scale of the change in magnetic helicity is shorter than the time scale
for the magnetic energy. A general equation for the rate of change of magnetic
helicity has been derived by Heyvaerts and Priest (1984) for a non-ideal plasma.
Other Helicities Magnetic helicity is the integral over a given volume of the
vector potential A and its curl, B. This definition can be extended to other
quantities such as the electric current density or the vorticity. The current
helicity is
Hc =
∫
V
j ·B dV (13)
with ∇×B = µ0j, and the hydrodynamical helicity by
H =
∫
V
v · ω dV (14)
where v is the flow field and ω = ∇× v is the associated vorticity.
From vector magnetograms, the current helicity on the surface has been es-
timated either by assuming that the transverse components of the magnetic
field and/or the electric current density are negligible, or by assuming a LFF
field (e.g., Abramenko, Wang, and Yurchishin 1996). For the latter assumption,
the current helicity density is hc = αB
2. For a volume V , the current helicity
associated with a LFF field is
Hc =
∫
V
αB2 dV = 2µ0 αEm (15)
where Em is the magnetic energy.
3.3. Magnetic Topology
As it is beyond the scope of this review to give a complete description of all
topological studies, I will just mentioned that the concept and development of
magnetic topology applied to coronal structures have been reviewed in Longcope
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(2005). The transfer of magnetic energy and magnetic helicity through topolog-
ical elements is the consequence of magnetic reconnection, and thus eruptive
events. In particular, the main ingredients are null points where the magnetic
field vanishes, separators, separatrices, quasi-separatrices, and hyperbolic flux
tubes.
The magnetic topology of the potential field is assumed to be just slightly
modified compared to other magnetic field models (Hudson and Wheatland, 1999;
Brown and Priest, 2000). It has recently been shown by Re´gnier (2012) that
the location and properties of null points existing in a simple configuration for
potential, LFF, and NLFF fields are similar when the spectral radius (maximum
in the absolute value of the eigenvalues associated with the null point) is large,
meaning that the magnetic null point is embedded in a strong field region or
surrounded by strong electric currents (i.e., large magnetic field gradients).
Null points have been extensively used as a proxy to the complexity of the
magnetic field and the possible existence of reconnection events in a diffusion
region encompassing the null points. This can be extended to the study of current
sheets. The diffusion regions including a null point or degenerated from a null
point are supposed to be the more efficient in releasing magnetic energy and to
convert this energy into kinetic and thermal energies. Priest, Longcope, and Heyvaerts
(2005) have pointed out that the magnetic energy storage induced by slow pho-
tospheric motions is much more efficient along separators than at separatrices.
Another quantity that has been commonly used is the Q-factor or squashing
degree (Titov, 2007). The Q-factor is a measure of the change of connectivity
between neighbouring field lines and, as such, indicates the location where the
magnetic energy could be dissipated or released. Except few quantitative studies
(e.g., Longcope et al. 2010), only qualitative comparisons with observations have
been performed.
4. Quiet Sun
4.1. Validity of the Extrapolation Methods
The complex physical behaviour of the photosphere and chromosphere makes
the existence of electric currents perpendicular to the magnetic field possible,
especially Hall currents described by the Hall parameter (ratio of the electron
gyrofrequency to the electron-ion/neutral collision frequency), and the Pedersen
currents (implied by convective electric field). These perpendicular currents will
dissipate rapidly with altitude in the solar atmosphere (Gold and Hoyle, 1960;
Goodman, 2000), leading to a force-free corona (only with parallel currents). The
existence of such electric currents are crucial for the validity of the extrapolation
methods in the quiet Sun. It is less important for active regions owing to the
characteristic time scale of evolution.
Extrapolation methods such as potential fields have been applied to the quiet
Sun without a real physical justification, but mostly due to the lack of obser-
vations/boundary conditions which will allow a better physical description of
the system. The quiet-Sun magnetic field extrapolations can be regarded as a
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preliminary step towards the small scales of the solar atmosphere. It is also worth
mentioning that the measurement of the magnetic field vector in the quiet-Sun
regions is still challenging.
4.2. The Magnetic Carpet
The nature and structure of the magnetic field in quiet-Sun regions have been
investigated with the means of magnetic field extrapolation. As currently line-of-
sight magnetic field is the only reliable magnetic field component measured with
high accuracy, the potential field model has been used for the quiet Sun. Note
that the interest about the quiet-Sun evolution has recently been rejuvenated
by nonlinear force-free modelling in a theoretical context (Meyer et al., 2011;
Meyer, Mackay, and van Ballegooijen, 2012).
In 1999, Woodard and Chae have used a potential field model to show that
the orientation of the Hα fibrils did not match the potential field lines, and thus
concluding that the quiet-Sun magnetic field contains a non-potential component
(see also Jing et al., 2011). Hα fibril orientation has also been compared with
linear force-free models by Nakagawa, Raadu, and Harvey (1973) finding that
there is a value of α giving a good match between the magnetic field and the
fibril direction; however the height of the structures was the largest discrepancy
between the observations and the model. This fact has been justified by the
existence of perpendicular electric currents in the photosphere and chromo-
sphere such as Pedersen and Hall currents that will be dispersed with height
to vanish in the corona. The 3D modelling of the magnetic carpet has been
performed based on the point charge technique (Schrijver and Title, 2002): the
assumption is justified in the quiet Sun as small-scale magnetic features can
be isolated and tracked in time (DeForest et al., 2007; Lamb et al., 2008, 2010).
Schrijver and Title (2002) showed that EUV brightenings can be correlated with
the change of connectivity in the small-scale magnetic field. Building on this
work, Re´gnier, Parnell, and Haynes (2008) performed a potential field extrap-
olation (with continuous magnetic field) using a high-resolution Hinode/SOT
magnetogram to describe the complexity of the quiet-Sun magnetic field. The
authors showed that the complexity of the quiet Sun is located in the pho-
tosphere and chromosphere at altitude less than 2.5 Mm above the surface.
In this modelling, the magnetic field in the quiet Sun has been decomposed
into two components: (i) closed field lines, which characterise the complex-
ity of the magnetic field (below several hundreds of kilometer according to
Re´gnier, Parnell, and Haynes 2008) and are linked to granule’s boundary and
part of supergranular field, (ii) open field lines (“open” meaning leaving the box
of computation), which is often considered as the source of the solar wind. The
amount of open flux has been measured at different height showing that a small
amount of the photospheric magnetic flux is open above few megameters. The
imbalance of magnetic flux increasing with latitude (towards the poles), the open
magnetic flux increases also with latitude. Jin and Wang (2011) showed that the
open magnetic field does not always originate from strong polarities (kG field)
in the poles using vector magnetic field measurements from Hinode/SOT. It is
worth noticing that the quiet-Sun magnetic field, and in particular the funnel
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structure, has been theoretically investigated using potential field extrapolation
by Aiouaz and Rast (2006).
4.3. Eruptive Events
There are several eruptive events in the quiet Sun or small-scale events which
require high-resolution field extrapolations: blinkers, jets, spicules, Ellerman
bombs, or mini-CMEs. There is few studies tackling the time evolution of the
events themselves, but mostly analysing the structures associated with these
events.
Bright points (often observed in EUV or X-rays) have been studied in details
in term of their magnetic field structure and time evolution. Based on the point
charge technique, Alexander, Del Zanna, and Maclean (2011) have shown that
the observed structure of the magnetic field (or some field lines used as a proxy
to the magnetic field) is close to a potential field state.
With the development of high-resolution instrumentation, the magnetic field
at a granular scale becomes available, and thus also the study of photospheric and
chromospheric phenomena in the quiet Sun or active regions. Based on the Flare
Genesis Experiment observations (Bernasconi, Rust, and Eaton, 2001), Pariat et al.
(2004) have studied the possibility of undulatory emergence in a small-scale field
(a coherent flux tube emerging at different locations depending on the convection
pattern) based on a LFF field extrapolation. The authors have noticed that
the emergence locations are associated with Ellerman bombs. Guglielmino et al.
(2010) studied reconnection events in a small-scale magnetic field within an
active region during the emergence of magnetic flux. Using a LFF field extrap-
olation, the authors have derived the complexity associated with these events:
the small-scale field exhibits a complex topology with a fan-spine structure.
From a potential extrapolation, He et al. (2010a) have shown that a jet oc-
curring in a polar coronal hole is guided by the open magnetic field, and thus
can be a source for the fast solar wind.
5. Active Regions
Active regions and their related structures and phenomena have been exten-
sively studied with the advent of line-of-sight magnetographs and vector mag-
netographs measuring strong fields (active region fields) with high accuracy.
5.1. Structure of the Magnetic Field
As magnetic field extrapolations are based on an equilibrium, the first step is to
study the static structure of the magnetic field above an active region.
General properties as follows have been derived:
- The magnetic field decays with height, but not following a bipolar mag-
netic field relation (Re´gnier, Priest, and Hood, 2008). The magnetic field
can decay by several orders of magnitude with height.
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- Stating the obvious, individual active regions have different structures in
terms of shear and twist, which depends on their history (Re´gnier and Priest,
2007a, 2007b).
- Active regions have a complex distribution of electric current density gen-
erated by photospheric motions and by emergence from below the photo-
sphere (Leka, 1996).
- In a statistical sense, the magnetic field lines are longer and higher in
altitude when electric currents are present (Re´gnier and Priest, 2007a).
- The magnetic energy is stored mostly at the bottom of the corona (including
the photosphere and chromosphere), and can also be stored in twisted flux
bundles in the low corona (Re´gnier and Priest, 2007a).
- Active regions can be decomposed into two parts: the core, and the edge.
The core is dominated by strong electric current density and thus has
sheared and twisted magnetic field bundles, while the edge of the active
region is less influenced by electric currents and exhibits more potential
field lines (De Rosa et al., 2009).
In terms of magnetic energy, active regions have been founded to have a total
magnetic energy between 1031 erg to 1034 erg mostly depending on the total
unsigned photospheric flux and the electric currents. The magnetic helicity has
a characteristic value of 1042 G2 cm4 (Re´gnier and Canfield, 2006).
Lots of studies have involved a comparison of the active region structures ob-
tained using different assumptions. Hudson and Wheatland (1999) and Re´gnier
(2012) showed that, for a simulated magnetic configuration, the magnetic topol-
ogy does not change much between different force-free models, even if the geom-
etry and the magnetic energy are significantly modified.
5.2. Filament, Sigmoid, and Twisted Flux Bundles
One of the main success of LFF, NLFF, or MHS extrapolation methods has been
to reconstruct twisted flux tubes that unambiguously exist in the corona.
Filaments/prominences are thought to be a coherent collection of twisted
magnetic field lines forming a twisted flux tube/bundle. The force-free field
extrapolation has been used to show that there indeed are. Using a NLFF
model, Yan et al. (2001a) described an active-region filament as a magnetic
rope or twisted flux bundle with three turns. This is a highly twisted flux tube,
which has never been reproduced in magnetic field extrapolation to date. In
order to store plasma/mass, the most plausible structures are magnetic dips
in which magnetic curvature acts against gravity to sustain the plasma above
the surface. Using a LFF approximation, Aulanier and De´moulin (1998) have
identified a filament by finding the magnetic dips in the 3D magnetic field config-
uration (Aulanier et al., 1998; Aulanier et al., 1999). Based on the same model,
Dud´ık et al. (2008) showed the complexity of a filament as it can be fragmented,
and not just a single coherent structure, by parasitic polarities constituting the
legs or barbs of the filament. Using a NLFF method, Re´gnier and Amari (2004)
identified a filament as a dipped twisted flux bundle with a small number of
turn (see also Canou et al., 2009; Canou and Amari, 2010). Guo et al. (2010a)
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showed that part of a filament was identified to a twisted flux bundle, while the
rest of the filament was correlated with magnetic dips along sheared untwisted
field lines.
Sigmoids are expected to play an important role in solar eruptions (Canfield, Hudson, and McKenzie, 1999).
They are considered as twisted flux bundles. Re´gnier, Amari, and Kersale´ (2002)
reproduced a sigmoid as a highly twisted flux tube without magnetic dips due
to the nonuniform distribution of the twist along the structure. Other studies
have been performed to understand the nature and evolution of X-ray sigmoid as
twisted flux tubes (Savcheva, van Ballegooijen, and DeLuca, 2012; Savcheva et al., 2012;
Inoue et al., 2012).
5.3. Comparison with Observations
The most common way of comparing observations and magnetic field extrapola-
tion is qualitative: overlaying or putting side-by-side images and magnetic con-
figurations. Some quantitative methods have been developed and are mentioned
in the following paragraphs.
Optical Wavelengths The main feature observed in the visible wavelengths
is a filament mostly in the Hα line. The findings using field extrapolations are
summarised in the previous section. Structures like fibrils are not yet extrapo-
lated due to their small height in the chromosphere; however their direction has
been used to constrain the orientation of the transverse magnetic field in vec-
tor magnetograms (Wiegelmann et al., 2008). During flares, the chromospheric
brightenings (localised patches or ribbons) have been identified as the footpoints
of magnetic field lines linked to the flare process such as reconnection events or
post-flare loop growth. Masson et al. (2009) used a potential field extrapolation
to show the correlation between magnetic field lines involved in the flare process
and chromospheric ribbons.
EUV-UV Using imagers, the EUV loops have been studied mostly at 171 A˚
and 193/195 A˚ due to the characteristics of EUV instruments (e.g., SOHO/EIT,
TRACE, STEREO/SECCHI/EUVI, SDO/AIA). A large number of studies has
been performed to show the consistency of magnetic field extrapolations with
observed EUV loops (Pallavicini, Sakurai, and Vaiana, 1981; Aschwanden, 2005;
Zhang et al., 2007; Kwon and Chae, 2008; Aschwanden et al., 2008; Inhester, Feng, and Wiegelmann, 2008;
Winebarger, Warren, and Falconer, 2008; Sandman et al., 2009; Conlon and Gallagher, 2010;
Aschwanden and Sandman, 2010; Syntelis et al., 2012). The discrepancy between
potential field lines and EUV loops has been used to show the existence of
nonpotentiality in active regions, i.e., the existence of shear and twisted magnetic
fields able to store magnetic energy and to trigger eruptions. Based on observa-
tions from (imaging) spectrometers, the extrapolation methods are compared to
flows/Dopplershifts in active regions (Baker et al., 2019; Boutry et al., 2012).
Soft X-rays Twomain solar features observed in soft X-rays have been matched
to magnetic flux bundles or magnetic field lines obtained from extrapolation:
sigmoids (see Section 5.2) and X-ray bright points. The latter have been ex-
tensively studied since Golub et al. (1974). Adding magnetic extrapolations, the
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X-ray bright points have been studied in more detail (Mandrini et al., 1996;
Brooks and Warren, 2008).
Hard X-ray The hard X-ray sources are often observed during flares and
reconnection events. The existence of sources at the footpoints of eruptive loops
is well established, as well as the emission at the flare loop-top assumed to be lo-
cated below the current sheet where the magnetic reconnection occur. The mag-
netic field extrapolations have helped to better understand the link between the
geometry of loops, the topology of the magnetic field, and the sources of hard X-
ray (Takakura et al., 1983; Sakurai, 1985; Yan and Huang, 2003; Xu et al., 2010;
Aurass et al., 2010; Liu et al., 2010; Guo et al., 2012).
Radio The radio emission can be observed during eruptive events such as
flares, CMEs or filament eruptions, and it has been often suggested that the radio
emission in the high corona occurs at the interface between closed and open mag-
netic field regions (Klassen et al., 1999; Bentley et al., 2000; Paesold et al., 2001;
Aurass et al., 2003, 2005, 2011; Grechnev et al., 2006; Arzner and Vlahos, 2006;
Yan et al., 2006; Hofmann and Ruzˇdjak, 2007; Wen, Wang, and Zhang, 2007;
Nitta and De Rosa, 2008; Klein et al., 2008; Chen et al., 2011; Tun, Gary, and Georgoulis,
2011; Del Zanna et al., 2011; Iwai et al., 2012; Hao et al., 2012). The gyroemis-
sion is also used to determine the strength of the magnetic field in the corona
(Pallavicini, Sakurai, and Vaiana, 1981; Schmahl et al., 1982; Hildebrandt, Seehafer, and Krueger,
1984; Brosius et al., 1997, 2002; Lee et al., 1998, 1999; Grebinskij et al., 2000;
Ryabov et al., 2005; Bogod, Stupishin, and Yasnov, 2012). The comparison of
those measurements and the magnetic field strength derived from extrapolation
has yet not be proven to be satisfactory: the height of the radio sources does not
always correlate.
Infrared Despite the development of solar observations in the infrared wave-
lengths, there is, to my knowledge, no study comparing the magnetic field
derived from those observations (including the near-IR Hei triplet and Stokes
parameter measurements in prominences by Paletou et al. (2001)) comparing
the extrapolated magnetic field.
5.4. Time Evolution
The characteristic Alfve´n transit time of an active region loop is of 10-15 min.
The time evolution of an active region can thus be studied by a series of equilibria
if the photospheric footpoint motions are ideal MHD motions, which do not
add any topological constraints (Antiochos, 1987). The most complete study
of the evolution of an active region has been performed by Sun et al. (2012)
using a high-cadence, high-resolution time series of vector magnetograms from
SDO/HMI. The authors studied the time evolution before and after a series
of flares showing that the flare changes (slightly) the magnetic energy; the
geometry of the magnetic field lines is also modified making the magnetic field
more confined in low corona. For C-class flares, Re´gnier and Canfield (2006)
have performed a study of the evolution of the magnetic energy and magnetic
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helicity. The authors showed that the start of the significant changes occur at
about 20 min before the peak of the flare. Thalmann and Wiegelmann (2008)
showed that the magnetic energy build-up in an active region can be observed
several days prior to the eruption.
5.5. Physics of Flares and CMEs
One of the main early study of a flare using an extrapolation method corresponds
to the Bastille Day flare (Aulanier et al., 2000). Using a LFF approximation, the
authors showed that the flaring site was related to the existence of a null point
located in the corona.
Another aspect of the physics of eruptions is the amount of magnetic energy
that can be released. From a single snapshot (one extrapolation at a given time),
the amount of free energy is estimated using the potential field as a minimum
(lower bound) of magnetic energy. The magnetic energy of a LFF field with the
same magnetic helicity can also be considered as a minimum of magnetic energy.
Re´gnier and Priest (2007b) have demonstrated that the amount of free magnetic
energy is larger than the energy of the flare associated with the active regions
studied (only four active regions with very different structure have been studied).
Numerous studies of flares and CMEs have been combined with magnetic field ex-
trapolations to support the model of eruption (Schmidt, 1964; Zirin and Tanaka,
1973; Tanaka and Nakagawa, 1973; Rust, Nakagawa, and Neupert, 1975; Tanaka,
1978; Seehafer and Staude, 1979; Ma and Ai, 1979; Yang and Zhang, 1980; Su,
1980, 1982; Seehafer, 1985; Lin et al., 1985; Yang, Hong, and Ding, 1988; Lin,
1990; Linke, Ioshpa, and Selivanov, 1990; Klimchuk and Sturrock, 1992; De´moulin et al.,
1994; McClymont and Mikic, 1994; Yan and Wang, 1995; Mandrini et al., 1995;
Jiao, McClymont, and Mikic, 1997; Choudhary and Gary, 1999; Delanne´e and Aulanier,
1999; Yurchyshyn et al., 2000; Y. M. Wang, 2000; Yan et al., 2001a, 2001b; T. Wang et al.,
2002; Yan and Huang, 2003; Moon et al., 2004; Fragos, Rantsiou, and Vlahos,
2004; Gary and Moore, 2004; Berlicki et al., 2004; Del Zanna et al., 2006; Li et al.,
2007; Nitta and De Rosa, 2008; Jing et al., 2008, 2009, 2010, 2012; H. Wang et al.,
2008; Mart´ınez-Oliveros, Moradi, and Donea, 2008; Thalmann, Wiegelmann, and Raouafi,
2008; Guo et al., 2008; Zuccarello et al., 2009; Su et al., 2009a, 2009b; des Jardins et al.,
2009 Chandra et al., 2009; He et al., 2010b; Xu et al., 2010; Cheng et al., 2010;
Park et al., 2010; Liu et al., 2010; Guo et al., 2010b; Cheng et al., 2011; Inoue et al.,
2011; Gilchrist, Wheatland, and Leka, 2012; Shen, Liu, and Su, 2012; Vincent, Charbonneau, and Dube´,
2012; R. Wang et al., 2012; Georgoulis, Tziotziou, and Raouafi, 2012; Tadesse et al.,
2012).
6. Improvements and Challenges
6.1. Extrapolation Techniques
Potential and LFF extrapolations are now mature techniques that are commonly
used, and their physical meaning and the understanding of physical process are
well established: no or limited amount of twist available in these models, and
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minimum energy state, for instance. However, the NLFF model is still in constant
evolution/improvement. Since more than 20 years now, the NLFF assumption
has been implemented in the solar community to study a large number of topics
with a relatively good success. The next stages of development are:
- In Cartesian geometry, developing a reliable magnetohydrostatic equilib-
rium code. This corresponds to a step forward compared to the force-free
field as far as the corona only is concerned. Including the thermodynamic
properties of the photosphere and/or chromosphere is a challenge.
- In spherical geometry, improving the spatial resolution of the PFSS model is
a first step, especially multigrids or nonuniform grids can be used. The PFSS
model also currently lacks information at the poles: the improvement of the
spatial resolution will need to be combined with a more accurate measure of
the radial magnetic field at the poles. This will modify the dipole component
of the magnetic field, which is needed to study the dynamo action.
- In spherical geometry, despite the efforts reported in previous the sections
to move from the PFSS model to a NLFF assumption, the use of the NLFF
model could become a standard in the community with a special care taken
to the transition between the coronal magnetic field and the solar wind
magnetic field. As for the NLFF field in Cartesian coordinates, a community
effort should be envisioned.
- Defining contraints obtained from observations (X-rays, EUV, radio, in-
frared, ...) to derive a magnetic field configuration closer to reality, and
thus to allow for quantitative comparison. As an example, the comparison
between the density derived from MHS models and the density obtained
from spectrometers should be a systematic check of the goodness of the
extrapolation.
The main word for the development of extrapolation techniques using solar
data as boundary conditions is quantitative. The main issue is always to find
a compromise between the spatial resolution, the size of the field-of-view, the
computational time, and the resources, which is the most suitable for the physical
problem tackled.
6.2. Comments on Boundary Conditions
I briefly discuss the current issues encountered when using solar magnetograms
as boundary conditions for magnetic field extrapolations. In the following, a “flat
surface” refers to a surface of constant curvature or radius (e.g., a plane or a
sphere). The main issues that should be kept in mind when reconstructing a
coronal magnetic field are:
- Inversion of Stokes parameters: the magnetic field components are derived
from the radiative transfer equations for the four Stokes parameters. The
inversion is complex and often used by reconstruction modellers as a black
box. One typical assumption is to consider that the solar atmosphere as
a constant optical depth. This assumption with the assumption of a local
thermodynamic equilibrium is becoming less and less accurate for high
resolution data.
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- 180 degree ambiguity: after the inversion of the Stokes parameters, an
ambiguity of 180 degrees on the orientation of the transverse magnetic
field still remains. Some algorithms to resolve this ambiguity are based on
a magnetic field model (potential, LFF, or NLFF field). The goodness of the
ambiguity is crucial, especially when a flux rope is present in the magnetic
configuration.
- Flatness of the surface: as implied by the inversion of the Stokes parameters,
the measurement of the magnetic field in neighbouring pixels is certainly
not at the same height in the photosphere. This fact is even more critical
for chromospheric measurements. In order to currently perform a magnetic
field extrapolation, it is assumed that the magnetogram corresponds to a
flat surface.
- The α-distribution: the definition of α as seen in Equation. (6) is given
by the normal component of the force-free equation. It means that a con-
tribution from the electric currents perpendicular to the magnetic field
is included into the α-distribution when the magnetic field is not strictly
normal to the photospheric surface. The effects of the electric currents have
to be investigated in more details. For extrapolation models beyond the
force-free models, the components of the electric current density will be
more appropriate boundary conditions (Grad and Rubin, 1958).
- Error estimate: it is still difficult to estimate the error/inacurracy made
in measuring the magnetic field: (i) the signal in sunspot is weak (limited
number of photons), (ii) the magnetic field in quiet Sun regions is weak,
(iii) the Hanle effect can dominate the quiet-Sun field, (iv) the linear po-
larisation signal leading to the transverse magnetic field is small compared
to the Stokes V signal (by an order of magnitude), (v) the properties of the
spectral line such as the Lande´ factor can influence the threshold/saturation
of the detected magnetic field strength, (vi) a pixel is not filled uniformly by
magnetic field, so the filling factor is also an important quantity. Error es-
timates from vector magnetograms can be incorporate in the extrapolation
model resulting in a reliable equilibrium (Wheatland and Leka, 2011).
- Projection effect: the transverse field is strongly influenced by the projection
effect, especially in the penumbra of sunspots where the magnetic field is
mostly horizontal. This leads to the change of sign of observed polarities.
- Synoptic/Carrington maps: often by default, the Carrington maps have
been corrected for the magnetic flux imbalance, which is good for extrapola-
tion but do not represent correctly the physics of the solar surface magnetic
field.
In the near future, we will see the development of new instruments which
will provide us access to the magnetic field near the poles (e.g., Solar Orbiter)
and in the corona (e.g., CoMP). These improved measurements will impose new
constraints on the physics of magnetic field extrapolations.
7. Summary
In this review, I have summarised many different results obtained from magnetic
field extrapolations combined with magnetic field observations. The extrapola-
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tions have been applied to various different issues in order to better understand
the physics of the corona. Owing to the large number of observations in strong
field regions, most of the studies have dealt with the structure and evolution
of the magnetic field in active regions, as well as studying the causes and
consequences of flares and CMEs.
What have we learned from magnetic field extrapolations?
- The current force-free models describe relatively well the structure of the
coronal magnetic above active regions.
- The amount of magnetic energy available is consistent with what is expected
and observed during eruptive events, even if most of time, the studies do
not specify error bars.
- The existence of twisted flux bundles which are a prime ingredient in most
of the MHD models to store magnetic energy in the corona, and trigger
eruptions.
- The physics of flares is closely related to the topology of the magnetic
field prior to the eruption: existence of coronal null points, separators or
quasi-spearatrix layers.
- The large-scale connectivity of the magnetic field lines deduced from ex-
trapolations is crucial to understanding of the redistribution of magnetic
energy and magnetic helictiy in the solar corona.
- The link between the broad range of observations (from hard X-ray to radio
wavelengths) can be made through the structure of the magnetic field.
What have we not learned (yet) from magnetic field extrapolations?
- The “universal” ingredient responsible for triggering eruptions and which
will allow us to predict flares and CMEs.
- The interaction between the different spatial scales involved in the solar
atmosphere, from the quiet-Sun magnetic field to the global structure.
- The interaction between the different regions of the Sun: from the tachocline
to the solar wind, englobing the whole heliosphere.
- To be specific to a particular extrapolation method, we do not yet un-
derstand the goodness of the force-free extrapolations while the imposed
boundary conditions are not force-free. To achieve the goal, it is required
to develop more theoretical studies based on the effects of noise or perpen-
dicular currents on force-free magnetic configurations.
Despite this apparent success of extrapolation methods, the improvement
in the understanding of the coronal magnetic field will depend on quantitative
comparisons with the observations and not just qualitative comparisons. The
quantitative success of the extrapolation method will a posteriori justify the
physical assumptions or will drive the developements of these methods towards
more physical and sophisticated techniques. The limits of these developments are
the boundary conditions obtained by the observations, and the computational
power available. Especially, there is a need to improve the physics incorporated
into these models: the coupling between the plasma and the magnetic field
playing a major role in the evolution of the magnetic fields.
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