We introduce a new notion of conditional nonlinear expectation where the underlying probability scale is distorted by a weight function. Such a distorted nonlinear expectation is not sub-additive in general, so is beyond the scope of Peng's framework of nonlinear expectations.
Introduction
In this paper we propose a new notion of nonlinear (conditional) expectation under probability distortion, which is a convenient tool in behavioral finance, see, e.g., Kahneman-Tversky [10, 11] , Kydland-Prescott [13] , Zhou [25] and the references therein. Such a nonlinear expectation is by nature not sub-additive, thus is different from Peng's well-studied nonlinear expectations (see e.g. [18, 19] ) and beyond the scope of Choquet capacity. Our goal is to find an appropriate definition of a family of nonlinear conditional expectations, indexed by a filtration {F t } t≥0 , such that it is time-consistent in the sense that the usual "tower property" holds.
Probability distortion has been largely motivated by empirical findings in behavioral economics and finance. In a nutshell, it is used to describe the natural human tendency to exaggerate small probabilities for certain events, contradicting the classical axiom of rationality. Mathematically, this can be characterized by a nonlinear expectation where the underlying probability scale is distorted by a weight function.
More precisely, let ξ be a non-negative random variable representing the outcome of the uncertain event. The usual (linear) expectation of ξ can be written in the form
P{ξ ≥ x}dx.
(1.1)
Probability distortion, on the other hand, considers a "distorted' version of expectation:
where ϕ : [0, 1] → [0, 1] is a continuous, strictly increasing weight function such that ϕ(0) = 0 and ϕ(1) = 1. We refer the reader to [25] for typical shapes of the weight function ϕ and their implications in decision making. The distorted expectation is nonlinear and non-subadditive in general; when ϕ(p) ≡ p, the Choquet-type integral (1.2) reduces to (1.1).
The main issue occurs when one tries to define the "conditional" version of the distorted expectation (1.2). Suppose, for example, we define a "naive" distorted conditional expectation by
where P t,ω (·) = E P [·|F t ](ω) is a regular conditional probability. Then it is easy to check that in general E s [E t [ξ]] = E s [ξ] for s < t, i.e., the "tower property" fails. In the context of stochastic optimization problems, this is significant as it means that the dynamic problem becomes "timeinconsistent", and the celebrated Dynamic Programming Principle (DPP) will no longer be valid.
Time-inconsistent optimization problems, especially in the context of economics and finance, have been studied intensively in the literature. Since the seminal work of Strotz [21] , the research has grown tremendously in the past decades (see, e.g., [3, 4, 6, 7, 8, 14, 22, 23] , to mention a few). Many new approaches have been proposed to compensate the lack of dynamic programming principle. Apart from the simple precommitment strategy which essentially ignores the inconsistency, a more popular strategy is consistent planning, also known as the game approach, which introduces gaming with the decision maker's future selves. Equilibrium strategy, an idea based on consistent planning, has been successful in treating some continuous time models. A slight drawback, however, is that all consistent planning strategies to date produce different value functions.
Therefore, in a sense they are solving different optimization problems.
In the recent work Karnam-Ma-Zhang [12] we investigated time-inconsistent optimizations from a different perspective. Namely, an originally time-inconsistent problem may become timeconsistent if certain elements of the problem are modified. With this in mind, we formulated a "parallel" dynamic optimization problem that has two features: (1) It is time-consistent so that the dynamic programming approach can be applied to its value function, and (2) at time t = 0 the value function is equal to the original one. Although these methods are justified in theory, the "correct" formulation depends on the actual problem, and there are technical difficulties that need to be addressed case by case. In this paper we continue to explore this idea with a particular focus on the problem of probability distortion. More precisely, we shall try to find a different way to define the distorted conditional expectation so that it remains time-consistent.
To be more specific, let (Ω, F, {F t } 0≤t≤T , P) be a filtered probability space. We look for a family of operators {E t } 0≤t≤T such that for a given final random variable ξ ∈ F T , we have
as in (1.2) , and at the same time the tower property holds, i.e., E s [E t [ξ]] = E s [ξ] for s < t. In this paper we consider a concrete but non-trivial setting. Namely, we consider random variables ξ of the form ξ = g(X T ), T > 0, where g : R → [0, ∞) is non-decreasing, and X is a one-dimensional diffusion dX t = b(t, X t )dt + σ(t, X t )dB t , t ≥ 0.
(1.4)
While this setting seems to be rather restrictive, our results may lead already to interesting applications such as portfolio optimization under probability distortion. For example, this includes the case of [22] in which g is a utility function and X is a geometric Brownian motion. We note that the monotonicity of g plays an important role in our discussion.
The main idea of our approach is the following. In the original distorted expectation (1.2), the distortion function ϕ applies to the horizon [0, T ]. In the naive conditional expectation (1.3), the same weight function is applied to various subintervals of [0, T ]. Intuitively, we believe this is why (1.3) becomes time-inconsistent. In order to obtain a time-consistent version of the distorted conditional expectation, we propose to localize the distortion over time and state, reflecting a similar idea of [12] regarding the "dynamic utility". We first illustrate this idea in discrete time using a binomial tree model, and then take the limit to reach the case of (1.4). In particular, we
show that the conditional expectation E t [ξ] can be written as E t [ξ] = u(t, X t ), where the function u satisfies a parabolic PDE involving the weight function ϕ. Accordingly, E t [ξ] is a solution to a certain BSDE. This reflects a hidden linear structure in the distorted expectation due to the restriction ξ = g(X T ), and will be made precise below. We hope to extend the idea to controlled diffusion processes with applications to stochastic optimization problems in our future research.
The rest of the paper is organized as follows. In §2 we recall the notion of probability distortion and some of its basic properties. In §3 we construct a time-consistent conditional expectation in a discrete time binomial tree framework. Motivated by these results, we consider the diffusion case in §4. Convergence issues are treated in §5. Finally, in §6 we give some concluding remarks and point out several possible directions for future research.
Nonlinear expectation under probability distortion
In this section we define probability distortion and present its properties. Let (Ω, F, P) be a probability space, and L 0 + (F) the set of F-measurable random variables ξ ≥ 0. The notion of probability distortion (see, e.g., [22] ) consists of two main elements: (i) a "distortion function", and (ii) a Choquet-type integral that defines the "distorted expectation", which in turn determines the distorted probabilities. More precisely, we have the following definition. (ii) For any random variable ξ ∈ L 0 + (F), the distorted expectation operator (with respect to the distortion function ϕ) is defined by
The requirement ξ ≥ 0 is mainly for convenience. In fact, this would typically be the case in our applications (e.g., behavioral finance).
(
is the standard expectation under P.
depends only on the law P ξ of ξ.
We first collect some basic properties of E . (
(iii) E is continuous under convergence in distribution. That is, assume ξ k converges to ξ in distribution, and
Proof. Since ϕ is increasing, (i) and (ii) can be verified straightforwardly. To see (iii), note that lim k→∞ P(ξ k ≥ x) = P(ξ ≥ x) for all but countably many values of x ∈ (0, ∞). By the continuity of ϕ, we have lim k→∞ ϕ(P(ξ k ≥ x)) = ϕ(P(ξ ≥ x)) for Lebesgue-a.e. x ∈ [0, ∞). Moreover, since ϕ is increasing, ϕ(P(ξ k ≥ x)) ≤ ϕ(P(ξ * ≥ x)) for all k. By (2.1) and applying the dominated convergence theorem we obatin
We next present two special cases that will play a crucial role in our analysis.
2)
are the ordered values of x 1 , · · · , x n , and x (n+1) := ∞.
(ii) Assume that ϕ ∈ C 1 ([0, 1]), and g : R → [0, ∞) is increasing. Let η be an F-measurable random variable with density ̺. Then
Proof. (i) For notational convenience we let x 1 , · · · , x n be distinct, and denote x (0) := 0. It is
which implies (2.2) by using a simple Abel rearrangement as well as the fact ϕ(P(ξ ≥ x (n+1) )) = 0.
It is easy to see that (2.2) holds even when there are repeated values.
(ii) We proceed in four steps.
Step 1. Assume g is bounded, strictly increasing, and differentiable. Let a := g(−∞), b := g(∞).
Then, ϕ(P(g(η) ≥ x)) = 1, x ≤ a; ϕ(P(g(η) ≥ x)) = 0, x ≥ b, and integration by parts yields
Step 2. Assume g is bounded, increasing, and continuous. One can easily construct g n such that each g n satisfies the requirements in Step 1 and g n converges to g uniformly. By
Step 1, (2.3)
holds for each g n . Send n → ∞ and apply Proposition 2.3 (iii) we prove (2.3) for g.
Step 3. Assume g is increasing, and bounded by a constant C. For any ε > 0, one can construct a continuous and increasing function g ε and an open set O ε such that g ε is also bounded by C,
, and the Lebesgue measure |O ε | ≤ ε. Then (2.3) holds for each g ε .
Note that
Then we obtain (2.3) for g.
Step 4. In the general case, denote g n := g ∧ n. Then (2.3) holds for each g n and g n ↑ g. By monotone convergence theorem,
Lebesgue-a.e. x ∈ [0, ∞), as n → ∞. Then by monotone convergence theorem one can verify that
Remark 2.5. (i) In the discrete case, the formula (2.2) can be interpreted as follows. For each k, define the distorted probability q k by
So {q k } plays the role of a "probability distribution", and E is like a usual expectation under the (distorted) probability {q k }. This observation will be the foundation of our analysis below.
(ii) In the continuous case, the situation is similar. Indeed, denote ̺(x) := ̺(x)ϕ ′ (P(η ≥ x)).
Then ̺ is also a density function, and by (2.3), E [g(η)] = ∞ −∞ g(x) ̺(x)dx is the usual expectation under the distorted density ̺ of η.
(iii) We should point out that in (2.2) we use the ordered values, and in (2.3) we assumed g is increasing. Monotonicity will be crucial for our later analysis.
(iv) We recall again that in general E is nonlinear. In fact, as we shall see from the example below, E could be neither sub-linear nor super-linear, and consequently it is beyond the scope of the sub-linear expectation of Peng [19] , except for the case ϕ(x) = x, so that E = E. However, we would like to point out that in (2.3) the operator E [·] is linear in the function g. This fact will turn out to be very important in our future discussion. Example 2.6. Assume ξ 1 has Bernoulli distribution: P(ξ 1 = 0) = p, P(ξ 1 = 1) = 1 − p, and
Depending on ϕ and p, E [ξ 1 ] + E [ξ 2 ] can be greater than or less than 1.
The discrete time case
In this section we construct the time-consistent distorted conditional expectation in a discrete time setting. More precisely, we shall consider a discrete time Markov process {X t } t∈T , where T ⊂ R is a finite set of possible times. Denoting F = {F t } t∈T = F X , we want to define an F tmeasurable conditional expectation E t [ξ] such that each E t [ξ] is F t -measurable, and the following "tower property" (or "flow property") holds:
, for all s, t ∈ T such that s < t.
(3.1)
We note that the tower property (3.1) is standard for the usual (linear) expectation as well as the sub-linear G-expectation of Peng [19] . It is also a basic requirement of the so-called dynamic risk measures (see e.g. Bielecki-Cialenco-Pitera [2] ). However, under the probability distortion, the simple-minded definition of the conditional expectation given by (see also (1.2))
could very well be time-inconsistent. Here is a simple example:
Example 3.1. Consider the two period binomial tree model:
, where ζ 1 , ζ 2 are independent Rademacher random variables with P(ζ i = ±1) = 1 2 , i = 1, 2. Let ϕ(x) := x 2 , ξ := g(X 2 ) for some strictly increasing function g, andẼ 1 [ξ] be defined by (3.2) . Then
Proof. By (2.2), we havẽ
since g is strictly increasing. Then, by (2.2) again, we have
On the other hand, by (2.2) we also have
Comparing (3.4) and (3.5) and noting that g(−2) < g (0),
Dynamic distortion function
As we mentioned in the Introduction, an apparent reason for the time-inconsistency of the "naive" distorted conditional expectation (3.2) is that the distortion function is time-invariant, so it cannot reflect the possible temporal variations of the distortion. Motivated by the idea of dynamic utility in Karnam-Ma-Zhang [12] (see also the predictable forward utility in Musiela-Zariphopoulou [15, 16] and Angoshtar-Zariphopoulou-Zhou [1] ), we now introduce the notion of dynamic distortion function. Denote T 2 := {(s, t) ∈ T × T : s < t}.
if the following conditions are satisfied:
the sense of Definition 2.1.
(ii) Assume the underlying filtered probability space (Ω, F, {F t } t∈T , P) admits a regular con-
(iii) We say that a dynamic distortion function is Markovian with repsect to an adapted process
, a function of X s . In this case, we abuse notation and write Φ as Φ(s, t, X s , p). depends also on the current time s, the "terminal" time t, and the current state ω. Allowing such additional freedoms enables us to describe different (distorted) perceptions of future events at different future times. For example, people may feel very differently towards a catastrophic event that might happen tomorrow as opposed to 10 years later with the same probability.
(ii) In the rest of the paper we shall focus on the case ξ = g(X t ), where X is a Markov process and g is monotone. The general case with non-monotone g or even path dependent ξ seems to be very challenging and will be left to future research. It is worth noting, however, that in many applications (e.g., [22] )) g is the utility function, which is indeed increasing. In this case, it seems reasonable to guess that the dynamic distortion function is Markovian with respect to {X t }.
Now, for each 0 < t ∈ T , we assume that an initial distortion function ϕ t (·) is given (a possible choice is ϕ t ≡ ϕ) as the perspective at t = 0 towards the future events at t > 0. Our goal is to construct a dynamic distortion function Φ such that Φ(0, t, ω; ·) = ϕ t (·) for all 0 < t ∈ T , and the operator E s,t in (3.6) satisfies the following property which extends (3.1):
In the case ξ = g(X t ), with X being Markovian and g being increasing, we envision that the dynamic distortion function Φ is Markovian with respect to X, and the expression E s,t [g(X t )] = u(s, X s ) holds for some deterministic function u (for t fixed). We shall validate this point in the rest of the paper.
The two-period binomial case
To illustrate our main idea, let us first consider the simplest case when X is a two-period binomial tree as in Example 3.1 (see the left graph in Figure 1 ). Let ξ = g(X 2 ), where g is increasing. As noted above, we expect that Φ is Markovian with respect to {X t }. We shall construct Φ(1, 2, x; p)
Note that Φ(0, t, 0; ·) = ϕ t (·) for t = 1, 2, by (2.2) we have
. Then by definition we should have
Assume now that u(1, ·) is also increasing, then by (2.2) again we have
Plugging (3.9) into (3.10):
Recall from (3.7) that we want the above to be equal to (3.8) . This leads to a natural choice:
Consequently, (3.9) now reads
(3.12)
Note that since ϕ 2 (·) is strictly increasing. Assuming further ϕ 2 (
) and using (3.11), we have
Remark 3.4. Recall that (3.10) (whence eventually (3.7)) is based on the assumption that u(1, ·)
is increasing. Indeed, noting (3.13), we deduce from (3.12) that u(1,
Finally, we note that the distorted expectations
, and the distorted conditional expectation E 1,2 [g(X 2 )] can be viewed as a standard expectation and conditional expectation, but under a new distorted probability measure described in the right graph in Figure   1 , where
(3.14)
This procedure resembles finding the risk-neutral measure in option pricing theory, whereas the arguments of ϕ t in (3.14) represent the quantiles of the simple random walk. 
Figure 1: Two period binomial tree: left for X and right for E t [ξ], with (q
.
Figure 2: Three period binomial tree for X
General binomial tree
We now extend our idea to a general binomial tree model. Let T consists of the points 0 = t 0 < · · · < t N , and let X = {X t i } 0≤i≤N be a finite state Markov process such that for each
, and has the following transition probabilities:
where Figure 2 for the case N = 3.) We also assume that for each t i ∈ T we are given a distortion function ϕ t i .
Motivated by (3.14), let us define further the distorted probabilities:
where G i,j := P(X t i ≥ x i,j ) are the survival functions of X at various times. We assume further that G i,i+1 := 0 and ϕ 0 (p) := p. We note that (3.16) indicates that in order to have 0 < q + i,j < 1, it suffices to (and we will) assume that
Intuitively, (3.17) is a technical condition which states that ϕ · cannot change too quickly. Clearly this condition is satisfied when ϕ t ≡ ϕ. Now let Q be the (equivalent) probability measure under which X is Markov with transition probabilities given by
We have the following result.
Theorem 3.5. Assume (3.17). Then there exists a Markovian dynamic distortion function Φ such that Φ(t 0 , t n , x 0,0 ; p) = ϕ tn (p) for n = 1, · · · , N , and for all 0 ≤ i < n ≤ N , 0 ≤ j ≤ i, and
Proof. First note that both P{X tn ≥ x n,k X t i = x i,j } and Q{X tn ≥ x n,k X t i = x i,j } are strictly decreasing in k, for fixed 0 ≤ i < n ≤ N and x i,j . Then one can easily define a function Φ, depending on t i , t n , x i,j , so that (3.19) holds for all x n,k , 0 ≤ k ≤ n. In particular, we show that for i = 0 we can actually define Φ(t 0 , t n , x 0,0 ; p) := ϕ tn (p), namely,
We shall prove (3.20) by induction on n. First recall ϕ 0 (p) = p and that (3.20) obviously holds for n = 0. Assume now it holds for n < N . Then
This easily leads to (3.20) for n + 1 and thus completes the induction step. Remark 3.6. We should note that the dynamic distortion function Φ that we constructed actually depends on the survival function of X under both P and Q. Note that for any random variable ξ = g(X tn ) where g is an increasing function, with y n,k = g(x n,k ), we can deduce from (3.19) that
Lemma 3.7. Assume (3.17). Let g ≥ 0 be an increasing function. For 0 < n ≤ N , define
, and for i = n − 1, · · · , 0,
Then u i is increasing and
Proof. It is obvious from the binomial tree structure that
We prove the monotonicity of u i by backward induction. First, u n = g is increasing. Assume u i+1 is increasing.
Then, noting that x i,j 's are increasing in j, and q
Thus u i is also increasing. Theorem 3.8. Assume (3.17). Let Φ and E s,t be defined by (3.19) and (3.6), respectively. Then for any 0 ≤ i < n ≤ N and any increasing function g ≥ 0, we have
and the tower property (3.7) holds true for ξ = g(X t ).
Proof. By (3.6), (2.2), and then (3.19) we have
Moreover, fix n and g and let u i be as in Lemma 3.7. Since u m is increasing, we have,
This verifies (3.7) for ξ = g(X t ).
To conclude this section we remark that (3.22) can be viewed as a "discrete partial differential equation". This idea motivates our treatment of the continuous time model in the next section.
The constant diffusion case
In this section we set T = [0, T ], and consider the case where the underlying state process X is a one dimensional process satisfying the following SDE with constant diffusion coefficient:
where B is a one-dimensional standard Brownian motion. Again we are given initial distortion functions {ϕ t } 0<t≤T and ϕ 0 (p) = p. Our goal is to construct a dynamic distortion function Φ and the corresponding time-consistent distorted conditional expectations E s,t for 0 ≤ s, t ≤ T .
Throughout this section we impose the following conditions. 
Binomial tree approximation
Our idea is to approximate X by a sequence of binomial trees and then apply the results from the previous section. To this end, for fixed N , denote h := T N , and t i := ih, i = 0, · · · , N . Then we can write
We first construct the binomial tree on T N := {t i , i = 0, · · · , N } as in Subsection 3.3 with
Since b is bounded, we shall assume h is small enough so that 0 < p + i,j < 1. Let X N denote the Markov chain corresponding to this binomial tree under probability P N . Then our choice of p + i,j ensures that
Clearly, as a standard Euler approximation, X N matches the conditional expectation and conditional variance of X in (4.3), up to terms of order o(h).
Next we define the other terms in §3.3:
We shall send N → ∞ and analyze the limits of the above terms.
Heuristic derivation of the limits
In this subsection we shall derive, heuristically, the limits of the terms in (4.6). To simplify the argument we shall assume that all functions involved exist and are smooth. Define the survival probability function and density function of the diffusion process X in (1.4), respectively:
Note that, as the survival function of the diffusion process (1.4), G satisfies the following PDE:
It is reasonable to assume
Rewrite ϕ(t, p) := ϕ t (p). Then, for (t, x) = (t i , x i,j ), applying Taylor expansion we have (suppressing variables when context is clear):
Thus we have an approximation of the q N,+ i,j in (4.6):
. (4.10)
Next, note that
In other words, as N → ∞, we expect that Q N would converge to a probability measure Q, such that for some Q-Brownian motionB, it holds that
Moreover, formally one should be able to find a Markovian dynamic distortion function satisfying:
It is worth noting that asymptotically (3.22) should read:
That is,
Rigorous results for the continuous time model
We now substantiate the heuristic arguments in the previous subsection and derive the dynamic distortion function and time-consistent distorted conditional expectation for the continuous time model. To this end, we shall assume the following technical conditions. Assumption 4.2. For any 0 < t 0 < T , there exists a constant C 0 > 0 such that:
. (4.14)
, ̺ is positive, and, for (t, x) ∈ [t 0 , T ] × R,
Remark 4.3. (i) Note that in (4.9) and (4.10) only the composition ϕ(t, G(t, x)) is used, and obviously 0 < G(t, x) < 1 for all (t, x) ∈ (0, T ]×R. Therefore we do not require the differentiability of ϕ at p = 0 or p = 1.
(ii) The technical assumptions (4.14) and (4.15) can be briefly justified as follows. First, for (4.14), note that in practice the distortion function ϕ is of reverse S-shape in p. Consider, for example, ϕ(t, p) ∼ √ p for p ≈ 0 and ϕ(t, p) ∼ p 2 for p ≈ 1. Then, near p ≈ 0, one has
. In other words, we have ∂ppϕ(t,p) ∂pϕ(t,p) ∼ p −1 which satisfies the second estimate in (4.14). Furthermore, in this case the first estimate in (4.14) becomes |∂ t ϕ(t, p)| ≤ C √ p, which is reasonable since ϕ(t, 0) = ∂ t ϕ(t, 0) = 0. Next, for p ≈ 1, we note that
Thus the second estimate in (4.14) is trivial. Moreover, in this case the first estimate there becomes |∂ t ϕ(t, p)| ≤ C(1 − p). This is again reasonable if we assume ∂ t ϕ is differentiable at p = 1, since ϕ(t, 1) = 0 and thus ∂ t ϕ(t, 1) = 0.
(iii) To justify (4.15), we assume b = 0. That is, we assume that the state process is a Brownian motion. Then, we have ̺(t, x) =
2t , and clearly
Similarly, one can show that
That is, (4.15) holds. (iv) The regularity of the survival function G and the density function ̺ for the diffusion process X is well-studied (see e.g. Nualart [17] ). In particular, if b = b(x) is time homogeneous and smooth, then so are G and ̺. Such questions are beyond the scope of this paper.
We now give some technical preparations. (i) Consider µ defined by (4.10). For any 0 < t 0 < T , there exists C 0 > 0 such that
(ii) For any (s, x) ∈ (0, T )×R, the following SDE has a unique weak solution (Ω, F, Q,X s,x , B):
where B s is a Q-Brownian motion with B s s = 0. Moreover, it holds that
Proof. (i) From the SDE (1.4) and Assumption 4.1, it is clear that E P sup 0≤t≤T |X t | 2 < ∞.
Hence P{sup 0≤t≤T |X t | 2 > K} → 0, as K → ∞. Thus there exists K > 0 such that
Now, for t ≥ t 0 and x > K, by (4.14) and then (4.15) we have,
This implies |µ(t, .10)). Similarly we can show that |µ(t, x)| ≤
That is, the estimate holds for all x ∈ R.
(ii) That any weak solution of (4.17) would satisfy estimate (4.18) is standard, thank to (4.16). However, since µ is not necessarily bounded, the (weak) wellposedness of (4.17) requires some attention, which we now address. In what follows we fix t 0 ∈ (0, T ) and (s,
For each n, define µ n (t, x) := µ(t, x ∧ n ∨ (−n)). Then µ n is bounded and continuous in (t, x), and it is well-known (cf. e.g., [9, 20] ) that for each n, there exists a weak solution
(Ω n , F n , Q n ,X n , B s,n ), such that
Furthermore, the weak solution is unique in law. Consider Q s.x n := Q n •(X n ) −1 , n ∈ N, a family of probability measures on the canonical space (
for all n, it follows that sup n E Q n [sup s≤t≤T |X n t | 2 ] < ∞, and consequently, Moreover, since µ(t,X s,x,n t ) = µ n (t,X s,x,n t ) = µ n (t,X s,x t ), and it is bounded, by the uniqueness (in law) of (4.19) we see thatQ s,x,n = Q s,x,n , where (4.20) thanks to the Girsanov theorem. In other words,Q s,x,n is unique. Hence, as the limit, so isQ s,x .
(iii) Let g ∈ I. Since it is continuous and bounded by (4.2), we can find g n ∈ C 2 b (R) be such
, where (Q,X s,x,n ) denotes a weak solution to (4.19) . Then it is clear that u n ∈ C 1,2 ([t 0 , T ], R) is a classical solution to the following PDE:
Since g n is increasing in x, one can easily show that u n is also increasing in x. By the convergence of Q s,x,n = Q • [X s,x,n ] −1 , µ n , and the uniform convergence of g n , we see that u n → u. Thus u is increasing in x.
Moreover, let x ≥ R > 0, and note (4.18) . By definition of u n we have
Send n → ∞, we obtain
This implies that u(s, ∞) = g(∞). Similarly, u(s, −∞) = g(−∞).
We next establish the viscosity property of the function u constructed in Lemma 4.4(iii). We first recall the basic notions related to viscosity solutions, and we refer the details to the classical reference of Crandall-Ishii-Lions [5] . Let u : (0, T ]×R → R. We say that u is upper semicontinuous
, and u is lower semicontinuous if −u is upper semicontinuous. Given u, (t, x) ∈ (0, T ) × R, and 0 < δ ≤ T − t, denote
We denote ∂O δ (t, x) to be boundary of O δ (t, x). We say that u is a viscosity subsolution to L u = 0 if u is upper semicontinuous and, for any (t, x) and any U ∈ Au(t, x), L U (t, x) ≥ 0; and a viscosity supersolution if u is lower semicontinuous and, for any (t, x) and any U ∈ Au(t, x), L U (t, x) ≤ 0;
and a viscosity solution if it is both a viscosity subsolution and a viscosity supersolution.
Lemma 4.5. Let Assumptions 4.1 and 4.2 hold, and u be defined in Lemma 4.4 (iii). Then, (i) u is a viscosity solution of the following PDE:
(ii) The following comparison principle holds: for any bounded viscosity subsolution v 1 and
Proof. Let u n be as in 2 for x ∈ R and 0 < t < T . Clearly R 0 ∈ (0, ∞) and can be expressed in terms of the constant C 0 > 0 in (4.16). Now, for λ > R 0 we denotẽ
Then it is readily seen thatṽ is a viscosity subsolution of:
Since bothũ andṽ are bounded, and clearly vanishing at infinity, there exists R > 0 such that
Now for each n, let µ n and g n be as in the proof of Lemma 4.4 (ii) and (iii) respectively, but with
. By (4.25) we have, for n large,
Denote B R (0) to be the closed ball centered at 0 with radius R. By virtue of (4.26) we see that
Then, viewingũ n + c n as a test function forṽ at (t n , x n ) we have, for (t,
(4.27)
On the other hand, similar to (4.24), one shows thatũ n satisfies, on (t,
Now, noting that µ n (t, x) = µ(t, x) on B R (0) for n > R, comparing (4.27) and (4.28) we have
Since λ > R 0 = max x 1+2xµ 1+x 2 and c n ≥ 3c 4 > 0, the above inequality leads to an obvious contradiction, which shows that v ≤ u.
In what follows we denote X s,x to be the unique strong solution of (1.4), defined on the canonical space (Ω s , F s , P 0 ), such that X s = x, P 0 -a.s.; and denote (Q,X s,x ) be the weak solution to (4.17), defined also on the canonical space (Ω s , F s ). F s ) , and for 0 < s < t ≤ T , define
Then, for any 0 ≤ r < s < t ≤ T and any g ∈ I, the "tower property" holds:
Proof. Then, for y 1 < y 2 and n > 0 we havẽ
Clearly, we can choose n large enough so thatG t (y 1 )−G t (y 2 ) > 0, that is,G t is strictly decreasing.
On the other hand, for any n, one has
where the last inequality is due to (4.18) . Now for any ε > 0, fix an n so that
Thus, for
That is,G t is uniformly continuous in y.
Furthermore, for y > 0 large, we havẽ
This implies that lim y→∞Gt (y) ≤ C n for all n, and thus lim y→∞Gt (y) = 0. Similarly, for y < 0,
Following similar arguments we can show that lim y→−∞Gt (y) = 1, proving (i).
(ii) We first assume g ∈ I is differentiable. By (2.4), (3.6) , and the definition of Φ, we have
Then by Proposition 2.3-(iii) we see that
t )] for all g ∈ I. The statements on u follow the same arguments as those in Lemma 4.4 (iii) and (iv).
(iii) By (ii), the result is obviously true for r > 0. We now assume r = 0, and without loss of generality we shall only prove E 0,T [g(X T )] = E 0,t E t,T [g(X T )] for 0 < t < T . This is equivalent to show that dE 0,t u(t, X t )] = 0, where u is the viscosity solution to the PDE (4.23).
To this end, let µ n , g n , u n be as in the proof of Lemma 4.4, in particular, µ n ≥ µ, ∂ x u n ≥ 0, and u n ∈ C 1,2 (4.21) . Note that, for fixed 0 < t ≤ T , Similar to (2.4) we have
Then, (suppressing variables when the context is clear) we have
Noting that ∂ p ϕ ≥ 0, ̺ ≥ 0, µ−µ n ≤ 0, and ∂ x u n ≥ 0, we have E 0,T g n (X T )] −E 0,t u n (t, X t )] ≤ 0.
Send n → ∞, we obtain E 0,T g(
Similarly, we may construct g n → g and u n → u with µ n ≤ µ and ∂ x u n ≥ 0, so that
, and consequently E 0,T g(X T )] = E 0,t u(t, X t )] , proving (iii), whence the theorem.
Remark 4.7. In both Theorem 4.6-(ii) and (iii) we required that the initial time s > 0. In fact, when s = 0, ̺ 0 may not exist, and thus µ could have singularity. For example, assume ϕ(t, ·) = ϕ(·) is independent of t and b ≡ 0, x 0 = 0. Then
It is not even clear if the following SDE is wellposed in general:
Correspondingly, if we consider the following PDE on (0, T ] × R:
then it is not clear whether or not lim (t,x)→(0,0) u(t, x) exists.
The rigorous proof of the convergence
We note that Theorem 4.6 already gives the definition of the desired time-consistent conditional expectation for the constant diffusion case. But it is still worth asking whether the discrete system in Subsection 4.1 indeed converges to the continuous time system in §4.3, especially from the perspective of numerical approximations. We therefore believe that a detailed convergence analysis, which we now describe, is interesting in its own right.
For each N , denote h := h N := T N , and t i := t N i := ih, i = 0, · · · , N , as in Subsection 4.1. Consider the notations in (4.4) and (4.6). In the spirit of Donsker's theorem, one can easily show that G N i,j converges to G(t, x) as (t i , x i,j ) → (t, x) when t > 0. However, we need a stronger assumption. Denote
Remark 4.9. Since we didn't specify the conditions for the existence of ̺, we shall not attempt to provide sufficient conditions for the the convergence of ̺ N . However, we note that Assumption 4.8 holds true for Brownian motion as can be easily seen using Stirling's formula. 
Then, for any (t, x) ∈ (0, T ] × R and any sequence (t N i , x N i,j ) → (t, x), we have
Proof. Define
We shall show that u is a viscosity subsolution and u a viscosity supersolution of PDE (4.23). By the comparison principle Lemma 4.4 we have u = u = u, which implies (4.33) immediately.
We shall only prove u is a viscosity subsolution. The viscosity supersolution property of u can be proved similarly. Let (t, x) ∈ (0, T ] × R and w ∈ Au(t, x) be a test function with localization
By the definition of u(t, x), by otherwise choosing a subsequence of N , without loss of generality
Since u and u N are bounded, for δ small, we have
2 . Moreover, by compactness argument, by otherwise choosing a subsequence, we may assume (
That is, (t * , x * ) = (t, x), namely
Then, denoting (i, j) := (i * N , j * N ) for notational simplicity,
Then, denoting G i,j := G(t i , x i,j ), ̺ i,j := ̺(t i , x i,j ) and by Assumption 4.8,
Thus, by (4.36) and (4.35), 0 ≤ ∂ tw (t i , x i,j ) + 1 2 ∂ xxw (t i , x i,j ) + µ(t i , x i,j )∂ xw (t i , x i,j ) h + o(h) = ∂ tw (t, x) + 1 2 ∂ xxw (t, x) + µ(t, x)∂ xw (t, x) h + o(h).
This implies Lw(t, x) ≥ 0. By (4.34), it is clear that L w(t, x) = Lw(t, x). Then Lw(t, x) ≥ 0, thus u is a viscosity subsolution at (t, x).
The general diffusion case
In this section we consider the following more general SDE: We first remark that a direct discretization does not work here. In fact, note that
For a desired approximation X N , we would expect
However, for the binomial tree in Figure 2 , at each node x i,j there is only one parameter p + i,j and in general we are not able to match both the drift and the volatility. To overcome this, we have two natural choices. One is to use trinomial tree approximation: assuming 0 < σ ≤ C 0 ,
See the left figure in Figure 3 for the case N = 2. Then, by choosing appropriate p + i,j , p − i,j , one may achieve (5.2). However, note that the trinomial tree has crossing edges, and they may destroy the crucial monotonicity property we used in the previous section. To be precise, consider the case N = 2. For an increasing function g, again we expect to have E 1,2 [g(X N
2 )] = u(1, X N 1 ) for some function u(1, ·). Note that u(1, x 1,1 ) should be a weighted average of g(x 2,2 ), g(x 2,1 ), g(x 2,0 ), while u(1, x 1,0 ) should be a weighted average of g(x 2,1 ), g(x 2,0 ), g(x 2,−1 ). Since g(x 2,1 ) > g(x 2,0 ), it is possible that u(1, x 1,1 ) < u(1, x 1,0 ) (see the left picture of Figure 3 ). Another choice to achieve (5.2) is to use the binary tree approximation, see the right figure in Figure 3 for the case N = 2, where x 1 = x 0 − σ(t 0 , x 0 ) √ h, x 2 = x 0 + σ(t 0 , x 0 ) √ h, σ 1 = σ(t 1 , x 1 ), σ 2 = σ(t 1 , x 2 ). But again there are crossing edges and thus the monotonicity property is violated.
Note that the presence of the crossing edges is due to the non-constant diffusion coefficient σ.
We can get around of this difficulty when σ is uniformly non-degernerate, that is, σ(t, x) ≥ α > 0, for all (t, x). For the sake of argument, let us assume that σ is also sufficiently regular. Then we can introduce the following transformation:
X t := ψ(t, X t ), where ψ(t, x) := t, x) ). Then, denotingĜ(t, x) := P(X t ≥ x),̺ := −∂ xĜ , there is a probability measureQ and aQ-Brownian motionB such that
(s,X s )ds +B t ,Q-a.s.
(5.5) whereμ(t, x) :=b(t, x) + ∂ t ϕ(t,Ĝ(t, x)) − 1 2 ∂ pp ϕ(t,Ĝ(t, x))̺ 2 (t, x) ∂ p ϕ(t,Ĝ(t, x))̺(t, x) .
Moreover, we will have E s,t [g(X t )] = EQ[g(X t )|F s ] =û(s,X s ), (5.6) where the corresponding dynamic distortion function and the PDE become:     Φ s, t, x; P(X t ≥ y|X s = x) =Q(X t ≥ y|X s = x); ∂ tû + 1 2 ∂ xxû +μ∂ xû = 0.
(5.7)
We now transform the above results back to X in (5.1). Still denote G(t, x) := P(X t ≥ x), ̺ := −∂ x G. (5.8)
We shall make the following assumption. (ii) σ > 0 is bounded from both above and below, and σ ∈ C 
