We develop a quasi-likelihood analysis procedure for a general class of multivariate marked point processes. As a by-product of the general method, we establish under stability and ergodicity conditions the local asymptotic normality of the quasi-log likelihood, along with the convergence of moments of quasi-likelihood and quasi-Bayesian estimators. To illustrate the general approach, we then turn our attention to a class of multivariate marked Hawkes processes with generalized exponential kernels, comprising among others the so-called Erlang kernels. We provide explicit conditions on the kernel functions and the mark dynamics under which a certain transformation of the original process is Markovian and V -geometrically ergodic. We finally prove that the latter result, which is of interest in its own right, constitutes the key ingredient to show that the generalized exponential Hawkes process falls under the scope of application of the quasi-likelihood analysis.
Introduction
We introduce a general class of d-dimensional marked point processes (MPP) observed on the real half-line, and represented by a family of integer-valued random measures N = (N α ) α=1,...,d on R + × X, adapted and defined on some stochastic basis (Ω, F, F, P), F = (F t ) t≥0 , and where (X, X ) corresponds to the measurable state space for the marks of the process. Assuming that the predictable compensating measure ν α of N α is parametrized in the following form ν α (ds, dx, θ) = f α (s, x, θ)dsρ(dx) (1.1) for some n-dimensional parameter θ ∈ Θ ⊂ R n , and for some dominating measure dsρ(dx), we construct the quasi-likelihood process defined for any time T ≥ 0 as l T (θ) = When the horizon time T → +∞, and under suitable ergodicity assumptions, our first concern in this study is to carry out the so-called quasi-likelihood analysis (QLA), which consists chiefly in deriving a polynomial-type large deviation inequality for the quasi-likelihood field l T , along with its local asymptotic normality (LAN) . As a by-product of those two properties, we establish the convergence of moments of the quasi-maximum likelihood estimator (QMLE) and of any quasi-Bayesian estimator (QBE) associated to (1.2), that is, if θ T is such an estimator, then the following convergence holds
where u can be any continuous function of polynomial growth, θ * is the actual parameter driving N , Γ ∈ R n×n is the asymptotic Fisher information matrix and ξ follows an n-dimensional standard normal distribution.
Over the past decade there has been a growing literature on QLA, in particular for a large variety of stochastic processes admitting a semi-martingale representation: [Yoshida, 2011] first established general criteria for the derivation of polynomial-type large deviation inequalities for quasilikelihood fields, extending arguments from [Ibragimov and Has'minskii, 1981] and [Kutoyants, 1984] (the latter dealing with the specific case of diffusion processes). Following [Yoshida, 2011] , QLA has been successfully applied to a large panel of processes, including 1 diffusions with compound Poisson driven jumps [Ogihara and Yoshida, 2011] , continuous bivariate diffusion featuring asynchronicity [Ogihara and Yoshida, 2014] , Levy processes [Masuda et al., 2013 , Masuda, 2015 , multi step estimation for diffusions [Kamatani and Uchida, 2015] , noisy diffusions [Ogihara et al., 2018] and finally general point processes in [Clinet and Yoshida, 2017 ] (see also [Muni Toke and Yoshida, 2020] for the particular case of Cox-type intensity models). Accordingly, our first contribution follows this line of research. To our knowledge, this is the first work that provides conditions for the convergence of moments (1.3) for marked point processes. Our main finding, in line with the conditions proposed in [Clinet and Yoshida, 2017] for pure point processes, is that the key ingredient for the QLA in the context of a marked point process is a family of laws of large numbers (LLN) for certain transformations of the density processes f α , uniformly in the parameter θ, and having a minimal rate of convergence in T γ for some γ ∈ (0, 1/2). These convergences are typically obtained for Markovian or stationary processes along with appropriate exponential mixing properties (see [Clinet and Yoshida, 2017] ), although such conditions are not necessary in general. Let us emphasize that, in light of convergence (1.3), the QLA method provides stronger results than the standard asymptotic normality of QMLE and QBE, at the cost of stronger moment and ergodicity conditions than what is usually required. In return, the moment convergence (1.3) paves the way to a large body of applications including, among others, information criteria-based model selection (see, e.g [Umezu et al., 2019 , Eguchi et al., 2018 ) and local parametric estimation (see [Clinet and Potiron, 2018] for the case of a locally parametric exponential Hawkes process).
Let us also point out that this first contribution can be naturally put into perspective with the existing literature on maximum likelihood estimation for marked point processes. For general pure point processes, the seminal work of [Ogata, 1978] gave general conditions to ensure the asymptotic normality of the maximum likelihood estimator (MLE) for ergodic stationary point processes (see also [Puri and Tuan, 1986] for similar yet slightly different conditions). Later, [Kutoyants, 1984] (see Theorems 4.5.5 and 4.5.6) provided general conditions for local asymptotic normality and moment convergence of the MLE and any Bayesian estimator (BE). Finally, [Clinet and Yoshida, 2017] carried out the QLA and derived the convergence of moments of the quasi maximum likelihood estimator (QMLE) and any quasi bayesian estimator (QBE) in a general ergodic framework. Other parametric methods for point processes can be consulted in e.g [Karr, 1991] and [Tuan, 1981] . For univariate marked point processes, [Nishiyama, 1995] derived LAN results, although under the very restrictive assumption that f (t, x, θ) = y t a(x, θ) where (y t ) t≥0 is a known predictable process. Apart from specific structures (e.g. birth-and-death processes [Keiding et al., 1975] ), general results on maximum likelihood estimation have yet to be established.
Our second concern in this paper is the application of the aforementioned QLA method to a class of generalized exponential kernel-based marked Hawkes processes, which extends the unmarked exponential Hawkes process in several ways, while retaining its strong mixing properties. There is now a vast literature on the Hawkes process originally introduced in [Hawkes, 1971] , with numerous applications ranging from seismology ( [Ogata, 1988] ), to sociology ( [Crane and Sornette, 2008] ), and finance [Bacry et al., 2015] . Recently, and in particular in financial data analysis, more flexible marked point processes models (including marked Hawkes processes) have emerged. Examples in the financial literature include [Fauth and Tudor, 2012] , [Rambaldi et al., 2017] , [Morariu-Patrichi and Pakkanen, 2018] , [Clinet et al., 2019] , [Richards et al., 2019] and [Wu et al., 2019] . In the framework of the present paper, we introduce the marked Hawkes process as follows. First, we decompose the compensating density
is the stochastic intensity of the counting process N α = N α (X × ·), and X q α (t, x, θ)ρ(dx) = 1. Denoting by X t− the mark of the last jump before t, we consider the shape 4) and refer to any MPP whose stochastic intensity λ(·, θ) satisfies (1.4) as marked Hawkes process.
Here h αβ are the so-called (marked) excitation kernels, and φ α are typically sub-linear functions in their first two arguments. Compared to classical unmarked Hawkes processes, we therefore allow the mark to affect both the shape of the cross-excitation functions through h αβ , and the baseline intensity through the dependence of φ α in X t− . In light of our first contribution, applying the QLA method to such a process amounts to finding adequate conditions ensuring that a process satisfying (1.4) is ergodic with fast rate T γ . Lately, a few papers focused on the establishment of strong ergodicity and mixing results for the exponential Hawkes process by taking advantage of its Markovian structure. [Abergel and Jedidi, 2015] gave a linear Lyapounov function for the multivariate exponential Hawkes process; [Clinet and Yoshida, 2017] derived the full V -geometric ergodicity of the process for an exponential Lyapounov function V , assuming that the spectral radius of the associated excitation matrix is smaller than unity, which is the standard stability condition for Hawkes processes as established in [Brémaud and Massoulié, 1996] . Recently [Duarte et al., 2016] adapted the Markovian approach to the case of an Erlang kernel in a univariate framework and derived the exponential convergence in Wasserstein distance of the distribution of the Hawkes process toward its invariant probability. In this paper, our aim consists in building on this strand of research for the marked case and for more general kernels. Accordingly, our main focus lies in the situation where the kernels are of the form
where A αβ (θ), B αβ (θ) ∈ R p×p for some p ≥ 1, ·|· denotes the usual inner product on R p×p , and g αβ accounts for the impact of the mark process on the cross-excitation. The temporal term in (1.5) encompasses the aforementioned kernels, and it is proved in Proposition 3.1 that a function has the shape u = A|e ·B and is integrable if and only if u is a linear combination of terms of the form P · C · e −r· , where P is a polynomial function, C is a sine or a cosine function, and r > 0. We finally focus on the case where the dynamics of the mark process can be represented by a transition kernel allowing us to construct a Markovian representation of the marked point process (although the marks alone may not be Markovian).
Our second contribution goes as follows. First, we provide adequate assumptions on the mark transition kernel and on the kernels h αβ that ensure the V -geometric ergodicity of the marked Hawkes process. When the marks are independent and identically distributed, this condition essentially reduces to the classical assumption on the spectral radius of the excitation matrix, integrated over the mark space. When the marks admit a more intricate dynamics, the condition is more restrictive and is thoroughly discussed. We find in particular that the mark process itself needs to satisfy a certain drift condition. This is briefly illustrated on the so-called queue-reactive Hawkes model which has recently been introduced in the literature ([Wu et al., 2019] ) and which generalizes the queue-reactive model of [Huang et al., 2015] by adding excitation components in the spirit of [Abergel and Jedidi, 2015] . Here, the novelty of this contribution lies in the general form of the temporal component in (1.5) along with the presence of marks in the excitation kernel. Second, we make use of this strong mixing property to show that QLA applies to the generalized exponential marked Hawkes process when φ α is linear in the excitation terms in (1.4), and up to identifiability and moment conditions. The remainder of the paper is structured as follows. Section 2 details the QLA for a general marked point process in an ergodic context and in an abstract manner. Section 3 introduces the general marked Hawkes process and establishes its V -geometric ergodicity when its excitation kernel admits the matrixexponential form (1.5), and under well-chosen stability and non-degeneracy assumptions. Section 4 shows the application of the QLA method to the generalized exponential marked Hawkes process. We conclude in Section 5. Technical details and part of the proofs are relegated to the Appendix.
2 Quasi-likelihood analysis for marked point processes: a general framework
In this section, we introduce our general statistical framework. Our main results are Theorem 2.5 and Theorem 2.6 which respectively prove the local asymptotic normality of the likelihood-process and the convergence of moments of the QMLE and the QBE. We recall that we are given a stochastic basis B = (Ω, F, F, P) with a given filtration F = (F t ) t∈R + , that contains all the observed processes necessary to the statistical inference. In particular, we assume that there exists for α = 1, ..
and T α N → a.s +∞ when N → +∞. The X α i 's are F T α i -measurable random variables taking values in the measurable space (X, X ). We call multivariate marked point process N = (N α ) α=1,...,d the family of random measures on R + × X, adapted to F, and defined by N α (ds, dx) = +∞ i=0 δ (T α i ,X α i ) (ds, dx). We write ν α (ds, dx) the so-called compensator of N α (ds, dx), that is the unique predictable measure such that
is a local martingale for any set A ∈ X (see [Jacod and Shiryaev, 2003] , Theorem 1.8).
It is convenient to associate to N a counting process N , which is simply defined for any α ∈ {1, ..., d} as N α t = N α ([0, t] × X), t ∈ R + , and its compensator Λ α t = ν α ([0, t] × X). Hereafter, we will always assume that the covariates of N do not have jump times in common: for α, β ∈ {1, ..., d} with α = β, ∆N α ∆N β = 0, P − a.s. In what follows, we will often use the notationsM α = N α − ν α and N α = N α − Λ α which are both local martingale measures.
We now turn our attention to the parametrization of the marked point process proposed in (1.1). We assume that there exists θ * ∈ Θ ⊂ R n for some n ∈ N and where Θ is convex, open and bounded 2 , ρ a measure on X and f α a non-negative function such that ν α (ds, dx) = f α (s, x, θ * )dsρ(dx), α ∈ {1, ..., d} 2 We also always assume that Θ is regular enough so that the Sobolev embedding Theorem holds (see [Adams and Fournier, 2003], Theorem 4.12, p. 85) and we gather those densities in the vector f = (f 1 , ..., f d ). The regression family (f (·, ·, θ)) θ∈Θ generalizes the parametrized stochastic intensity in the case of point processes (see e.g [Clinet and Yoshida, 2017] ). We start with mild conditions on this process that ensure the existence of our quasi-log likelihood process. and Γ (2)
There exists Y(θ) such that for any p ≥ 1, as T → +∞
Proof. By Assumption [A1]-[A3] and Lemma 3.15 from [Clinet and Yoshida, 2017] , there exists Y (1) (θ) such that T γ sup θ∈Θ |Y
(1)
and prove that
Without loss of generality, we can assume that p = 2 q for some q ≥ 0, and that p > n = dim(Θ). Next, by [A2], we know that S α T = [0,T ]×X log q α (s,x,θ) q α (s,x,θ * )M α (ds, dx) is an L p -integrable martingale, so that by Lemma 6.3, we will have
where [·, ·] denotes the quadratic variation operator (the fact that ∂ θ S α T is again an L p −integrable martingale is an easy consequence of the dominated convergence theorem). Now, by application of Lemma 6.1 along with Jensen's inequality, the fact that |logx| ≤ |x| + |x| −1 , and finally assumption [A2], we have for some constant C > 0 that may change from one line to the next
. Let Γ ∈ R n×n be the positive matrix defined in Remark 2.2. Then, for any random ball B T ⊂ Θ such that diam(B T ) → P 0, we have as T → +∞
Moreover, for any p ≥ 1, we have
Proof. We prove the existence for i ∈ {1, 2} of Γ (i) such that sup θ∈B T |Γ
The case i = 1 is a consequence of Lemma 3.12 and Lemma 3.15 in [Clinet and Yoshida, 2017 ] along with assumptions [A1]-[A4]. We now turn to the case i = 2. It is convenient to rewrite Γ
(2)
Next, remark that there exists Γ (2) such that T γ sup θ∈Θ |Γ
(2),α T − Γ (2) | p → 0 by [A3] and Lemma 6.2. Now we have
where the last inequality is a consequence of Lemma 6.3 and [A2]. Since R
(2),α T (θ * ) = 0, we have proved the second claim of the lemma. Now, using again that R
and noticing that the derivative of the integrand in R
(2),α T (θ) is proportional to ∂ 3 θ logq α (s, θ), application of [A2] readily gives the domination E sup θ∈Θ |∂ θ R lemma.
Remark 1. It is immediate to see from (2.7) that Γ admits the representation
The next lemma gives the asymptotic distribution of the scaled score process (∆ uT ) u∈[0,1] .
Lemma 2.4. We have the convergence in distribution for the Skorokhod topology D([0, 1]), as T → +∞
where W is a standard Brownian motion on [0, 1]. Moreover, we have for any p ≥ 1
Proof. Recall that M T is (by [A2]) an L p integrable martingale with the following representation:
(2.12) Accordingly, by Corollary VIII.3.24 p.476 from [Jacod and Shiryaev, 2003] , the claimed limit theorem will hold if we show M T , M T u → P uΓ for all u ∈ [0, 1], and for some ǫ > 0, the Lindeberg condition
Remark that by the ergodicity assumption [A3] (decomposing f α = λ α · q α ) and the fact that
where the expression of the limit comes from (2.11). Moreover,
and Hölder's inequality. Finally the second claim is an application of Burkholder-Davis-Gundy inequality along with Hölder's inequality and [A2].
We are now ready to state the local asymptotic normality of the likelihood field along with two deviations inequalities. First, for u ∈ U T = {u ∈ R n |θ * + u √ T ∈ Θ}, we take
and we extend the domain of Z T to R n by taking Z T continuously tending to 0 as |u| → +∞ outside U T . The next lemma shows that Z T converges in distribution to the limit field
. The following holds:
where the convergence happens in the space of continuous functions decreasing to 0 as |u| → +∞ endowed with the uniform topology.
Proof. We first prove (i). The large deviation inequality is a consequence of Theorem 3 (c) in [Yoshida, 2011] : Setting β 1 = γ, β 2 = 1/2 − γ, ρ = 2, ρ 2 ∈ (0, 2γ), α ∈ (0, ρ 2 /2) and ρ 1 ∈ (0, min(1, α(1 − α) −1 , 2γ(1 − α) −1 )), we immediately have condition (A4 ′ ). Moreover, (A6) and (A4 ′′ ) are satisfied by Lemmas 2.1, 2.3, and 2.4 along with the domination for all p > 1 sup
which is yet another application of [A2], Sobolev's inequality (involving the derivative of fourth order of l T ) and Hölder's inequality. Finally, conditions (B1) and (B2) are consequences of [A3] along with Remark 2.2. Next we show (ii). Rewrite
where, by the mean value theorem, there exists
For a fixed u ∈ R n , an application of (2.16) immediately yields for any p > 1 that E|r T (u)| p → 0, which, combined with Lemmas 2.3 and 2.4, the continuous mapping theorem, and Slutsky's lemma readily yields the finite dimensional convergence of Z T towards Z. Now we prove the tightness of log Z T in T . introducing for δ > 0, r > 0,
where the last convergence is again an application of Lemma 6.1, [A2], and Hölder's inequality. Finally, (iii) is a consequence of Lemma 2 from [Yoshida, 2011] (taking K(u) = logZ T (u)) along with (2.17).
The main consequence of the previous theorem is the convergence of moments for the QMLE and the QBE.
. We have, for any continuous function u of polynomial growth,
where ξ follows an n-dimensional standard normal distribution.
Proof. For the QMLE, the convergence is a consequence of the LAN property and the large deviation inequality along with Theorem 4 (b) from [Yoshida, 2011] . Moreover, applying Theorem 8 in [Yoshida, 2011] along with the large deviation inequality and the inverse moment condition yields the convergence for any QBE.
Generalized exponential marked Hawkes process
We introduce in this section a new class of marked Hawkes processes enjoying a Markovian representation, and we show that under reasonable stability conditions theses processes are ergodic and even exponentially mixing. The main result of this section is Theorem 3.7, which is the main tool necessary for the application of QLA to the generalized exponential marked Hawkes process. In this section, we drop the dependence of all quantities in θ since no parametrization is necessary for our purpose. All processes can be thought of as taken at point θ * . We return to the problem of statistical inference in Section 4.
Model definition and first properties
We consider the marked point process N = (N α ) α=1,...,d of Section 2. We let T 1 < T 2 < ... be the sequence of jump times associated to the global counting process d α=1 N α . We also consider that all the covariates are affected by the same (possibly multidimensional) mark sequence (X i ) i≥1 . It will be convenient to associate to this sequence of marks a piecewise constant and right continuous process defined by X t = X i for T i ≤ t < T i+1 . In this section and the next, we assume that X is the subset of a finite-dimensional normed space and such that the topology inherited from the associated norm | · | makes X locally compact and separable. X is then naturally taken as the associated Borel σ-field.
Typical examples are when the state-space is R q , Z q or any categorical finite set. We will say that N is a (multivariate) marked Hawkes process if for any α ∈ {1, ..., d}, the stochastic intensity of the associated counting process N α has the form
where φ α is continuous and h αβ is measurable, φ α : R d + × X → R + is not necessarily linear in its first argument, and for α, β ∈ {1, ..., d}, h αβ : R + × X → R + corresponds to the excitation kernel impacting λ α every time a jump on the covariate N β occurs. Note that we exclude self-inhibition mechanisms as h αβ is required to yield non-negative values only. When φ α (u, x) = ν α (x) does not depend on u, λ α is piecewise constant and purely driven by the mark process X. Most classes of purejump Markov processes are thus comprised in this representation. In particular, popular models in finance such as the zero-intelligence model of [Abergel and Jedidi, 2013] or the queue-reactive model of [Huang et al., 2015] fall under the scope of this model. When φ α (u, x) = ν α (x) + d β=1 u β , the marked Hawkes process is said linear as studied in, e.g [Brémaud and Massoulié, 1996] in the unmarked case. Hereafter, we keep a general form for φ α (although our ergodicity results will come at the cost of sub-linearity), but we restrict ourselves to the case where the kernels h αβ admit the multiplicative representation
where A αβ ∈ R p×p + , B αβ ∈ R p×p , and g αβ (x) ∈ R + for some p ≥ 1, and where ·|· denotes the canonical inner product on R p×p . In (3.2), the inner product corresponds to the temporal component of the kernel, and has a generalized exponential shape that we will characterize later on. Hereafter, B αβ is always assumed to have eigenvalues with negative real parts. We will extensively use this condition when proving the stability of the process. Although apparently simple, the above matrix-exponential representation yields more general functions than the pure exponential kernel. The function g αβ accounts for the impact of the marks on the excitation process. Such a multiplicative form, already used in [Clinet et al., 2019] and [Richards et al., 2019] , makes most calculations tractable while retaining the dual impact of time and marks on the excitation kernel. In [Richards et al., 2019] , which fits the above model on financial limit order book data, linear and quadratic shapes have been proposed for the boost function g αβ , with several mark processes ranging from trade volumes, price transformations, market imbalance, to transformations of the counting process N itself (similarly to queue-reactive models). Details can be found in the aforementioned paper, Table 2 , p. 28.
We call generalized exponential kernel any function h αβ satisfying (3.2), and generalized exponential marked Hawkes process (GEMHP) a process whose excitation kernels admit all the shape (3.2), yielding the following representation for the stochastic intensities
Before specifying the dynamics of the mark process, we describe the class of kernels that have the from (3.2). It turns out that the following fundamental example
4)
also called Erlang kernel, where P is a polynomial function of the form P (s) = p k=1 a k s k , and r > 0 is a fixed constant yields such a representation. Indeed defining D = −rI p×p where I p×p is the indentity matrix having dimension p, M the nilpotent matrix such that M i,j = 1 {j=i+1} for 1 ≤ i, j ≤ p, we readily verify that
so that taking the matrix A P whose coefficients satisfy
Moreover, the function f C (s) = (ccos(ξs) + dsin(ξs))e −rs where c, d, ξ ∈ R can also be represented as before. Defining
we verify again that
More generally we have the following result, which is an easy consequence of the Jordan canonical form for real matrices. where P (s) = p k=1 a k s k , ξ, d, c ≥ 0 and r > 0. Conversely, there exists two matrices A u and B u such that u = A u |e ·Bu , and where B u has eigenvalues with negative real parts.
The proof and the forms of the matrices A u and B u are relegated to the Appendix. Proposition 3.7 and (3.5)-(3.6) show that the GEMHP encompasses the exponential kernel of [Oakes, 1975] , but also polynomial-exponential kernels (see [Ditlevsen et al., 2005 , Pasha and Solo, 2013 , Duarte et al., 2016 and [Ditlevsen and Löcherbach, 2017] ) among others. Although the exponentially decreasing tails of the kernels may appear restrictive, it is worth noting that linear combinations of kernels of the shape (3.7) are dense (e.g in L 1 sense) in the space of integrable kernels and therefore can, in theory, approximate any excitation function that a practitioner may have in mind.
In what follows, our aim is to take advantage of the matrix-exponential shape of the kernel and show that there exists a Markovian process that drives the dynamics of the related marked Hawkes process, provided that the mark process admits a transition kernel given by (3.9) below. Building on the pure exponential Hawkes process case (see e.g [Clinet and Yoshida, 2017] , p. 1819), we introduce the generalized elementary excitation process E = (E αβ ) α,β=1,...,d , defined as
for any t ≥ 0, and write E = R p 2 d 2 the state space of E. Naturally, there is no reason to believe that E is Markovian when marks affect the individual excitation levels. Accordingly, we turn our attention to the extended process Z = (E, X). Proving the Markovian structure of Z requires specific conditions on the mark process that we now detail. First, we introduce (κ i ) i≥0 the sequence of labels of the jumps of the global process d α=1 N α , that is, for i ≥ 1, κ i ∈ {1, ..., d} is the unique (random) index such that ∆N κ i T i = 1, and κ 0 is a {1, ...d}-valued F 0 -measurable random variable. Now, we assume that there exists a family of Feller transition kernels (Q α ) α∈{1,...,d} on X × X such that for A ∈ X , i ≥ 1
where, for i ≥ 1, ∆T i = T i − T i−1 with the convention T 0 = 0, and where the initial mark X 0 is an F 0 -measurable random variable. Hereafter, for z = (ǫ, x) ∈ E × X, α ∈ {1, ..., d}, we define
and µ(t, z) = d α=1 µ α (t, z). Finally, we will use the notations f α (t, z) = µ α (t, z)e − t 0 µ α (s,z)ds and f (t, z) = µ(t, z)e − t 0 µ(s,z)ds . The next proposition shows that if the mark sequence follows (3.9), then Z is a Markov process.
Proposition 3.2. Let i ≥ 1. We have the following results.
1. Given F T i−1 , the law of ∆T i depends on Z T i−1 only and admits the conditional density f (·, Z T i−1 ) with respect to Lebesgue measure.
We have P[κ
3. Given F T i−1 and ∆T i , the conditional distribution of X i is given by the measure
Consequently, Z is a continuous-time Feller Markov process. Moreover, denoting by L its associated generator, we have for z = (ǫ, x) ∈ E × X, f a function that is C 1 in its first argument and belonging to the domain of L,
The generator L generalizes simpler cases such as the the queue-reactive model of ( [Huang et al., 2015] , operator Q, p.109), pure exponential Hawkes process ( [Clinet and Yoshida, 2017] , Proof of Proposition 4.5) or the univariate Erlang kernel case ( [Duarte et al., 2016] , (3.1)).
Remark 3.3. We can always assume without loss of generality that for a given β ∈ {1, ..., d}, the components of e tB 1β , e tB 2β ..., e tB dβ seen as real functions are linearly independent. More precisely, if it were not the case, we could reduce the dimension of E by removing subcomponents of the matrices e tB 1β , e tB 2β ..., e tB dβ until the remaining ones are linearly independent. Moreover, by doing so, we do not break the Markovian structure of the process Z since the removed components are precisely the ones that can be linearly reconstructed from the reduced process. This phenomenon was already pointed out in [Clinet and Yoshida, 2017] , see Remark 3 p.1833.
We briefly illustrate our model with a recent popular example from the financial literature (See [Huang et al., 2015] for the original queue-reactive model, and more recently [Wu et al., 2019] for a partial extension featuring a Hawkes component). In its simplest form, a queue-reactive Hawkes process consists of a 3-dimensional counting process (M, L, C) whose stochastic intensity admits the form (3.3), representing three order flows happening at a given price level for a particular stock on an electronic market. Market (M) orders (i.e trades) and cancellation (C) orders are events that decrease by one unit the size of the queue X = X 0 + L − M − C at this price limit, whereas limit (L) orders correspond to new incoming orders that increase the size of X. In this model, the queue X itself is the mark process, and the state-space is X = N endowed with the discrete distance inherited from the absolute value | · |. In addition to the above specification, we require that the transition kernels for the marks are (with obvious notations)
where δ y is the Dirac measure at point y. For simplicity, cancellations are assumed non-exciting, nor can they be excited by other components. For non-degeneracy reasons that will become apparent later, we also assume that when the limit is empty, market and cancellation orders may still occur with an arbitrary rate φ > 0. Note that since 0 is an absorbing state for Q C and Q M , this does not affect the distribution of the queue process in any way. A typical and simple specification for the intensity functions is therefore
where ν L , ν M , ν C > 0. The rationale behind the linearity of φ C in x is the following: the limit orders placed in the queue can be independently cancelled with a Poisson intensity ν C at any time (see [Abergel and Jedidi, 2015] ). The above model can be complexified to meet more general conditions, as, for instance, dependence of the other intensity functions in x, or a multidimensional queuing system X (see, e.g [Huang et al., 2015] ). Moreover, random sizes of orders also yield more complex transition kernels (Q L , Q M , Q C ).
V -geometric ergodicity of the GEMHP
In this section, we establish under suitable conditions the V -geometric ergodicity of the multidimensional GEMHP. Our strategy consists in first finding a Lyapunov function for the process Z, and then in proving that the transition kernel of Z satisfies a non-degeneracy condition given in Lemma 3.6. We start with a few stability conditions that ensure the existence of a Lyapunov function. We show that those conditions are met in the case of the queue-reactive Hawkes process for the sake of illustration.
[L1 ] There exists a continuous function ν :
The above assumption states that the stochastic intensity should be sub-linear in the excitation terms. Although recent attention has been devoted to quadratic Hawkes processes (see for instance [Blanc et al., 2017] ), we set aside these processes in the present work. Note that [L1] can be rewritten in terms of ψ, as ψ α (z) ≤ ν α (x) + d β=1 A αβ |ǫ αβ . In the next assumption we call norm-like function any non-negative function f such that f (x) → +∞ as |x| → +∞. Moreover we define for x ∈ X the quantity G αβ (x) = X g αβ (y)Q β (x, dy), corresponding to the conditional expected size of a jump in λ α when N β jumps.
[L2 ] There exist two norm-like functions f X , u X , and a constant, L ≥ 0, such that for |x| → +∞,
( 3.14) Moreover, for |x| → +∞ Assumption [L2] essentially assumes the existence of a drift condition for the mark process itself. More precisely, (3.14) states that, when properly weighted by the baselines ν α , there exists a Lyapunov function f X for X, with rate u X of order at least d α=1 ν α . Next, (3.15) represents the contribution of the baseline terms ν α (x) in the stochastic intensities to the short-term variation of the excitation levels. It implies that as |x| increases, although the combined effect may tend to infinity, it should be negligible with respect to the rate of the drift-condition (3.14). Finally (3.16) is a uniform moment condition on the boost functions and f X . Let us specify briefly what happens for the queue-reactive model introduced in (3.11)-(3.13). Clearly [L1] holds with equality. Next, the left-hand side of (3.14) reduces to ν L − ν M − ν C x, while in (3.15) it is bounded because cancellation orders do not trigger any excitation and G βα is bounded for all α, β ∈ {L, M, C} by (3.16). Therefore [L2] is satisfied with u X (x) = −ν L + ν M + µ C x. Here, the cancellation term ν C x plays a crucial role as it pushes the size of the limit back when X becomes too large. Finally, we give a stability condition on the excitation kernels. We let, for x ∈ X, s ≥ 0
Since all the B αβ 's are invertible with eigenvalues having negative real parts, we have the representation
Φ corresponds to the conditional expectation of the long-run contribution of the excitation functions to the stochastic intensity after a jump. It is a generalized version of the standard excitation matrix for unmarked Hawkes process, introduced in [Brémaud and Massoulié, 1996 ], Theorem 7.
[L3 ] There exists κ ∈ R d with positive coefficients, and ρ ∈ [0, 1) such that, component-wise,
There are several situations where assumption [L3] can be greatly simplified. First, if the marks are independent and identically distrributed, then Φ is independent of x. In this case, it is easy to see that by the Perron-Frobenius theorem, [L3] is satisfied if ρ(Φ), the spectral radius of Φ, is smaller than unity. This corresponds exactly to the standard stability condition derived in [Brémaud and Massoulié, 1996] for general multivariate Hawkes processes. When the marks are not independent, but the point process is univariate, [L3] reduces to sup x∈X +∞ 0 h(s, x)ds < 1. In other words, h should have an L 1 norm uniformly smaller than 1 in time. We are now ready to derive a Lyapunov function for Z.
Lemma 3.4. Assume [L1]-[L3]. For any α, β ∈ {1, ..., d} there exists a matrix a αβ ∈ R p×p with positive coefficients and η > 0 such that, for z ∈ E × X, defining V (z) = exp( d α,β=1 a αβ ǫ αβ + ηf X (x)), we have the drift condition LV ≤ −δV + L, for some δ > 0, L ≥ 0.
Proof. Let us note that A αβ can be assumed having non-zero coefficients only, without loss of generality. Indeed, we can always remove from E αβ the corresponding components which never appear in the expression of λ α and do not play any role in the dynamics of N . For now, we assume that the coefficients appearing in the drift function V , a αβ and η, are of the form λã αβ and λη respectively, where λ ∈ [0, 1] is a parameter that we will have to adjust, and the coefficientsã αβ and η are assumed fixed and will be specified later, and are small enough so that c αβ := ã αβ |I p×p ≤ c for all α, β, and η < c where c was introduced in [L2]. Recalling that V (z) = e d α,β=1 a αβ |ǫ αβ +ηf X (x) , Proposition 3.2 immediately yields
Our goal is to linearize the first term in λ in order to get rid of the exponential function. Accordingly, we define ξ(x) = e x − 1 − x, and noticing that for λ ∈ [0, 1], ξ(λx) ≤ λ 2 ξ(x) ≤ λ 2 e x , we rewrite
where the domination of the term of order λ 2 is ensured by [L2]. Injecting the above calculation in LV , and bounding the term ψ β (z) by ν β (x) + d γ=1 A βγ |ǫ βγ by [L1], we get
Consider nowã αβ = B −1 αβ T A αβ κ α , where κ was defined in [L3], and noting that we can always scale κ by an arbitrary small number so that c αβ ≤ c. The second term in the above equation can thus be rewritten, using (3.19)
As for the first and the third terms, another application of [L2] respectively gives
for some function v tending to 0 when |x| → +∞, and
A βγ | ǫ βγ for some constants δ > 0 and K ≥ 0, by (3.14) and (3.16). Overall, defining κ = min β=1,..,d κ β > 0 and using the fact that there exists Q 1 , Q 2 ≥ 0 such that d α=1 ν α ≤ Q 1 + Q 2 u X , we get
A βγ | ǫ βγ .
Next, takingη = λ, and then taking λ small enough yields (3.20) for some K ′ > 0, and now using that v(x) → 0, u X (x) → +∞ when |x| → +∞, and d β,γ=1 A βγ | ǫ βγ → +∞ when |ǫ| → +∞, we deduce that there exists a compact set K ⊂ E × X such that for z / ∈ K, we have LV (z) V (z) ≤ −δ < 0. Since the right-hand side of (3.20) and V are bounded on K, this yields for someL ≥ 0 large enough LV ≤ −δV +L, which is the claimed result.
For T ≥ 0, we define P T the transition kernel for Z. We now give two conditions that ensure the non-degeneracy, and the existence of an open accessible small set for P T .
[ND1 ] There exist φ, g > 0 such that for any α, β ∈ {1, ..., d}, φ α ≥ φ and g αβ ≥ g.
We recall that a point x ∈ X is reachable for a transition kernel if any neighborhood V of x is accessible for this kernel.
[ND2 ] The transition kernel Q admits a reachable point x 0 ∈ X. Moreover, for every β ∈ {1, ..., d}, the transition kernel Q β admits a sub-component T β , such that there exists a non-trivial measure σ β on X and a lower semi-continuous non-negative function r β : X 2 → R + , such that • For any x ∈ X, A ∈ X , T β (x, A) = X r β (x, y)σ β (dy), and T β (x, X) > 0.
Remark 3.5. Note that by Fatou's lemma and the semi-lower continuity of r in its first argument, Q β is a T -kernel for any β ∈ {1, ..., d} ([Douc et al., 2018] , Definition 12.2.1, p. 270). If X is discrete (as in the queue-reactive Hawkes case) then [ND2] is trivially satisfied (taking σ as the counting measure and the discrete topology). Note also that for the queue-reactive Hawkes model, 0 is a reachable point since a trade or a cancellation will always occur with non-zero probability when the limit is non-empty. Finally, if X ⊂ R q and σ is the Lebesgue measure, then the first point is automatically satisfied.
In the next lemma, B(E) stands for the Borel σ-field associated to E = R p 2 d 2 .
Lemma 3.6. There exists T > 0 such that P T admits an open accessible small set U ∈ B(E) ⊗ X , that is, there exists a non-trivial measure ν such that
Consequently, all compacts sets are petite.
Proof. Let T > 0, A ∈ B(E), B ∈ X and some z ∈ E × X. Let us introduce the functions C αβ :
where t = (t 1 , ..., t p 2 d 2 ) and x = (x 1 , ..., x p 2 d 2 ), that we gather in the global function C = (C αβ ) α,β=1,...,d .
Introducing now the events
where ∆T = (∆T 1 , ..., ∆T p 2 d 2 ) corresponds to the random vector of the first p 2 d 2 inter-arrival times, and noting that on E T,∆T ∩ F ∩ {Z 0 = z} we have E(T ) = C(T, ∆T, X, z) with X = (X 1 , ..., X p 2 d 2 ) the vector of the first p 2 d 2 marks, we have by definition of P T
Note now that the three events in the above conditional probability are completely determined by the random variable (∆T, X, ∆T p 2 d 2 +1 ), which admits a conditional distribution given {Z 0 = z} which, jointly with the event ∩ d β=1 {κ (β−1)p 2 d+1 = κ (β−1)p 2 d+2 = ... = κ βp 2 d = β}, has the form
where x 0 = x and β i = β if and only if i ∈ {(β − 1)p 2 d + 1, ..., βp 2 d}, and where γ is defined by
.., d}, by a repeated application of Proposition 3.2. The lower bound (3.22) can therefore be rewritten, applying
, and since for any x ∈ X, we have X r β (x, y)σ β (dy) > 0, we readily construct a sequence x * such that r β 1 (x 0 , x * 1 ) > 0, and then r β i+1 (x * i−1 , x * i ) > 0 for 2 ≤ i ≤ p 2 d 2 . By Lemma 6.5, define now (t * , x * , z * ) where z * = (x 0 , 0), and x * is as above, and such that ∇ t C(T, t * , x * , z * ) is invertible, and p 2 d 2 i=1 t * i < T . By Lemma 6.2 from [Benaïm et al., 2015] , we may assume that there exists a bounded neighborhood J ⊂ X p 2 d 2 × (E × X) of (x * , z * ) and of the form J = J 1 × ... × J p 2 d 2 × (J ǫ × J 0 ) where each component in the product is a neighborhood of the related component of (x * , z * ), and such that for all (x, z) ∈ J, there exists a neighborhood W (x,z) of t * and an open set I ⊂ R p 2 d 2 such that the restriction of t → C(T, t, x, z) on W (x,z) onto I, denoted byC(T, t, x, z), is a diffeomorphism. Moreover, there exists a neighborhood W of t * such that W (x,z) ⊂ W for any (x, z) ∈ J. Without loss of generality, and since for any T > 0, t p 2 d 2 +1 > 0 the set of t satisfying E T,t,t p 2 d 2 +1 is open, we may further assume that W ⊂ E T,t,t p 2 d 2 +1 . Now, using the fact that γ is positive and continuous and ∇ t C(T, t, x, z) is non-singular on W we have
for some c > 0. Up to a further reduction of the size of the neighborhoods J 0 , J 1 , ..., J p 2 d 2 we may assume that r β i (x i−1 , x i ) ≥ r > 0 for some r independent of i, on J i−1 × J i , by lower semi-continuity of r β i and the fact that
where Leb stands for the Lebesgue measure and σ β p 2 d 2 +1 (J p 2 d 2 +1 ∩ ·) is non-trivial by [ND2]. This proves that U = J ǫ × J 0 is small for P T . Finally, U is accessible. Indeed, J 0 is accessible for Q by
[ND2] (because x 0 ∈ J 0 and is reachable for Q), and then ǫ * = 0 is clearly a reachable point for E, since E t → 0 for t → +∞ on the event where there are no jumps after a given time t and up to t, so that J ǫ can be visited by E once X t has reached (and stays in) J 0 . Finally, the fact that compact sets are petite is a consequence of the Feller property of Z along with Theorem 12.1.10 from [Douc et al., 2018] taking U as the open petite set (note that P T admits an accessible small set, U , and therefore is irreducible as required).
We now use the results of the two previous paragraphs and conclude this section by establishing the V -geometric ergodicity of the Markov process Z. Recall that for a positive function V , the V -norm of a measure µ on a measurable space (S, S) is defined as
where the supremum is taken over all the measurable functions ψ : S → R + such that ψ ≤ V . . Then Z is V -geometric ergodic: there exists a unique invariant measure π, two constants C ≥ 0, 0 ≤ r < 1 such that for any T > 0, for any z ∈ E × X P T (z, .) − π V ≤ C(1 + V (z))r T where V (z) = exp( d α,β=1 a αβ ǫ αβ + ηf X (x)), with (a αβ ) α,β∈{1,...,d} , η and f X as in Lemma 3.4. Moreover, Z is V -geometrically mixing, that is there exists C ′ > 0, 0 ≤ r ′ < 1 such that for any t, u ≥ 0,
Proof. This is an immediate consequence of the drift condition obtained in Lemma 3.4, the fact that compacts sets are petite by Lemma 3.6, and Theorem 6.1 from [Meyn and Tweedie, 1993] . Finally the V -geometric mixing property is a consequence of the proof of Theorem 16.1.5 p.398 in [Meyn and Tweedie, 2012] .
Theorem 3.7 is closely related to several results from the existing literature. In the Hawkes process literature, [Abergel and Jedidi, 2015] first derived a polynomial Lyapunov function for the restricted case of a Hawkes process having pure exponential kernels. Proposition 4.5 from [Clinet and Yoshida, 2017] extends the argument to the case of an exponential drift function V (ǫ) = exp( d α,β=1 a αβ ǫ αβ ), and establishes the full V -geometric ergodicity of the process. In [Duarte et al., 2016] , the authors construct a Lyapunov function (Proposition 3) and then establish the exponential convergence towards 0 of the Wasserstein distance between νP T and π for any starting measure ν (Theorem 1), in the case where the original process N is unmarked and univariate, and where the excitation kernel h admits the form h(s) = P i=1 c i s i e −r i s , r i > 0 for i = 1, ..., P . An important consequence of Theorem 3.7 is the following result. where X ′ is the associated stationary two-sided mark process.
Proof. First remark that, by [ND1], g αβ > 0 and therefore the counting measure associated to the jumps of E is exactly N = N (·×X). By Theorem 3.7, Z admits an invariant probability π. By Theorem 3.1.7 from [Douc et al., 2018] adapted to the case where the time index is R + , we readily obtain the existence of a stationary two-sided process Z ′ on R with marginal distribution π and generator L, possibly on a larger probability space. This yields existence of a stationary counting process N ′ , and defining for any α ∈ {1, ..., d} N α (ds, dx) = i∈Z δ (T α i ,X ′ T α i ) (ds, dx), where {T i } i∈Z are the jump times of N ′α . By construction, the stochastic intensity λ ′ of N ′ admits the representation for any u ≤ t
and taking the limit u → −∞, and using the stationarity of E ′ yields A αβ |e (t−u)B αβ E ′ αβ (u) → P 0, and by continuity of φ α in its first argument we get the claimed representation (3.23).
Quasi-likelihood analysis for the GEMHP
We finally use Theorem 3.7 to prove that, up to some moment and identifiability conditions, the Quasi-Likelihood Analysis of Section 2 applies to the GEMHP, which is stated in Theorem 4.2. For the sake of tractability, we restrict ourselves to the case of a linear process, that is when φ α (x, u) = ν α (x)+ d β=1 u β for any α ∈ {1, ..., d}. Accordingly, we assume that for each parameter θ ∈ Θ and any α ∈ {1, ..., d} we have
where, h αβ (s, x, θ) = A αβ (θ)|e sB αβ (θ) g αβ (x, θ) and such that the real parts of the eigenvalues of B αβ (θ) are all dominated by some −r < 0 which is independent of θ ∈ Θ. We do not explicitly specify the shape of each component in (4.1) as a function of θ, although, for h αβ , the canonical form (3.7) obtained in Proposition 3.1 yields a very natural parametrization for the excitation kernel through the coefficients appearing in (3.7). We now turn our attention to the mark transition kernel. We assume that there exists a dominating measure ρ on X which plays the same role as in Section 2 and a density p β that are such that for any β ∈ {1, ..., d}, and θ ∈ Θ Q β (x, dy, θ) = p β (x, y, θ)ρ(dy).
(4.2)
Note that then, using the notations of Section 2, we obtain that the mark density q α is independent of α because the mark process X is common to all covariates. Accordingly, we can drop the index α, and we have the representation
as an immediate consequence of Proposition 3.2 and (4.2). In what follows, we assume that there exists θ * ∈ Θ corresponding to the true parameter of the model, and hereafter, we will always assume that the underlying GEMHP associated to θ * satisfies assumptions [AH1 ] For any α, β ∈ {1, ..., d} (i) ν α (x, .), A αβ , B αβ , g αβ (x, ·), p α (u, x, ·) are in C 4 (Θ) and admit continuous extensions on Θ.
(ii) For any θ ∈ Θ, λ α (t, θ)p α (t, x, θ) = 0 if and only if λ α (t, θ * )p α (t, x, θ * ) = 0, dtρ(dx)-a.e.
[AH2 ] For any p > 1, for any α, β ∈ {1, ..., d}, uniformly in θ ∈ Θ we have
where C p ≥ 0 may depend on p, and f X is defined in [L2].
A first consequence of the V -geometric ergodicity of the GEMHP and [AH1]-[AH2] is the following shape for the limit field Y.
Lemma 4.1. For any θ ∈ Θ, we have
where f ′α (0, x, θ) = λ ′α (0, θ)q ′ (0, x, θ), corresponds to the density of the predictable compensator of the stationary version N ′ from Corollary 3.8 at time 0.
Our final assumption before stating our main result is the direct translation of the identifiability condition [A4], which may be checked using the formula derived in Lemma 4.1, depending on the particular parametrization of the different components appearing in (4.1). are satisfied for any γ ∈ (0, 1/2), and in particular we have for the GEMHP that for any continuous function u of polynomial growth,
as T → +∞, where ξ follows a standard normal distribution, Γ is the Fisher information matrix and θ T andθ T are respectively the QMLE and any QBE of the model.
Conclusion
We have introduced a general parametric framework for multivariate marked point processes observed on the real half line, and given general ergodicity assumptions so that the QMLE and the QBE enjoy asymptotic normality along with convergence of their moments. We have then shown, as a main application, that marked Hawkes processes having generalized exponential kernels in time and marks satisfying among others a Lyapunov condition yield a V -geometrically ergodic Markovian system and hence fall under the scope of our statistical framework. Finally, we have illustrated our main assumptions on the marked Hawkes process with the simple case of the queue-reactive Hawkes model.
There are some points left to explore, such as what happens to the marked Hawkes process with a more general, non-Markovian kernel, or even non-Markovian marks. Although it would shed more light on the applicability of the QLA method, it would imply a radical change in the way the ergodicity condition (with rate T γ for some γ ∈ (1/2)) is proved since the present paper heavily relies on the Markovian representation of the marked point process. We do not pursue further this investigation, which is left for future research.
6 Appendix: Proofs and Technical Results 6.1 Proofs of Section 2 Lemma 6.1. Let W be a predictable function on Ω × R + × X. Then for any α ∈ {1, ..., d}, p ≥ 1, we have
where C p ≥ 0 depends on p only, whenever the expectations are well defined.
Proof. This follows from the proof of Lemma A.2 from [Clinet and Yoshida, 2017] , replacing "f s " by "W (s, x)", "Ñ α " by "M α (ds, dx)", and "λ(s, θ * )ds" by "f (s, x, θ * )dsρ(dx)". Moreover, the probability measure µ(dt) on [0, T ] should be changed to
Lemma 6.2. Let (V t (θ)) t∈R + ,θ∈Θ be an R q -valued random field for some q ≥ 1 such that 1. for any t ∈ R + , (V t (θ)) θ∈Θ is in C 1 (Θ).
2. for some p > n, there exist V(θ) and W(θ) such that sup
Proof. Applying Sobolev's inequality (Theorem 4.12 from [Adams and Fournier, 2003] part I, Case A,
and this tends to 0 as T, T ′ → +∞, so that V T (seen as a sequence indexed by T ) is a Cauchy sequence for the norm E sup θ∈Θ | · |, and hence converges for this norm to a limit V . Of course, we necessarily have V = V. Lemma 6.3. Let (M t (θ)) t∈R + ,θ∈Θ be an R q -valued random field for some q ≥ 1, and let p > n be such that 1. for any θ ∈ Θ, (M t (θ)) t∈R + is an L p integrable martingale.
for any
Then for any θ ∈ Θ, (∂ θ M t (θ)) t∈R + is again an L p integrable martingale, and for any T ∈ R + , there exists a positive constant C(p, Θ) such that
where [·, ·] is the quadratic variation operator.
Proof. The fact that (∂ θ M t (θ)) t∈R + is an L p integrable martingale is an easy consequence of the dominated convergence theorem. Applying again Sobolev's inequality (Theorem 4.12 from [Adams and Fournier, 2003] part I, Case A, j = 0, m = 1, p > n) and then Burkholder-Davis-Gundy inequality yields
Proofs of Section 3
Before we prove Proposition 3.1, let us construct the matrices A u and B u . Define first
Then B u is defined as
Now, let a = (a 0 , ..., a p , ca 0 , ..., ca p , da 0 , ..., da p ) T , and b the column vector of R 3p+3 such that b 1 = b p+2 = 1, and all its other components are null. Then we define
Proof of Proposition 3.1. Assume that f admits the claimed representation. By the Jordan normal form decomposition (see Theorem 3.4.1.5 in [Horn and Johnson, 2012] ) of B, B is similar to a blockdiagonal matrixB = diag(J 1 , ..., J q ) where the so-called Jordan blocks J i s are either of the form
with λ i being a negative real eigenvalue for B, or
Since by assumption all the real parts of these eignevalues are negative, then a direct calculation on the Jordan blocks J 1 , ..., J q readily shows using both examples (3.5) and (3.6) that the coefficients of e tB are of the form (3.7), and we are done. Conversely, let us now prove that u admits the exponential representation
where A u and B u were respectively defined in (6.2) and (6.1). For t ≥ 0, k ∈ {0, ..., p} define, v k (t) = t k e −rt , v k,c (t) = t k cos(ξt)e −rt , and v k,s (t) = t k sin(ξt)e −rt , and V = (v 0 , ..., v p , v 0,c , ..., v p,c , v 0,s , ..., v p,s ) T . We immediately check that V satisfies the ordinary differential equation
Finally, one easily shows that the eigenvalues of B u are all in the set {−r, −r + iξ, −r − iξ} and thus have a negative real part.
We now prove that Z is a Markov process.
Proof of Proposition 3.2.
Step 1: We prove 1-3. By construction and (3.2), the counting process N admits a piecewise deterministic stochastic intensity vector between two successive jump times. In other words, conditionally to F T i−1 , ∆T i is the next jump of an inhomogenous Poisson process with intensityλ(t) = d α=1 λ α (t). Moreover, note that on the event {T i−1 < t ≤ T i }, we have λ α (t) = µ α (t − T i−1 , Z T i−1 ), hence ∆T i follows the density f (·, Z T i−1 ). Next, it is well-known that for d independent inhomogenous Poisson processes, given ∆T i , the probability for the label κ i of being equal to α is λ α (T i )/ d β=1 λ β (T i ), which gives us the second point. Finally, the third point is a consequence of (3.9) and of the fact that P
∆T i ] along with the second point of this proposition.
Step 2: We show that Z is Markovian and admits the claimed generator. Note that Z is piecewise deterministic between jump times. Then Z will be Markovian if given F T i−1 the distribution of (∆T i , ∆Z T i ) depends on Z T i−1 only. By the first point of the proposition, the marginal distribution of ∆T i given F T i−1 is a function of Z T i−1 indeed. Moreover, note that by (3.8), ∆Z T i depends on X i and Z T i−1 only, and therefore by the third point we deduce that the law of ∆Z T i given F T i−1 and ∆T i depends on Z T i−1 only, which proves that Z is Markovian. Moreover, the Feller property of Z easily comes from the fact that all quantities involved in the distribution of Z are continuous in the initial condition z and the kernels Q β are assumed Feller too. Now we turn to the expression of the generator L. Given an initial condition Z 0 = z = (ǫ, x) ∈ E × X Note that by definition of E, we have for any
Considering now t ≥ 0 and using the above integral representation for E, we have on the event A t,β = {0 < T 1 ≤ t < T 2 , κ 1 = β} that, for a smooth and bounded function f
(where for an event A, A c stands for its complementary event), , X 1 − f (z) 1 A t,β , and since N admits stochastic intensities with respect to Lebesgue measure, standard arguments yield that P[T 2 ≤ t] = O(t 2 ), so that A t,β can be replaced byÃ t,β = {0 < T 1 ≤ t, κ 1 = β} without affecting the limit in time of I. By (3.9), we know that the law of X 1 givenÃ t,β is given by Q β (z, ·), and also that P[Ã t,β ] = t 0 µ β (u, z)e − u 0 µ(s,z)ds du, so that by taking taking the limit t → 0 in I we readily get by the dominated convergence theorem .
( 6.4) Similarly, from (6.3) and P[B t ] ∼ 1 − µ(0, z)t as t → 0, we easily deduce that
∂f ∂ǫ αγ (z).B αγ ǫ αγ .
Finally P[C t ] ∼ O(t 2 ), so that III → 0.
Finally, the next two lemmas are auxiliary results used in the proof of Lemma 3.6.
Lemma 6.4. Let n ∈ N − {0}, (α i,j ) 1≤i,j≤n a family of positive numbers, and f 1 , ..., f n : R + → R a family of functions. Define the matrix M [f 1 , ..., f n , t 1 , ..., t n ] = [α i,j f j (t i )] 1≤i,j≤n . If (f i ) 1≤i≤n is linearly independent then there exist 0 ≤ t 1 ≤ t 2 ≤ ... ≤ t n < +∞ such that detM [f 1 , ..., f n , t 1 , ..., t n ] = 0.
Proof. Assume that (f i ) 1≤i≤n is linearly independent. We prove our claim by induction on n ≥ 1. When n = 1, detM [f 1 , t 1 ] = α 11 f 1 (t 1 ) which is non-null as soon as there exists t 1 ≥ 0 such that f 1 (t 1 ) = 0, which is obviously true. Let n ≥ 1 be such that the result holds. Let us assume that for any t 1 , ..., t n+1 , detM [f 1 , ..., f n+1 , t 1 , ..., t n+1 ] = 0. Then, application of Laplace's formula yields 0 = detM [f 1 , ..., f n+1 , t 1 , ..., t n+1 ] = n j=1 (−1) j+1 α 1,j f j (t 1 )detM [f 1 , ...f j−1 , f j+1 , ...f n+1 , t 2 , ..., t n+1 ], and since the equality holds for any t 1 ≥ 0, this proves that a linear combination of the f j s is null, which implies that each coefficient should be 0. Since α 1,j = 0, detM [f 1 , ...f j−1 , f j+1 , ...f n+1 , t 2 , ..., t n+1 ] = 0 for any j and any t 2 , ..., t n . But this is in contradiction with the induction hypothesis, which in turn proves the existence of t 1 , ..., t n+1 such that detM [f 1 , ..., f n+1 , t 1 , ..., t n+1 ] = 0.
Lemma 6.5. Define x * as in the proof of Lemma 3.6, and z * = (0, x 0 ). Then for T > 0 large enough, there exists t * such that p 2 d 2 i=1 t * i < T and det∇ t C(T, t * , x * , z * ) = 0.
Proof. For α, β ∈ {1, ..., d}, we have that ∂C αβ ∂t i (T, t, x * , z * ) = −B αβ βp 2 d j=i∨((β−1)p 2 d+1) g αβ (x * j )e [T − j k=1 t k ]Bαβ (6.5)
if 1 ≤ i ≤ βp 2 d, and
∂C αβ ∂t i (T, t, x * , z * ) = 0 (6.6) otherwise. We now represent C(T, t, x * , z * ) as a row vector of R p 2 d 2 of the form C = [L(C 11 ), ..., L(C d1 ), L(C 12 ), ...., L(C d2 ), ..., L(C 1d ), ..., L(C dd )] , (6.7)
where for a matrix M ∈ R p×p , L(M ) ∈ R p 2 is the row vector corresponding to the concatenation of the rows of M , and where we have omitted the dependency in (T, t, x * , z * ) in (6.7) for the sake of clarity. Therefore, we have
which is a matrix of size N × N with N = p 2 d 2 . Using the representations (6.5)-(6.6) and elementary operations on the rows of ∇ t C yields the triangular form where for β ∈ {1, ..., d}, the matrix M β has dimension p 2 d × p 2 d, and moreover we have
with j β = (β − 1)p 2 d + 1. We now prove that, if T is taken large enough, then there exists t * (β−1)p 2 d+1 < ... < t * βp 2 d such that |detM β | = 0. First, by Proposition 3.1 we immediately deduce that each column in the above determinant is of the form
We are going to prove that there exists π α as in [A3] such that for any φ ∈ D ↑ (E, R) , we have
(6.10)
The case for Y α 2 follows a similar path, using that q can be written as a function of λ and X by (4.3). By Lemma 3.16 and assumption [M2] from [Clinet and Yoshida, 2017] , it is sufficient to prove that for any φ, ψ ∈ D ↑ (E, R) we have the mixing property Cov [φ(Y α 1 (t, θ)), ψ(Y α 1 (t, θ))] ≤ Ce −ru (6.11) for somer > 2γ/(1 − 2γ), along with T γ (E[φ(Y α 1 (t, θ))] − π α (φ, θ)) → 0 (6.12) in order to establish (6.10). Proving (6.11)-(6.12) boils down to following the same proof as that of Lemma A.6 in [Clinet and Yoshida, 2017] , replacing the truncated processX in the original proof by the new expressionX (s, t, θ) = (λ α (t, θ * ),X 1 (s, t, θ),X 2 (s, t, θ)) Now, following closely the reasoning of the proof of Lemma A.6 in [Clinet and Yoshida, 2017] , using that the kernels h αβ and ∂ θ h αβ are exponentially decreasing in time, and replacing E by Z in all conditional expectations and applying Theorem 3.7 for the V -geometric ergodicity of Z yields (6.11). Similar arguments yield (6.12) where π α (φ, θ) = E[φ(λ ′α (0, θ * ), λ ′α (0, θ), ∂ θ λ ′α (0, θ))].
We are now ready to prove Lemma 4.1 and Theorem 4.2.
Proof of Lemma 4.1. By [AH1]-[AH3] and Lemmas 6.7-6.6, [A1]-[A3] are satisfied so that Lemma 2.1 holds. The shape of the limit field Y is then an immediate consequence of [A3] and the shape of π α and χ α in Lemma 6.7.
