In this communication, we consider a p × n random matrix X = x 1 x 2 · · · x n which is normally distributed with mean matrix M and covariance matrix , where the multivariate observation x i = y i + i with p dimensions on an object consists of two components, the signal y i with mean vector and covariance matrix s and noise i (i = 1, 2, . . . , n) with mean vector zero and covariance matrix , then the covariance matrix of x i and x j is given by = Cov(x i , x j ) = ⊗ (B |i−j | s + C |i−j | ), where is a correlation matrix; B |i−j | and C |i−j | are diagonal constant matrices. The statistical objective is to consider the maximum likelihood estimate of the mean matrix M and various components of the covariance matrix as well as their statistical properties, that is the point estimates of s , and . More importantly, some properties of these estimators are investigated in slightly more general models.
Introduction
Let us define the p × n observation matrix X as Suppose that the (p × 1) observation vector x i (i = 1, 2, . . . , n) can be expressed as
where y i is assumed to have a p-dimensional multivariate normal distribution with mean vector and covariance matrix s and the noise component i is also a multivariate normal with mean vector zero and covariance matrix . It is assumed further that y i and i are uncorrelated, and we consider the following covariance structure in remotely sensed data [13] : . . , n − 1, where k is a known constant and r ij = r ji are elements of the correlation matrix between random vectors x i and x j , and r ss = 1. Note that if we let B 0 = C 0 = I , then the multivariate normal distribution model for a random matrix is obtained [14, 2] . If we also assume = s + , then this model becomes the proportional covariance model [13, 5, Section 3.1] . Hence this model is adopted here as a slightly generalized model or multi-spectral distribution model. In Green's paper (1988) , the authors considered the problem of separating noise from the signal for some types of data, and developed a procedure for estimating some of the parameters.
The main results of this article are on the maximum likelihood estimation of parameters in a slightly more general model.
Suppose that the covariance matrix between x i and x j is given by
The elements of are r ij with r ij ∈ [−1, 1] and M = 1 T , where 1 is a column vector of unit elements, then the probability density function of X can be written as
where tr(·) denotes the trace of a matrix.
The maximum likelihood estimators of M and s (for known B |i−j | , and ) are respectively, given as follows:
These results follow directly from the results in [4] . Hence, we omit the details.
In subsequent sections, we consider the problem of estimating and for a specific model. Note that the estimation of is only possible after the separation of the 'noise' from the 'signal'. In Section 2, we briefly describe two methods which have been used to separate noise from the signal. We use this 'signal-noise' terminology here, even if some of the models adopted may not be appropriate for the usual remotely sensed signals. In Section 3, the estimation of the correlation matrix is considered. The estimation of Covariance matrix is dealt with in Section 4. Finally, some useful properties of these estimators are established in Section 5.
Separation of noise from signal
Principal components analysis has been traditionally used for the separation of noise from signal for some types of data, such as remotely sensed data. We refer to, Singh and Harrison [11] , Ready and Wintz [8] Storvik [12] and Gillespie [1] , among others. The question of how many principal components to retain (i.e., to represent the signal) can be determined using the cross-validation technique which was developed by [15, 3] . Briefly, this method involves making a singular value decomposition of the observation matrix X = {x ij } with dimensions p × n, such that X can be written as
where i = 1, 2, . . . , p, j = 1, 2, . . . , n and λ 1 > λ 2 > · · · > λ p are real square roots of the positive eigenvalues of the p × p matrix XX T . The vectors u t and v t are eigenvectors of XX T and X T X, respectively. Cross-validation methods can then be used to determine the number k of principal components which represent the 'signal' in the data, see [3] . Thus, the elements of X can be rewritten as
where ε ij represents the 'noise' component, and k t=1 u it λ t v tj represents the signal. Interestingly, Green et al. [2] discussed some of the drawbacks associated with using principal components to separate noise from signal. Further, they proposed a transformation with the specific objective of separating noise and signal. In particular, under the model that the observation matrix X can be decomposed into independent signal and noise components, the observation vector x i is expressed as x i = y i + i . In this case, the covariance matrices can be written as
where * is the covariance matrix of x i . The transformation developed by Green et al. was called the maximum noise fraction (MNF) transformation. In theory the procedure developed using MNF improves the quality of the image by removing the noise component which is uncorrelated with the signal [13] . Having said that, in practice, this involves obtaining eigenvalues of the matrix |i−j | ( * ) −1 .
In the above expression, pixel or object difference |i − j | would be appropriate for estimation of noise. Clearly, one needs to estimate these parameters in practice and this is no trivial task for some images, as is discussed in [7] .
In subsequent sections, we assume that it is possible to separate signal from noise, and we present results under the models as defined in Section 1.
Estimation of correlation matrix
Wang and Lawoko [14] obtained results regarding the maximum likelihood estimation of for a normally distributed population and the same method is used here. Consider the function given in (1.4), which can be rewritten as
The differentiation of L with respect to and yield
Equating dL to zero, we obtain the following equations.
Noting that, the p × p matrix is non-singular and M = (1 T −1 1) −1 X −1 11 T , then we obtain the following matrix equation as a function of −1 .
where O p×p denotes a zero matrix of dimension p × p, and 1 is a column vector of unit elements. Then the equation
which is a quadratic form in I − (1 T −1 1) −1 11 T −1 can be solved numerically. Thus, the elements ofˆ can be readily obtained via numerical computations. Further, adjustments are required on the elements ofˆ in order to get a 'true' correlation matrix. Details of the methodology is available in [9] . Note, if the matrix is non-singular, then we consider the eigenvalues of . Let the non-zero eigenvalues be λ 1 , λ 2 , . . . , λ p , and the matrix containing the corresponding set of normalized eigenvectors, V , then we can write −1 = V W V T , where W is a diagonal matrix whose j th diagonal element is
and λ s is the smallest non-zero eigenvalue of .
Estimation of covariance matrix
If the signal and noise components of the observation vectors can be separated by the methods suggested in Section 2, and the observation vector can be written as x i = y i + i , i = 1, 2, . . . , n, where
where B |i−j | (or C |i−j | ) and r ij =r ij are known, then it can be established that
,
where ( * ) −1 is a positive definite matrix. Non-singular matrices H and G can be found respectively so that, [10] H (
where is a diagonal matrix. Thus, 
, and an estimate of is obtained aŝ
is obtained from the observation matrix X. Note that this method will give a different value ofˆ for different values of |i − j |. In practice, one would use |i − j | = 1 or 2.
Finally, we consider the estimation of M and s . Noting that, for known B |i−j | , and , the maximum likelihood estimators of M and s along with some of their statistical properties were given in [14] . If the noise can be separated from the signal then the results of this article can be used to estimate and . Consequently, these estimates can be inserted in the expressions (1.5) and (1.6) respectively, forM andˆ s to get the estimates of M and s for unknown and .
Statistical properties of estimators
Suppose now that C |i−j | (hence B |i−j | ), and are known and attention is focused on the estimation of M and s . Under these conditions the following statistical properties ofM andˆ s are modifications of certain results in [14] . Consequently, only brief proofs are presented here (apart from Result 5 which requires more substantial derivation).
Theorem 1. The maximum likelihood estimators of M and s are those given in expressions (1.5) and (1.6).
Proof. The proof is identical to that of a similar result in [4] .
Theorem 2. The maximum likelihood estimatorM of M is an unbiased estimator, and its covariance is given by
Proof. From (1.5) we have
To derive the covariance ofM, we consider
Therefore,
Theorem 3. The maximum likelihood estimatorˆ s of s is a biased estimator, and
Proof. From expression (1.6), we have
After some algebraic manipulations, we obtain
Theorem 4. The unbiased maximum likelihood estimator of s is
n(n − 1) −1ˆ s + (n − 1) −1 B −1 |i−j | C |i−j | . Proof. Consider E[n(n − 1) −1ˆ s + (n − 1) −1 B −1 |i−j | C |i−j | ] = n(n − 1) −1 E[ˆ s ] + (n − 1) −1 B −1 |i−j | C |i−j | = n(n − 1) −1 n − 1 n s − 1 n B −1 |i−j | C |i−j | + (n − 1) −1 B −1 |i−j | C |i−j | = s . Theorem 5. Let * s = n(n − 1) −1ˆ s + (n − 1) −1 B −1 |i−j | C |i−j | .
The matrixˆ *
s is an unbiased estimator of s , and the covariance ofˆ * s is given by
Proof. From result 4, we know that E(ˆ
s . Using expression (1.5) we have
where
. From expression (1.6) and the above results it follows thatˆ * s = n(n − 1)
Hence,
Using results in [6, 14] , the following expressions are obtained:
Using expressions (5.2) and the above equation, the expression (5.1) is rewritten after some matrix algebra as
which yields the required result.
An application
Given B |i−j | = C |i−j | = I , when is known and s , are estimated as in Sections 3 and 4, the covariance matrixˆ ⊗ (ˆ s + ) (support random matrix) of X is obtained by maximum likelihood method. Then the modified discriminant function (MDF) for each class j is constructed by Fig. 1 . Flipped digit examples.
where j = 1, 2, . . . , c;x j is an estimator of the mean vector of the j th cluster of the random matrix X, and c is the number of classes. Note that we use the covariancesˆ ⊗ (ˆ s + ) in MDF. The classification rule is given as follows: If for any given observation, x * , F i (x * ) F j (x), for all j / = i, then the item x * is assigned to class i. A simulation data set is generated to investigate the power of our new approach. We used nine multiple dimension digit recognition tasks in the experiments. Each task involves a file (a collection) of digit images. Each file contains 100 examples for each of the 10 digits (0, 1, . . ., 9), making a total number of 1000 digit examples. Each digit example is an image of a 7 × 7 bitmap. These tasks were chosen to provide classification problems of increasing difficulty, as shown in Table 1 . In all of these recognition problems, the goal is to automatically recognize which of the 10 classes (digits 0, 1, 2, . . ., 9) each pattern belongs to. Except for the first file which contains clean patterns, all data patterns in the other eight files have been corrupted by noise. The amount of noise in different files was randomly generated based on the percentage of flipped pixels and was given by the two numbers nn in the file name. For example, the first row of this table shows that recognition task 1 is to classify those clean digit patterns into the ten different classes. In this task, there are 1000 patterns in total, 500 are used for training and 500 for testing. In task 3, however, 10% of pixels, chosen at random, have been flipped. All the training examples are randomly ordered.
Examples of the 9 tasks are shown in Fig. 1 . The 9 lines of digit samples correspond to the 9 recognition tasks in Table 1 . The first 3 tasks, one with clean data and two with only 5% and 10% of flipped rate, are relatively straightforward for human eyes, though there is still some difficulty in distinguishing between "3" and "9". With the increase in the flipped rate in these patterns such as task 4 and task 5, it becomes more difficult to classify these digit patterns, even if humans can Table 1 Nine digit recognition tasks Task  File name  Noise amount  Total patterns  Training set  Test set   1  digit00  0%  1000  500  500  2  digit05  5%  1000  500  500  3  digit10  10%  1000  500  500  4  digit15  15%  1000  500  500  5  digit20  20%  1000  500  500  6  digit30  30%  1000  500  500  7  digit40  40%  1000  500  500  8  digit50  50%  1000  500  500  9  digit60  60%  1000  500  500 Table 2 Results for optimal error rate (OER) for task 6 still recognize the majority. From task 6 to task 9, however, it is very difficult, even impossible, for human eyes to make the discrimination. We hypothesized that our new method will do a good job for the first three tasks, but can not be excellent for tasks 6-9. We also want to investigate whether our new method can achieve an acceptable performance for these difficult tasks and whether the new method outperforms neural networks on these tasks. This example is also used to briefly describe how to obtain the classification error for each task by applying the MDF. After applying MDF to each task, the classes of discriminant function can be obtained. For example, there is 30% of noise flipped in the 1000 digits in task 6. The classification results for test data are summarized in Table 2 . The total optimal error rate (OER) for this task is 0.106, or the classification accuracy is 89.40% on average of 10 runs.
