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Abstract— This paper considers the multi-agent persistent
monitoring problem defined on a network (graph) of nodes
(targets) with uncertain states. The agent team’s goal is to
persistently observe the target states so that an overall measure
of estimation error covariance evaluated over a finite period
is minimized. Each agent’s trajectory is fully defined by the
sequence of targets it visits and the corresponding dwell times
spent at each visited target. To find the optimal set of agent
trajectories, we propose a distributed and on-line estimation
process that requires each agent to solve a sequence of receding
horizon control problems (RHCPs) in an event-driven manner.
We use a novel objective function form for these RHCPs to opti-
mize the effectiveness of this distributed estimation process and
establish its unimodality under certain conditions. Moreover,
we show that agents can use machine learning to efficiently
solve a significant portion of each RHCP they face without
compromising accuracy. Finally, extensive numerical results
are provided, indicating significant improvements compared to
other agent control methods.
I. INTRODUCTION
We consider the problem of controlling a team of mobile
agents equipped with sensing capabilities deployed to mon-
itor a finite set of points of interest (also called targets) in a
mission space. Each target has stochastic state dynamics and
the agent team’s goal is to sense the target states so that an
overall target state estimation error metric evaluated over a
finite period is minimized. This problem setup is commonly
known as the persistent monitoring problem and it has many
applications such as in surveillance [1], data collection [2],
sensing [3] and energy management [4]. In the literature,
many variants of this persistent monitoring problem have
been studied under different forms of (i) target state dynamic
models [5], [6], (ii) global objective functions [7]–[10], (iii)
agent dynamic models [11], [12] and (iv) mission spaces [5],
[13]–[15].
The work in [5] studies a persistent monitoring problem
with deterministic target state dynamics where the agent team
aims to minimize the target state values via sensing targets. In
this problem setting [5], each target state itself is considered
as a measure of uncertainty with no explicit stochasticity and
a network (graph) abstraction for this target-agent system
is proposed along with a gradient-based solution to find
the optimal agent trajectories. The subsequent work in [9]
appends a centralized and off-line stage for the solution
proposed in [5] that constructs a high performing periodic
set of agent trajectories as an initial condition. For the
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same persistent monitoring problem, our recent work in
[11] develops a distributed and on-line solution based on
event-driven receding horizon control (RHC) [16]. This RHC
solution has shown to have many attractive features, such as
being gradient-free, parameter-free, computationally cheap
and adaptive to various forms of state/system perturbations.
In contrast to [5], this paper considers a more challenging
persistent monitoring problem, where the target state dynam-
ics are assumed to be stochastic and the agent team is tasked
with minimizing the overall error covariance associated with
target state estimation [7], [17], [18]. In fact, this persistent
monitoring problem can also be seen as a distributed esti-
mation problem [19]. Despite the significant differences in
the problem setup, the key concepts used in [9] and [11] can
still be adopted to address this persistent monitoring problem.
Specifically, the work in [7] formulates a minimax problem
over an infinite horizon and proposes a periodic, centralized
and off-line solution inspired by [9]. As opposed to [7], we
use a different objective: the mean overall estimation error
covariance evaluated over a finite horizon and develop a
distributed and on-line RHC solution inspired by [11].
Similar to [7], the work in [18] considers an infinite
horizon objective function and develops a centralized and off-
line solution to this persistent monitoring problem. However,
compared to [7], [18] uses a different agent measurement
model and does not involve graph-based agent trajectory con-
straints. Nevertheless, both [7] and [18] have been developed
focusing only on single-agent cases and thus require addi-
tional clustering and assignment stages for deployment in
multi-agent scenarios. In contrast, [17] (similar to this work)
uses a finite horizon objective function and proposes a dis-
tributed solution well-suited for multi-agent cases. However,
the solution proposed in [17] is computationally expensive,
off-line and time-driven. To address these concerns, this work
limits the target state dynamics to a one-dimensional space
(as in [5], [9], [11]) and develops a computationally cheap,
on-line and event-driven persistent monitoring solution.
In this paper, we first show that each agent’s trajectory
is fully defined by the sequence of decisions it makes at
specific discrete event times. Next, we formulate a receding
horizon control problem (RHCP) solved by an agent at any
one of these event times. A novel element in this RHCP
is that it simultaneously determines the optimal planning
horizon along with the optimal control decisions, locally
at the agent. The determined optimal control decisions are
subsequently executed over a shorter action horizon defined
by the next event that the agent observes, and the same
process is continued. Compared to [11], we propose a novel
RHCP objective function form that maximizes the utilization
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of the agent sensing capabilities over the planning horizon.
Moreover, we study the properties of this RHCP objective
function form and establish its unimodality under certain
conditions. This ensures that a simple gradient descent
algorithm can obtain the globally optimal solution to each
RHCP. Next, we show that a machine learning technique
can efficiently solve a significant portion of each RHCP that
the agents face without compromising the RHCP solution’s
accuracy. Finally, we investigate how the proposed RHC
based agent controllers perform in terms of providing target
state estimates and enabling target state controls, compared
to other state-of-the-art agent controllers.
This paper is organized as follows. Problem formulation
is presented in Section II and a few preliminary theoretical
results are discussed in Section III. Section IV and V
respectively presents the RHCP formulation and its solution.
The subsequent Section VI describes how machine learn-
ing can be integrated to solve the RHCPs efficiently. The
performance of the proposed RHC method is demonstrated
using simulation results in Section VII. Finally, concluding
remarks and future work are provided in Section VIII.
II. PROBLEM FORMULATION
We consider M stationary nodes (targets) in the set
V = {1,2, . . . ,M} and N mobile agents in the set A =
{1,2, . . . ,N}. The location of a target i∈V is fixed at Yi ∈Rl
and the location of an agent a ∈A at time t is denoted by
sa(t) ∈ Rl where l ∈ Z>0 is the dimension of the mission
space.
a) Graph Topology: The set of targets V is assumed
to be interconnected according to an undirected graph G =
(V ,E ), where E ⊆ {(i, j) : i, j ∈ V } represents the set of
trajectory segments available for agents to travel between
targets. Each trajectory segment (i, j) ∈ E has an associated
value ρi j that represents the travel time between nodes i and
j when (i, j) is used by an agent. Trajectory segments are
allowed to take arbitrary shapes in Rl to account for possible
constraints in the mission space and in the agent dynamics.
b) Target Dynamics: Each target i ∈ V has an associ-
ated state φi(t) ∈ Rn that follows the dynamics
φ˙i(t) = Aiφi(t)+Biυi(t)+wi(t), (1)
where {wi(t)}i∈V are mutually independent, zero mean,
white, Gaussian distributed processes with E[wi(t)w′i(t)] =
Qi. In this work, similar to [7], [17], [18], the main focus
is on persistently maintaining accurate target state estimates
exploiting mobile agents as target state sensors. Therefore, in
this setting, agents are not responsible for target state control
and hence we assume each target i selects (or is aware of)
its control input υi(t).
When an agent visits a target i ∈ V , it takes the measure-
ments zi(t) ∈ Rm which follows a linear observation model
zi(t) = Hiφi(t)+ vi(t), (2)
where {vi(t)}i∈V are mutually independent, zero mean,
white, Gaussian distributed processes with E[vi(t)v′i(t)] = Ri.
The matrices Ai, Bi, Qi in (1) and Hi, Ri in (2) are time
invariant and known at target i ∈ V . Moreover, the matrices
Qi and Ri are positive definite.
c) Kalman-Bucy Filter: Considering the models (1),
(2), the maximum likelihood estimator φˆi(t) of target state
φi(t) is a Kalman-Bucy Filter (evaluated at target i) given by
˙ˆφi(t) = Aiφˆi(t)+Biυi(t)+ηi(t)Ωi(t)H ′i R
−1
i
(
zi(t)−Hiφˆi(t)
)
,
(3)
where Ωi(t) is the covariance of the estimation error (i.e.,
Ωi(t) = E(ei(t)e′i(t)) with ei(t) = φi(t)− φˆi(t)) given by
Ω˙i(t) = AiΩi(t)+Ωi(t)A′i+Qi−ηi(t)Ωi(t)GiΩi(t), (4)
with Gi = H ′i R
−1
i Hi and
ηi(t) = 1{Target i is observed by an agent at time t}, (5)
(1{·} is the usual indicator function).
According to (4), when a target i∈V is being observed by
an agent (i.e., when ηi(t)= 1), the covariance Ωi(t) decreases
and, as a result, the state estimate φˆi becomes more accurate.
The opposite occurs when a target is not being observed by
an agent. It is also worth pointing out that the dynamics of
the covariance Ωi(t) (4) are independent of the target state
control υi(t), due to the principle of separation.
d) Agent Model: Based on the adopted graph topology,
we assume once an agent a ∈A spends the required travel
time to reach a target i ∈ V , its location sa(t) falls within
a certain range from the target location Yi that enables
establishing a constant sensing ability (i.e., Hi, Ri are fixed)
of the target state φi(t). Without loss of generality, we denote
the number of agents present at target i ∈ V at time t as
Ni(t) = ∑a∈A 1{sa(t) = Yi}.
To simplify the analysis and prevent resource (agent
sensing) wastage, similar to [9], [11], we next introduce a
control constraint that prevents simultaneous target sharing
by multiple agents at each target i ∈ V as
Ni(t) ∈ {0,1}, ∀t ≥ 0. (6)
Clearly, this constraint only applies if N≥ 2. Moreover, under
(6), ηi(t) = Ni(t) (see (4)). Also, note that due to the use
of a fixed set of travel times {ρi j : (i, j) ∈ E }, the analysis
in this paper is independent of the agent motion dynamic
model (similar to the works in [5], [9], [11]). However, with
some modifications, the proposed solution can be adapted to
accommodate specific agent dynamic models.
e) Global Objective: The goal is to design controllers
for the agents to minimize the finite horizon global objective
JT =
1
T
∫ T
0
∑
i∈V
tr(Ωi(t))dt. (7)
The initial condition of this overall persistent monitoring
on networks (PMN) problem setup defined by φi(0), φˆi(0)
and Ωi(0), ∀i ∈ V , is assumed to be known at respective
targets.
f) Control: Based on the graph topology G , we define
the neighbor set and the neighborhood of a target i ∈ V as
Ni , { j : (i, j) ∈ E } and ¯Ni =Ni∪{i},
respectively. Whenever an agent a ∈ A is ready to leave a
target i ∈ V , it selects a next-visit target j ∈Ni. Thereafter,
the agent travels over (i, j) ∈ E to arrive at target j after
an amount of time ρi j. Subsequently, it selects a dwell-time
u j ∈R≥0 to spend at target j (which contributes to decreasing
Ω j(t)), and then makes another next-visit decision.
Therefore, the control exerted (by an agent) consists of
a sequence of dwell-times ui ∈ R≥0 and next-visit targets
ji ∈Ni. Our goal is to determine (ui(t), ji(t)) for any agent
residing at a target i ∈ V at any time t ∈ [0,T ] which are
optimal in the sense of minimizing the global objective (7).
This PMN problem is much more complicated than the
well-known NP-Hard traveling salesman problem (TSP) due
to: (i) the presence of multiple agents, (ii) the need to
determine dwell-times at each visited target, (iii) the target
dynamics and (iv) the freedom to make multiple visits to
targets. The same reasons make it computationally intractable
to apply dynamic programming techniques so as to obtain the
optimal controls, even for a relatively simple PMN problem.
g) Receding Horizon Control: To address this hard
optimization problem, this paper proposes an Event-Driven
Receding Horizon Controller (RHC) at each agent a ∈ A .
Even though the basic idea of RHC comes from Model Pre-
dictive Control (MPC), it exploits the event-driven nature of
the considered problem to reduce the complexity by orders of
magnitude and provide flexibility in the frequency of control
updates. As introduced in [16] and extended later on in [11],
[20], [21], the RHC method involves solving an optimization
problem of the form (7) limited to a finite planning horizon,
whenever an event of interest to the controller is observed.
The determined optimal controls are then executed over an
action horizon defined by the occurrence of the next such
event. This event-driven process is continued iteratively.
Pertaining to the PMN problem considered in this paper,
the RHC, when invoked at time t for an agent residing at
target i ∈ V , aims to determine (i) the immediate dwell-time
ui at target i, (ii) the next-visit target j ∈ Ni and (iii) the
next dwell-time u j at target j. Let us denote these controls
jointly as Ui(t) = [ui(t), j(t), u j(t)]. The optimal choice for
these controls is obtained by solving an optimization problem
of the form
U∗i (t) = argmin
Ui(t)∈U(t)
[
JH(Xi(t),Ui(t);H)+ JˆH(Xi(t+H))
]
, (8)
where U(t) is the feasible control set at t (exact definition
is provided later) and Xi(t) is the current local state. The
term JH(Xi(t),Ui(t);H) represents the immediate cost over
the planning horizon [t, t +H] and JˆH(Xi(t +H) stands for
an estimate of the future cost evaluated at t+H.
Following the novel variable horizon approach proposed
in [11], we include the choice of planning horizon H into
the optimization problem (8) and ignore the JˆH(Xi(t +H))
term. Due to the scope of this paper, more details on this
modification are omitted here but can be found in [11]. We
point out that the proposed RHC method is distributed as
it allows each agent to separately solve (8) using only local
state information.
III. PRELIMINARY RESULTS
According to (4), the error covariance Ωi(t) of any target
i ∈ V is continuous and piece-wise differentiable. Specif-
ically, Ω˙i(t) jumps only when one of the following two
(strictly local) events occurs: (i) an agent arrival at target i, or
(ii) an agent departure from target i. These two events occur
alternatively and respectively trigger two different modes
of subsequent Ωi(t) behaviors, named active and inactive
modes, described by using ηi(t) = 1 and ηi(t) = 0 in (4). In
the following discussion, we use ηi(t) ∈ {0,1} to represent
the mode of target i ∈ V and In as the identity matrix in Rn.
Lemma 1: If a target i ∈ V is in the mode ηi(t) ∈ {0,1}
during a time period t ∈ [t0, t1], its error covariance Ωi(t) for
any time t ∈ [t0, t1] is given by
Ωi(t) =Ci(t)D−1i (t), where
[
Ci(t)
Di(t)
]
= eΨi(t−t0)
[
Ωi(t0)
In
]
,
(9)
and Ψi =
[
Ai Qi
ηi(t)Gi −ATi
]
.
Proof: Omitting the argument t for notational convenience
and using the substitution Ωi =CiD−1i in (4) gives
C˙i−CiD−1i D˙i = (AiCi+QiDi)−CiD−1i (ηiGiCi−ATi Di).
Equating the coefficients of 1 and −CiD−1i terms above gives[
C˙i(t)
D˙i(t)
]
=
[
Ai Qi
ηi(t)Gi −ATi
][
Ci(t)
Di(t)
]
.
Recall that ηi(t) = 1 if the target i is active and ηi(t) =
0 otherwise. Finally, setting the initial conditions: Ci(t0) =
Ωi(t0) and Di(t0) = In, the above linear differential equation
can be solved to obtain the result in (9). 
Using this lemma, a simpler expression for Ωi(t) can be
derived if the target i is in the inactive mode.
Corollary 1: If a target i∈ V is inactive during t ∈ [t0, t1],
the corresponding Ωi(t) for any time t ∈ [t0, t1] is given by
Ωi(t) =Φi(t)
[
Ωi(t0) (10)
+(t− t0)
∫ 1
0
(Φi(t))−xQi(ΦTi (t))
−xdx
]
ΦTi (t),
where Φi(t) = eAi(t−t0).
Proof: According to Lemma 1, when ηi(t) = 0, Ωi(t) is
given by (9) where Ψi is a block triangular matrix. Therefore,
eΨi(t−t0) can be written (using [22, p. 1]) as
eΨi(t−t0) =
[
Φi(t) (t− t0)
∫ 1
0 (ΦTi (t))1−xQi(ΦTi (t))−xdx
0 (ΦTi (t))−1
]
.
Applying this in (9) gives Di(t) =Φ−1i (t) and
Ci(t) =Φi(t)Ωi(t0)+(t− t0)
∫ 1
0
(ΦTi (t))
1−xQi(ΦTi (t))
−xdx.
Finally, Ωi(t) = Ci(t)D−1i (t) yields the Ωi(t) expression in
Corollary 1. 
From the above lemma and the corollary, it is clear that the
exact form of the tr(Ωi(t)) expression required for the global
objective (7) cannot be written more compactly - unless the
matrices Ai and Ψi have some additional properties.
a) One-Dimensional PMN Problem: In the remainder
of this paper, similar to [5], [9], [11], we constrain ourselves
to one-dimensional target state dynamics and agent observa-
tion models by setting
n = m = 1 (11)
in (1) and (2). The goal here is to derive necessary theoretical
results to apply the RHC method and then to explore its
feasibility for the considered PMN problem. In the long run,
we expect to generalize these theoretical results and the RHC
solution for multi-dimensional situations. Therefore, we
henceforth consider the target parameters Ai, Qi, Hi, Ri, Gi
and the time varying quantities φi(t), zi(t), φˆi(t),Ωi(t), ∀i ∈
V as scalars.
b) Local Contribution: The contribution to the global
objective JT in (7) by a target i ∈ V during a time period
t ∈ [t0, t1] is defined as 1T Ji(t0, t1) where
Ji(t0, t1),
∫ t1
t0
tr(Ωi(t))dt =
∫ t1
t0
Ωi(t)dt. (12)
We further define the corresponding active and inactive
portions of the above local contribution term Ji(t0, t1) re-
spectively as JAi (t0, t1) and J
I
i (t0, t1) where
JAi (t0, t1),
∫ t1
t0
ηi(t)Ωi(t)dt and
JIi (t0, t1),
∫ t1
t0
(1−ηi(t))Ωi(t)dt.
(13)
Notice that, by definition, Ji(t0, t1) = JAi (t0, t1)+ J
I
i (t0, t1).
Lemma 2: If a target i ∈ V is active during t ∈ [t0, t1], the
corresponding Ωi(t) for any time t ∈ [t0, t1] is given by
Ωi(t) =
ci1+ ci2e−λi(t−t0)
vi1ci1+ vi2ci2e−λi(t−t0)
, (14)
where vi1,vi2 = 1Qi (−Ai±
√
A2i +QiGi), λi = 2
√
A2i +QiGi,
ci1 = vi2Ωi(t0)−1 and ci2 =−vi1Ωi(t0)+1. The correspond-
ing local contribution Ji(t0, t0+w) in (12) (where w=(t−t0))
is given by Ji(t0, t0+w) = JAi (t0, t0+w) where
JAi (t0, t0+w) =
1
Gi
log
(
vi1ci1+ vi2ci2e−λiw
vi2− vi1
)
+
1
vi1
w. (15)
Proof: We first use Lemma 1 to derive (14). Note that
Ψi ∈ R2×2 in (9) now can be simplified using ηi(t) = 1.
The eigenvalues of Ψi are ±λi/2 and the corresponding
generalized eigenvector matrix is [1 1;vi1 vi2]. Therefore, the
matrix exponent eΨiw required in (9) can be evaluated as
eΨiw =
[
1 1
vi1 vi2
][
e
λiw
2 0
0 e−
λiw
2
][
1 1
vi1 vi2
]−1
.
Fig. 1: Event timeline and control decisions under RHC.
Applying this result in (9) gives[
Ci(t)
Di(t)
]
= e
λiw
2
[
vi2− vi1e−λiw −1+ e−λiw
vi1vi2(1− e−λiw) −vi1+ vi2eλiw
][
Ωi(t0)
1
]
.
Since Ωi(t) = Ci(t)/Di(t) (from (9)), we now can use the
above result to obtain (14).
Finally, based on (13), the relationship in (15) can be
obtained by analytically evaluating the integral of Ωi(t):
JAi (t0, t0+w) =
∫ t0+w
t0
ci1+ ci2e−λi(τ−t0)
vi1ci1+ vi2ci2e−λi(τ−t0)
dτ.

Lemma 3: If a target i ∈ V is inactive during t ∈ [t0, t1],
the corresponding Ωi(t) for any time t ∈ [t0, t1] is given by
Ωi(t) =
(
Ωi(t0)+
Qi
2Ai
)
e2Ai(t−t0)− Qi
2Ai
. (16)
The corresponding local contribution Ji(t0, t0 + w) (where
w = (t− t0)) is given by Ji(t0, t0+w) = JIi (t0, t0+w) where
JIi (t0, t0+w) =
1
2Ai
(
Ωi(t0)+
Qi
2Ai
)
(e2Aiw−1)− Qi
2Ai
w.
(17)
Proof: These two results (16) and (17) can be proved by
using Ψi in (9) as Ψi = [Ai Qi;0 −ATi ] and following the
same steps used in the proof of Lemma 2. 
IV. RHC PROBLEM (RHCP) FORMULATION
Let us consider a situation where an agent a∈A resides at
a target i ∈ V at some time t ∈ [0,T ]. Due to the distributed
setting, note that we assume agent a is made aware of only
local events occurring in the neighborhood ¯Ni (similar to
[11]). As mentioned earlier, the control Ui(t) in (8) consists
of the dwell-time ui at the current target i, the next-visit
target j ∈Ni, and the dwell-time u j at the next-visit target j
(see Fig. 1). Therefore, agent a has to optimally select three
decision variables (control vector): Ui(t), [ui(t), j(t),u j(t)].
a) Planning Horizon: Based on (8), notice that the
RHC depends on the planning horizon H ∈R≥0 which here
is viewed as a fixed control parameter. Moreover, since t+H
in (8) is constrained by t +H ≤ T , if this is violated, we
truncate the planning horizon to be H = T − t.
b) The RHCP: Let us decompose the control Ui(t) into
its real-valued components Ui j , [ui,u j] and its discrete com-
ponent j (omitting time arguments). The current local state is
taken as Xi(t) = {Ω j(t) : j ∈ ¯Ni}. Then, the optimal controls
are obtained by solving the following set of optimization
problems, henceforth called the RHC Problem (RHCP):
U∗i j = argmin
Ui j∈U
JH(Xi(t),Ui j;H); ∀ j ∈Ni, and, (18)
j∗ = argmin
j∈Ni
JH(Xi(t),U∗i j;H). (19)
Before getting into details, note that (18) involves solving
|Ni| of optimization problems, one for each neighbor j ∈Ni
(| · | denotes the cardinality operator or the 1-norm depending
on the argument). Then, (19) determines j∗ through a simple
numerical comparison. Therefore, the final optimal control
decision U∗i (t) of (8) is the composition: U∗i (t) = {U∗i j∗ , j∗}.
The RHCP objective function JH(·) is chosen in terms of
the local objective function of target i, which is denoted by
J¯i(t0, t1) over any interval [t0, t1]⊆ [0,T ]. The exact definition
of J¯i(t0, t1) is provided later on (see (22)).
c) Variable Horizon: In a conventional RHC setting, a
RHCP objective function is evaluated over a fixed planning
horizon (e.g., [t, t + H] ⊆ [0,T ], where H is predefined).
This leads to control solutions that are dependent on the
choice of planning horizon H. When developing on-line
control methods, having such a dependence on a predefined
parameter is unfavorable, as now the controller does not have
the opportunity to fine-tune H and re-evaluate its controls.
In this paper, the proposed RHC is made free of the
planning horizon parameter value H by adopting the concept
of variable horizon proposed in [11]. First, we redefine the
planning horizon as w (instead of H) where we set
w = w(Ui) , |Ui j|+ρi j = ui+ρi j +u j. (20)
Note that w = w(Ui) is now a control dependent variable
that covers exclusively the horizon over which the RHCP is
solved (see Fig. 1). Next, we use the predefined parameter
H to constrain w through w(Ui) = ui+ρi j +u j ≤H. Finally,
we define the RHCP objective function as the local objective
function of target i evaluated over the planning horizon: [t, t+
w]. In a nutshell, the objective function JH and the feasible
control space U of the RHCP ((18) and (19)) are chosen as
JH(Xi(t),Ui j;H) = J¯i(t, t+w) and
U= {U : U ∈ R2, U ≥ 0, |U |+ρi j ≤ H}.
(21)
As pointed out in [11], this modification makes the RHCP
solution free of the parameter H as long as it is sufficiently
large. Moreover, this RHCP formulation simultaneously de-
termines the optimal planning horizon size w∗ = |U∗i j∗ |+ρi j∗
in terms of the optimal control U∗i (t) = {U∗i j∗ , j∗}.
d) Local Objective: We denote the local objective
function of a target i ∈ V over a period [t0, t1) ⊆ [0,T ] as
J¯i(t0, t1). The purpose of J¯i is to be used in (21) as the RHCP
objective by each agent (visiting target i) for the selection
of its controls Ui = [ui, j,u j]. The functions Ji and ∑ j∈Ni J j
are two conventional candidates for J¯i [11]. However, note
that: (i) J¯i needs to be evaluated over [t, t+w] in (21) where
w = ui + ρi j + u j (20), (ii) The candidates Ji and ∑ j∈Ni J j
can be written as summations of the contribution terms in
(15),(17) and (iii) it is easy to see that both (15),(17) increase
monotonically with w. As a result, when minimizing J¯i, both
candidate forms of J¯i yield the controls u∗i = 0, u∗j = 0 in
an attempt to minimize w = w(Ui) (making w∗ = ρi j). This
would imply that no agent ever dwells at any target.
Therefore, we propose an alternative local objective:
J¯i(t0, t1),−
∑ j∈ ¯Ni J
A
j (t0, t1)
∑ j∈ ¯Ni J j(t0, t1)
. (22)
which represents the normalized active contribution (i.e., the
contribution during agent visits in (13)) of the targets in the
neighborhood Ni over the interval [t0, t1). As a result of this
form, when it is used as the RHCP objective function (21),
the agent (residing at target i) will have to optimally allocate
its sensing capabilities (resources) over the target i and the
next-visit target j ∈ Ni (i.e., have to optimally select the
controls ui and u j). Moreover, we will show that this local
objective function is unimodal in most cases of interest.
To highlight the relationship between the local objective
(22) and the global objective (7), let us define the global
version of (22), by setting t0 = 0, t1 = T,Ni = V in (22) as
JˆT ,−∑i∈V J
A
i (0,T )
∑i∈V Ji(0,T )
. (23)
Notice that the denominator of JˆT is proportional to the
global objective JT in (7) as JT = 1T ∑i∈V Ji(0,T ). Moreover,
the numerator of JˆT measures how effectively agents allocate
their sensing resources over the network over the period
[0,T ]. Therefore, we can conclude that agents minimizing a
local version of (23) (i.e., (22)) can in fact lead to minimizing
(7) (notice the negative sign in (22)).
Further, numerical experiments show that both Jt and Jˆt
profiles under the same agent controls for t ∈ [0,T ] behave
in the same manner after a brief transient phase (e.g., see
Fig 2(a)). Furthermore, when the instantaneous values of Jt
and Jˆt (i.e., evaluated over a very small period [t, t + ∆])
are compared for t ∈ [0,T −∆], we observe that Jˆt is more
sensitive to the variations of the system (while remaining
within a small interval) compared to Jt (e.g., see Fig 2(b)).
These qualities imply the feasibility of (22) as the local
objective function for the use of agents to decide their
controls so as to optimize the global objective (7).
(a) Accumulated cost (b) Instantaneous cost
Fig. 2: Comparison between Jt in (7) and Jˆt in (23)
To evaluate the local objective function J¯i(t0, t1) in (22),
first, JAj (t0, t1) terms are evaluated using Lemma 2. Next,
corresponding JIj(t0, t1) terms are evaluated using Corollary
3. Finally, these two results are combined to obtain the
necessary J j(t0, t1) terms for (22).
e) Event-Driven Action Horizon: Similar to all reced-
ing horizon controllers, an optimal receding horizon control
solution computed over a certain planning horizon is exe-
cuted only over a shorter action horizon. In this event-driven
persistent monitoring setting, the value of h is determined
by the first event that takes place after the time t (when the
RHCP was last solved). Therefore, in the proposed RHC
approach, the control is updated whenever asynchronous
events occur. Thus, it prevents unnecessary steps to re-
solve the RHCP (i.e., (18)-(19) with (21)) unlike time-driven
receding horizon control.
In general, the determination of the action horizon h may
be controllable or uncontrolled. The latter case occurs as a
result of random or external events in the system (if such
events are part of the setting), while the former corresponds
to the occurrence of any one event resulting from an agent
finishing the execution of a RHCP solution determined at
an earlier time. Next, we define two controllable events
associated with an agent when it resides at target i. Both of
these events define the action horizon h based on the RHCP
solution U∗i (t) obtained by the agent at time t ∈ [0, T ]:
1. Event [h→ u∗i ]: This event occurs at time t + u∗i (t)
and indicates the termination of the active time at target i.
By definition, this coincides with a departure event from i.
2. Event [h→ ρi j∗ ]: This event occurs at time t + ρi j∗
and is only feasible after an event [h→ u∗i ] has occurred (in-
cluding the possibility that u∗i (t) = 0). Clearly, this coincides
with an arrival event at target j∗(t).
Among these two types of events, only one is feasible at
any one time. However, it is also possible for a different
event to occur after t, before one of these two events occurs.
Such an event is either external, random (if our model
allows for such events) or is controllable but associated with
a different target than i. In particular, let us define two
additional events that may occur at any neighbor j ∈Ni and
affect the agent residing at i. These events aim to ensure the
control constraint (6) and apply only to multi-agent persistent
monitoring problems.
At time t, if a target j ∈ V already has a residing agent or
if an agent is en route to visit it from a neighboring target in
N j, it is said to be covered. Now, an agent a ∈A residing
at target i can prevent target sharing at j ∈ Ni by simply
modifying the neighbor set Ni used in its RHCP solved at
time t to exclude all such covered targets. Let us use Ni(t)
to indicate a time-varying neighborhood of i. Then, if target
j becomes covered at t, we set Ni(t) =Ni(t−)\{ j}. Most
importantly, note that as soon as an agent a is en route to j∗,
j∗ becomes covered, thus preventing any other agent from
visiting j∗ prior to agent a’s subsequent departure from j∗.
Based on this discussion, we define the following two
additional neighbor-induced local events at j ∈Ni affecting
an agent a residing at target i:
3. Covering Event C j, j ∈Ni: This event causes Ni(t)
to be modified to Ni(t)\{ j}.
4. Uncovering Event C¯ j, j ∈Ni: This event causes Ni(t)
to be modified to Ni(t)∪{ j}.
If one of these two events takes place while an agent
remains active at target i (prior to an occurrence of event
[h→ u∗i ]), then the RHCP is re-solved to account for the
updated Ni(t). This may affect the optimal solution’s values
U∗i compared to the previous solution. Note, however, that
the new solution will still give rise to a subsequent event
[h→ u∗i ].
f) Two Forms of RHCPs: Note that the exact form of
the RHCP to be solved at time t depends on the event that
triggered the end of the previous action horizon. In particular,
there are two possible forms of RHCPs as follows.
1. RHCP1: This problem is solved by an agent when an
event [h→ ρki] occurs at time t at target i for any k ∈Ni(t),
i.e., at the arrival of the agent at target i. The solution U∗i (t)
includes u∗i (t)≥ 0, representing active time to be spent at i.
This problem may also be solved while the agent is active
at i if a C j or C¯ j event occurs at any neighbor j ∈Ni(t).
2. RHCP2: This problem is solved by an agent residing at
target i when an event [h→ u∗i ] occurs at time t. The solution
U∗i (t) is now constrained to include u∗i (t) = 0 by default,
implying that the agent must immediately depart from i.
V. SOLVING THE EVENT-DRIVEN RECEDING HORIZON
CONTROL PROBLEMS
This section presents the solutions to the identified two
forms of RHCPs. We begin with RHCP2 because it is the
simplest problem given that in this case u∗i (t) = 0 by default
and Ui j in (18) is limited to Ui j = [u j].
A. Solution of the RHCP2
In this case, the variable horizon w in (20) becomes w =
ρi j+u j. Based on the control constraints (21): w= ρi j+u j ≤
H and u j ≥ 0, any target j ∈Ni(t) such that ρi j > H will
not result in a feasible dwell-time value u j. Therefore, such
targets are directly omitted from (18).
a) Constraints: In this RHCP, u j is constrained as:
0≤ u j ≤ H−ρi j. (24)
b) Objective: Following (21), the objective function for
RHCP2 is J¯i(t, t +w). To obtain an exact expression for J¯i,
it is decomposed using (22) as
J¯i =−
JAj +∑k∈ ¯Ni(t)\{ j} J
A
k
(JAj + J
I
j)+∑k∈ ¯Ni(t)\{ j}(J
A
k + J
I
k)
=− J
A
j
JAj + J
I
j +∑k JIk
.
(25)
Notice that each term in (25) is evaluated over the planning
horizon [t, t+w]. Therefore JAk = J
A
k (t, t+w)= 0 as any target
k ∈ ¯Ni\{ j} is not being visited during the planning horizon
Fig. 3: State trajectories during [t, t+w) for RHCP2.
(see Fig. 3). Similarly, using Fig. 3, we can write JAj = J j(t+
ρi j, t+ρi j+u j), JIj = J j(t, t+ρi j) and JIk = Jk(t, t+ρi j+u j).
Each of these terms can be evaluated using Lemmas 2 and 3.
These results together with (25) give the objective function
J¯i(t, t +w) required for RHCP2 in the form J¯i(u j) (with a
slight abuse of notation) where
J¯i(u j) =− A(u j)A(u j)+B(u j) , (26)
where we define
A(u j) , JAj = c1+ c2 log(1+ c3e−λ ju j)+ c4u j, (27)
B(u j) , JIj +∑
k
JIk = c5+ c6u j +∑
k
c7ke2Aku j , (28)
with λ j = 2
√
A2j +Q jG j and
c1 =−c2 log(1+ c3), c2 = 1G j , c3 =−
G jΩ′j +Q jv j2
G jΩ′j +Q jv j1
,
Ω′j =Ω j(t+ρi j), v j1,v j2 =
1
Q j
(−A j±
√
A2j +Q jG j),
c4 =
1
v j1
, c5 =
1
2A j
(
Ω j +
Q j
2A j
)
× (e2A jρi j −1)− Q jρi j
2A j
−∑
k
1
2Ak
(
Ωk +
Qk
2Ak
+Qkρi j
)
, Ω j =Ω j(t),
Ωk =Ωk(t), c6 =−∑
k
Qk
2Ak
, c7k =
1
2Ak
(
Ωk +
Qk
2Ak
)
e2Akρi j .
(29)
c) Unimodality of J¯i(u j): To establish the unimodality
of J¯i(u j), we first prove the following lemma.
Lemma 4: The RHCP2 objective function J¯i(u j) (26)
satisfies the following limits:
lim
u j→0
J¯i(u j) = 0 and (30)
lim
u j→∞
J¯i(u j) =
{
Li if Ak < 0,∀k ∈ ¯Ni\{ j},
0 otherwise,
(31)
where Li = −1/(1+ c6c4 ) (c4, c6 are defined in (29)) and all
limits are approached from below.
Proof: To establish these two results, we exploit the
A(u j), B(u j) notation introduced in (26). The result in (30)
is proved using the relationships: limu j→0 A(u j) = 0 (note
that, from (29): c1+c2 log(1+c3) = 0) and limu j→0+ B(u j) =
c5 +∑k c7k ≥ 0. Similarly, (31) is proved using the limit
(given by L’Hospital’s rule):
lim
u j→∞
B(u j)
A(u j)
=
{
c6
c4
if Ak < 0,∀k ∈ ¯Ni\{ j},
∞ otherwise.

We next make the following assumption related to the
neighborhood ¯Ni\{ j} of target i, regarding the neighboring
target states Ωk(t) and parameters Ak,Qk for all k ∈ ¯Ni\{ j}.
Assumption 1: ∑k∈ ¯Ni\{ j}(2Ωk(t)Ak +Qk)> 0.
Since Ωk(t)> 0, ∀k, t and Qk > 0, ∀k, Assumption 1 holds
whenever Ak ≥ 0, ∀k (i.e., whenever the target dynamics (1)
are unstable). We point out that assuming Ak ≥ 0, ∀k is also
used in [7] and in fact it makes the target state estimation
problem more challenging. In the case where Ak < 0, based
on Lemma 3 (assuming no agent visits at target k), Ωk(t) will
asymptotically converge to −Qk/(2Ak) from its initial value
Ωk(0). Therefore, whenever such a stable target k satisfies
Ωk(0)>−Qk/(2Ak), it will still not affect Assumption 1 as
(2Ωk(t)Ak +Qk)> 0, ∀t. In short, this assumption is a mild
one (it just requires a bound on the initial covariance).
Note that according to Lemma 2, if a target i ∈ V is
sensed by an agent for an infinite duration of time, its error
covariance Ωi(t) will converge to the steady state value Ωi,ss:
Ωi,ss = lim
t→∞Ωi(t) =
1
vi1
=
Qi
−Ai+
√
A2i +QiGi
. (32)
This Ωi,ss value is a characteristic of target i. It also repre-
sents the minimum achievable error covariance level at target
i. Therefore, in practice, we can expect Ωi(0)≥Ωi,ss which
will also imply (using (4)):
Ωi(t)>Ωi,ss, ∀i ∈ V , ∀t ∈ [0,T ]. (33)
Even if Ωi(0)<Ωi,ss, Ωi(t) will increase beyond Ωi,ss value
(with or without agent sensing) and henceforth the condition
in (33) will hold.
Each target i∈V with Ai < 0 (i.e., stable) will have its co-
variance value Ωi(t) bounded inside the interval (Ωi,ss,Ω¯i,ss)
where Ω¯i,ss = −Qi/(2Ak), after an initial travel phase. In
other words, (Ωi,ss,Ω¯i,ss) is a globally attractive positively
invariant set for (4). For targets with Ak ≥ 0, this invariant
set is (Ωi,ss,∞)
Theorem 1: Under Assumption 1, the objective function
of RHCP2 in (26) is unimodal.
Proof: Again we exploit the A(u j), B(u j) notation intro-
duced in (26). Seeing A(u j) and B(u j) (defined respectively
in (27) and (28)) as contributions of the targets, it is clear
that A(u j) ≥ 0 and B(u j) ≥ 0 for all u j ∈ R≥0. Therefore,
based on (26), J¯i(u j) ≤ 0 for all u j ∈ R≥0. Now, according
to the limits of J¯i(u j) established in Lemma 4, it is clear that
J¯i(u j) has at least one or more local minimizers.
Through differentiating (26), we can obtain an equation
for the stationary points of J¯i(u j) as:
dJ¯i(u j)
du j
= 0 ⇐⇒ A(u j)dB(u j)du j −B(u j)
dA(u j)
du j
= 0.
For notational convenience, let us re-write the above equation
as AB′ − BA′ = 0. Using the same notation, the second
derivative of J¯i(u j) can be written as
d2J¯i(u j)
du2j
=
AB′′−BA′′
(A+B)2
− (AB
′−BA′)(A′+B′)
(A+B)3
.
Therefore, the nature of a stationary point of J¯i(u j) is
determined by the sign of the term AB′′−BA′′. Since we
already know A,B≥ 0, let us focus on the A′′ and B′′ terms.
Using the A(u j) expression (i.e., (27)) we can write
A′′ =
d2A(u j)
du2j
=
c3c2λ 2j eλ ju j
(c3+ eλ ju j)2
. (34)
From (29), clearly, c2 > 0 and
c3 < 0 ⇐⇒ Ω j(t+ρi j)>− Q jv j2G j
=
1
v j1
= Ω j,ss.
The last two steps respectively used the relationships
v j1v j2 =−G jQ j and (32). Since Ω j(t+ρi j)>Ω j,ss (see (33)),
c3 < 0 and thus (34) implies that A′′ < 0, ∀u j ≥ 0.
Using the B(u j) expression (i.e., (28)), we can write
B′′ =
d2B(u j)
du2j
= ∑
k∈ ¯Ni\{ j}
(2Ωk(t)Ak +Qk)e2Ak(ρi j+u j). (35)
Notice that the Assumption 1 is satisfied if and only if:
∑
k:Ak≥0,
k∈ ¯Ni\{ j}
(2Ωk(t)Ak +Qk)>− ∑
k:Ak<0,
k∈ ¯Ni\{ j}
(2Ωk(t)Ak +Qk)
=⇒ ∑
k:Ak≥0,
k∈ ¯Ni\{ j}
(2Ωk(t)Ak +Qk)e2Ak(ρi j+u j)
>− ∑
k:Ak<0,
k∈ ¯Ni\{ j}
(2Ωk(t)Ak +Qk)e2Ak(ρi j+u j)
=⇒ ∑
k∈ ¯Ni\{ j}
(2Ωk(t)Ak +Qk)e2Ak(ρi j+u j) > 0.
The second step above is a result of the monotonicity of the
exponential function. This final result and (35) implies that
B′′ > 0, ∀u j ≥ 0.
We have shown that A,B,B′′ > 0 while A′′ < 0, ∀u j ≥ 0.
Therefore, AB′′−BA′′ > 0, ∀u j ≥ 0. Thus, all the stationary
points of J¯i(u j) should be local minimizers. Since J¯i(u j)
and all its derivatives are continuous, it cannot have two (or
more) local minimizers without having a local maximizer(s).
Therefore, J¯i(u j) has only one stationary point which is the
global minimizer and thus J¯i(u j) is unimodal. 
d) Solving RHCP2 for optimal control u∗j : The solu-
tion u∗j of (18) is given by
u∗j = argmin
0≤u j≤H−ρi j
J¯i(u j). (36)
Since the objective function is unimodal and the feasible
space is convex, we use the projected gradient descent
algorithm to obtain the globally optimal control decision u∗j .
e) Solving for Optimal Next-Visit Target j∗: Using the
obtained u∗j values in (36) for all j ∈Ni(t), we now know
the optimal trajectory costs J¯i(u∗j), ∀ j∈Ni(t). Based on (19),
the optimal target to visit next is
j∗ = argmin
j∈Ni(t)
J¯i(u∗j). (37)
Thus, upon solving RHCP2, agent a departs from target
i at time t and follows the path (i, j∗) ∈ E to visit target
j∗. In the spirit of RHC, recall that the optimal control will
be updated upon the occurrence of the next event, which, in
this case, will be the arrival of the agent at j∗, triggering the
solution of an instance of RHCP1 at target j∗.
B. Solution of RHCP1
We next consider the RHCP1, which is the most general
version among the two RHCP forms. In RHCP1, Ui j in (18)
is directly Ui j = [ui,u j] and the variable horizon w is the
same as in (20), where w = ui+ρi j +u j.
a) Constraints: In this RHCP setup ui and u j are
constrained as:
0≤ ui, 0≤ u j, ui+u j ≤ H−ρi j. (38)
b) Objective: Following (21), the objective function for
RHCP1 is J¯i(t, t +w). To obtain an exact expression for J¯i,
it is decomposed using (22) as
J¯i =−
JAi + J
A
j +∑k∈Ni(t)\{ j} J
A
k
(JAi + J
I
i )+(J
A
j + J
I
j)+∑k∈Ni(t)\{ j}(J
A
k + J
I
k)
=− J
A
i + J
A
j
(JAi + J
A
j )+(J
I
i + J
I
j +∑k∈Ni(t)\{ j} J
I
k)
. (39)
Similar to (25), note that each term in (39) is also evaluated
over the planning horizon [t, t+w]. Therefore JAk = J
A
k (t, t+
w) = 0 as any target k ∈Ni\{ j} is not being visited during
the planning horizon (see Fig. 4). Moreover, using Fig. 4
we can write JAi = Ji(t, t + ui), J
A
j = J j(t + ui +ρi j, t + ui +
ρi j + u j), JIi = Ji(t + ui, t + ui +ρi j + u j), JIj = J j(t, t + ui +
ρi j) and JIk = Jk(t, t+ui+ρi j +u j). Each of these terms can
be evaluated using Lemmas 2 and 3. These results together
with (39) give the objective function J¯i(t, t+w) required for
RHCP2 in the form J¯i(ui,u j) (again with a slight abuse of
notation) where
J¯i(ui,u j) =− A(ui,u j)A(ui,u j)+B(ui,u j) , (40)
where A(ui,u j), JAi + JAj , B(ui,u j), JIi + JIj +∑k∈Ni\{ j} JIk .
Specifically, A(ui,u j) and B(ui,u j) takes the following forms:
A(ui,u j) =a1+a2 log(1+a3e−λiui)
+a4 log(1+a5e2A jui +a6e−λ ju j +a7e2A jui−λ ju j)
+a8ui+a9u j, (41)
B(ui,u j) =b1+b2ui+b3u j +b4e2A jui +b5e2Aiu j
+ ∑
k∈Ni\{ j}
b6ke2Ak(ui+u j)+C(ui,u j), (42)
C(ui,u j) =c1
[1+ c2e−λiui + c3e2Aiu j + c4e−λiui+2Aiu j
1+ c5e−λiui
]
,
where the coefficients al ,bl ,cl ,∀l present in (41) and (42)
are given in appendix A.
Fig. 4: State trajectories during [t, t+w) for RHCP1.
c) Unimodality of J¯i(ui,u j): Proving the unimodality
of J¯i(ui,u j) is a challenging task due to the complexity of the
involved A(ui,u j) and B(ui,u j) expressions in (40). However,
we establish that J¯i(ui,u j) is unimodal along the lines ui = 0
and u j = 0. Further, we show that J¯i(ui,u j)→ 0 whenever
(ui,ui)→ (0,0), ui→∞ or u j→∞. Based on these theoretical
observations and the experimental results (see Fig. 5), we
conjecture that J¯i(ui,u j) is unimodal. However, to date, we
have not provided a formal proof of this.
First, we slightly modify the Assumption 1 (to exclude the
target i from the considered neighborhood ¯Ni\{ j}) as:
Assumption 2: ∑k∈Ni\{ j}(2Ωk(t)Ak +Qk)> 0.
Again, we emphasize that this assumption holds whenever
all the target dynamics are unstable [7]: Ak ≥ 0, ∀k.
Lemma 5: The RHCP1 objective function J¯i(ui,u j) satis-
fies the following limits:
lim
(ui,u j)→(0,0)
J¯i(ui,u j) = 0,
lim
ui→∞
J¯i(ui,0) =
{
Li if Ak < 0, ∀k ∈Ni\{ j},
0 otherwise,
lim
u j→∞
J¯i(0,u j) =
{
L j if Ak < 0, ∀k ∈Ni\{ j},
0 otherwise,
lim
(ui,u j)→(∞,∞)
J¯i(ui,u j) = 0.
(43)
where Li = −1/(1+ b2a8 ) and L j = −1/(1+
b3
a9
) (the coeffi-
cients b2, a8, b3, a9 are defined in Appendix A).
Proof: The result in (43) can be obtained by following the
same steps used in the proof of Lemma 4. 
Theorem 2: Under Assumption 2, the functions J¯i(ui,0)
and J¯i(0,u j) are unimodal.
Proof: This proof basically follows the same steps as
the proof of Theorem 1. As an example, let us consider
proving the unimodality of J¯i(ui,0). First, J¯i(ui,0) is written
as J¯i(ui,0) =−A¯(ui)/(A¯(ui)+ B¯(ui)) where A¯(ui) = A(ui,0)
and B¯(ui) = B(ui,0). Therefore, similar to before, the nature
of the stationary points of J¯i(ui,0) is dependent on the sign
of A¯B¯′′− B¯A¯′′. Next, using A(ui,u j) and B(ui,u j) expressions
in (41) and (42), we can write
B¯′′ =
d2B(ui,0)
du2i
=4A2jb4e
2A jui + ∑
k∈Ni\{ j}
4A2kb6ke
2Akui
+
c1c5(1+ c3)λ 2i e−λiui(−1+ c5e−λiui)
(1+ c5e−λiui)3
,
A¯′′ =
d2A(ui,0)
du2i
=
λ 2i a2a3e−λiui
(1+a3e−λiui)2
.
Finally, using the above two expressions and the coefficients
shown in Appendix A, it can be proven that if Ωi(t)>Ωi,ss,
for all ui ≥ 0, B¯′′ > 0 and A¯′′ < 0. Since A¯, B¯ > 0, ∀ui ≥ 0,
we can conclude that A¯B¯′′− B¯A¯′′ > 0, ∀ui ≥ 0 .
This result, together with the limits established in Lemma
5 implies that there exists only one stationary point in
J¯i(ui,0), which is the global minimizer. Further, since
J¯i(ui,0) and all of its derivatives are continuous, it can also
be concluded that J¯i(ui,0) is a unimodal function. Following
the same steps, the unimodality of J¯i(0,u j) can also be
established. 
(a) u∗j = 0 (b) u∗i = 0 (c) u
∗
i , u
∗
j > 0
Fig. 5: Three example cases of RHCP1 objective function
J¯i(ui,u j) plots (location of the minimizer: (u∗i ,u∗j)).
d) Solving RHCP1 for Optimal Controls u∗i , u∗j : The
solution u∗i , u∗j of (18) is given by
(u∗i , u
∗
j) =argmin
ui,u j
J¯i(ui,u j),
0≤ ui, 0≤ u j,
ui+u j ≤ H−ρi j
(44)
In (44), the feasible space is convex and we already con-
jectured that the objective function is unimodal. Therefore,
again, we use the projected gradient descent algorithm to
obtain the optimal control decisions (u∗i ,u∗j) in (44).
e) Solving for Optimal Next-Visit Target j∗: Using
the obtained (u∗i ,u∗j) values in (44) for all j ∈Ni(t), we are
now aware of the optimal trajectory costs J¯i(u∗i ,u∗j) for all
j ∈Ni(t). Based on (19), the optimal neighbor to plan as
the next-visit target is given by
j∗ = argmin
j∈Ni(t)
J¯i(u∗i ,u
∗
j). (45)
Upon solving RHCP1, the agent remains stationary (ac-
tive) on target i for a duration of u∗i or until any other event
occurs. If the agent completes the determined active time
u∗i (i.e., if the corresponding event [h → u∗i ] occurs), the
agent will have to subsequently solve an instance of RHCP2
to determine the next-visit target and depart from target i.
However, if a different event occurred before the anticipated
event [h→ u∗i ], the agent will have to re-solve RHCP1 to
re-compute the remaining active time at target i.
VI. APPLICATION OF MACHINE LEARNING
Recall that in order to solve a RHCP, an agent a ∈ A
(residing in a target i ∈ V at an event time t) needs to solve
the optimization problems (18) and (19). The problem in
(18) involves solving |Ni| different optimization problems
(one for each neighbor j ∈Ni) to get the optimal continuous
controls {U∗i j : j ∈ Ni}. The subsequent problem in (19)
is only a simple numerical comparison that determines the
optimal next-visit target j∗ ∈Ni. Upon solving this RHCP,
the agent will only use U∗i j∗ and j
∗ to make its immediate
decisions. Therefore, the continuous controls: {U∗i j : j ∈
Ni\{ j∗}} found when solving (18) are wastefully discarded.
Intuitively, if j∗ can be determined ahead of solving (18),
we can prevent the aforementioned waste in computational
resources by limiting the evaluation of (18) only for the
pre-determined neighbor j∗ - to directly get U∗i j∗ . Roughly
speaking, this approach should save |Ni|−1|Ni| fraction of the
processing (CPU) time required to solve the RHCP (i.e., (18)
and (19)).
a) Ideal Classification Function: The aim here is to
approximate an ideal classification function Fi : R
| ¯Ni|
≥0 →Ni
of the form
j∗ = Fi(Xi(t)), (46)
where Xi(t) = {Ω j(t) : j ∈ ¯Ni} is the local state at target i
at time t and (based on the forms of (18) and (19))
Fi(Xi(t)), argmin
j∈Ni
JH
(
Xi(t),argmin
Ui j∈U
JH(Xi(t),Ui j;H);H
)
.
(47)
In the machine learning literature, this kind of an ideal
classification function Fi(Xi) is commonly known as an
underlying function (or a target function) and Xi is considered
as a feature vector [23].
We highlight that Fi is strictly dependent on: (i) the current
target i ∈ V , (ii) the agent a ∈ A and (iii) the RHCP type
l ∈ {1,2}. Therefore, Fi in actuality should be written as Fa,li
even though we omitted doing so for notational simplicity.
b) Classifier Function: Due to the complexity of this
ideal classification function Fi(Xi) in (47), we cannot an-
alytically simplify it to obtain a closed form solution for
a generic input (feature) Xi. Therefore, we use machine
learning techniques to model Fi(Xi) by an estimate of it -
which we denote as fi(Xi;Di). Here, Di represents a collected
data-set of size L and the notation fi(Xi;Di) implies that this
classifier function has been constructed based on that data-set
Di.
Since our aim is to develop a fully on-line persistent
monitoring solution, the agent a itself has to collect this data-
setDi based on its very first L instants where a RHCP of type
l was fully solved at target i. Specifically, Di can be thought
of as a set of input-output pairs: Di = {(Xi(τ), j∗(τ)) : τ ∈
Γa,li } where Γa,li is the set of first L event times where the
agent a fully solved a RHCP of type l at target i. Notice that
similar to Fi, both fi and the data-set Di are also dependent
on the target i, agent a and the RHCP type l.
c) Application of Neural Networks: In order to con-
struct the classifier function fi(Xi;Di), among many com-
monly used classification techniques such as linear classi-
fiers, support vector machines, kernel estimation techniques,
etc., we chose an artificial neural networks (ANN) based
approach. This choice was made because of the key ad-
vantages that an ANN-based classification approach holds
[23]: (i) generality, (ii) data-driven nature, (iii) non-linear
modeling capability and (iv) the ability to provide posterior
probabilities.
Let us denote a shallow feed forward ANN model as y =
hi(x;Θ) where x is the | ¯Ni|-dimensional input feature vector
and y (or hi(x;Θ)) is the |Ni|-dimensional output vector
under the ANN weight parameters Θ. For simplicity, we
propose to use only one hidden layer with ten neurons with
hyperbolic tangent sigmoid (tansig) activation functions. At
the output layer, we propose to use the softmax activation
function so that each component of the output (denoted as
{(hi(x;Θ))k : k ∈Ni}) will be in the interval (0,1).
Based on this ANN model, the classifier function is given
by:
jˆ∗ = fi(Xi;Di) = argmax
k∈Ni
(
hi(Xi;Θ∗)
)
k, (48)
where Θ∗ represents the optimal set of ANN weights ob-
tained by training the ANN model y = hi(x;Θ) on the data-
set Di. Specifically, these optimal weights Θ∗ are determined
through back-propagation (and gradient descent) [23] such
that the (standard) cross-entropy based cost function H(Θ)
evaluated over the data-set Di = {(Xi(τ), j∗(τ)) : τ ∈ Γa,li }
given by
H(Θ) =
1
L
[
∑
τ∈Γa,li
∑
k∈Ni
1{ j∗(τ) = k} log(hi(Xi(τ);Θ))k
+1{ j∗(τ) 6= k} log(1− (hi(Xi(τ);Θ))k)]+ λ2L‖Θ‖2,
(49)
is minimized (λ represents the regularization constant).
d) RHC with Learning (RHC-L): Needless to say,
the optimal weights Θ∗ (and hence the classifier function
fi(Xi;Di) in (48)) are determined only when the agent a has
accumulated a data-set Di of length L. In other words, the
agent a has to be familiar enough with solving the RHCP
type l at target i in order to learn fi(Xi;Di).
Upon learning fi(Xi;Di), the RHCP given in (18) and (19)
can be solved much efficiently by simply evaluating:
jˆ∗ = fi(Xi(t);Di), (50)
U∗i jˆ∗ = argmin
Ui jˆ∗∈U
JH(Xi(t),Ui jˆ∗ ;H), (51)
to directly obtain the optimal controls U∗i (t) = {U∗i jˆ∗ , jˆ∗}. We
label this approach as the RHC-L method.
Notice that (51) (when compared to (18)) only involves a
single continuous optimization problem - which even maybe
a redundant one to solve if the underlying RHCP is of
type 2, where knowing the next target to visit (i.e., j∗ now
approximated by jˆ∗) is sufficient to take the immediate
action. Therefore, the RHC-L method can be expected to
have significantly lower processing times for evaluating
the RHCPs faced by the agents (after the learning phase
completes) compared to the RHC method.
The only drawback in this RHC-L approach when com-
pared to the original RHC method is the performance degra-
dation that can be expected due to learning related errors,
i.e., due to the mismatch between Fi(Xi)(= j∗) in (47) and
its estimate fi(Xi;Di)(= jˆ∗) learned in (48).
e) RHC with Active Learning (RHC-AL): We next
propose a technique to suppress the aforementioned per-
formance degradation that stems from the learning related
errors. For this purpose, we exploit the fact that ANN outputs
are actually estimates of the posterior probabilities [23]. This
simply means (
hi(Xi;Θ∗)
)
k ' P( j∗ = k|Xi), (52)
where,
(
hi(Xi;Θ∗)
)
k is the output of the ANN related to
the neighbor k ∈Ni and P( j∗ = k|Xi) is the probability of
the ideal classification function j∗ = Fi(Xi) in (47) resulting
Fi(Xi) = k ∈Ni, given the feature vector Xi. Note that Fi(·)
here is an unknown function that we try to estimate and
hence j∗(= Fi(Xi)) is a random variable.
Based on (52) and (48), the mismatch error between Fi(Xi)
and fi(Xi;Di) given the feature vector Xi can be estimated
as ei(Xi) where
ei(Xi), P(Fi(Xi) 6= fi(Xi;Di)|Xi) = 1−max
k∈Ni
(
hi(Xi;Θ∗)
)
k.
(53)
Clearly, prior to solving the RHC-L problems (50) and (51),
the agent can evaluate this mismatch error metric ei(Xi) and
if it falls above a certain threshold (say 0.1), it can resort
to follow the original RHC approach and solve (18) and
(19), instead. Moreover, in such a case, the obtained RHC
solutions can be incorporated into the data-set Di and re-train
the ANN (to get a new Θ∗ for hi(Xi;Θ∗) in (48)).
We call this “active learning” approach as the RHC-
AL method. It is essential to highlight that the RHC-AL
approach helps agents to make correct decisions in the face
of unfamiliar scenarios. Therefore, we can expect the RHC-
AL method to perform well compared to the RHC-L method
- only at the expense of trading off the advantage that
the RHC-L method had in terms of the processing times
compared to the RHC method.
Remark 1: The proposed on-line learning process can
even be carried out off-line (if the system allows it) as each
agent (for each target i ∈ V and each RHCP type) can
synthetically generate data-sets Di exploiting the relationship
(47) with a set of randomly generated features Xi. Moreover,
if the agents are homogeneous, the proposed distributed
learning process can be made centralized by allowing agents
to share their data sets (pertaining to the same targets).
However, the effectiveness of such a “shared data based
learning” scenario is debatable as the optimal trajectory of
each agent might be unique even though the agents are
homogeneous characteristically.
VII. SIMULATION RESULTS
This section contains the details of three different simu-
lation studies. In the first, we explore how the RHC based
agent control method performs compared to four other agent
control techniques, in terms of the performance metric JT
defined in (7) evaluated over a relatively short period: T =
50s. Second, we study how effective a target state control
strategy can be under the target state estimates provided by
different agent control methods. Finally, we explore the long
term performance of agent controllers by selecting T = 750s.
In particular, we compare the agent control methods: RHC,
RHC-L and RHC-AL in terms of the performance metric JT
and the average processing (CPU) time taken to solve each
RHCP.
Persistent Monitoring Problem Configurations: We
consider the four randomly generated persistent monitoring
problem configurations (PCs) shown in Fig. 6. Blue circles
represents the targets and dark black lines indicate the
trajectory segments that are available for the agents to travel
between targets. Agents and target error covariance values
at t = 0 are represented by red triangles and yellow vertical
bars/blue texts respectively (see Fig. 8 for PCs at t = T ).
The PCs 1,2 has seven targets and two agents each and
the PCs 3,4 has ten targets and four agents each. In each
PC, the target parameters were selected using the uniform
distribution U [·, ·] as follows: Yi∼U [0,1], Ai∼U [0.01,0.41],
Bi ∼U [0.01,0.41], Qi ∼U [0.1,2.1], Ri ∼U [2,10] and we set
Hi = 1,∀i ∈ V . If the distance between any two targets is
less than a certain threshold σ , we deploy a linear shaped
trajectory segment between those targets. For the PC 1,
σ = 0.7 (dense) was used and for the reset, σ = 0.45 (sparse)
was used. Each agent is assumed to travel with a unit speed
on these trajectory segments.
(a) PC 1 (b) PC 2
(c) PC 3 (d) PC 4
Fig. 6: Used four randomly generated persistent monitoring
problem configurations (PCs) and their initial conditions.
A. Simulation Study 1: The effect of agent controls on target
state estimation over a relatively short period.
In this section, we compare the performance metric JT
(defined in (7) with T = 50) observed for the four PCs shown
in Fig. 6 when using five different agent control methods:
(i) the centralized and off-line periodic control (MTSP)
method proposed in [7] (ii) a basic distributed and on-line
control (BDC) method, (iii) the proposed RHC method, (iv)
a periodic version of the BDC (BDC-P) method and (v) a
periodic version of the RHC (RHC-P) method. In fact, this
simulation study is aimed to observe the effectiveness of
the overall target state estimation process (as it is directly
reflected by the metric JT ) rendered by the aforementioned
different agent controllers. According to (4), the choice of
target controls υi(t) in (1) do not affect JT . Hence in this
study, we set: υi(t) = 0, ∀i ∈ V , ∀t ∈ [0,T ].
a) The Basic Distributed Control (BDC) Method: The
BDC method uses the same event-driven control architecture.
However, the difference (w.r.t. the RHC method) lies in the
used u∗i and j∗ choices in (18) and (19). In particular, the
BDC method uses:
u∗i =argmin
τ≥0
1{Ωi(t+ τ)≤ (1+ ε)Ωi,ss},
j∗ =argmax
j∈Ni(t)
Ω j(t)
(54)
with ε = 0.075 and Ωi,ss (which represents the steady-state
error covariance value of target i) in (32). In a nut shell, the
BDC method forces an agent to dwell at each visited target i
until its error covariance Ωi(t) drops to an ε fraction closer
to the corresponding target’s Ωi,ss value. Upon completing
this requirement, the next-visit target is determined as the
neighbor j in Ni(t) with the maximum Ω j(t) value.
b) The Centralized and Off-line Control (MTSP)
Method [7]: Unlike the distributed and on-line agent control
methods: RHC and BDC, the MTSP method proposed in [7]
fully computes the agent trajectories in a centralized off-line
stage, focusing on minimizing an infinite horizon objective
function of the form
max
i∈V
limsup
t→∞
tr(Ωi(t)) (55)
via selecting appropriate periodic agent trajectories. Never-
theless, this objective function is in the same spirit of JT (7)
as it also aims to maintain the target error covariances as low
as possible.
The MTSP method first uses the spectral clustering al-
gorithm [24] to decompose the target topology G into sub-
graphs among the agents. Then, on each sub-graph, start-
ing from the traveling salesman problem (TSP) solution,
a greedy target visitation cycle is constructed. Essentially,
this set of target visitation cycles is a candidate solution
for the famous multi-TSP [25] (hence the acronym for [7]:
MTSP). Finally, the dwell-time spent at each target (on the
constructed target visitation cycle) is found using a golden
ratio search algorithm exploiting many interesting mathemat-
ical properties. In essence, the MTSP method constructs a
periodic solution to a given PMN problem.
c) Hybrid Methods: BDC-P and RHC-P: In some
applications, having a periodicity in visiting targets can be
a crucial constraint (e.g., Bus routes). Even in such cases,
the proposed RHC method (or the BDC method) can still
be used to make the dwell-time decisions at each visited
target instead of using a fixed set of predetermined dwell-
times like in the MTSP method. The optimal next-visit target,
i.e., j∗ in (19) (or in (54)) would now be given by the off-
line computed target visitation cycles (similar to the MTSP
method). We use the label RHC-P (or BDC-P) to represent
such a hybrid periodic agent control method. Note that in this
RHC-P method, when solving for the dwell-times, (i.e., (18)),
the RHCP objective (22) should only consider neighboring
targets in the agent’s target visitation cycle. Pertaining to the
PCs shown in Fig. (6), respective periodic target visitation
cycles used by the periodic agent control methods (MTSP,
BDC-P and RHC-P) are shown in Fig. 7.
(a) PC 1 (b) PC 2
(c) PC 3 (d) PC 4
Fig. 7: Periodic agent trajectories (yellow colored contours)
used by the methods: MTSP, BDC-P and RHC-P.
Results and Discussion: Obtained results from the
comparison are summarized in Tab. I. According to those
results, on average, the RHC method has outperformed all
the other agent control methods. It can be seen that the RHC-
P method has the second-best performance level, and it has
even performed slightly better than the RHC method in two
cases. This is justifiable because the RHC-P method has a
significant centralized and off-line component compared to
the RHC method, which is completely distributed and on-
line. Corresponding final states of the PCs given by the RHC
method are shown in Fig. 8.
TABLE I: Performance comparison of target state estimation
(i.e., JT ) under five agent control methods in four PCs.
Target State Estimator
Performance (JT )
Agent Control Mechanism
Off-line Off-line/On-line On-line
MTSP BDC-P RHC-P BDC RHC
PC No.
1 99.88 119.23 84.41 88.68 88.16
2 90.08 155.25 77.80 101.75 70.51
3 133.50 268.85 128.90 162.48 132.83
4 187.88 231.28 123.70 174.32 113.30
Average: 127.83 193.65 103.70 131.81 101.20
Worst Case Performance: Inspired by the objective
function (55) [7], we define the worst case performance of
an agent controller over the period [0,T ] as JW where
JW = max
i∈V , t∈[0,T ]
tr(Ωi(t)). (56)
(a) PC 1 (b) PC 2
(c) PC 3 (d) PC 4
Fig. 8: Final state of the PCs after using the RHC method.
In our case, JW is simply the maximum recorded target error
covariance value in the target topology over the period [0,T ].
For the same experiments that gave the results shown in
Tab. I, we have evaluated the corresponding JW (56) value.
The obtained results are summarized in Tab. II. According to
these experimental results, it is evident that the periodic agent
control methods have an advantage compared to the fully
distributed and on-line methods like RHC and BDC in terms
of worst-case performance. Nevertheless, the fact that the
RHC-P method has obtained the best average JW value (and
the second-best average JT value) implies that the proposed
RHC method can be effectively adopted for different problem
settings (with different constraints, objectives, etc.).
TABLE II: Performance comparison of worst case target state
estimation (i.e., JW ) under five agent control methods in four
PCs.
The Worst Case
Target State Estimator
Performance (JW )
Agent Control Mechanism
Off-line Off-line/On-line On-line
MTSP BDC-P RHC-P BDC RHC
PC No.
1 40.23 288.34 50.19 96.33 71.57
2 38.03 586.19 65.62 270.42 32.29
3 47.54 427.53 46.52 386.66 306.84
4 115.74 403.38 49.26 487.65 77.41
Average: 60.38 426.36 52.90 310.27 122.03
B. Simulation Study 2: The effect of agent controls on target
state controllers over a relatively short period
In this simulation study, we explore a byproduct of achiev-
ing reasonable target state estimates: the ability to control the
target states effectively. Here, we assume each target has its
own tracking control task that needs to be achieved through
a simple local state feedback control mechanism. Clearly,
for this purpose, each target has to rely on its state estimate
- of which the accuracy deteriorates when the target is not
visited by an agent regularly. We define a new metric: JC to
represent the performance of the overall target state control
process and compare the obtained JC values by different
agent controllers under different PCs.
a) Target Control Mechanism: In this section, we
assume each target i ∈ V has to control its state φi(t) such
that a signal
yi(t) =Ciφi(t)+Di, (57)
tracks a given reference signal ri(t) (Ci, Di are also given).
Let us define the tracking error as ei(t) = yi(t)− ri(t).
In order to make ei(t) follow the (asymptotically stable)
dynamics: e˙i = −Kiei(t), the target i needs to select its
control input ui(t) in (1) as (also recall (11))
ui(t) =− 1BiCi (Ci(Ai+Ki)φi(t)+KiDi− (r˙i(t)+Kiri(t))) .
(58)
However, since target i is unaware of its state φi, naturally,
it can use the state estimate φˆi in (3) in the state feedback
control law as
ui(t) =− 1BiCi
(
Ci(Ai+Ki)φˆi(t)+KiDi− (r˙i(t)+Kiri(t))
)
.
(59)
To measure the performance of this tracking control task, we
propose to use the performance metric JC where
JC ,
1
T
∫ T
0
|ei(t)|dt. (60)
b) Results and Discussion: In this study, we set Ci = 1,
Di = 0, Ki = 2 and select the reference signal that needs to
be tracked as: ri(t) = 10sin(2t + i), ∀i ∈ V . The metric JC
observed for different PCs with different agent controllers
are summarized in Tab III. Similar to before, obtained results
show that the RHC method, on average, has outperformed all
the other agent controllers. Corresponding final states of the
PCs observed under the RHC method are shown in Fig. 9.
The red vertical bars (on top of yellow vertical bars) represent
the absolute tracking error |ei(t)| of each target i at t = T .
These results imply that having an agent control mechanism
that provides superior target state estimation capabilities (i.e.,
lower JT ) enables the targets to have better control over their
states (i.e., lower JC).
TABLE III: Performance comparison of target state con-
trollers (i.e., JC) under five agent control methods in four
PCs.
Target State Controller
Performance (JC×T )
Agent Control Mechanism
Off-line Off-line/on-line On-line
MTSP BDC-P RHC-P BDC RHC
PC No.
1 57.97 51.99 50.99 48.40 48.12
2 51.66 56.80 52.35 55.54 50.14
3 73.81 81.40 74.08 80.89 74.33
4 85.76 86.34 77.35 86.61 75.81
Average: 67.30 69.13 63.69 67.86 62.10
C. Simulation Study 3: Long term performance with learning
In both previous simulation studies, we focused on a
relatively short period (T = 50s) that essentially encom-
passed the transient phase of the system (which, in general,
(a) PC 1 (b) PC 2
(c) PC 3 (d) PC 4
Fig. 9: Final state of the PCs after using the RHC method
with target state control.
is the most challenging part to control/regulate). However,
in this final simulation study, we aim to explore the agent
controllers’ performance over a lengthy period (T = 750s) so
that it includes both the transient and the steady-state phases
of the system. Note that this kind of a problem setting is ideal
for deploying the machine learning based RHC solutions:
RHC-L and RHC-AL proposed in Section VI of this paper.
Therefore, in this study, we specifically compare the three
controllers: RHC, RHC-L and RHC-AL for the PCs 1 and
2, in terms of the evolution of: (i) the performance metric Jt
(7) and (ii) the average processing time (also called the “CPU
time”) taken to solve a RHCP, throughout the simulation time
t ∈ [0,T ]. These CPU times were recorded on an Intel Core
i7-8700 CPU 3.20 GHz Processor with a 32 GB RAM.
As shown in Figs. 10(a) and 11(a), the RHC method
takes the highest amount of CPU time to solve a RHCP. Its
upward trend in the initial stages of the simulations indicates
a transient phase of the processor. We highlight that this
transient phase is independent of that of Jt curves shown in
Figs. 10(b) and 11(b). Table IV shows that based on the
steady-state averages for the PC 1 (Fig. 10), the RHC-L
method spends 86.5% less CPU time compared to the RHC
method but at a loss of 4.7% in performance. For the same
PC, the RHC-AL method shows a 66.7% reduction in CPU
time while having only a 0.1% loss in performance.
In these simulations of RHC-L and RHC-AL methods, for
the on-line training of classifiers fi(Xi;Di) (required in (50)),
we have set the data-set size to be 25 (i.e., |Di| = 25). As
implied by Figs 10(a) and 11(a), agents have been able to
collect that amount of data points well within their transient
phase (of the Jt curve). Even though learning based on
transient data has a few advantages, it is mostly regarded
as ineffective - especially if the learned controller would
TABLE IV: Average over the steady-state period t ∈
[500,750] of the curves in Figs. 10 and 11.
Average over steady-state:
(Interval: [500, 750]) RHC RHC-L RHC-LE RHC-AL
PC 1 CPU Time 10.589 1.4287 2.3787 3.5259Jt 96.1315 100.6107 96.1315 96.2686
PC 2 CPU Time 3.7909 0.9666 1.1808 1.7334Jt 80.2887 82.1902 80.2893 83.9678
mostly operate in a steady-state condition. Therefore, we
next extend the data-set size to be |Di| = 75 and execute
the same RHC-L method, which henceforth is labeled as the
RHC-LE method. According to the summarized steady-state
averaged data given in Tab IV, for the PC 1 and 2, the RHC-
LE method respectively shows 77.5% and 68.9% reductions
in CPU time compared to the RHC method - while having
almost no losses in performance (< 0.001%) in both cases.
(a) (b)
Fig. 10: Evolution of the average processing time taken to
solve a RHCP and the objective function value for PC 1.
(a) (b)
Fig. 11: Evolution of the average processing time taken to
solve a RHCP and the objective function value for PC 2.
VIII. CONCLUSION
The aim of the multi-agent persistent monitoring problem
in this paper is to observe the target states and minimize an
overall measure of error covariance evaluated over a finite
period. Compared to existing centralized and off-line control
solutions, a novel computationally efficient distributed and
on-line solution is proposed based on event-driven receding
horizon control. In particular, each agent determines their
optimal planning horizon and the immediate sequence of
optimal decisions at each event of interest faced in its
trajectory. Numerical results show higher performance levels
compared to existing other both centralized and distributed
agent control methods. Future work will aim to generalize the
proposed solution for multidimensional target state dynamics
and combine distributed estimation with target state control.
APPENDIX
A. Coefficients of the RHCP1 objective function (40)
a1 =
1
G j
log
[ G j−2A jv j1
2A j(v j2− v j1)
]
+
1
Gi
log
[−GiΩi−Qi
Qi(vi2− vi1)
]
,
a2 =
1
Gi
, a3 =−GiΩi+Qivi2GiΩi+Qivi1 , a4 =
1
G j
,
a5 =−v j2(2A jΩ j +Q j)e
2A jρi j
Q jv j2+2A j
, a6 =−G j−2A jv j2G j−2A jv j1 ,
a7 =−a5, a8 = 1vi1 , a9 =
1
vi2
,
b1 =− Qi4A2i
(1+2Aiρi j)− Q j4A2j
(1+2A jρi j)− Ω j2A j
− ∑
k∈Ni\{ j}
[ Qk
4A2k
(1+2Akρi j)+
Ωk
2Ak
]
,
b2 =− ∑
k∈Ni
Qk
2Ak
, b3 =− ∑
k∈ ¯Ni\{ j}
Qk
2Ak
,
b4 =
1
4A2j
(Q j +2A jΩ j)e2A jρi j , b5 =
Qi
4A2i
e2Aiρi j ,
b6k =
1
4A2k
(Qk +2AkΩk)e2Akρi j ,
c1 =− 12Aivi1 , c2 =−
vi1Ωi−1
vi2Ωi−1 , c3 =−e
2Aiρi j ,
c4 =− c2, c5 =−GiΩi+Qivi2GiΩi+Qivi1 .
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