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1. INTRODUCTION
In laser and plasma physics, the solution problem under interaction of a
nonlinear complex Schro¨dinger ﬁeld and a real Boussinesq ﬁeld has been
raised. The approximate and exact solution, and the laws of conservation
for the dynamics have been studied in [5–8]. In [3–4] the authors studied
the existence of the global solution of the initial-boundary problem for the
system. In this paper, we consider the existence of a periodic solution for
this type of equation,
iεt + ε+ iγε− nε = gx	 t	 x ∈ 
	 (1.1)
ntt + αnt + λ2n− n− f n + ε2 = hx	 t	 x ∈ 
	 (1.2)
where ε:Rx × R+t → C and n:Rx × R+t → R. α	 γ, and λ are positive
constants, and f n is a sufﬁciently smooth real function with f n = 0.
Let the given external forces gx	 t and hx	 t be periodic in t with the
same period T . Then we try to prove the existence and uniqueness of peri-
odic strong solution of the Schro¨dinger–Boussinesq equation with the same
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period T ,
ε	 nt = ε	 nT + t	 (1.3)
ε∂
 = n∂
 = n∂
 = 0 (1.4)
To describe our theorems accurately, we introduce some basic function
spaces and notation. Let X be a Banach space. We denote by Ckω	X
the set of X-valued T -periodic functions on R1 with continuous derivatives
up to order k. We deﬁne the norm:

u
CkT X = sup
0≤t≤T
{ k∑
i=0

Ditut
X
}

We denote by LpT X1 ≤ p ≤ ∞ the set of T -periodic X-valued
measurable functions u on R1 such that

u
LpT X =
(∫ T
0

u
pX dt
) 1
p
≤ +∞ 1 ≤ p <∞	

u
L∞T X = sup
0≤t≤T

u
X <∞
We denote by W k	pT X the set of functions u which belongs to
LpT X together with their derivatives up to order k, and in par-
ticular we write HkT X = W 2	 kT X when X is a Hilbert space.
L2
	Hm
	H−1
, and H10
 are usual Sobolev spaces. We conﬁne
ourselves to dimension one; that is, 
 is an ﬁnite interval. Let A be the
unbounded linear operator deﬁned by Au = −D2xu.
2. A PRIORI ESTIMATES
It is convenient to introduce a transformation ϕ = nt + ρn, where ρ is
a positive constant to be chosen later. The problem (1.1)–(1.2) is equiva-
lent to
iεt + ε+ iγε− nε = gx	 t	 (2.1)
ϕ = nt + ρn	 (2.2)
ϕt + α− ρϕ+ ρρ− αn− n+ λ2n− f n + ε2
= hx	 t	 x ∈ 
	 t ∈ R+	 (2.3)
ε	 n	 ϕt	 x = ε	 n	 ϕt + T	 x	 t ∈ R+	 (2.4)
ε∂
 = n∂
 = ϕ∂
 = n∂
 = 0	 t ∈ R+ (2.5)
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In this section, we are going to show the existence of approximate solu-
tions of (2.1)–(2.5). Let wjj = 1	 2	    be the completely orthonormal
system in L2
, consisting of the eigenfunctions of A with a homogeneous
Dirichlet boundary condition on 
, and denote the approximate solution
εNx	 t	 nNx	 t	 ϕNx	 t of problem (2.1)–(2.5) by the form
εNx	 t =
m∑
j=1
ajNtwjx	 nNx	 t =
m∑
j=1
bjNtwjx	
ϕNx	 t =
m∑
j=1
cjNtwjx	
where ajNt	 bjNt	 cjNt j = 1	 2	    are coefﬁcient functions of
variable t ∈ R+. According to the Galerkin method, the coefﬁcients
ajNt	 bjNt	 cjNt are assumed to satisfy the following system of nonlin-
ear ordinary differential equations:
iεNt+D2xεN+iγεN−nNεN	wj=g	wj	 (2.6)
ϕN	wj=nNt+ρnN	wj	 (2.7)
ϕNt+α−ρϕN+ρρ−αnN−D2xnN+λD4xnN−D2xf nN
+εN 2	wj=hx	t	wj j=1	2		N	 (2.8)
εN	nN	ϕNt+T	x=εN	nN	ϕNt	x (2.9)
Let W ∗N be the subspace of L
2
 spanned by w1	 w2	    	 wN . It is well
known that for any ϕN	pN	 qN ∈ C1T	W ∗n 	 there exists a unique
T -periodic solution ϕN	 εN	 nN ∈ C1T	W ∗N of the linear equation:
iεNt +D2xεN + iγεN	wj = qNpN + g	wj	 (2.10)
ϕN	wj = nNt + ρnN	wj	 (2.11)
ϕNt + α− ρϕN + ρρ− αnN −D2xnN + λD4xnN	wj
= D2xf qN + pN 2 + hx	 t	 wj (2.12)
With the mapping F  ϕN	pN	 qN → ϕN	 εN	 nN continuous and com-
pact in C1T	W ∗N	 we shall prove the existence of the solution of (2.6)–
(2.9), and by applying the Leray–Schauder ﬁxed point theorem, it is only
required to show the boundedness
sup
0≤t≤T

εNt
H2 + nN
H2 + 
ϕ
L2 ≤ c	
for all possible solutions of (2.6)–(2.9) replaced by δnNεN and δD2xf nN+
εN 2 0 ≤ δ ≤ 1 instead of nonlinear terms nNεN and D2xf nN + ε2,
respectively, where c is a constant independent of δ.
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Lemma 2.1. If gx	 t ∈ L∞T L2
	 then
sup
0≤t≤T

εN
2 ≤
(
2T + 1
γ
)
1
γ
M20 
	 ∀ t ≥ 0	
where M0 = sup0≤t≤T
gx	 t
.
Proof. Multiplying (2.6) by ajNt and summing up over j from 1 to m
we have
iεNt +D2xεN + iγεN − nNεN	 εN = g	 εN
Taking the imaginary part we obtain
1
2
d
dt
∫


ε2Nx	 tdx+ γ
∫


ε2Nx	 tdx
≤
∣∣∣∣Im
∫


gε¯Nx	 tdx
∣∣∣∣ ≤ γ2
∫


ε2Nx	 tdx+
1
2γ
∫


g2x	 tdx	
which implies that
d
dt
∫


ε2ndx+ γ
∫


ε2Ndx ≤
1
γ
∫


g2x	 tdx ≤ 1
γ
M20 
	 (2.13)
where 
 ≡ the volume of 
. Considering the periodicity of εN and
integrating (2.13) over 0	 T , it follows
γ
∫ T
0
∫


ε2Nx	 tdxdt ≤
1
γ
M20T 
 (2.14)
Hence, there exists t∗ ∈ 0	 T  such that
∫


ε2Nx	 t∗dx ≤
1
γ2
M20 
 (2.15)
Integrating (2.13) again from t∗ to t + T t ∈ 0	 T  we can get
∫


ε2Nx	 tdx ≤
∫


ε2Nx	 t∗dx+ γ
∣∣∣∣
∫ T
0
∫


ε2Nx	 tdxdt
∣∣∣∣+ 1γM20T 

Hence
sup
0≤t≤T

εN
2 ≤ sup
0≤t≤T
∫


ε2Nx	 tdx ≤
2
γ
M20T 
 +
1
γ2
M20 

≤
(
2T + 1
γ
)
1
γ
M20 

=K2 (2.16)
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Lemma 2.2. If an	 nt	Asnt + ρn = α− ρnt + ρn + ρρ− αn+
An	Asnt + ρn and ρ ∈ 0	minα/4	 λ1/2α, then
an	 nt	Asnt + ρn ≥
1
2
d
dt

As+12 n
2 + ρ
2

As2 nt + ρn
2 + 
A
s+1
2 n
2
+ α
4

As2 nt + ρn
2 s = −1	 0	 1	 2	    	 k	
where λ1 is the ﬁrst eigenvalue of the Laplace operator A = − with a homo-
geneous Dirichlet boundary condition on 
.
Proof. Since
an	 nt	Asnt + ρn = α− ρ
A
s
2 nt + ρn
2 + ρ
A
s+1
2 n
2
+ 1
2
d
dt

As+12 n
2 − ρα− ρ
∫


nAsnt + ρndx	
note that
−ρα− ρ
∫


nAsnt + ρndx = −ρα− ρ
∫


A
s
2 nA
s
2 nt + ρndx
≥ −ρα− ρ 1√
λ1
∥∥As+12 n∥∥
As2 nt + ρn

≥ − αρ√
λ1
∥∥As+12 n∥∥
As2 nt + ρn

≥ (by the assumption on ρ)
≥ −ρ
2
∥∥As+12 n∥∥2 − α
4

As2 nt + ρn
2
Hence
an	 nt	Asnt + ρn ≥
3α
4

As2 nt + ρn
2 + ρ
A
s+1
2 n
2 + 1
2
d
dt

As+12 n
2
−ρα− ρ
∫


nAsnt + ρndx
≥ 1
2
d
dt

As+12 n
2 + 1
2
ρ
As+12 n
2 + 
As+12 n
2
+ α
2

As+12 n
2	
where we have used the Young inequality and the Poincare´ inequality.
Lemma 2.3. Suppose
(1) gx	 t	 gtx	 t ∈ L∞T L2
	 hx	 t ∈ L∞T H−1

(2)
∫ s
0 f σdσ ≥ 0
(3) sf s − ∫ s0 f σdσ ≥ 0.
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Then we have
sup
0≤t≤T
(

A 12 εN
2+
A−
1
2ϕN
2+
nN
2+
λ
2

A 12 nN
2
)
≤c∗K	M0	M1	M2	
sup
0≤t≤T

εNt
2+
nnt
2≤c	
where M1 = sup0≤t≤T 
gtx	 t
	M2 = sup0≤t≤T 
A−1/2hx	 t
, and c∗K,
M0	M1	M2 and c are positive constants depending on Mi i = 0	 1	 2.
Proof. Multiplying (2.6) with −a′jNt + γajNt and summing up over
j we get
i
∫


εNtε¯Nt + γε¯Ndx+
∫


AεNε¯Nt + γε¯Ndx+ iγ
∫


εε¯Nt + γε¯Ndx
=
∫


nNεN + gx	 tε¯Nt + γε¯Ndx 0 ≤ δ ≤ 1 (2.17)
Taking the real part of Eq. (2.17), we have
d
dt

A 12 εN
2 + δ
∫


nN εN 2dx+ 2
∫


gε¯Ndx
− 2Re
∫


gtε¯Ndx+ 2γ
A
1
2 εN
2 + δRe
∫


nN εN 2dx
+Re
∫


gε¯Ndx = δ
∫


nNt εN 2dx (2.18)
Since wj j = 1	 2	    are the eigenfunctions of A, we can write
Awj = λjwj	 Aswj = λsjwj	
with the eigenvalue λj of A. Considering (2.7)–(2.8) we see
ϕNt + α− ρϕN + ρρ− αnN +AnN + λA2nN	A−1nNt + ρnN
= −δAf nN + εN 2 + hx	 t	A−1nNt + ρnN (2.19)
Choosing ρ ∈ minα/4	 λ1/2α	 γ and using Lemma 2.2, consequently the
previous equality can be written as
1
2
d
dt
(

A− 12ϕN
2 + 
nN
2 + λ
A
1
2 nN
2 + 2δ
∫


∫ nN
0
f σdσdx
)
+ 1
2
ρ
(

A− 12ϕN
2 + 
nN
2 + λ
A
1
2 nN
2 + 2δ
∫


∫ nN
0
f σdσdx
)
+ρδ
∫


nN εN 2dx− ρδ
∫


( ∫ nN
0
f σdσ − nNf nN
)
dx
+ 1
2
ρλ
A 12 nN
2 ≤ −δ
∫


nNt εN 2dx+
1
2α

A− 12h
2 (2.20)
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Set
ξ1t = 2
A
1
2 εN
2 + 
A−
1
2ϕN
2 + 
nN
2 + λ
A
1
2 nN
2
+ 2δ
∫


∫ nN
0
f σdσdx+ 2δRe
∫


nN εN 2dx+ 4Re
∫


gε¯Ndx
From (2.18)–(2.20) and
∫

nNf nN −
∫ nN
0 f σdσdx ≥ 0, it follows
1
2
d
dt
ξ1t + 12ρξ1t + 12ρλ
A
1
2 nN
2 + 2γ − ρ
A
1
2 εN
2
+ 2γδ
∫


nN εN 2dx+ 2γ − ρRe
∫


gε¯Ndx
−2
∫


gtε¯Ndx ≤ 12α
A−
1
2h
2	 (2.21)
since
2γδ
∫


nN εN 2dx ≤ 2γδ
nN
 
εN
2L4

≤ c0λ
− 12
1 
A
1
2 nN

A
1
2 εN

1
2 
εN

3
2
≤ 1
4
ρλ
A 12 nN
2 + ρ
A
1
2 εN
2
+ 1
4ρ2λ
c0λ
−1
1 
εN
6	 (2.22)
where c0 is a positive constant in the formula 
u
L4
 ≤ c0
A1/2u
1/4×

u
3/4.
Hence
d
dt
ξtt + ρξ1t ≤ 2γ − ρ
g
2 + 
εN
2 + 
gt
2 + 
εN
2
+ 1
4ρ3λ2
c40λ
−2
1 
εN
6 +
1
2α
∥∥A− 12h∥∥2
≤ 2γ + 1
g
2 + 
εN
2 + 
gt
2
+ 1
4ρ3λ2
c40λ
−2
1 
εN
6 +
1
2α
∥∥A− 12h∥∥2
≤ 2γ + 1M20 +M21 +K2 +
1
4ρ3λ2
c40λ
−2
1 K
6
+ 1
2α
M22
= c1	 (2.23)
where M1 = sup0≤t≤T 
gt
	M2 = sup0≤t≤T 
A−1/2h
, and M0 is the same
as in Lemma 2.1.
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Let us estimate the undeﬁnite-sign terms in ξ1t∣∣∣∣2δRe
∫


nN εN 2dx
∣∣∣∣ ≤ 2
nN

εN
2L4

≤ 2c0
nN

A
1
2 εN

1
2 
εN

1
2
≤ 14
nN
2 + 
A
1
2 εN
2 + 4c40
εN
6	∣∣∣∣Re
∫


gεNdx
∣∣∣∣ ≤ 2
g
2 + 
εn
2
Therefore
ξ1t ≥ 
A
1
2 εN
2 + 
A−
1
2ϕN
2 + 14
nN
2 + λ
A
1
2 nN
2
− 4c40
εN
6 − 4
g
2 + 
gt
2
≥ 
A 12 εN
2 + 
A−
1
2ϕN
2 + 14
nN
2 + λ
A
1
2 nN
2 − c2	 (2.24)
where c2 = 22c40 + 1K6 +K2 +M20 . It follows from (2.23)
d
dt
ξ1t + ρ
(

A 12 εN
2 + 
A−
1
2ϕN
2
+ 1
4

nN
2 + λ
A
1
2 nN
2
)
≤ c1 + ρc2 (2.25)
From the deﬁnition of ξ1t, we know that ξ1t is a T -periodic function.
So, integrating (2.23), (2.25) from 0 to T , respectively, we can see
ρ
∫ T
0
ξ1tdt ≤ Tc	 (2.26)
ρ
∫ T
0
(

A 12 εN
2 + 
A−
1
2ϕN
2 +
1
4

nN
2 + λ
A
1
2 nN
2
)
dx
≤ T c1 + ρc2	 (2.27)
and there exists t∗ ∈ 0	 T , such that
pξ1t∗ ≤ c1 (2.28)
Integrating (2.25) again from t∗ to t + T t ∈ 0	 T , we obtain
ξ1t = ξ1t + T  ≤ ξ1t∗
+ρ
∫ T
0

A 12 εN
2 + 
A−
1
2ϕN
2 + 14
nN
2 + λ
A
1
2 nN
2dx
+T c1 + ρc2 ≤ 2T + 1c1 + 2Tρc2 (2.29)
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From (2.24), (2.29), we obtain
sup
0≤t≤T

A 12 εN
2 + 
A−
1
2ϕN
2 + 14
nN
2 + λ
A
1
2 nN
2
≤ 2T + 1c1 + 2Tρ+ 1c2	 (2.30)
where c1 and c2 are independent of N and δ.
From (2.2) and (2.30) we can easily get
sup
0≤t≤ω

nNt
2 ≤ c
From (2.1),
iεNtt+εNt+iγεNt−nNεNt 	−−1εNt=gtx	t	−−1εNt (2.31)
Taking the imaginary part of (2.31) and estimating it, we obtain
d
dt

A− 12 εNt
2 + γ
A−
1
2 εNt
2 ≤ c
A−
1
2 nNt + 
A−
1
2 gt
2	 (2.32)
similar to (2.16), and using (2.30) we get
sup
0≤t≤T

εNt
2 ≤ c
The proof is complete.
In the following, we continue to estimate the high order derivatives of
the solutions of (2.1)–(2.5) by an inductive argument.
Lemma 2.4. For any k > 2, if gx	 t	 gtx	 t	 hx	 t ∈ L∞T Hk−1

 and f ∈ ck−1 then
sup
0≤t≤T

Dk−2ϕN
2 + 
DkεN
2 + 
DknN
2 ≤ c	
sup
0≤t≤T

Dk−2εNt
2 + 
Dk−2nNt
2 ≤ c	
where Di = ∂i/∂xi	Au = −D2u.
Proof. By Lemma 2.3, we know that the conclusion of Lemma 2.4 holds
for k = 1. Assume that for k = m m ≥ 2 Lemma 2.4 holds, that is,
sup
0≤t≤T

Dm−2ϕN
2 + 
DmεN
2 + 
DmnN
2 ≤ c	 (2.33)
sup
0≤t≤T

Dm−1εNt
2 + 
Dm−1nNt
2 ≤ c (2.34)
We want to show that the same statement holds for k = m+ 1.
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Taking the inner product of (2.1) with D2mεNt + γεN and then taking
the real part, we can obtain
1
2
d
dt
(

Dm+1εN
2 − 2Re
∫


Dm−1gDm+1εNdx
)
+ γ
Dm+1εN
2
+γRe
∫


DmnNεNDmε¯Ndx+Re
∫


Dm−1gtD
m+1ε¯Ndx
−γRe
∫


Dm−1gDm+1ε¯Ndx
= −Re
∫


DmnNεNDmε¯Ntdx (2.35)
Since
Re
∫


DmnNεNDmε¯Ntdx
= Re
∫


Dmε¯Nt
m∑
j=0
(m
j
)
Dm−jnND
jεNdx
= Re
∫


Dmε¯NtD
mnNεNdx+
1
2
Re
d
dt
∫


nN DmεN 2dx
− 1
2
Re
∫


nNt DmεN 2dx
+Re
∫


m−1∑
j=1
(m
j
)
Dmε¯NtD
m−jnND
jεNdx	 (2.36)
consider now
Re
∫


m−1∑
j=1
(m
j
)
Dmε¯NtD
m−jnND
jεNdx
= Re
∫


m−1∑
j=1
(m
j
)
Dm−2ε¯NtD
2Dm−jnNDjεNdx
≤ c
m−1∑
j=1

Dm−2εNt

Dm+2−jnN

DjεN
L∞
+ 2
Dm+1−jnN
L∞
Dj+1εN
 + 
Dm−jnN
L∞
Dj+2εN

≤ θ1
Dm+1nN
2 + θ2
Dm+1εN
2 + c (2.37)
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Also
Re
∫


NNt DmεN 2dx ≤ 
nNt

DmεN
2L4
≤ c0
nNt

DmεN

3
2 
Dm+1εN

1
2
≤ θ2
Dm+1εN
2 + c
nNt

4
3 
DmεN
2
≤ θ2
Dm+1εN
2 + c	 (2.38)
where we have used (2.33), (2.34) in the above estimates.
Hence, taking (2.36), (2.37), and (2.38) into account, we have
Re
∫


DmnNεNDε¯Ntdx
≤ Re
∫


Dε¯NtD
mnNεNdx+
1
2
d
dt
∫


nN DmεN 2dx
+ θ1
Dm+1nN
2 + θ2
Dm+1εN
2 + c	 (2.39)
and
∫


Dm−1gtD
m+1ε¯Ndx ≤ θ2
Dm+1εN
2 +
1
4θ2

Dm−1gt
2	 (2.40)
γ
∫


Dm−1gDm+1εNdx ≤ θ2
Dm+1εN
2 +
1
4θ2
γ2
Dm−1g
2	 (2.41)
similarly to (2.39)
γRe
∫


DmnNεNDmεNdx ≤ c
Therefore, from (2.35) to (2.41) we obtain
1
2
d
dt
(

Dm+1εN
2 − 2Re
∫


Dm−1gDm+1ε¯Ndx
+
∫


nN DmεN 2dx
)
+ γ − 4θ2
Dm+1εN
2
≤ −Re
∫


Dmε¯NtD
mnNεNdx+ θ1
Dm+1nN
2
+ 1
4θ2

Dm−1gt
2 + γ2
Dm−1g
2 (2.42)
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On the other hand, we take the inner product of (2.3) with −1m−1×
D2m−1ϕN , and using Lemma 2.2 s = m− 1,
1
2
d
dt

Dm−1ϕN
2 + 
DmnN
2 + λ
Dm+1nN
2 +
1
2
α
Dm−1ϕN
2
+ρλ
Dm+1nN
2 +
1
2
ρ
Dm−1ϕN
2 + 
DmnN
2
= −Dmf nN	DmnNt − ρDmf nN	DmnN − Dm4N 2	DmnNt
−ρDmεN 2	DmnN + Dm−1hx	 t	Dm−1ϕN (2.43)
Since
Df nN = f ′nNDnN	
D2f nN = f ′′nNDnN2 + f ′nND2nN	
D3f nN = f ′′′nNDnN3 + 3f ′′DnND2nN + f ′nND3nN	
it is difﬁcult to ﬁnd more explicit recursive formulas for expressing
Dm+1f nN, but we can write
Dmf nN = Kmt + f ′nNDmnN	
where Kmt = Kmf inN	DnN	D2nN	    	Dm−1nN i = 2	 3	    	
m− 1, and
Dmf nN	DmnNt
= Kmt	DmnNt + f ′nNDmnN	DmnNt
= 1
2
d
dt
∫


f ′nNDmnN 2dx+ DKmt	Dm−1nNt
− 1
2
∫


f ′′nNnNtDmnNt2dx
≤ 1
2
d
dt
∫


f ′nNDmnN 2dx+ θ3
Dm−1ϕN
2 + c	 (2.44)
where we have used 
a + b
L2 ≤ 
a
L2 + 
b
L2	 
ab
L2 ≤ 
a
L∞
b
L2	

a
L∞ ≤ 
Da
L2 .
Similarly,
Dmf nN	DmnN ≤ c	 (2.45)
Dm−1hx	 t	Dm−1ϕN ≤ θ3
Dm−1ϕN
2 +
1
4θ3

Dm−1hx	 t
2	 (2.46)
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and
DmεN 2	DmnNt =
d
dt
∫


DmεN 2DmnNdx
−Re
∫


DmεN 2t DmnNdx	 (2.47)
since
−Re
∫


DmεN 2t DmnNdx
= −2Re
∫


DmnN
m∑
j=0
(
m
j
)
Dm−j ε¯NtD
jεNdx
= −2Re
∫


DmnNDε¯NtεNdx+ 2mRe
∫


Dm−2ε¯NtDDmnNDεNdx
−2Re
m∑
j=2
(m
j
) ∫


DmnND
m−j ε¯NtD
jεNdx
≤ −2Re
∫


DmnND
mε¯NtεNdx+ θ1
Dm+1nN
2 + c (2.48)
Hence, taking (2.47), (2.48) into account, we have
ReDmεN 2	DmnNt
≤ d
dt
∫


DmεN 2DmnNdx
− 2Re
∫


DmnND
mε¯NtεNdx+ θN
Dm+1nN
2 + c (2.49)
Also
ρDmεN 2	DmnN ≤ c (2.50)
Therefore, from (3.43) to (2.50), we obtain
1
2
d
dt
(

Dm−1ϕN
2 + 
DmnN
2 + λ
Dm+1nN
2 +
∫


f ′nNDmnN 2dx
+ 2
∫


DmεN 2DmnNdx
)
+ ρλ− θ1
Dm+1nN
2
+ 1
2
ρ
Dm−1ϕN
2 + 
DmnN
2 +
(
1
4
α− 2θ3
)

Dm−1ϕN
2
≤ 2Re
∫


DmnND
mε¯NtεNdx+
1
4θ3

Dm−1hx	 t
2 + c (2.51)
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Set
ξmt = 
Dm−1ϕN
2 + 
DmnN
2 + λ
Dm+1nN
2
+
∫


f ′nNDmnN 2dx+ 2
∫


DmεN 2DmnNdx
+ 2
Dm+1εN
2 − 4
∫


Dm−1gDm+1ε¯Ndx
+ 2
∫


nN DmεN 2dx (2.52)
After simply computing, we can get
ξmt≥Dm−1ϕN
2+
DmnN
2+λ
Dm+1nN
2+
Dm+1εN
2−c	 (2.53)
and
ξmt ≤ 2
Dm−1ϕN
2 + 
DmnN
2 + λ
Dm+1nN
2
+ 2
Dm+1εN
2 + c (2.54)
It follows from (2.42) and (2.51) (2×(2.42)+(2.51))
d
dt
ξmt +
1
2
ρ
Dm−1ϕN
2 + 
DmnN
2 + ρλ− 3θ1
Dm+1nN
2
+
(
α
2
− 2θ3
)

Dm−1ϕN
2 + 2γ − 4θ2
Dm+1εN
2
≤ 1
4θ3

Dm−1hx	 t
2 + 1
2θ2

Dm−1gt
2 + γ2
Dmg
2 + c
Choosing θ1 = 16ρλ, θ2 = 18γ, θ3 = 18α	 and noting that ρ ∈ (0,
min1/4α	 λ1/2α	 γ
d
dt
ξmt +
1
2
ρ
Dm−1ϕN
2 + 
DmnN
2
+λ
Dm+1nN
2 + 2
Dm+1εN
2
≤ c
Dm−1hx	 t
2 + 
Dm−1gt
2 + 
Dm−1g
2 + 1	 (2.55)
and (2.54) and (2.55) imply
d
dt
ξmt +
1
4
ρξmt ≤ c
Dm−1hx	 t
2 + 
Dm−1gt
2
+
Dm−1g
2 + 1 (2.56)
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Integrating (2.55) and (2.56) respectively from 0 to T
1
2
ρ
∫ T
0

Dm−1ϕN
2 + 
DmnN
2 + λ
Dm+1nN
2 + 2
Dm+1εN
2dx
≤
∫ T
0
c
Dm−1hx	 t
2 + 
Dm−1gt
2 + 
Dm−1g
2 + 1 (2.57)
≤ cT sup
0≤t≤T

Dm−1hx	 t
2 + 
Dm−1gt
2 + 
Dm−1g
2 + 1	
1
4
ρ
∫ T
0
ξmtdx
≤
∫ T
0
c
(

Dm−1hx	 t
2 + 
Dm−1gt
2 + 
Dm−1g
2 + 1
)
≤ cT sup
0≤t≤T
(

Dm−1hx	 t
2 + 
Dm−1gt
2 + 
Dm−1g
2 + 1
)
	 (2.58)
there exists t∗ ∈ 0	 T  such that
1
4
ρξmt∗≤c sup
0≤t≤T

Dm−1hx	t
2+
Dm−1gt
2+
Dm−1g
2+1 (2.59)
Integrating (2.55) again from t∗ to t + T	 t ∈ 0	 T , it follows
ξmt = ξmt + T  ≤ ξmt∗ +
1
2
ρ
∫ T
0

Dm−1ϕN
2
+
DmnN
2 + λ
Dm+1nN
2 + 2
Dm+1εN
2dx
+ c T sup
0≤t≤T

Dm−1hx	 t
2 + 
Dm−1gt
2 + 
Dm−1g
2 + 1
≤
(
4
ρ
+ 2T
)
c sup
0≤t≤T

Dm−1hx	 t
2
+
Dm−1gt
2 + 
Dm−1g
2 + 1 (2.60)
From (2.53) and (2.60), we obtain
sup
0≤t≤T

Dm−1ϕN
2 + 
Dm+1nN
2 + 
Dm+1εN
2 ≤ c
According to (2.1)–(2.3) we can easily get
sup
0≤t≤T

Dm−1εNt
 ≤ c sup
0≤t≤T

Dm−1nNt
 ≤ c sup
0≤t≤T

Dm−3ϕNt
 ≤ c
The proof is complete.
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3. T -PERIODIC SOLUTION
In this section, we shall prove the existence of the solution for the prob-
lem, and then give a result of uniqueness.
Since the estimates in Lemma 2.1 and Lemma 2.3 are valid, standard
compactness arguments imply that there exists a subsequence εN	 nN	ϕN
lending to ε	 n	 ϕ in such a way
εN	 nN	ϕN −→ weakly in L∞T Ek
	
εNt	 nNt	 ϕNt −→ weakly in L∞T Ek−2
	
where Ek = Hk ×Hk ×Hk−2
,
εN	 nN	ϕN −→ strongly in L∞T Ek−1
	
εNt	 nNt	 ϕNt −→ strongly in L∞T Ek−3

By the above lemmas we know that the nonlinear terms are well deﬁned

nNεN − nε
 ≤ 
nNεN − ε
 + 
εnN − n

≤ 
nN
L∞

εN − ε
 + 
ε
L∞

nN − n

−→ 0 as N −→∞	 uniformly in t	

εN 2 − ε2
 ≤ c
εN − ε
H1 + 
εN − ε
H2
−→ 0 as N −→∞	 uniformly in t	

f nN − f n
 ≤
∥∥f ′′nN∇nN2 − ∇n2∥∥
+ ∥∥∇n2f ′′nN − f ′′n∥∥
≤ c
nN − n
H1 + 
nN − n
H2
−→ 0 as N −→∞	 uniformly in t
Consequently, we see that
iεt +D2xε+ iγε− nε	wj = g	wj	 ϕ	wj = nt + n	wj	
ϕ+ α− ρϕ+ ρρ− αn−D2xn+ λD4xn−D2xf n + ε2	 wj
= h	wj	 j = 1	 2	    
Thanks to the estimates obtained in the previous section, we get
iεt +D2xε+ iγε− nε = g	 ϕ = nt + n	
ϕ+ α− ρϕ+ ρρ− αn
−D2xn+ λD4xn−D2xf n + ε2 = h
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Hence, we have
Theorem 3.1. Suppose
1 gx	 t	 gtx	 t	 hx	 t ∈ L∞T Hk−1
T > 0	 k > 4
2 f n ∈ Ck−1	
∫ s
0
f σdσ ≥ 0	 sf s −
∫ s
0
f σdσ ≥ 0
Then the solution ε	 n of the problem (1.1)–(1.4) satisﬁes
ε	 n ∈ L∞T Ek
 ∩W 1	∞T Ek−2
 ∩W 2	∞T Ek−4
	
where Ek = Hk ×Hk
.
However, we are unable to prove the result of the solution for the
problem (2.1)–(2.5) under the assumption of Theorem 3.1. But we shall
impose some conditions on g	 gt	 h, and f , and give a result of uniqueness.
Theorem 3.2. Suppose that the assumption in Theorem 3.1. holds, and
f n ≤ Anβ	β > 0. If
M = max
{
sup
0≤t≤T

gx	 t
	 sup
0≤t≤T

gtx	 t
	 sup
0≤t≤T

hx	 t
H−1

}
is sufﬁciently small, the solution of the problem (2.1)–(2.5) in Theorem 3.1 is
unique.
Proof. Let ϕi	 ni	 εi i = 1	 2 be the solutions of the problem (2.1)–
(2.5). Set q	p	ψ = ε1 − ε2	 n1 − n2	 ϕ1 − ϕ2. Then q	p	ψ satisﬁes
the equation
iqt +D2q+ iγq = pε1 + n2q	 (3.1)
ψ = pt + ρp	 (3.2)
ψt + α− ρψ+ ρρ− αp−D2p+ λD4p
−D2ε1q¯+ ε¯2q −D2f n1 − f n2 = 0	 (3.3)
q	p	ψT + t = q	p	ψt (3.4)
Let us recall c1 and c2 in (2.23) and (2.24), respectively. We know
c1M = 2γ + 12M2 +K2 +
1
4ρ3λ2
c40λ
−2
1 K
6 + 1
2α
M2	
c2M = 22c40 + 1K6 +K2 +M2	
c3M = 2T + 1c1M + 2Tρ+ 1c2M	
where the K2 denote the same constant as in Lemma 2.1, and the ciM,
i = 1	 2	 3 denote the constant depending on M and independent of N .
Moreover, we see easily that if M is sufﬁciently small then ciM < c for
any positive constant c. Hereafter, we shall use this fact.
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Taking the imaginary part of the inner product of (3.1) with −1D2q,
we obtain
1
2
d
dt

Dq
2 + γ
Dq
2
= Impε1 + n2q	 −1D2q
≤ (using 
u
L∞
 ≤ c∗
Du
 and the Young inequality)
≤ 1
2
γ
Dq
2 + 2
γ
c∗2
Dε1
2
Dp
2 + c∗
Dn2

Dq
2 (3.5)
Hence
d
dt

Dq
2 +
(
γ − c∗c
1
2
3 M
)

Dq
2 ≤ 1
γ
c∗2c3M
Dp
2 (3.6)
Taking the inner product of (3.3) with D−1ψ, it follows that
1
2
d
dt

ψ
2H−1
 + 
p
2 + λ
Dp
2 + 12ρ
ψ
2H−1
 + 
p
2 + λ
Dp
2
+ 12ρλ1
Dp
2 + 14α
ψ
2H−1

= ε1q¯+ ε¯2q	ψ + f n1 − f n2	 ψ (3.7)
Since
ε1q¯+ ε¯2q	ψ ≤ 
ψ
H−1

Dε1q¯+ ε¯2q

≤ 2c∗
ψ
H−1

Dε1
 + 
Dε2

Dq
2
≤ α
4

ψ
2H−1
 +
4
α
c∗2
Dε1
 + 
Dε2
2
Dq
2
≤ α
4

ψ
2H−1
 +
8
α
c∗2c23M
Dq
2	 (3.8)
f n1 − f n2	 ψ =
(∫ 1
0
f ′n2 + sppds	ψ
)
≤ 
ψ
H−1

∥∥∥D
∫ 1
0
f ′n2 + sppds
∥∥∥
≤ 
ψ
H−1

{∥∥∥Dp
∫ 1
0
f ′n2 + spds
∥∥∥
+
∥∥∥p
∫ 1
0
f ′′n2 + spdsDn2 + sp
∥∥∥}
≤ 
ψ
H−1

Dp
A
n2
L∞
 + 
n1
L∞
β
+ c∗cf
Dp

Dn1
 + 
Dn2

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≤ α
4

ψ
2H−1
 +
2
α

Dp
22Aβcβ3 M
+ 2c∗cf c3M2 (3.9)
As pointed out above, if M is sufﬁciently small such that
(1∗) γ2 ≥ c∗c
1/2
3 M + 8αc∗2c23M
(2∗) 12ρλ1 ≥ 1γ c∗2c3M + 2α2Aβc
β
3 M + 2c∗cf c3M22	
it follows from (3.6)–(3.9) that we obtain
d
dt

ψ
2H−1
 + 
p
2 + λ
Dp
2 + 2
Dq
2
+ρ
ψ
2H−1
 + 
p
2 + λ
Dp
2 + 2
Dq
2 ≤ 0	 (3.10)
whenever (1∗) and (2∗) hold. Hence it follows that

ψ
2H−1
 + 
p2 + λ
Dp
2 + 2
Dq2t
≤ 
ψ
2H−1

p
2 + λ
Dp
2 + 2
Dq
20 exp−ρt	 for any t ≥ 0
Since ψ	p	 q is T -periodic in t, for any t > 0, and for any positive
integer N

ψ
2H−1
 + 
p2 + λ
Dp
2 + 2
Dq2t
= 
ψ
2H−1
 + 
p
2 + λ
Dp
2 + 2
Dq
2t +NT 
Hence, it follows

ψ
2H−1
 + 
p2 + λ
Dp
2 + 2
Dq2t
≤ 
ψ
2H−1

p
2 + λ
Dp
2 + 2
Dq
20 exp−ρNT 	
which implies 
ψ
2H−1
 + 
p
2 + λ
Dp
2 + 2
Dq
2 = 0. The proof of
Theorem 3.2 is complete.
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