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GLOBAL WELL-POSEDNESS OF 3-D INHOMOGENEOUS NAVIER-STOKES
EQUATIONS WITH ILL-PREPARED INITIAL DATA
PING ZHANG AND ZHIFEI ZHANG
Abstract. In this paper, we investigate the global well-posedness of 3-D incompressible inhomo-
geneous Navier-Stokes equations with ill-prepared large initial data which are slowly varying in one
space variable, that is, initial data of the form
(
1+ εβa0(xh, εx3), (ε
1−αvh0 , ε
−αv30)(xh, εx3)
)
for any
α ∈]0, 1/3[, β > 2α, and ε being sufficiently small. We remark that initial data of this type do not
satisfy the smallness conditions in [13, 19] no matter how small ε is. In particular, this result greatly
improves the global well-posedness result in [24] with the so-called well-prepared initial data.
Keywords: Inhomogeneous Navier-Stokes equations, Littlewood-Payley theory, well-posedness, ill-
prepared data
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1. Introduction
In this paper, we consider the global well-posedness of the following incompressible inhomoge-
neous Navier-Stokes equations in R3
(1.1)


∂tρ+ u · ∇ρ = 0, (t, x) ∈ R
+ × R3,
ρ(∂tu+ u · ∇u)−∆u+∇p = 0,
divu = 0,
(ρ, u)|t=0 = (ρ0, u0),
where ρ, u = (u1, u2, u3) stand for the density and velocity of the fluid respectively, p is a scalar
pressure function. Such system describes a fluid which is obtained by mixing two immiscible fluids
that are incompressible and that have different densities. It may also describe a fluid containing a
melted substance.
When the initial density is away from zero, we denote by a
def
= 1
ρ
− 1, and then (1.1) can be
equivalently reformulated as
(1.2)


∂ta+ u · ∇a = 0, (t, x) ∈ R
+ ×R3,
∂tu+ u · ∇u+ (1 + a)(∇p −∆u) = 0,
div u = 0,
(a, u)|t=0 = (a0, u0).
Notice that just as the classical Navier-Stokes system (NS) (which corresponds to the case when
a = 0 in (1.2)), the inhomogeneous Navier-Stokes system (1.2) also has a scaling. Indeed if (a, u)
solves (1.2) with initial data (a0, u0), then for ∀ ℓ > 0,
(1.3) (a, u)ℓ
def
= (a(ℓ2·, ℓ·), ℓu(ℓ2·, ℓ·)) and (a0, u0)ℓ
def
= (a0(ℓ·), ℓu0(ℓ·))
(a, u)ℓ is also a solution of (1.2) with initial data (a0, u0)ℓ.
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Ladyzˇenskaja and Solonnikov [20] first established the unique resolvability of (1.2) in bounded
domain Ω with homogeneous Dirichlet boundary condition for u. Similar results were obtained by
Danchin [17] in Rd with initial data in the almost critical (corresponding to the scaling in (1.3))
Sobolev spaces. In [16], Danchin studied in general space dimension d the unique solvability of the
system (1.2) with initial data being small in the scaling invariant (or critical) homogeneous Besov
spaces. This result was extended to more general Besov spaces by Abidi in [1], and by Abidi, Paicu
in [2]. The smallness assumption on the initial density was removed in [3, 4].
Very recently, Danchin and Mucha [18] noticed that it was possible to establish existence and
uniqueness of a solution to (1.1) in the case of a small discontinuity for the initial density and in a
critical functional framework. More precisely, the global existence and uniqueness was established
for any data (ρ0, u0) which satisfies
(1.4) ‖ρ0 − 1‖
M(B
−1+ dp
p,1 (R
d))
+ ‖u0‖
B
−1+ dp
p,1 (R
d)
≤ c.
for some p ∈ [1, 2d[ and small enough constant c, and whereM(B
−1+ d
p
p,1 (R
d)) denotes the multiplier
space of the Besov space B
−1+ d
p
p,1 (R
d). One may check [18] for details. Let us remark that the
classical Navier-Stokes system (NS) has a unique global solution provided that the initial data
satisfy ‖u0‖
B
−1+ dp
p,∞ (Rd)
≤ c for any p ∈]1,∞[ (see [8]). The restriction of p ∈ [1, 2d[ in [18] and the
relevant references is due to the appearance of the free transport equation in (1.2) and thus need
to deal with the product of a with ∇p in the velocity equation.
Whereas inspired by results concerning the global well-posedness of 3-D incompressible anisotropic
Navier-Stokes system with the third component of the initial velocity field being large (see for in-
stance [22]), Paicu and the first author [23] relaxed the smallness condition in [2] so that (1.2) still
has a unique global solution provided that
(1.5)
(
‖a0‖
B
3
p
p,1
+ ‖uh0‖
B
−1+ 3p
p,1
)
exp
(
C0‖u
3
0‖
2
B
−1+ 3p
p,1
)
≤ c0
for some c0 sufficiently small and p ∈]1, 6[. This smallness condition (1.5) was improved by Huang,
Paicu and the first author in [19] to
(1.6)
(
‖a0‖L∞ + ‖u
h
0‖
B
−1+ dp
p,r
)
exp
(
Cr‖u
d
0‖
2r
B
−1+ dp
p,r
)
≤ c0
for some p ∈]1, d[, r ∈]1,∞[ and in general d space dimension. We emphasize that the proof in
[19, 23] used in a fundamental way the algebraical structure of (1.2), namely, div u = 0. The first
step is to obtain energy estimates on the horizontal components of the velocity field on the one
hand and then on the vertical component on the other hand. Compared with [22], the additional
difficulties with this strategy in [19, 23] are that: there appears a hyperbolic type equation in (1.2)
and due to the appearance of a in the momentum equation of (1.2), the pressure term is more
difficult to be handled.
On the other hand, Chemin and Gallagher [11] initiated the global large solutions of 3-D classical
Navier-Stokes system (NS) with data which are slowly varying in one direction, that is data of the
form: (
vh0 + εu
h
0 , u
3
0
)
(xh, εx3) with xh = (x1, x2)
for smooth divergence free vector fields vh0 and u0 = (u
h
0 , u
3
0). The main idea behind the proof in
[11] is that the solutions to 3-D Navier-Stokes equations (NS) slowly varying in one space variable
can be well approximated by solutions of 2-D Navier-Stokse equation. Yet just as the classical 2-D
Navier-Stokes system, 2-D inhomogeneous Navier-Stokes equations is also globally well-posed with
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general initial data (see [17, 20] for instance). This motivates the authors [13] to prove the global
well-posedness of (1.2) with data of the form:
aε0(x) = ε
βa0(xh, εx3), u
ε
0(x) = (v
h
0 (xh, εx3), 0)
for any β > 1/4. Paicu and the first author [24] proved the global well-posedness of (1.2) with
initial data of the form:
aε0(x) = ε
βa0(xh, εx3), u
ε
0(x) = (εu
h
0 , u
3
0)(xh, εx3)
for any β > 0.
Furthermore, for the classical Navier-Stokes system (NS) with the so-called ill-prepared data
(1.7) (ε1−αuh0 , ε
−αu30)(xh, εx3),
Chemin, Gallagher and Paicu [12] proved the global well-posedness of (NS) in R2 × T with initial
data given by (1.7) for α = 0. Paicu and the second author [25] proved the global well-posedness of
(NS) in R3 with data given by (1.7) for α = 12 . This result was improved lately by the authors in
[26] for any α ∈
]
1
2 , 1
[
. We remark that to prove results in those relevant references, they may need
to use analytical type initial data and the tool developed by Chemin [9] which consists in making
analytic-type estimates and controlling the size of the analyticity band simultaneously.
Motivated by [12, 25, 26], we shall consider the global solutions of (1.1) with ill-prepared initial
data of the form
(1.8) ρ0(x) = ρ+ ε
βa0(xh, εx3), u0(x) =
(
ε1−αvh0 , ε
−αv30
)
(xh, εx3),
where ρ is a positive constant, vh0 = (v
1
0 , v
2
0) and v0 = (v
h
0 , v
3
0) satisfies div v0 = 0. Of course, this
type data do not satisfy the smallness conditions (1.5) and (1.6) no matter how small ε is.
Our main result in this paper states as follows.
Theorem 1.1. Let δ > 0, α ∈
]
0, 13
[
, β > 2α and γ ∈]0, γ0[ with γ0
def
= min
(
β−2α
5 ,
1−3α
5
)
. Let a0
and the solenoidal vector field v0 satisfy
(1.9) ‖(a0, v0)‖X
def
= ‖a0‖X1 + ‖v0‖X2 + ‖v0‖X3 <∞,
where
‖a0‖X1
def
=
∥∥eδ|D|a0∥∥
B
1−γ, 1
2
+γ +
∥∥eδ|D|a0∥∥
B
1+γ, 1
2
−γ +
∥∥eδ|D|a0∥∥
B
γ, 3
2
−γ ,
‖v0‖X2
def
=
∥∥eδ|D|v0∥∥
B−
1
2
+γ,−γ +
∥∥eδ|D|v0∥∥
B0,−
1
2
,
‖v0‖X3
def
=
∥∥eδ|D|v0∥∥
B
γ, 1
2
−γ +
∥∥eδ|D|v0∥∥
B
−γ, 1
2
+γ ,
(1.10)
Then there exists a small positive constant ε0, which depends on ‖(a0, v0)‖X , such that for ε ≤ ε0,
the inhomogeneous Navier-Stokes equations (1.1) with initial data given by (1.8) has a unique
global smooth solution.
Remark 1.1. The exact value of ε0 will be given by (2.16). In fact, we can also deduce from the
proof of Theorem 1.1 that there exists a positive constant η such that for any a0 and divergence free
vector field v0 satisfying
‖(a0, v0)‖X
def
= ‖a0‖X1 + ‖v0‖X2 + ‖v0‖X3 ≤ η,
the inhomogeneous Navier-Stokes equations (1.1) with initial data given by (1.8) has a unique global
smooth solution for any ε > 0.
Here the anisotropic Besov space Bσ,s(R3) and all the other functional framework will be pre-
sented in the next section.
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Let us remark that besides the difficulties caused by proving global in time Cauchy-Kowalewskya
type results in [12, 25, 26] for the classical Navier-Stokes system (NS), here we shall encounter the
following types of new difficulties:
• Note that after the scaling transformation, we shall obtain a inhomogeneous Navier-Stokes
system (2.1) with anisotropic dissipation ∆h+ε
2∂23 and anisotropic pressure gradient −∇
εq
for ∇ε = (∇h, ε
2∂3). To capture the subtle dissipation in this new system, we shall use
anisotropic Littlewood-Paley analysis, which has been used successfully for both homoge-
neous and inhomogeneous Navier-Stokes system [6, 13, 15, 25, 26] lately. However due to
the appearance of the free transport equation in (1.1), the analyticity assumption only for
the vertical variable in [12, 25, 26] will not be enough here. Instead we shall consider the
initial data which are analytic in all the space variables. We emphasize once again that the
algebraical structural of the system (2.1) and the tool developed by Chemin [9] will play
also crucial roles in this paper.
• Since we can not use commutator’s argument to deal with the propagation of analytic
regularity for transport equation, in order to control the inhomogeneity aΦ(t) in the critical
anisotropic Besov space B1,
1
2 (R3), we require the global in time L1 estimate with values in
Besov spaces, which are in the scalings of both the space B2,
1
2 (R3) and in that of B
1, 1
2
2,1 (R
3),
for the convection velocity field.
• However, in order to control ‖vΦ‖
L1t (B
1, 1
2 )
, we would require the estimate of G(εβa)∇εq in
the space L1t (B
−1. 1
2 ) for G(r)
def
= r1+r , which is impossible due to product laws in two space
dimensions. The idea to overcome this difficulty is to use Lemma 4.2 so that we only need
to handle the estimate of
∥∥[G(εβa)∇εq]
Φ
‖
L1t (B
−1+γ. 1
2
−γ)
for some small positive constant γ.
This in turn would require the estimates of aΦ in L˜
∞
t (B
1−γ, 1
2
+γ) and in L˜∞t (B
1+γ, 1
2
−γ), and
v0 satisfying ‖v0‖X2 being finite. This explains the reason why the data in Theorem 1.1 are
so much complicated.
• As in the proof of the global well-posdness of inhomogeneous Navier-Stokes system with
initial data in the critical spaces, for instance in [3, 4, 18, 19], the pressure is always a big
difficulty. We point out that the assumption for β > 2α in Theorem 1.1 will only be used
to handle the estimates of q31 in (6.11) and of q41 in (6.16). Otherwise, the assumption for
β > α would be enough in Theorem 1.1.
Let us end this introduction by the notations we shall use in this context.
For a . b, we mean that there is a uniform constant C, which may be different on different
lines but be independent of ε, such that a ≤ Cb. For X a Banach space and I an interval of R,
we denote by C(I; X) the set of continuous functions on I with values in X. For q in [1,+∞],
the notation Lq(I; X) stands for the set of measurable functions on I with values in X, such that
t 7−→ ‖f(t)‖X belongs to L
q(I). We denote by LpT (L
q
h(L
r
v)) the space L
p([0, T ];Lq(Rxh ;L
r(Rx3)))
with xh = (x1, x2), and ∇h = (∂x1 , ∂x2), ∆h = ∂
2
x1
+ ∂2x2 . ∇ε = (∇h, ε∂3), ∆ε = ∆h + ε
2∂23 ,
and ∇ε = (∇h, ε
2∂3). Finally, we denote by
{
dk,ℓ
}
k,ℓ∈Z
and
{
dk,ℓ(t)
}
k,ℓ∈Z
(resp.
{
dk
}
k∈Z
and{
dk(t)
}
k∈Z
) to be generic elements in the sphere of ℓ1(Z2) (resp. ℓ1(Z)).
2. Structure of the proof
2.1. Reduction to a rescaled problem. For simplicity, we shall take ρ¯ = 1 in (1.8) in what
follows. As in [12, 24, 25, 26], we shall seek a solution of (1.1) with the form
ρ(t, x) = 1 + εβa(t, xh, εx3), u(t, x) =
(
ε1−αvh, ε−αv3
)
(t, xh, εx3) and q(t, x) = p(t, xh, εx3).
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This leads to the following rescaled inhomogeneous Navier-Stokes equations
(2.1)


∂ta+ ε
1−αv · ∇a = 0,
(1 + εβa)(∂tv + ε
1−αv · ∇v)−∆εv +∇
εq = 0,
divv = 0,
(a, v)|t=0 = (a0, v0).
Due to divv = 0, the rescaled pressure q is determined by the following elliptic equation
− div
( 1
1 + εβa
∇εq
)
= ε1−αdiv(v · ∇v)− div
( 1
1 + εβa
∆εv
)
,(2.2)
which is degenerate in x3 direction when ε is small and whence ∇q is not uniformly bounded in
the usual isentropic Besov spaces. In order to handle this problem and also to capture the subtle
dissipative mechanism in (2.1), we need to use the anisotropic Littlewood-Paley theory.
As in [6, 10, 13, 14, 15, 21, 25, 26], the definitions of the spaces we are going to work with require
anisotropic dyadic decomposition of the Fourier variables. Let us recall from [5] that
∆hka = F
−1(ϕ(2−k|ξh|)â), ∆
v
ℓa = F
−1(ϕ(2−ℓ|ξ3|)â),
Shka = F
−1(χ(2−k|ξh|)â), S
v
ℓ a = F
−1(χ(2−ℓ|ξ3|)â) and
∆ja = F
−1(ϕ(2−j |ξ|)â), Sja = F
−1(χ(2−j |ξ|)â),
(2.3)
where ξh = (ξ1, ξ2), Fa and â denote the Fourier transform of the distribution a, χ(τ) and ϕ(τ)
are smooth functions such that
Supp ϕ ⊂
{
τ ∈ R /
3
4
≤ |τ | ≤
8
3
}
and ∀τ > 0 ,
∑
j∈Z
ϕ(2−jτ) = 1,
Supp χ ⊂
{
τ ∈ R / |τ | ≤
4
3
}
and χ(τ) +
∑
j≥0
ϕ(2−jτ) = 1.
Definition 2.1. Let us define the anisotropic Besov space Bs1,s2(R3) as the space of distribution
f in S ′h(R
3), which means that f is in S ′(R3) and satisfies limj→−∞ ‖Sjf‖L∞ = 0, such that
‖f‖Bs1,s2
def
=
∑
k,ℓ∈Z
2ks1+ℓs2‖∆hk∆
v
ℓf‖L2
is finite.
We also need to use Chemin-Lerner type spaces L˜pT (B
s1,s2) with its norm defined by
(2.4) ‖u‖
L˜
p
T
(Bs1,s2 )
def
=
∑
k,ℓ∈Z
2ks1+ℓs2‖∆hk∆
v
ℓu‖Lp
T
(L2).
It is easy to observe that L˜1T (B
s1,s2) = L1T (B
s1,s2) and for any p > 1,
‖u‖Lp
T
(Bs1,s2 ) ≤ ‖u‖L˜p
T
(Bs1,s2 )
.(2.5)
Theorem 1.1 can be deduced from the following theorem.
Theorem 2.1. Under the same assumptions of Theorem 1.1, there exists a positive constant ε0,
which depends on ‖(a0, v0)‖X , such that the rescaled inhomogeneous Navier-Stokes equations (2.1)
has a unique global smooth solution for any ε ∈]0, ε0[.
Remark 2.1. More detailed information concerning the solution of (2.1) obtained in Theorem 2.1
will be presented in Subsection 2.3. As a matter of fact, we shall prove that for θ(t), ψ(t) determined
respectively by (2.7) and (2.9), there holds
sup
t≥0
θ(t) ≤ Cεγ‖v0‖X2 and sup
t≥0
Ψ(t) ≤ C
(
‖a0‖X1 + ‖v0‖X3
)
.
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2.2. The functional setting. The proof of Theorem 2.1 relies on the exponential decay estimate
for the Fourier transform of the solution. For this end, we define
(2.6) fΨ(t)
def
= F−1
(
eΨ(t,·)f̂(t, ·)
)
.
We introduce the first key quantity θ(t) describing the evolution of the analytic band of the
solution, which is defined by
θ˙(t) =ε1−α
(
‖vhΦ(t)‖B1,
1
2
+ ‖vhΦ(t)‖B1−γ,
1
2
+γ + ‖v
h
Φ(t)‖B1+γ,
1
2
−γ + ε
1+γ‖vhΦ(t)‖B−γ,
3
2
+γ
)
+ εγ
(
‖v3Φ(t)‖B1,
1
2
+ ‖v3Φ(t)‖B1+γ,
1
2
−γ + ε
1+γ‖v3Φ(t)‖B−γ,
3
2
+γ
)
,
(2.7)
with θ(0) = 0, where the phase Φ is given by
Φ(t, ξ)
def
= (δ − λθ(t))|ξ|(2.8)
for some λ > 0 that will be chosen later on. To control the growth of θ(t), we need to introduce
the second key quantity Ψ(t) defined by
(2.9) Ψ(t)
def
= Ψ1(t) + Ψ2(t) + Ψ3(t) + Ψ4(t),
where
Ψ1(t)
def
= ‖aΦ‖
L˜∞t (B
1, 1
2 )
+ ‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
+ ε3α+3γ‖aΦ‖
L˜∞t (B
γ, 3
2
−γ)
,
Ψ2(t)
def
= ‖vΦ‖
L˜∞t (B
0, 1
2 )
+ ‖vΦ‖
L˜∞t (B
γ, 1
2
−γ)
+ ‖vΦ‖
L˜∞t (B
−γ, 1
2
+γ)
,
Ψ3(t)
def
= ε2α+2γ
(
‖vhΦ‖L1t (B
2, 1
2 )
+ ‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
+ ε2‖vhΦ‖L1t (B
0, 5
2 )
+ ε2‖vhΦ‖L1t (B
γ, 5
2
−γ)
+ ε2‖vhΦ‖L1t (B
−γ, 5
2
+γ)
)
+ ‖v3Φ‖L1t (B
2, 1
2 )
+ ‖v3Φ‖L1t (B
2+γ, 1
2
−γ)
+ ‖v3Φ‖L1t (B
2−γ, 1
2
+γ)
+ ε2‖v3Φ‖L1t (B
0, 5
2 )
+ ε2‖v3Φ‖L1t (B
γ, 5
2
−γ)
+ ε2‖v3Φ‖L1t (B
−γ, 5
2
+γ)
,
Ψ4(t)
def
= εα+γ
(
‖vhΦ‖L˜2t (B
1, 1
2 )
+ ‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
+ ε‖vhΦ‖L˜2t (B
0, 3
2 )
+ ε‖vhΦ‖L˜2t (B
γ, 3
2
−γ)
+ ε‖vhΦ‖L˜2t (B
−γ, 3
2
+γ)
)
+ ‖v3Φ‖L˜2t (B
1, 1
2 )
+ ‖v3Φ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖v3Φ‖L˜2t (B
1−γ, 1
2
+γ)
+ ε‖v3Φ‖L˜2t (B
0, 3
2 )
+ ε‖v3Φ‖L˜2t (B
γ, 3
2
−γ)
+ ε‖v3Φ‖L˜2t (B
−γ, 3
2
+γ)
.
(2.10)
The proof of Theorem 2.1 will be based on the following two propositions, whose proofs will be
presented in Section 7 and Section 8 respectively. Let us make the a priori assumption that
Ψ1(T ) ≤ K,(2.11)
which will be determined hereafter.
Proposition 2.1. Under the assumption that α ∈
]
0, 12
[
, β > α and 0 < γ < min
(
β−α
2 ,
1−2α
4
)
,
there exists a positive constant C such that, for any positive λ and for any t satisfying θ(t) ≤ δ/λ,
and for ǫ given by (3.8), ε is so small that
(2.12) ε ≤ min
(( ǫ
K
) 1
β
,
( 1
2CK
) 1
β−γ
)
.
Then we have
θ(t) ≤ C
(
εγ‖v0‖X2 +max
(
εβ−α−2γ , εα, ε1−2α−2γ
)
Ψ(t)θ(t)
)
.
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Proposition 2.2. Let α ∈
]
0, 13
[
, β > 2α, 0 < γ ≤ min
(
β−2α
2 ,
1−3α
4
)
, and ε satisfy (2.12). Then
there exists a positive constant C such that, for any positive λ and for any t satisfying θ(t) ≤ δ/λ,
we have
Ψ(t) ≤ C
(
‖a0‖X1 + ‖v0‖X3
)
+ C
(
1
λ
+max
(
εγ , εβ−2α−2γ , ε1−3α−4γ ,Kεβ−2α−γ
)
Ψ(t)
)
Ψ(t).
2.3. Proof of Theorem 2.1. The proof of Theorem 2.1 essentially follows from the a priori
estimates for smooth enough solutions of (2.1) (see [12] for instance). For simplicity, here we only
present the global a priori estimates for smooth enough solutions of (2.1). Toward this, for θ(t),Ψ(t)
determined respectively by (2.7) and (2.9), we take K = K0
def
= 4C
(
‖a0‖X1 + ‖v0‖X3
)
in (2.11) and
define
(2.13) T ∗
def
= sup
{
T > 0 : θ(T ) ≤ 4Cεγ‖v0‖X2 and Ψ(T ) ≤ K0
}
.
Then it suffices to prove that T ∗ = +∞ provided that ε is sufficiently small. In order to use
Proposition 2.1 and Proposition 2.2, we need to assume that θ(T ) ≤ δ
λ
, which leads to the condition
that
(2.14) 4Cεγ‖v0‖X2 ≤
δ
λ
.
Then under the assumptions of Theorem 1.1, we infer from Proposition 2.1 and Proposition 2.2
that for all T ∈ [0, T ∗[,
θ(T ) ≤ C
(
εγ + 4ε2γK0
)
‖v0‖X2 , and
Ψ(T ) ≤
K0
4
+ C
(1
λ
+ εγK0 + ε
2γK20
)
K0,
(2.15)
provided that ε is so small that γ ≤ min
(
β−α
4 ,
β−2α
3 ,
1−3α
5
)
. We then select λ so large that λ = 4C,
and then choose ε to be so small that there holds (2.12), (2.14) and 8CεγK0 ≤ 1, that is
(2.16) ε ≤ min
(( ǫ
K0
) 1
β
,
( 1
2CK0
) 1
β−γ
,
( 1
8CK0
) 1
γ
,
( δ
16C2‖v0‖X2
) 1
γ
)
.
With this choice of ε, we infer from (2.15) that for all T ∈ [0, T ∗[,
θ(T ) ≤ 2Cεγ‖v0‖X2 and Ψ(T ) ≤
3K0
4
,
which contradicts with (2.13) if T ∗ < +∞. This in turn shows that T ∗ = ∞, and whence we
conclude the proof of Theorem 2.1. 
3. The action of subadditive phases on products
For any function f , we denote by f+ the inverse Fourier transform of |f̂ |. Let us notice that
the map f 7→ f+ preserves the norm of the anisotropic Besov space Bs1,s2 given by Definition 2.1.
Throughout this section, Φ denotes a locally bounded function on R+ × R3 which verifies
(3.1) Φ(t, ξ) ≤ Φ(t, ξ − η) + Φ(t, η).
For the convenience of the readers, we recall the following anisotropic Bernstein type lemma
from [14, 21]:
Lemma 3.1. Let Bh (resp. Bv) a ball of R
2
h (resp. Rv), and Ch (resp. Cv) a ring of R
2
h (resp. Rv);
let 1 ≤ p2 ≤ p1 ≤ ∞ and 1 ≤ q2 ≤ q1 ≤ ∞. Then there holds:
If the support of â is included in 2kBh, then
‖∂αxha‖Lp1h (L
q1
v )
. 2
k
(
|α|+2
(
1
p2
− 1
p1
))
‖a‖Lp2
h
(L
q1
v )
.
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If the support of â is included in 2ℓBv, then
‖∂βx3a‖Lp1h (L
q1
v )
. 2
ℓ
(
β+
(
1
q2
− 1
q1
))
‖a‖Lp1
h
(L
q2
v )
.
If the support of â is included in 2kCh, then
‖a‖Lp1
h
(L
q1
v )
. 2−kN sup
|α|=N
‖∂αxha‖Lp1h (L
q1
v )
.
If the support of â is included in 2ℓCv, then
‖a‖Lp1
h
(L
q1
v )
. 2−ℓN‖∂Nx3a‖Lp1h (L
q1
v )
.
Lemma 3.2. Let σ1 < σ < σ2 and s2 < s < s1 with σ1 + s1 = σ + s = σ2 + s2. Then one has
(3.2) ‖gΦ‖Bσ,s . ‖gΦ‖Bσ1,s1 + ‖gΦ‖Bσ2,s2 .
Proof. According to Definition 2.1 and (2.6), one has
‖gΦ‖Bσ,s =
∑
k<ℓ
2kσ2ℓs‖∆hk∆
v
ℓ gΦ‖L2 +
∑
k≥ℓ
2kσ2ℓs‖∆hk∆
v
ℓ gΦ‖L2 .
However, it is easy to observe that∑
k<ℓ
2kσ2ℓs‖∆hk∆
v
ℓ gΦ‖L2 .
∑
k<ℓ
dk,ℓ2
k(σ−σ1)2ℓ(s−s1)‖gΦ‖Bσ1,s1
.
∑
k<ℓ
dk,ℓ2
ℓ(σ+s−σ1−s1)‖gΦ‖Bσ1,s1 . ‖gΦ‖Bσ1,s1
where we used the fact that σ + s = σ1 + s1 and that σ > σ1 so that 2
k(σ−σ1) ≤ 2ℓ(σ−σ1).
Along the same line, we have∑
k≥ℓ
2kσ2ℓs‖∆hk∆
v
ℓ gΦ‖L2 . ‖gΦ‖Bσ2,s2 .
This completes the proof of (3.2). 
To study the law of product in the anisotropic Besov spaces, we need to use Bony’s decomposition.
We first recall the isotropic para-differential decomposition from [7] that: let a and b be in S ′h(R
3),
ab = T (a, b) +R(a, b) + T¯ (a, b) and ab = T (a, b) +R(a, b) with
T (a, b) =
∑
j∈Z
Sj−1a∆jb, T¯ (a, b) = T (b, a), R(a, b) =
∑
j∈Z
∆jaSj+2b and
R(a, b) =
∑
j∈Z
∆ja∆˜jb, with ∆˜jb =
j+1∑
j′=j−1
∆j′b.
(3.3)
Sometimes we shall use Bony’s decomposition for both horizontal and vertical variables simultane-
ously.
As an application of the above basic facts on Littlewood-paley theory, we now present the
following law of product in the anisotropic Besov spaces:
Lemma 3.3. Let σ1, · · · , σ8 and s1, · · · , s8 be real numbers so that
σ1 + σ2 = σ3 + σ4 = σ5 + σ6 = σ7 + σ8 > 0 with σ1, σ4, σ5, σ8 ≤ 1 and
s1 + s2 = s3 + s4 = s5 + s6 = s7 + s8 > 0 with s1, s4, s6, s7 ≤
1
2
.
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Then there holds
‖[ab]Φ‖
Bσ1+σ2−1,s1+s2−
1
2
.‖aΦ‖Bσ1,s1‖bΦ‖Bσ2,s2 + ‖aΦ‖Bσ3,s3‖bΦ‖Bσ4,s4
+ ‖aΦ‖Bσ5,s5‖bΦ‖Bσ6,s6 + ‖aΦ‖Bσ7,s7‖bΦ‖Bσ8,s8 .
(3.4)
Proof. We first observe from (3.1) that
(3.5)
∣∣F[∆hk∆vℓ (ab)]Φ(ξ)∣∣ ≤ F[∆hk∆vℓ (a+Φb+Φ)](ξ).
Hence it suffices to prove (3.4) for Φ = 0.
Indeed we get, by applying Bony’s decomposition (3.3) for both horizontal and vertical variables,
that
ab =
(
T h +Rh + T¯ h
)(
T v +Rv + T¯ v
)
(a, b).
Considering the support to the Fourier transform of the terms in RhRv(a, b), by applying Lemma
3.1, we obtain
‖∆hk∆
v
ℓR
hRv(a, b)‖L2 .2
k2
ℓ
2
∑
k′≥k−3
ℓ′≥ℓ−3
‖∆hk′∆
v
ℓ′a‖L2‖∆˜
h
k′∆˜
v
ℓ′b‖L2
.2k2
ℓ
2
∑
k′≥k−3
ℓ′≥ℓ−3
dk′,ℓ′2
−k′(σ1+σ2)2−ℓ
′(s1+s2)‖a‖Bσ1,s1‖b‖Bσ2,s2
.dk,ℓ2
−k(σ1+σ2−1)2−ℓ
(
s1+s2−
1
2
)
‖a‖Bσ1,s1‖b‖Bσ2,s2 .
The same estimate holds for T hT v(a, b), T hRv(a, b), and RhT v(a, b).
While since σ5 ≤ 1 and s6 ≤
1
2 , it follows from Lemma 3.1 that
‖Shk′−1∆
v
ℓ′a‖L∞h (L2v) . dℓ
′2k
′(1−σ5)2−ℓ
′s5‖a‖Bσ5,s5 and
‖∆hk′S
v
ℓ′−1b‖L2
h
(L∞v )
. dk′2
−k′σ62ℓ
′
(
1
2
−s6
)
‖b‖Bσ6,s6 ,
from which, we infer
‖∆hk∆
v
ℓT
hT¯ v(a, b)‖L2 .
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖Shk′−1∆
v
ℓ′a‖L∞h (L2v)‖∆
h
k′S
v
ℓ′−1b‖L2
h
(L∞v )
.dk,ℓ2
−k(σ5+σ6−1)2−ℓ
(
s5+s6−
1
2
)
‖a‖Bσ5,s5‖b‖Bσ6,s6 .
The same estimate holds for RhT¯ v(a, b).
By the same manner, we obtain
‖∆hk∆
v
ℓ T¯
hT v(a, b)‖L2 .
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖∆hk′S
v
ℓ′−1a‖L2
h
(L∞v )
‖Shk′−1∆
v
ℓ′b‖L∞h (L2v)
.dk,ℓ2
−k(σ7+σ8−1)2−ℓ
(
s7+s8−
1
2
)
‖a‖Bσ7,s7‖b‖Bσ8,s8 .
The same estimate holds for T¯ hRv(a, b).
Finally since σ4 ≤ 1, s4 ≤
1
2 , applying Lemma 3.1 yields
‖Shk′−1S
v
ℓ′−1b‖L∞ . 2
k′(1−σ4)2ℓ
′
(
1
2
−s4
)
‖b‖Bσ4,s4 ,
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which ensures
‖∆hk∆
v
ℓ T¯
hT¯ v(a, b)‖L2 .
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖∆hk′∆
v
ℓ′a‖L2‖S
h
k′−1S
v
ℓ′−1b‖L∞
.dk,ℓ2
−k(σ3+σ4−1)2−ℓ
(
s3+s4−
1
2
)
‖a‖Bσ3,s3‖b‖Bσ4,s4 .
This completes the proof of (3.4). 
We remark that the law of product of Lemma 3.3 works also for Chemin-Lerner type spaces
L˜pT (B
s1,s2). Indeed the proof of Lemma 3.3 implies the following corollary:
Corollary 3.1. Let p, p1, p2, p3, p4 ∈ [1,∞] with
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
. Then under the assumptions
that if σ1, σ2, σ3, σ4 ≤ 1 and s1, s2, s3, s4 satisfy 0 < σ1+σ2 = σ3+σ4, s1, s4 ≤
1
2 and 0 < s1+ s2 =
s3 + s4, or if σ1, σ2, σ3, σ4 and s1, s2, s3, s4 ≤
1
2 satisfy σ1, σ4 ≤ 1, 0 < σ1 + σ2 = σ3 + σ4, and
0 < s1 + s2 = s3 + s4, one has
(3.6) ‖[ab]Φ‖
L˜
p
T
(Bσ1+σ2−1,s1+s2−
1
2 )
. ‖aΦ‖L˜p1
T
(Bσ1,s1 )‖bΦ‖L˜p2
T
(Bσ2,s2)+‖aΦ‖L˜p3
T
(Bσ3,s3 )‖bΦ‖L˜p4
T
(Bσ4,s4).
In the particular case when σ1, σ2 ≤ 1 with σ1 + σ2 > 0 and s1, s2 ≤
1
2 with s1 + s2 > 0, one has
(3.7) ‖[ab]Φ‖
L˜
p
T
(Bσ1+σ2−1,s1+s2−
1
2 )
. ‖aΦ‖L˜p1
T
(Bσ1,s1 )
‖bΦ‖L˜p2
T
(Bσ2,s2)
.
Remark 3.1. Let us remark that if σ1, σ2 ≤ 1, σ1 + σ2 > 0 and s1 ≤
1
2 , the proof of Lemma 3.3
also implies∥∥[∆hk∆vℓT v(a, b)]Φ(t)∥∥L2 ≤ C(dk(t)dℓ + dk,ℓ)2k(1−σ1−σ2)2ℓ( 12−s1−s2)‖aΦ(t)‖Bσ1,s1‖bΦ‖L˜∞t (Bσ2,s2 ).
Lemma 3.4. Let σ, s > 0 and σ ≤ 1 or s ≤ 12 ; let G(r) =
r
1+r . Then there exists ǫ > 0 such that if
(3.8) ‖aΦ‖
L˜∞
T
(B1,
1
2 )
≤ ǫ,
there holds
‖[G(a)]Φ‖L˜∞
T
(Bσ,s) ≤ 2‖aΦ‖L˜∞(Bσ,s).
Proof. Indeed under the assumption of Lemma 3.4, we deduce from Corollary 3.1 that
(3.9) ‖[ab]Φ‖L˜∞
T
(Bσ,s)
≤ C
(
‖aΦ‖
L˜∞
T
(B1,
1
2 )
‖bΦ‖L˜∞
T
(Bσ,s)
+ ‖aΦ‖L˜∞
T
(Bσ,s)
‖bΦ‖
L˜∞
T
(B1,
1
2 )
)
.
Thanks to (3.9), one can inductively prove that
‖[ak]Φ‖L˜∞
T
(Bσ,s) ≤ kC
k‖aΦ‖
k−1
L˜∞
T
(B1,
1
2 )
‖aΦ‖L˜∞
T
(Bσ,s).
On the other hand, Taylor’s expansion gives
G(r) =
∞∑
k=1
(−1)k−1rk for r ∈]− 1, 1[,
from which and (3.8), we infer
‖[G(a)]Φ‖L˜∞
T
(Bσ,s)
≤
∞∑
k=0
‖[ak+1]Φ‖L˜∞
T
(Bσ,s)
≤ ‖aΦ‖L˜∞
T
(Bσ,s)
∞∑
k=0
(k + 1)(ǫC)k ≤ 2‖aΦ‖L˜∞
T
(Bσ,s)
whenever ǫ is so small that Cǫ ≤ δ0 for some δ0 sufficiently small. This yields the lemma. 
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4. The action of the phase Φ on the heat semigroup
This section is devoted to studying the action of the Fourier multiplier eΦ(t,D) on the heat
semigroup et∆ε for the phase function Φ(t, ξ) given by (2.8). Let us first present the classical
parabolic smoothing estimates in the Chemin-Lerner type space.
Lemma 4.1. Let β ∈ [0, 2], r ∈ [1,∞] and σ, s ∈ R. Let v0 = (v
h
0 , v
3
0) be a divergence free vector
filed. Then one has
ε
β
r
∥∥[et∆εv0]Φ∥∥L˜r
T
(Bσ,s)
. ‖eδ|D|v0‖
Bσ−
2−β
r ,s−
β
r
and
ε
β
r
∥∥[et∆εv30]Φ∥∥L˜r
T
(Bσ,s)
. ‖eδ|D|vh0‖
Bσ+1−
2−β
r ,s−1−
β
r
.
(4.1)
Proof. By virtue of (2.6) and (2.8), we get∥∥∆hk∆vℓ [et∆εv0]Φ∥∥L2 .e−ct
(
22k+ε222ℓ
)
‖eδ|D|∆hk∆
v
ℓv0‖L2
.dk,ℓ2
−k
(
σ− 2−β
r
)
2−ℓ
(
s−β
r
)
e−ct
(
22k+ε222ℓ
)
‖eδ|D|v0‖
Bσ−
2−β
r ,s−
β
r
,
from which and ∥∥e−ct(22k+ε222ℓ)∥∥
Lrt
≤ Cmin
(
2−2k, ε−22−2ℓ
) 1
r ,
we deduce
ε
β
r
∥∥∆hk∆vℓ [et∆εv0]Φ∥∥Lrt (L2) . dk,ℓ2−kσ2−ℓs‖eδ|D|v0‖Bσ− 2−βr ,s−βr ,
which leads to the first inequality of (4.1).
Exactly by the same manner, since div v0 = 0, we get, applying Lemma 3.1, that∥∥∆hk∆vℓ [et∆εv30]Φ∥∥L2 .2−ℓe−ct
(
22k+ε222ℓ
)
‖eδ|D|∆hk∆
v
ℓ divh v
h
0‖L2
.dk,ℓ2
−k
(
σ− 2−β
r
)
2−ℓ
(
s−β
r
)
e−ct
(
22k+ε222j
)
‖eδ|D|v0‖
Bσ+1−
2−β
r ,s−1−
β
r
,
and whence
ε
β
r
∥∥∆hk∆vℓ [et∆εv30]Φ∥∥Lrt (L2) . dk,ℓ2−kσ2−ℓs‖eδ|D|v0‖Bσ+1− 2−βr ,s−1−βr ,
which implies the second inequality of (4.1). This completes the proof of the lemma. 
In what follows, we denote
(4.2) Eεf(t)
def
=
∫ t
0
e(t−t
′)∆εf(t′) dt′.
Lemma 4.2. Let β ∈ [0, 2], r1, r2 ∈ [1,∞] with r2 ≤ r1, and σ, s ∈ R. Then there holds
(4.3) ε
β
r ‖[Eεf ]Φ‖L˜r1
T
(Bσ,s) . ‖fΦ‖L˜r2
T
(Bσ−
2−β
r ,s−
β
r )
,
with 1
r
= 1 + 1
r1
− 1
r2
.
Proof. Notice that
‖∆hk∆
v
ℓ [Eεf ]Φ‖L2 .
∫ t
0
e−c(t−t
′)
(
22k+ε222ℓ
)
‖∆hk∆
v
ℓfΦ(t
′)‖L2 dt
′,
from which and Young’s inequality, we infer
‖∆hk∆
v
ℓ [Eεf ]Φ‖Lr1
T
(L2) . ‖e
−t(22k+ε222ℓ)‖Lr
T
‖∆hk∆
v
ℓ fΦ‖Lr2
T
(L2)
. min
(
2−2k, ε−22−2ℓ
) 1
r ‖∆hk∆
v
ℓfΦ‖Lr2
T
(L2)
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with 1
r
= 1 + 1
r1
− 1
r2
, which implies (4.3). 
The following lemma concerns the regularizing effect due to the analyticity.
Lemma 4.3. Let σ, s ∈ R, and p(D) be a Fourier multiplier with symbol p(ξ) satisfying |p(ξ)| ≤
C|ξ3|. Assume that f verifies
‖∆hk∆
v
ℓfΦ(t)‖L2 . (dk(t)dℓ + dk,ℓ)2
−kσ2−ℓsθ˙(t)‖gΦ‖L˜∞t (Bσ,s)
(4.4)
for θ˙(t) given by (2.7). Then there holds
(4.5) ‖[Eεp(D)f ]Φ‖L˜∞
T
(Bσ,s) ≤
C
λ
‖gΦ‖L˜∞
T
(Bσ,s).
Proof. In view of (2.8), we write
Φ(t,D)− Φ(t′,D) = −λ
∫ t
t′
θ˙(τ) dτ |D|,(4.6)
from which and (4.4), we infer
‖∆hk∆
v
ℓ [Eεp(D)f ]Φ‖L∞t (L2) .2
ℓ
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓ‖∆hk∆
v
ℓfΦ(t
′)‖L2 dt
′
.2−kσ2ℓ(1−s)
(
dℓ
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓdk(t
′)θ˙(t′) dt′
+ dk,ℓ
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓ θ˙(t′) dt′
)
‖gΦ‖L˜∞t (Bσ,s)
,
which implies
‖[Eεp(D)f ]Φ‖L˜∞
T
(Bσ,s) =
∑
k,ℓ∈Z
2kσ2ℓs‖∆hk∆
v
ℓ [Eεa(D)f ]Φ‖L∞t (L2)
≤C
∑
ℓ∈Z
2ℓ
(
dℓ
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓ θ˙(t′) dt′
+
∑
k∈Z
dk,ℓ
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓ θ˙(t′) dt′
)
‖gΦ‖L˜∞t (Bσ,s)
≤
C
λ
‖gΦ‖L˜∞t (Bσ,s)
.
This proves (4.5). 
5. Propagation of analytic regularity for the transport equation
In this section, we investigate the propagation of analytic regularity for the following transport
equation:
∂ta+ ε
1−αv · ∇a = f, a(0, x) = a0(x).(5.1)
Proposition 5.1. Let σ ∈] − 1, 1], s ∈
]
−12 ,
1
2
]
and v be a solenoidal vector field. Let θ(T ) ≤ δ
λ
and Φ be the phase function given by (2.8). Assume that eδ|D|a0 ∈ B
σ,s, fΦ ∈ L
1
T (B
σ,s), and
vΦ ∈ L
1
T (B
1, 1
2 ) ∩ L1T (B
2, 1
2 ). Then (5.1) has a unique solution a on [0, T ] so that for any t ∈ [0, T ],
there holds
‖aΦ‖L˜∞t (Bσ,s)
≤ ‖eδ|D|a0‖Bσ,s + ‖fΦ‖L1t (Bσ,s) + C
( 1
λ
+ ε1−α‖vΦ‖
L1t (B
2, 1
2 )
)
‖aΦ‖L˜∞t (Bσ,s)
.(5.2)
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Proof. Since both the existence and uniqueness parts of Proposition 5.1 basically follow from the
Estimate (5.2). For simplicity, we just present the detailed derivation of the a priori estimate (5.2)
for smooth enough solutions of (5.1). Indeed by virtue of (4.6), we first integrate (5.1) with respect
to t and then apply the operator eΦ(t,D) to the resulting equation to get
(5.3) aΦ(t) = e
Φ(t,D)a0 − ε
1−α
∫ t
0
e−λ
∫ t
t′
θ˙(τ) dτ |D|
[
v · ∇a
]
Φ
(t′) dt′ +
∫ t
0
e−λ
∫ t
t′
θ˙(τ) dτ |D|fΦ(t
′) dt′.
We claim that
‖∆hk∆
v
ℓ∂3[v
3a]Φ(t)‖L2 ≤ C2
−kσ2−ℓs
(
dk,ℓ2
ℓ‖v3Φ(t)‖B1,
1
2
+ dkdℓ(t)2
k‖vhΦ(t)‖B1,
1
2
+ dk(t)dℓ2
ℓ‖v3Φ(t)‖B1,
1
2
+ dk,ℓ(t)‖v
h
Φ(t)‖B2,
1
2
)
‖aΦ‖L˜∞t (Bσ,s)
.
(5.4)
Along the same line to the proof of Lemma 3.3, since the phase function Ψ given by (2.8) verifies
(3.1) whenever θ(T ) ≤ δ
λ
, it suffices to prove (5.4) for Φ = 0. As a matter of fact, by using Bony’s
decomposition for both horizontal and vertical variables to v3a, we write
v3a(t) =
(
T h +Rh + T¯ h
)(
T v +Rv + T¯ v
)
(v3, a)(t).
Considering the support to the Fourier transform of the terms in RhRv(v3, a)(t), we get, by applying
Lemma 3.1, that
‖∆hk∆
v
ℓR
hRv(v3, a)(t)‖L2 .2
k2
ℓ
2
∑
k′≥k−3
ℓ′≥ℓ−3
‖∆hk′∆
v
ℓ′v
3(t)‖L2‖∆˜
h
k′∆˜
v
ℓ′a‖L∞t (L2)
.2k2
ℓ
2
∑
k′≥k−3
ℓ′≥ℓ−3
dk′,ℓ′2
−k′(1+σ)2−ℓ
′
(
1
2
+s
)
‖v3(t)‖
B
1, 1
2
‖a‖
L˜∞t (B
σ,s)
.dk,ℓ2
−kσ2−ℓs‖v3(t)‖
B
1, 1
2
‖a‖
L˜∞t (B
σ,s).
The same estimate holds for T hT v(v3, a)(t), T hRv(v3, a)(t) and RhT v(v3, a)(t).
By the same manner, we have
‖∆hk∆
v
ℓ T¯
hRv(v3, a)(t)‖L2 .2
ℓ
2
∑
|k′−k|≤4
ℓ′≥ℓ−3
‖∆hk′∆
v
ℓ′v
3(t)‖L2‖S
h
k′−1∆˜
v
ℓ′a‖L∞t (L∞h (L2v))
.dk(t)dℓ2
−kσ2−ℓs‖v3(t)‖
B1,
1
2
‖a‖
L˜∞t (B
σ,s)
.
The same estimate holds for T¯ hT v(v3, a)(t).
Whereas using the fact that div v(t) = 0 and Lemma 3.1, one has
‖Shk′−1∆
v
ℓ′v
3(t)‖L∞
h
(L2v)
.2−ℓ
′
‖Shk′−1∆
v
ℓ′∂3v
3(t)‖L∞
h
(L2v)
.2−ℓ
′
‖Shk′−1∆
v
ℓ′ divh v
h(t)‖L∞
h
(L2v)
. dℓ′(t)2
k′2−
3ℓ′
2 ‖vh(t)‖
B
1, 1
2
,
from which, we infer
‖∆hk∆
v
ℓT
hT¯ v(v3, a)(t)‖L2 .
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖Shk′−1∆
v
ℓ′v
3(t)‖L∞
h
(L2v)
‖∆hk′S
v
ℓ′−1a‖L∞t (L2h(L∞v ))
.dkdℓ(t)2
k(1−σ)2−ℓ(1+s)‖v3(t)‖
B1,
1
2
‖a‖
L˜∞t (B
σ,s)
.
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Finally using once again that div v(t) = 0 and Lemma 3.1, we obtain
‖∆hk∆
v
ℓR
hT¯ v(v3, a)(t)‖L2 .2
k
∑
k′≥k−3
|ℓ′−ℓ|≤4
‖∆hk′∆
v
ℓ′v
3(t)‖L2‖∆˜
h
k′S
v
ℓ′−1a‖L∞t (L2h(L∞v ))
.2k
∑
k′≥k−3
|ℓ′−ℓ|≤4
2−ℓ
′
‖∆hk′∆
v
ℓ′ divh v
h(t)‖L2‖∆˜
h
k′S
v
ℓ′−1a‖L∞t (L2h(L∞v ))
.dk,ℓ(t)2
−kσ2−ℓ(1+s)‖vh(t)‖
B2,
1
2
‖a‖
L˜∞t (B
σ,s)
.
The same estimate holds for T¯ hT¯ v(v3, a)(t). This completes the proof of (5.4) for Φ = 0.
Exactly by the same manner to the proof of (5.4), we can also get
‖∆hk∆
v
ℓ divh[v
ha]Φ(t)‖L2 ≤ C2
−kσ2−ℓs
(
dk,ℓ2
k‖vhΦ(t)‖B1,
1
2
+ dkdℓ(t)2
k‖vhΦ(t)‖B1,
1
2
+ dk,ℓ(t)‖v
h
Φ(t)‖B2,
1
2
)
‖aΦ‖L˜∞t (Bσ,s)
.
(5.5)
By summing up (5.3), (5.4) and (5.5), we write
‖∆hk∆
v
ℓaΦ‖L∞t (L2) ≤‖e
δ|D|∆hk∆
v
ℓa0‖L2 +
∫ t
0
‖∆hk∆
v
ℓ fΦ(t
′)‖L2 dt
′
+ C2−kσ2−ℓs
(
dk,ℓ(2
k + 2ℓ)
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ(2k+2ℓ)ε1−α‖vΦ(t
′)‖
B1,
1
2
dt′
+ dℓ2
ℓ
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓdk(t
′)ε1−α‖v3Φ(t
′)‖
B1,
1
2
dt′
+ dk2
k
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2kdℓ(t
′)ε1−α‖vhΦ(t
′)‖
B1,
1
2
dt′
+
∫ t
0
dk,ℓ(t
′)ε1−α‖vhΦ(t
′)‖
B2,
1
2
dt′
)
‖aΦ‖L˜∞t (Bσ,s)
.
Then (5.2) follows by Definition 2.1, (2.7) and∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ(2k+2ℓ)ε1−α‖vΦ(t
′)‖
B1,
1
2
dt′ ≤
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ(2k+2ℓ)θ˙(t′) dt′
≤
C
λ
(
2k + 2ℓ
)−1
,
and ∑
k∈Z
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓdk(t
′)ε1−α‖v3Φ(t
′)‖
B1,
1
2
dt′ ≤
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2ℓ θ˙(t′) dt′ ≤
C
λ
2−ℓ,
∑
ℓ∈Z
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2kdℓ(t
′)ε1−α‖vhΦ(t
′)‖
B1,
1
2
dt′ ≤
∫ t
0
e−cλ
∫ t
t′
θ˙(τ) dτ2k θ˙(t′) dt′ ≤
C
λ
2−k.
This completes the proof of Proposition 5.1. 
Remark 5.1. We mention here that we can not prove the uniform estimate of aΦ in the isentropic
Besov space L˜∞t (B
3
2
2,1) as that in [13, 24]. The main reason is that we can not use commutator’s
argument to prove the propagation of analytic regularity for the transport equation.
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Lemma 5.1. Let v(t) be a smooth solenoidal vector field and γ ∈]0, 1[. Let θ(T ) ≤ δ
λ
and Φ be
the phase function given by (2.8). Then one has
‖∆hk∆
v
ℓ [v · ∇a]Φ(t)‖L2 ≤ C2
−k(1−γ)2−ℓ
(
1
2
+γ
)(
dk,ℓ(2
k + 2ℓ)‖vΦ(t)‖
B1,
1
2
‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
+
(
dkdℓ(t)2
k‖vhΦ(t)‖B1−γ,
1
2
+γ + dk,ℓ(t)‖v
h
Φ(t)‖B2−γ,
1
2
+γ
)
‖aΦ‖
L˜∞t (B
1, 1
2 )
)
,
(5.6)
and
‖∆hk∆
v
ℓ [v · ∇a]Φ(t)‖L2 ≤ C2
−k(1+γ)2−ℓ
(
1
2
−γ
)(
dk,ℓ(2
k + 2ℓ)‖vΦ(t)‖
B1,
1
2
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+
(
dk(t)dℓ2
ℓ‖v3Φ(t)‖B1+γ,
1
2
−γ + dk,ℓ(t)‖v
h
Φ(t)‖B2+γ,
1
2
−γ
)
‖aΦ‖
L˜∞t (B
1, 1
2 )
)
,
(5.7)
and
‖∆hk∆
v
ℓ [v·∇a]Φ(t)‖L2 ≤ C2
−kγ2−ℓ
(
3
2
−γ
)(
dk,ℓ(2
k + 2ℓ)‖vΦ(t)‖
B
1, 1
2
‖aΦ‖
L˜∞t (B
γ, 3
2
−γ)
+ dk,ℓ(t)
(
‖vhΦ(t)‖B1,
3
2
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+ ‖vhΦ(t)‖B1+γ,
3
2
−γ‖aΦ‖L˜∞t (B
1, 1
2 )
))
.
(5.8)
Proof. Once again similar to the proof of Lemma 3.3, it suffices to prove (5.6-5.8) for Φ = 0. Indeed
we first get, by using Bony’s decomposition for both horizontal and vertical variables, that
v3a =
(
T hT v + T hRv +RhT v +RhRv
)
(v3, a)(t).
Note that
‖Shk′+2∆
v
ℓ′a‖L∞t (L∞h (L2v)) . dk,ℓ
′2k
′γ2−ℓ
′
(
1
2
+γ
)
‖a‖
L˜∞t (B
1−γ, 1
2
+γ)
,
from which, we deduce
‖∆hk∆
v
ℓR
hT v(v3, a)(t)‖L2 .
∑
k′≥k−N0
|ℓ′−ℓ|≤4
‖∆hk′S
v
ℓ′−1v
3(t)‖L2
h
(L∞v )
‖Shk′+2∆
v
ℓ′a‖L∞t (L∞h (L2v))
.dk,ℓ2
−k(1−γ)2−ℓ
(
1
2
+γ
)
‖v3(t)‖
B1,
1
2
‖a‖
L˜∞t (B
1−γ, 1
2
+γ)
.
The same estimate holds for T hT v(v3, a)(t).
While due to div v = 0, one has
‖Shk′−1∆
v
ℓ′v
3(t)‖L∞
h
(L2v)
. 2−ℓ
′
‖Shk′−1∆
v
ℓ′ divh v
h(t)‖L∞
h
(L2v)
. dk,ℓ(t)2
k′γ2−ℓ
′
(
3
2
+γ
)
‖vh(t)‖
B
2−γ, 1
2
+γ ,
from which, we infer
‖∆hk∆
v
ℓT
hRv(v3, a)(t)‖L2 .
∑
|k′−k|≤4
ℓ′≥ℓ−N0
‖Shk′−1∆
v
ℓ′v
3(t)‖L∞
h
(L2v)
‖∆hk′S
v
ℓ′+2a‖L∞t (L2h(L∞v ))
.
∑
|k′−k|≤4
ℓ′≥ℓ−N0
dk′,ℓ′(t)2
−k′(1−γ)2−ℓ
′
(
3
2
+γ
)
‖vh(t)‖
B2−γ,
1
2
+γ‖a‖L˜∞t (B
1, 1
2 )
.dk,ℓ(t)2
−k(1−γ)2−ℓ
(
3
2
+γ
)
‖vh(t)‖
B2−γ,
1
2
+γ‖a‖L˜∞t (B
1, 1
2 )
.
The same estimate holds for RhRv(v3, a)(t). Hence in view of Lemma 3.1, we obtain
‖∆hk∆
v
ℓ∂3(v
3a)(t)‖L2 ≤ C2
−k(1−γ)2−ℓ
(
1
2
+γ
)(
dk,ℓ2
ℓ‖v3(t)‖
B
1, 1
2
‖a‖
L˜∞t (B
1−γ, 1
2
+γ)
+ dk,ℓ(t)‖v
h(t)‖
B
2−γ, 1
2
+γ‖a‖
L˜∞t (B
1, 1
2 )
)
.
(5.9)
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Exactly following the same strategy, we can also prove
‖∆hk∆
v
ℓ divh(v
ha)(t)‖L2 ≤ C2
−k(1−γ)2−ℓ
(
1
2
+γ
)(
dk,ℓ2
k‖vh(t)‖
B1,
1
2
‖a‖
L˜∞t (B
1−γ, 1
2
+γ)
+
(
2kdkdℓ(t)‖v
h(t)‖
B
1−γ, 1
2
+γ + dk,ℓ(t)‖v
h(t)‖
B
2−γ, 1
2
+γ
)
‖a‖
L˜∞t (B
1, 1
2 )
)
,
(5.10)
and
‖∆hk∆
v
ℓ∂3(v
3a)(t)‖L2 ≤ C2
−k(1+γ)2−ℓ
(
1
2
−γ
)(
dk,ℓ2
ℓ‖v3(t)‖
B1,
1
2
‖a‖
L˜∞t (B
1+γ, 1
2
−γ)
+
(
2ℓdk(t)dℓ‖v
3(t)‖
B
1+γ, 1
2
−γ + dk,ℓ(t)‖v
h(t)‖
B
2+γ, 1
2
−γ
)
‖a‖
L˜∞t (B
1, 1
2 )
)
,
(5.11)
and
‖∆hk∆
v
ℓ divh(v
ha)(t)‖L2 ≤ C2
−k(1+γ)2−ℓ
(
1
2
−γ
)(
dk,ℓ2
k‖vh(t)‖
B1,
1
2
‖a‖
L˜∞t (B
1+γ, 1
2
−γ)
+ dk,ℓ(t)‖v
h(t)‖
B
2+γ, 1
2
−γ‖a‖
L˜∞t (B
1, 1
2 )
)
.
(5.12)
Combining (5.9) with (5.10), we conclude the proof of (5.6) for Φ = 0. Whereas by summing up
(5.11) and (5.12), we achieve (5.7).
On the other hand, since γ ∈]0, 1[, one has
‖Shk′+2∆
v
ℓ′a‖L∞t (L∞h (L2v)) . dk,ℓ2
k′(1−γ)2−ℓ
′
(
3
2
−γ
)
‖a‖
L˜∞t (B
γ, 3
2
−γ)
,
which ensures
‖∆hk∆
v
ℓR
hT v(v3, a)(t)‖L2 .
∑
k′≥k−N0
|ℓ′−ℓ|≤4
‖∆hk′S
v
ℓ′−1v
3(t)‖L2
h
(L∞v )
‖Shk′+2∆
v
ℓ′a‖L∞t (L∞h (L2v))
.dk,ℓ2
−kγ2−ℓ
(
3
2
−γ
)
‖v3(t)‖
B1,
1
2
‖a‖
L˜∞t (B
γ, 3
2
−γ)
.
The same estimate holds for T hT v(v3, a)(t).
While again due to div v = 0, one has
‖Shk′−1∆
v
ℓ′v
3(t)‖L∞
h
(L2v)
.2−ℓ
′
‖Shk′−1∆
v
ℓ′ divh v
h(t)‖L∞
h
(L2v)
.dk,ℓ(t)2
k′(1−γ)2−ℓ
′
(
5
2
−γ
)
‖vh(t)‖
B
1+γ, 3
2
−γ ,
from which, we deduce
‖∆hk∆
v
ℓT
hRv(v3, a)(t)‖L2 .
∑
|k′−k|≤4
ℓ′≥ℓ−N0
‖Shk′−1∆
v
ℓ′v
3(t)‖L∞
h
(L2v)
‖∆hk′S
v
ℓ′+2a‖L∞t (L2h(L∞v ))
.dk,ℓ(t)2
−kγ2−ℓ
(
5
2
−γ
)
‖v3‖
B1+γ,
3
2
−γ‖a‖L˜∞t (B
1, 1
2 )
.
The same estimate holds for RhRv(v3, a)(t). We thus obtain
‖∆hk∆
v
ℓ∂3(v
3a)(t)‖L2 ≤ C2
−kγ2−ℓ
(
3
2
−γ
)(
dk,ℓ2
ℓ‖v3(t)‖
B
1, 1
2
‖a‖
L˜∞t (B
γ, 3
2
−γ)
+ dk,ℓ(t)‖v
h(t)‖
B1+γ,
3
2
−γ‖a‖L˜∞t (B
1, 1
2 )
)
.
(5.13)
The same argument assures that
‖∆hk∆
v
ℓ divh(v
ha)(t)‖L2 ≤ C2
−kγ2−ℓ
(
3
2
−γ
)(
dk,ℓ2
k‖vh‖
B
1, 1
2
‖a‖
L˜∞t (B
γ, 3
2
−γ)
+ dk,ℓ(t)
(
‖vh(t)‖
B
1, 3
2
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+ ‖vh(t)‖
B
1+γ, 3
2
−γ‖a‖
L˜∞t (B
1, 1
2 )
))
.
(5.14)
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By summing up (5.13) and (5.14), we complete the proof of (5.8), and also the lemma. 
With Lemma 5.1, we deduce from the proof of Proposition 5.1 that
Proposition 5.2. Let a be a smooth enough solution of (5.1) on [0, T ]. Then under the assumptions
of Lemma 5.1, for any t ∈]0, T [, we have
‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
≤‖eδ|D|a0‖
B1−γ,
1
2
+γ + ‖fΦ‖L1t (B
1−γ, 1
2
+γ)
+
C
λ
(
‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
+ ‖aΦ‖
L˜∞t (B
1, 1
2 )
)
+ Cε1−α‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
‖aΦ‖
L˜∞t (B
1, 1
2 )
,
(5.15)
and
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
≤‖eδ|D|a0‖
B
1+γ, 1
2
−γ + ‖fΦ‖
L1t (B
1+γ, 1
2
−γ)
+
C
λ
(
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+ ‖aΦ‖
L˜∞t (B
1, 1
2 )
)
+ Cε1−α‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
‖aΦ‖
L˜∞t (B
1, 1
2 )
,
(5.16)
and
‖aΦ‖
L˜∞t (B
γ, 3
2
−γ)
≤ ‖eδ|D|a0‖
B
γ, 3
2
−γ + ‖fΦ‖
L1t (B
γ, 3
2
−γ)
+
C
λ
‖aΦ‖
L˜∞t (B
γ, 3
2
−γ)
+ Cε1−α
(
‖vhΦ‖L1t (B
1, 3
2 )
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+ ‖vΦ‖
L1t (B
1+γ, 3
2
−γ)
‖aΦ‖
L˜∞t (B
1, 1
2 )
)
.
(5.17)
6. Elliptic estimates in the analytical class
In this section, we present the estimates of the pressure function in the analytical class. Recall
that the re-scaled pressure function q satisfies
(6.1) − div
( 1
1 + εβa
∇εq
)
= ε1−αdiv(v · ∇v)− div
( 1
1 + εβa
∆εv
)
.
In the sequel, we always denote G(r)
def
= r1+r , and θ(t),Φ(t),Ψ(t) to be given by (2.7), (2.8) and
(2.9) respectively. Moreover, we always assume that θ(T ) ≤ δ
λ
.
Proposition 6.1. Let α ∈
]
0, 12
[
, β > α and 0 < γ ≤ 12 min
(
β − α, 1 − 2α
)
. Then there exists a
positive constant C0 such that for ǫ given by (3.8), if a satisfies
(6.2) ‖aΦ‖
L˜∞t (B
1, 1
2 )
≤ K and ε ≤ min
(( 1
2C0K
) 1
β−γ
,
( ǫ
K
) 1
β
)
,
we have
ε1−α‖q‖Yt ≤Cmax
(
εβ−α−2γ , ε1−2α−2γ
)
θ(t)Ψ(t) with
‖q‖Yt
def
= ‖∇hqΦ‖
L1t (B
−1, 1
2 )
+ ‖∇εqΦ‖
L1t (B
−1+γ, 1
2
−γ)
.
(6.3)
Proof. In view of (6.1) and div v = 0, we write
q =− (−∆ε)
−1∇ε ·
(
G(εβa)∇εq
)
+ ε1−α(−∆ε)
−1divhdivh(v
h ⊗ vh)
+ 2ε1−α(−∆ε)
−1∂3divh(v
3vh)− 2ε1−α(−∆ε)
−1∂3(v
3divhv
h)
+ (−∆ε)
−1div
(
G(εβa)∆εv
) def
= q1 + · · ·+ q5.
(6.4)
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To avoid the difficulty of product laws in the Bessov space B−12,1(R
2), we write
‖∇h[q1]Φ‖
L1t (B
−1, 1
2 )
=ε−γ
∥∥|Dh|−γ |εD3|γ∇h(−∆ε)−1∇ε · |Dh|γ |D3|−γ[G(εβa)∇εq]Φ∥∥L1t (B−1, 12 )
≤Cε−γ
∥∥|Dh|γ |D3|−γ[G(εβa)∇εq]Φ∥∥L1t (B−1, 12 )
≤Cε−γ
∥∥[G(εβa)∇εq]Φ∥∥L1t (B−1+γ, 12−γ),
(6.5)
where |Dh| and |D3| denote the Fourier multipliers with symbols |ξh| =
√
ξ21 + ξ
2
2 and |ξ3| respec-
tively. In what follows, we shall frequently use this kind of tricks to deal with the estimate of the
pressure function.
In view of (6.5), if ε is so small that εβK ≤ ǫ, we get, by applying Corollary 3.1 and Lemma 3.4,
that
‖q1‖Yt ≤ Cε
−γ
∥∥[G(εβa)∇εq]Φ∥∥L1t (B−1+γ, 12−γ)
≤ Cεβ−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖∇εqΦ‖
L1t (B
−1+γ, 1
2
−γ)
.
Applying the law of product of Corollary 3.1 gives
‖q2‖Yt ≤ Cε
1−α
(∥∥[vhvh]
Φ
∥∥
L1t (B
0, 1
2 )
+
∥∥[vhvh]
Φ
∥∥
L1t (B
γ, 1
2
−γ)
)
≤ Cε1−α‖vhΦ‖L1t (B
1, 1
2 )
(
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L˜∞t (B
0, 1
2 )
)
,
and
‖q3‖Yt ≤ Cε
−α
(
‖
[
v3vh
]
Φ
∥∥
L1t (B
0, 1
2 )
+
∥∥[v3vh]
Φ
∥∥
L1t (B
γ, 1
2
−γ)
)
≤ Cε−α‖v3Φ‖L1t (B
1, 1
2 )
(
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L˜∞t (B
0, 1
2 )
)
.
Whereas we get, by applying first the similar trick as that in (6.5) and then Corollary 3.1, that
‖q4‖Yt ≤ Cε
−α−γ
∥∥[v3divhvh]Φ‖L1t (B−1+γ, 12−γ) ≤ Cε−α−γ‖v3Φ‖L1t (B1, 12 )‖vhΦ‖L˜∞t (Bγ, 12−γ).
To handle q5 in (6.4), we split it further as
q5 =(−∆ε)
−1divh
(
G(εβa)∆hv
h
)
+ (−∆ε)
−1divh
(
G(εβa)ε2∂23v
h
)
+ (−∆ε)
−1∂3
(
G(εβa)∆hv
3
)
+ (−∆ε)
−1∂3
(
G(εβa)ε2∂23v
3
)
def
= q5,1 + · · · + q5,4.
(6.6)
Similar to the estimate of q1, one has
‖q5,1‖Yt ≤ Cε
β−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
1+γ, 1
2
−γ)
,
‖q5,3‖Yt ≤ Cε
−1+β−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖v3Φ‖L1t (B
1+γ, 1
2
−γ)
.
While note that
(−∆ε)
−1divh
(
G(εβa)ε2∂23v
h
)
= ε−1+δ|Dh|
−1+δ|εD3|
1−δ(−∆ε)
−1divh|Dh|
1−δ|D3|
−1+δ
(
G(εβa)ε2∂23v
h
)
,
for δ equals γ and 2γ, we infer
‖[q5,2]Φ‖Yt ≤ε
−1+γ
∥∥[G(εβa)ε2∂23vh]Φ∥∥L1t (B−γ,− 12+γ)
≤Cε1+β+γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
−γ, 3
2
+γ)
.
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By a similar manner and using div v = 0, one has
‖q54‖Yt ≤Cε
1−γ
∥∥[G(εβa)∂3 divh vh]Φ∥∥L1t (B−1+γ, 12−γ)
≤Cε1+β−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
γ, 3
2
−γ)
.
By summing up the above estimates, we arrive at
ε1−α‖q‖Yt ≤Cε
β−α‖aΦ‖
L˜∞t (B
1, 1
2 )
(
ε1−γ
(
‖q‖Yt + ‖v
h
Φ‖L1t (B
1+γ, 1
2
−γ)
)
+ ε−γ‖v3Φ‖L1t (B
1+γ, 1
2
−γ)
+ ε2−γ‖vhΦ‖L1t (B
γ, 3
2
−γ)
+ ε2‖vhΦ‖L1t (B
−γ, 3
2
+γ)
)
+ Cε1−2α
(
ε‖vhΦ‖L1t (B
1, 1
2 )
+ ε−γ‖v3Φ‖L1t (B
1, 1
2 )
)
×
(
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L˜∞t (B
0, 1
2 )
)
.
While we get, by applying Lemma 3.2, that
ε2+β−α−γ‖vhΦ‖L1t (B
γ, 3
2
−γ)
≤ Cεβ−2γε2−α+γ
(
‖vhΦ‖L1t (B
−γ, 3
2
+γ)
+ ‖vhΦ‖L1t (B
1+γ, 1
2
−γ)
)
.
Then due to the assumptions of α, β, γ in the proposition, (6.3) follows by choosing ǫ suitably small
in (6.2). 
Proposition 6.2. Let α ∈]0, 1[, β > α and 0 < γ ≤ min
(
β−α
4 ,
1−α
3
)
. Then there exists some
positive constant C0 such that for ǫ given by (3.8), if a satisfies
(6.7) ‖aΦ‖
L˜∞t (B
1, 1
2 )
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
≤ K and εβ ≤ min
( 1
2C0K
,
ǫ
K
)
,
there holds
(6.8) ε2α+γ‖q‖Zt ≤ CΨ
2(t) with ‖q‖Zt
def
= ‖∇εqΦ‖
L1t (B
γ, 1
2
−γ)
+ ‖∇εqΦ‖
L1t (B
−γ, 1
2
+γ)
.
Proof. Following the same line to the proof of Proposition 6.1, we shall split the proof of (6.8) into
the following steps:
• Estimate of ∇εq1
By virtue of (6.4), we get, by applying Corollary 3.1, that
‖∇ε[q1]Φ‖
L1t (B
γ, 1
2
−γ)
. ‖[G(εβa)∇εq]Φ‖
L1t (B
γ, 1
2
−γ)
.‖[G(εβa)]Φ‖
L˜∞t (B
1, 1
2 )
‖∇εqΦ‖
L1t (B
γ, 1
2
−γ)
,
and
‖∇ε[q1]Φ‖
L1t (B
−γ, 1
2
+γ)
. ‖[G(εβa)∇εq]Φ‖
L1t (B
−γ, 1
2
+γ)
. ‖[G(εβa)]Φ‖
L˜∞t (B
1, 1
2 )
‖∇εqΦ‖
L1t (B
−γ, 1
2
+γ)
+ ‖[G(εβa)]Φ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖∇εqΦ‖
L1t (B
0, 1
2 )
.
While it follows from Lemma 3.2 that
‖∇εqΦ‖
L1t (B
0, 1
2 )
. ‖∇εqΦ‖
L1t (B
γ, 1
2
−γ)
+ ‖∇εqΦ‖
L1t (B
−γ, 1
2
+γ)
.
Therefore, if ε is so small that εβK ≤ ǫ, by applying Lemma 3.4, we obtain
(6.9) ‖q1‖Zt ≤ Cε
β
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
)
‖q‖Zt .
• Estimate of ∇εq2
Applying the law of product of Corollary 3.1 and Lemma 3.3 yields that
‖∇ε[q2]Φ‖
L1t (B
γ, 1
2
−γ)
.ε1−α‖[vh ⊗ vh]Φ‖
L1t (B
1+γ, 1
2
−γ)
.ε1−α‖vhΦ‖L˜∞t (B
0, 1
2 )
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
,
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and
‖∇ε[q2]Φ‖
L1t (B
−γ, 1
2
+γ)
.ε1−α‖[vh ⊗ vh]Φ‖
L1t (B
1−γ, 1
2
+γ)
.ε1−α
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
+ ‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
‖vhΦ‖L1t (B
2, 1
2 )
)
.
This gives rise to
‖q2‖Zt ≤ Cε
1−α
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
(
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
)
+ ‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
‖vhΦ‖L1t (B
2, 1
2 )
)
.
(6.10)
• Estimate of ∇εq3
To deal with ∇εq3 given by (6.4), we first use Bony’s decomposition (3.3) for the vertical variable
to split it as
(6.11) q3 = ε
1−α(−∆ε)
−1∂3divh(T
v(v3, vh)) + ε1−α(−∆ε)
−1∂3divh(R
v(v3, vh))
def
= q31 + q32.
Applying Lemma 3.1 and div v = 0 yields
‖∆hk∆
v
ℓR
hRv(v3, vh)‖L1t (L2) .
∑
k′≥k−N0
ℓ′≥ℓ−N0
‖∆hk′∆
v
ℓ′v
3‖L1t (L2)‖S
h
k′+2S
v
ℓ′+2v
h‖L∞t (L∞)
.
∑
k′≥k−N0
ℓ′≥ℓ−N0
2−ℓ
′
‖∆hk′∆
v
ℓ′ divh v
h‖L1t (L2)‖S
h
k′+2S
v
ℓ′+2v
h‖L∞t (L∞)
.dk,ℓ2
−kγ2−ℓ
(
3
2
−γ
)
‖vh‖
L1t (B
2, 1
2 )
‖vh‖
L˜∞t (B
γ, 1
2
−γ)
.
The same estimate holds for T hRv(v3, vh). This gives
‖Rv(v3, vh)‖
L1t (B
γ, 3
2
−γ)
. ‖vh‖
L1t (B
2, 1
2 )
‖vh‖
L˜∞t (B
γ, 1
2
−γ)
.
In view of (3.5), similar estimate holds for [Rv(v3, vh)]Φ, which ensures
‖∇ε[q32]Φ‖
L1t (B
γ, 1
2
−γ)
.ε1−α‖[Rv(v3, vh)]Φ‖
L1t (B
γ, 3
2
−γ)
.ε1−α‖vhΦ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
.
(6.12)
Again due to div v = 0, we have
‖Shk′−1∆
v
ℓ′v
3‖L1t (L∞h (L2v))
.2−ℓ
′
‖Shk′−1∆
v
ℓ′ divh v
h‖L1t (L∞h (L2v))
.dk′,ℓ′2
k′γ2−ℓ
′
(
3
2
+γ
)
‖vh‖
L1t (B
2−γ, 1
2
+γ)
,
which implies
‖∆hk∆
v
ℓT
hRv(v3, vh)‖L1t (L2) .
∑
|k′−k|≤4
ℓ′≥ℓ−N0
‖Shk′−1∆
v
ℓ′v
3‖L1t (L∞h (L2v))
‖∆hk′S
v
ℓ′+2v
h‖L∞t (L2h(L∞v ))
.dk,ℓ2
kγ2−ℓ
(
3
2
+γ
)
‖vh‖
L1t (B
2−γ, 1
2
+γ)
‖vh‖
L˜∞t (B
0, 1
2 )
.
The same estimate holds for RhRv(v3, vh) and T¯ hRv(v3, vh). This leads to
‖Rv(v3, vh)‖
L1t (B
−γ, 3
2
+γ)
. ‖vh‖
L1t (B
2−γ, 1
2
+γ)
‖vh‖
L˜∞t (B
0, 1
2 )
.
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Similar estimate holds for [Rv(v3, vh)]Φ, which implies
‖∇ε[q32]Φ‖
L1t (B
−γ, 1
2
+γ)
.ε1−α‖[Rv(v3, vh)]Φ‖
L1t (B
−γ, 3
2
+γ)
.ε1−α‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
‖vhΦ‖L˜∞t (B
0, 1
2 )
.
(6.13)
Combining (6.12) with (6.13), we obtain
(6.14) ‖q32‖Zt . ε
1−α
(
‖vhΦ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
‖vhΦ‖L˜∞t (B
0, 1
2 )
)
.
While using Bony’s decomposition (3.3) to T v(v3, vh) for the horizontal variables, one has
T v(v3, vh) =
(
T h +Rh + T¯ h
)
T v(v3, vh),
from which, we deduce by a similar proof of Lemma 3.3 that
‖[T v(v3, vh)]Φ‖
L1t (B
1+γ, 1
2
−γ)
. ‖v3Φ‖L˜2t (B
1, 1
2 )
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖v3Φ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
,
and
‖[T v(v3, vh)]Φ‖
L1t (B
1−γ, 1
2
+γ)
. ‖v3Φ‖L˜2t (B
1, 1
2 )
‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
,
so that there holds
‖q31‖Zt .ε
−α
(
‖[T v(v3, vh)]Φ‖
L1t (B
1+γ, 1
2
−γ)
+ ‖[T v(v3, vh)]Φ‖
L1t (B
1−γ, 1
2
+γ)
)
.ε−α
(
‖v3Φ‖L˜2t (B
1, 1
2 )
(
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
)
+ ‖v3Φ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
)
.
(6.15)
• Estimate of ∇εq4
Along the same line to the manipulation of ∇εq3, we first split q4 as
(6.16) q4 = ε
1−α(−∆ε)
−1∂3T
v(v3,divhv
h) + ε1−α(−∆ε)
−1∂3(R
v(v3,divhv
h))
def
= q41 + q42.
Similar to (6.5), we have
‖q42‖Zt . ε
1−α−2γ‖[Rv(v3,divh v
h)]Φ‖
L1t (B
−1+γ, 3
2
−γ)
,
from which and a similar proof of (6.14), we infer
(6.17) ‖q42‖Zt . ε
1−α−2γ‖vhΦ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
.
While a similar proof of Lemma 3.3 gives rise to
‖[T v(v3,divhv
h)]Φ‖
L1t (B
γ, 1
2
−γ)
. ‖v3Φ‖L˜2t (B
1, 1
2 )
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
,
and
‖[T v(v3,divhv
h)]Φ‖
L1t (B
−γ, 1
2
+γ)
. ‖v3Φ‖L˜2t (B
1, 1
2 )
‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
.
We thus obtain
‖q41‖Zt .ε
−α
(
‖[T v(v3,divhv
h)]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[T v(v3,divhv
h)]Φ‖
L1t (B
−γ, 1
2
+γ)
)
.ε−α‖v3Φ‖L˜2t (B
1, 1
2 )
(
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
)
.
(6.18)
• Estimate of ∇εq5
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We shall use the decomposition (6.6) to deal with q5. Applying Corollary 3.1 gives
‖q51‖Zt .‖[G(ε
βa)∆hv
h]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[G(εβa)∆hv
h]Φ‖
L1t (B
−γ, 1
2
+γ)
.‖[G(εβa)]Φ‖
L˜∞t (B
1, 1
2 )
(
‖∆hv
h
Φ‖L1t (B
γ, 1
2
−γ)
+ ‖∆hv
h
Φ‖L1t (B
−γ, 1
2
+γ)
)
+ ‖[G(εβa)]Φ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖∆hv
h
Φ‖L1t (B
0, 1
2 )
,
from which, εβK ≤ ǫ, and Lemma 3.4, we conclude
‖q51‖Zt .ε
β‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
)
+ εβ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖vhΦ‖L1t (B
2, 1
2 )
.
(6.19)
The same argument yields
‖q52‖Zt .ε
2+β‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖vhΦ‖L1t (B
γ, 5
2
−γ)
+ ‖vhΦ‖L1t (B
−γ, 5
2
+γ)
)
+ ε2+β‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖vhΦ‖L1t (B
0, 5
2 )
.
(6.20)
Note that
‖q53‖Zt .ε
−2γ‖[G(εβa)∆hv
3]Φ‖
L1t (B
−1+γ, 3
2
−γ)
.ε−2γ
(
‖[G(εβa)]Φ‖
L˜∞t (B
1, 1
2 )
‖∆hv
3
Φ‖L1t (B
−1+γ, 3
2
−γ)
+ ‖[G(εβa)]Φ‖
L˜∞t (B
γ, 3
2
−γ)
‖∆hv
3
Φ‖L1t (B
0, 1
2 )
)
,
which together with Lemma 3.4 and div v = 0 ensures that
‖q53‖Zt . ε
β−2γ
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖aΦ‖
L˜∞t (B
γ, 3
2
−γ)
‖v3Φ‖L1t (B
2, 1
2 )
)
.(6.21)
Similarly due to div v = 0, we have
‖∇ε[q54]Φ‖
L1t (B
γ, 1
2
−γ)
. εβ‖aΦ‖
L˜∞t (B
1, 1
2 )
ε‖vhΦ‖L1t (B
1+γ, 3
2
−γ)
,
and
‖∇ε[q54]Φ‖
L1t (B
−γ, 1
2
+γ)
. ε1+β
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
1−γ, 3
2
+γ)
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖vhΦ‖L1t (B
1, 3
2 )
)
.
This gives rise to
‖q54‖Zt .ε
1+β‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖vhΦ‖L1t (B
1+γ, 3
2
−γ)
+ ‖vhΦ‖L1t (B
1−γ, 3
2
+γ)
)
+ ε1+β‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖vhΦ‖L1t (B
1, 3
2 )
.
(6.22)
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By summing up the above estimates, we conclude that
‖q‖Zt .ε
β
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
)
‖q‖Zt
+ εβ‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖∆εv
h
Φ‖L1t (B
γ, 1
2
−γ)
+ ‖∆εv
h
Φ‖L1t (B
−γ, 1
2
+γ)
+ ε−2γ‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ε‖vhΦ‖L1t (B
1+γ, 3
2
−γ)
+ ε‖vhΦ‖L1t (B
1−γ, 3
2
+γ)
)
+ εβ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
(
‖vhΦ‖L1t (B
2, 1
2 )
+ ε2‖vhΦ‖L1t (B
0, 5
2 )
+ ε‖vhΦ‖L1t (B
1, 3
2 )
)
+ ε1−α
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
(
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
)
+ ‖vhΦ‖L1t (B
2, 1
2 )
(
‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
+ ‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
))
+ ε1−α−2γ‖vhΦ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ εβ−2γ‖aΦ‖
L˜∞t (B
γ, 3
2
−γ)
‖v3Φ‖L1t (B
2, 1
2 )
+ ε−α
(
‖v3Φ‖L1t (B
2, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖v3Φ‖L˜2t (B
1, 1
2 )
(
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
))
,
(6.23)
While it follows from Definition 2.1 that
ε‖vhΦ‖L1t (B
1+γ, 3
2
−γ)
=ε
∑
k,ℓ∈Z
2k(1+γ)2ℓ
(
3
2
−γ
)
‖∆hk∆
v
ℓv
h
Φ‖L1t (L2)
≤
1
2
∑
k,ℓ∈Z
(
2k(2+γ)2ℓ
(
1
2
−γ
)
+ ε22kγ2ℓ
(
5
2
−γ
))
‖∆hk∆
v
ℓv
h
Φ‖L1t (L2)
=
1
2
(
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ε2‖vhΦ‖L1t (B
γ, 5
2
−γ)
)
.
(6.24)
The same argument gives
ε‖vΦ‖
L1t (B
1, 3
2 )
≤
1
2
(
‖vhΦ‖L1t (B
2, 1
2 )
+ ε2‖vhΦ‖L1t (B
0, 5
2 )
)
,
ε‖vΦ‖
L1t (B
1−γ, 3
2
+γ)
≤
1
2
(
‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
+ ε2‖vhΦ‖L1t (B
−γ, 5
2
+γ)
)
.
(6.25)
Therefore, in view of (2.10), we deduce from (6.7) and (6.23) that
‖q‖Zt ≤ C
(
Kεβ‖q‖Zt + ε
β−3α−5γΨ1(t)Ψ3(t) +
(
ε−α + ε1−3α−4γ
)
Ψ2(t)Ψ3(t) + ε
−2α−γΨ24(t)
)
,
which together with the assumptions on α, β and γ leads to (6.8), and we completes the proof of
the proposition. 
Remark 6.1. It is easy to observe from the proof of Proposition 6.2 that if β > 2α, γ ≤
min
(
1−3α
4 ,
β−2α
2
)
and ε is so small that εβ ≤ min
(
1
2C0K
, ǫ
K
)
, then there holds
‖q1‖Zt + ‖q2‖Zt + ‖q32‖Zt + ‖q42‖Zt + ‖q51‖Zt + ‖q52‖Zt + ‖q54‖Zt
≤ Cmax
(
εβ−2α−2γ , ε1−3α−4γ ,Kεβ−2α−γ
)
Ψ2(t).
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7. Classical parabolic type estimates
This section is devoted to the estimate of the analytic band θ, i.e, the proof of Proposition 2.1.
To achieve this, we first rewrite the momentum equation of (2.1) as follows
∂tv −∆εv = F1 + F2 + F3 with
F1
def
= −ε1−αv · ∇v, F2
def
= −
εβa
1 + εβa
∆εv, F3
def
= −
1
1 + εβa
∇εq.
(7.1)
For Eε given by (4.2), applying the Duhamel formula to (7.1) gives
v(t) = et∆εv0 + Eε(F1 + F2 + F3).(7.2)
In what follows, we denote
(7.3) ‖f‖Ht
def
=
∥∥fΦ∥∥
L1t (B
1, 1
2 )
+
∥∥fΦ∥∥
L1t (B
1+γ, 1
2
−γ)
+ ε1+γ
∥∥fΦ∥∥
L1t (B
−γ, 3
2
+γ)
.
First of all, it follows from Lemma 4.1 that
ε1−α
∥∥[et∆εvh0 ]Φ∥∥L1t (B1, 12 ) . εγ
∥∥eδ|D|vh0∥∥B−α−γ,− 12+α+γ .
However since 0 < γ < 1−2α4 , we have −
1
2 + γ < −α− γ < 0 and −
1
2 < −
1
2 + α+ γ < −γ, so that
applying Lemma 3.2 yields
ε1−α
∥∥[et∆εvh0 ]Φ∥∥L1t (B1, 12 ) . εγ
(∥∥eδ|D|vh0∥∥B− 12+γ,−γ + ∥∥eδ|D|vh0∥∥B0,− 12
)
≤ εγ‖vh0‖X2
for the norm ‖ · ‖X2 given by (1.10).
Along the same line, one has
ε1−α
∥∥[et∆εvh0 ]Φ∥∥L1t (B1+γ, 12−γ) + ε2−α+γ
∥∥[et∆εvh0 ]Φ∥∥L1t (B−γ, 32+γ)
. εγ
(∥∥eδ|D|vh0∥∥B−α,− 12+α + ∥∥eδ|D|vh0∥∥B−α−γ,− 12+α+γ
)
. εγ‖vh0‖X2 .
While it follows form the second inequality of (4.1) that∥∥[et∆εv30 ]Φ∥∥L1t (B1, 12 ) + ε1+γ
∥∥[et∆εv30 ]Φ∥∥L1t (B−γ, 32+γ) .
∥∥eδ|D|vh0∥∥B0,− 12 .
While it follows from the proof of Lemma 4.1 and div v0 = 0 that
∥∥∆hk∆vℓ [et∆εv30 ]Φ∥∥L1t (L2) .2−2k∥∥eδ|D|∆hk∆vℓv30∥∥
2γ
1+γ
L2
(
2−ℓ
∥∥eδ|D|∆hk∆vℓ divh vh0∥∥L2)
1−γ
1+γ
.dk,ℓ2
−k(1+γ)2−ℓ
(
1
2
−γ
)
‖eδ|D|v30‖
2γ
1+γ
B
0,− 1
2
‖eδ|D|vh0‖
1−γ
1+γ
B
−γ,− 1
2
+γ
,
which gives ∥∥[et∆εv30 ]Φ∥∥L1t (B1+γ, 12−γ) . ‖v0‖X2 .
As a consequence, we obtain
ε1−α‖et∆εvh0‖Ht + ε
γ‖et∆εv30‖Ht ≤ Cε
γ‖v0‖X2 .(7.4)
Step 1. Estimate of the horizontal velocity
• Estimate of Eε(F
h
1 )
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Since div v = 0, v · ∇vh = ∇h · (v
h⊗ vh) + ∂3(v
3vh), we get, by applying Lemma 4.2 and the law
of product of Corollary 3.1, that
ε1−α
∥∥[Eε(F h1 )]Φ∥∥L1t (B1, 12 ) .ε2(1−α)
∥∥divh[vh ⊗ vh]Φ‖
L1t (B
−1, 1
2 )
+ ε1−2α
∥∥∂3[v3vh]Φ∥∥
L1t (B
0,− 1
2 )
.ε2(1−α)
∥∥[vhvh]Φ∥∥
L1t (B
0, 1
2 )
+ ε1−2α
∥∥[v3vh]Φ∥∥
L1t (B
0, 1
2 )
.ε1−2α
(
ε‖vhΦ‖L1t (B
1, 1
2 )
+ ‖v3Φ‖L1t (B
1, 1
2 )
)
‖vhΦ‖L˜∞t (B
0, 1
2 )
,
Along the same line, we have
ε1−α
∥∥[Eε(F h1 )]Φ∥∥L1t (B1+γ, 12−γ) . ε2(1−α)
∥∥[vh ⊗ vh]Φ∥∥
L1t (B
γ, 1
2
−γ)
+ ε1−2α
∥∥[v3vh]Φ∥∥
L1t (B
γ, 1
2
−γ)
. ε1−2α
(
ε‖vhΦ‖L1t (B
1, 1
2 )
+ ‖v3Φ‖L1t (B
1, 1
2 )
)
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
.
and if α ≤ 12 ,
ε2−α+γ
∥∥[Eε(F h1 )]Φ∥∥L1t (B−γ, 32+γ) .ε2(1−α)‖[vh ⊗ vh]Φ‖L1t (B0, 12 ) + ε1−2α+γ‖∂3[v3vh]Φ‖L1t (B−γ,− 12+γ)
.ε1−2α
(
ε‖vhΦ‖L1t (B
1, 1
2 )
‖vhΦ‖L˜∞t (B
0, 1
2 )
+ ‖v3Φ‖L1t (B
1, 1
2 )
‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
+ εγ‖v3Φ‖L1t (B
1−γ, 1
2
+γ)
‖vhΦ‖L˜∞t (B
0, 1
2 )
)
.
We thus obtain
ε1−α‖Eε(F
h
1 )‖Ht .ε
1−2α
((
ε‖vhΦ‖L1t (B
1, 1
2 )
+ ‖v3Φ‖L1t (B
1, 1
2 )
)(
‖vhΦ‖L˜∞t (B
0, 1
2 )
+ ‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
)
+ ‖v3Φ‖L1t (B
1, 1
2 )
‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
+ εγ‖v3Φ‖L1t (B
1−γ, 1
2
+γ)
‖vhΦ‖L˜∞t (B
0, 1
2 )
)
.
However, note that
εγ‖v3Φ‖L1t (B
1−γ, 1
2
+γ)
=
∑
k,ℓ∈Z
2k(1−γ)2ℓ
(
1
2
+γ
)(
ε1+γ‖∆hk∆
v
ℓv
3
Φ‖L1t (L2)
) γ
1+γ
‖∆hk∆
v
ℓv
3
Φ‖
1
1+γ
L1t (L
2)
.
(
ε1+γ‖v3Φ‖L1t (B
−γ, 3
2
+γ)
) γ
1+γ
‖v3Φ‖
1
1+γ
L1t (B
1, 1
2 )
,
we infer
(7.5) ε1−α‖Eε(F
h
1 )‖Ht . ε
1−2α−γθ(t)Ψ2(t).
• Estimate of Eε(F
h
2 )
Similar to the estimate of Eε(F
h
1 ), since ε
βK ≤ ǫ, we get, by applying Lemma 4.2, the law of
product of Corollary 3.1 and Lemma 3.4, that
‖Eε(G(ε
βa)∆hv
h)‖Ht .ε
−γ‖[G(εβa)∆hv
h]Φ‖
L1t (B
−1+γ, 1
2
−γ)
.εβ−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖∆hv
h
Φ‖L1t (B
−1+γ, 1
2
−γ)
,
and
ε2‖Eε(G(ε
βa)∂23v
h)‖Ht .ε
1+γ‖[G(εβa)∂23v
h]Φ‖
L1t (B
−γ,− 1
2
+γ)
.ε1+β−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖∂23v
h
Φ‖L1t (B
−γ,− 1
2
+γ)
.
Therefore, we obtain
ε1−α‖Eε(F
h
2 )‖Ht .ε
1−α+β−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖vhΦ‖L1t (B
1+γ, 1
2
−γ)
+ ε‖vhΦ‖L1t (B
−γ, 3
2
+γ)
)
.εβ−γθ(t)Ψ1(t).
(7.6)
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• Estimate of Eε(F
h
3 )
Due to (2.12), it follows from Lemma 4.2 and Lemma 3.4 that
‖Eε(F
h
3 )‖Ht .
∥∥q∥∥
Yt
+ ε−γ
∥∥[G(εβa)∇hq]Φ∥∥
L1t (B
−1+γ, 1
2
−γ)
.
∥∥q∥∥
Yt
+ εβ−γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖∇hqΦ‖
L1t (B
−1+γ, 1
2
−γ)
,
from which, the assumption that εβ−γK ≤ 1 and Proposition 6.1, we infer
e1−α‖Eε(F
h
3 )‖Ht ≤ Cε
1−α‖q‖Yt ≤ Cmin
(
εβ−α−2γ , ε1−2α−2γ
)
θ(t)Ψ(t).(7.7)
By summing up (7.4)–(7.7), we conclude that
ε1−α‖vh‖Ht ≤ C
(
εγ‖vh0‖X2 +max
(
εβ−α−2γ , ε1−2α−2γ
)
θ(t)Ψ(t)
)
.(7.8)
Step 2. Estimate of the vertical velocity
• Estimate of Eε(F
3
1 )
Again since div v = 0, we write
v · ∇v3 = ∇h · (v
hv3)− 2(v3divhv
h),
from which, Lemma 4.2 and the law of product of Corollary 3.1, we deduce that∥∥[Eε(F 31 )]Φ∥∥L1t (B1, 12 ) . ε1−α
(
‖[vhv3]Φ‖
L1t (B
0, 1
2 )
+ ε−γ‖[v3divhv
h]Φ‖
L1t (B
−1+γ, 1
2
−γ)
)
. ε1−α‖v3Φ‖L1t (B
1, 1
2 )
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
+ ε−γ‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
)
,
and ∥∥[Eε(F 31 )]Φ∥∥L1t (B1+γ, 12−γ) . ε1−α
(
‖[vhv3]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[v3divhv
h]Φ‖
L1t (B
−1+γ, 1
2
−γ)
)
. ε1−α‖v3Φ‖L1t (B
1, 1
2 )
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
,
and
ε1+γ
∥∥[Eε(F 31 )]Φ∥∥L1t (B−γ, 32+γ) .ε1−α
(
‖[vhv3]Φ‖
L1t (B
0, 1
2 )
+ ε−γ‖[v3divhv
h]Φ‖
L1t (B
−1+γ, 1
2
−γ)
)
.ε1−α‖v3Φ‖L1t (B
1, 1
2 )
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
+ ε−γ‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
)
.
Therefore, if γ ≤ 1− α, we obtain
‖Eε(F
3
1 )‖Ht ≤Cε
1−α‖v3Φ‖L1t (B
1, 1
2 )
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
+ ε−γ‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
)
≤Cε1−α−2γθ(t)Ψ2(t).
(7.9)
• Estimate of Eε(F
3
2 )
Similar to the estimate of (7.6), we have∥∥Eε(F 32 )∥∥Ht . ε−γ‖[G(εβa)∆hv3]Φ‖L1t (B−1+γ, 12−γ) + ε1+γ‖[G(εβa)∂23v3]Φ‖L1t (B−γ,− 12+γ)
. ‖aΦ‖
L˜∞t (B
1, 1
2 )
(
εβ−γ‖v3Φ‖L1t (B
1+γ, 1
2
−γ)
+ ε1+β+γ‖v3Φ‖L1t (B
−γ, 3
2
+γ)
)
,
so that we get
(7.10)
∥∥Eε(F 32 )∥∥Ht ≤ Cεβ−2γΨ1(t)θ(t).
• Estimate of Eε(F
3
3 )
It follows by a similar derivation of (7.7) that for γ ≤ α,
‖Eε(F
3
3 )‖Ht ≤Cε
1−γ‖[(1 −G(εβa))ε∂3q]Φ‖
L1t (B
−1+γ, 1
2
−γ)
(7.11)
≤Cεα−γε1−α‖q‖Yt ≤ Cε
α−γθ(t)Ψ(t).(7.12)
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Since γ < β−α2 , we have β − 2γ > α− γ, by summing up (7.4) and (7.9)–(7.12), we arrive at
(7.13) ‖v3‖Ht ≤ C
(
‖v0‖X2 +max
(
ε1−α−2γ , εα−γ
)
θ(t)Ψ(t)
)
.
Proposition 2.1 follows by combining (7.8) with (7.13). 
8. Regularizing effect of the analyticity
The goal of this section is to present the proof of Proposition 2.2. Here we need to use the
regularizing effect of the heat semigroup. As a convention throughout this section, we always
assume that there holds (2.11).
Step 1. Estimate of the density
In view of (2.10), we get, by applying (5.2) and (5.15-5.17), that
Ψ1(t) ≤
∥∥eδ|D|a0∥∥
B
1, 1
2
+
∥∥eδ|D|a0∥∥
B
1+γ, 1
2
−γ +
∥∥eδ|D|a0∥∥
B
1−γ, 1
2
+γ + ε
3α+3γ
∥∥eδ|D|a0∥∥
B
γ, 3
2
−γ
+ C
(1
λ
Ψ1(t) + ε
1−α
(
‖vΦ‖
L1t (B
2−γ, 1
2
+γ)
+ ‖vΦ‖
L1t (B
2, 1
2 )
+ ‖vΦ‖
L1t (B
2+γ, 1
2
−γ)
)
‖aΦ‖
L˜∞t (B
1, 1
2 )
+ ε1+2α+3γ
(
‖vhΦ‖L1t (B
1, 3
2 )
‖aΦ‖
L˜∞t (B
1+γ, 1
2
−γ)
+ ‖vΦ‖
L1t (B
1+γ, 3
2
−γ)
‖aΦ‖
L˜∞t (B
1, 1
2 )
))
.
However it is easy to observe from Lemma 3.2 that∥∥eδ|D|a0∥∥
B1,
1
2
.
∥∥eδ|D|a0∥∥
B1+γ,
1
2
−γ +
∥∥eδ|D|a0∥∥
B1−γ,
1
2
+γ ,
and it follows from (6.24) and (6.25) that
ε1+2α+2γ
(
‖vhΦ‖L1t (B
1, 3
2 )
+ ‖vhΦ‖L1t (B
1+γ, 3
2
−γ)
)
. ε2α+2γ
(
‖vhΦ‖L1t (B
2, 1
2 )
+ ε2‖vhΦ‖L1t (B
0, 5
2 )
+ ‖vΦ‖
L1t (B
2+γ, 1
2
−γ)
+ ε2‖vhΦ‖L1t (B
γ, 5
2
−γ)
)
.
Therefore since 0 < γ ≤ 1−3α3 , we obtain
Ψ1(t) ≤ C‖a0‖X1 + C
( 1
λ
+ εγΨ3(t)
)
Ψ1(t).(8.1)
Step 2. Estimate of Ψ2(t)
In the remaining of this section, we denote
‖f‖Kt
def
= ‖fΦ‖
L˜∞t (B
γ, 1
2
−γ)
+ ‖fΦ‖
L˜∞t (B
−γ, 1
2
+γ)
.
Then it follows from Lemma 4.1 that
‖et∆εv0‖Kt ≤ C‖v0‖X3 .(8.2)
Step 2.1 The estimate of the horizontal velocity.
In order to estimate ‖vh‖Kt , we still need to deal with the source term in (7.2).
• Estimate of Eε(F
h
1 )
In view of (7.2), by using Bony’s decomposition (3.3) in the horizontal variable for v3vh, we write
F h1 as
F h1 = −ε
1−α∇h · (v
h ⊗ vh)− ε1−α∂3R
v(v3, vh)− ε1−α∂3T
v(v3, vh)
def
= F h11 + F
h
12 + F
h
13.
Applying Lemma 4.2 and the law of product of Corollary 3.1 yields
‖Eε(F
h
11)‖Kt . ε
1−α
(
‖[vh∇hv
h]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[vh∇hv
h]Φ‖
L1t (B
−γ, 1
2
+γ)
)
. ε1−α
(
‖vhΦ‖L1t (B
2, 1
2 )
(
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
‖vhΦ‖L˜∞t (B
0, 1
2 )
)
.
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Note that for ϕ¯ in C∞c (R
+ \ {0}) with ϕ¯ equals 1 on the support of ϕ in (2.3), let ϕ˜(ξ3)
def
= ϕ¯(|ξ3|)
iξ3
,
we may write
∆vℓv
3 = 2−ℓϕ˜(2−ℓ|D3|)∆
v
ℓ∂3v
3,
and due to ∂3v
3 = − divh v
h, we have
Rv(v3, vh) = −
∑
ℓ∈Z
2−ℓϕ˜(2−ℓ|D3|)∆
v
ℓ divh v
hSvℓ+2v
h,
from which, by using Bony’s decomposition in the horizontal variables for Rv(v3, vh), one may
deduce, by a similar derivation of Lemma 3.3, that Eε(F
h
12) shares the same estimate as Eε(F
h
11).
Whereas it follows form Remark 3.1 that
‖∆hk∆
v
ℓ [F
h
13]Φ(t)‖L2 .
(
dk(t)dℓ + dk,ℓ
)
2−kσ2−ℓs‖v3Φ(t)‖B1,
1
2
‖vhΦ‖L˜∞t (Bσ,s)
for any σ ∈]− 1, 1], s ∈ R, from which, and Lemma 4.3, we infer
‖Eε(F
h
13)‖Kt ≤
C
λ
(
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
)
.
Hence we obtain
‖Eε(F
h
1 )‖Kt ≤ C
(1
λ
+ ε1−3α−2γΨ3(t)
)
Ψ2(t).(8.3)
• Estimate of Eε(F
h
2 )
Again due to Lemma 4.2, one has
‖Eε(F
h
2 )‖Kt . ‖[G(ε
βa)∆εv
h]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[G(εβa)∆εv
h]Φ‖
L1t (B
−γ, 1
2
+γ)
,
which together with Corollary 3.1 and Lemma 3.4 ensures that
‖Eε(F
h
2 )‖Kt . ε
β‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ε2‖vhΦ‖L1t (B
γ, 5
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
+ ε2‖vhΦ‖L1t (B
−γ, 5
2
+γ)
)
+ εβ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
(
‖vhΦ‖L1t (B
2, 1
2 )
+ ε2‖vhΦ‖L1t (B
0, 5
2 )
)
.
Whenever ε is so small that εβK ≤ ǫ for ǫ determined by (3.8). This gives rise to
‖Eε(F
h
2 )‖Kt ≤ Cε
β−2α−2γΨ1(t)Ψ3(t).(8.4)
• Estimate of Eε(F
h
3 )
In view of (6.11), we get, by a similar proof of (6.15), that
‖∆hk∆
v
ℓ∇h[q31]Φ(t)‖L2 .ε
1−α2ℓ
∥∥∆hk∆vℓ [T v(v3, vh)]Φ(t)∥∥L2
.dkℓ2
ℓ2−kγ2−ℓ
(
1
2
−γ
)
ε1−α‖v3Φ(t)‖B1,
1
2
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
,
and
‖∆hk∆
v
ℓ∇h[q31]Φ(t)‖L2 . dkℓ2
ℓ2kγ2−ℓ
(
1
2
+γ
)
ε1−α‖v3Φ(t)‖B1,
1
2
‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
,
so that applying Lemma 4.3 yields
(8.5) ‖Eε(∇hq31)‖Kt ≤
C
λ
Ψ2(t).
Similarly according to (6.16), one gets, by using a similar derivation of (6.18), that
‖∆hk∆
v
ℓ∇h[q41]Φ(t)‖L2 .ε
1−α2−k2ℓ
∥∥∆hk∆vℓ [T v(v3,divh vh)]Φ(t)∥∥L2
.dkℓ2
ℓ2−kγ2−ℓ
(
1
2
−γ
)
ε1−α‖v3Φ(t)‖B1,
1
2
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
,
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and
‖∆hk∆
v
ℓ∇h[q41]Φ(t)‖L2 .ε
1−α−2γ2−k(1−2γ)2ℓ(1−2γ)
∥∥∆hk∆vℓ [T v(v3,divh vh)]Φ(t)∥∥L2
.dkℓ2
ℓ2kγ2−ℓ
(
1
2
+γ
)
ε1−α−2γ‖v3Φ(t)‖B1,
1
2
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
,
so that applying Lemma 4.3 and using 1− α ≥ 3γ, we get
(8.6) ‖Eε(∇hq41)‖Kt ≤
C
λ
Ψ2(t).
Let us examine q53. In order to do it, by using Bony’s decomposition (3.3) for ∆hv
3G(εβa) in
the vertical variable, we write
q53 = (−∆ε)
−1∂3T
v(∆hv
3, G(εβa)) + (−∆ε)
−1∂3R
v(∆hv
3, G(εβa)).
Note that Remark 3.1 and Lemma 3.4 ensures
‖∆hk∆
v
ℓ [T
v(∆hv
3, G(εβa))]Φ(t)‖L2 . ε
β(dk(t)dℓ + dkℓ)2
k(1−γ)2−ℓ
(
1
2
−γ
)
‖v3Φ(t)‖B1+γ,
1
2
−γ‖aΦ‖L˜∞t (B
1, 1
2 )
,
from which and a similar derivation of (8.5) and (8.6), we infer
‖Eε(∇h(−∆ε)
−1∂3T
v(∆hv
3, G(εβa))‖Kt ≤
Cεβ−γ
λ
Ψ1(t).
Whereas by using Bony’s decomposition (3.3) for Rv(∆hv
3, G(εβa)) for the horizontal variables
and using div v = 0, one has∥∥∂3[Rv(∆hv3, G(εβa))]Φ∥∥
L1t (B
−1+γ, 1
2
−γ)
. εβ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
.
Then applying Lemma 4.2 gives
‖Eε(∇h(−∆ε)
−1∂3R
v(∆hv
3, G(εβa))‖Kt .ε
−2γ
∥∥∂3[Rv(∆hv3, G(εβa))]Φ∥∥
L1t (B
−1+γ, 1
2
−γ)
.εβ−2γ‖aΦ‖
L˜∞t (B
1, 1
2 )
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
.
Hence, thanks to Remark 6.1, for γ ≤ min
(
1−3α
4 ,
β−2α
2
)
and under the assumption of (2.12), we
deduce that
‖Eε(F
h
3 )‖Kt ≤ C
( 1
λ
+max
(
εβ−2α−2γ , ε1−3α−4γ ,Kεβ−2α−γ
)
Ψ(t)
)
Ψ(t).(8.7)
In view of (7.2), by summing up (8.2)–(8.7), we arrive at
‖vh‖Kt ≤ C‖v0‖X3 +C
(
1
λ
+max
(
εβ−2α−2γ , ε1−3α−4γ ,Kεβ−2α−γ
)
Ψ(t)
)
Ψ(t).(8.8)
Step 2.2 The estimate of the vertical velocity.
Since ε satisfies εβK ≤ ǫ, applying Lemma 4.2 gives
‖Eε(F
3
2 )‖Kt .‖[F
3
2 ]Φ‖L1t (B
γ, 1
2
−γ)
+ ‖[F 32 ]Φ‖L1t (B
−γ, 1
2
+γ)
.εβ
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖∆εv
3
Φ‖L1t (B
γ, 1
2
−γ)
+ ‖∆εv
3
Φ‖L1t (B
−γ, 1
2
+γ)
)
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖∆εv
3
Φ‖L1t (B
0, 1
2 )
)
,
which gives
(8.9) ‖Eε(F
3
2 )‖Kt ≤ Cε
βΨ1(t)Ψ3(t).
While again as εβK ≤ ǫ, 2α+ 2γ < 1, it follows from Lemma 4.2 and Proposition 6.2 that
‖Eε(F
3
3 )‖Kt ≤ Cε‖q‖Zt ≤ Cε
1−2α−γΨ(t)2.(8.10)
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Finally note that F 31
F 31 = −ε
1−α(vh · ∇hv
3) + ε1−α(v3divhv
h).
Then we get, by using Lemma 4.2 and the law of product Corollary 3.1, that
ε1−α‖Eε(v
h · ∇hv
3)‖Kt . ε
1−α
(
‖vhΦ‖L˜∞t (B
0, 1
2 )
(
‖v3Φ‖L1t (B
2+γ, 1
2
−γ)
+ ‖v3Φ‖L1t (B
2−γ, 1
2
+γ)
)
+
(
‖vhΦ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖vhΦ‖L˜∞t (B
−γ, 1
2
+γ)
)
‖v3Φ‖L1t (B
2, 1
2 )
)
,
and
ε1−α‖Eε(v
3divhv
h)‖Kt . ε
1−α
(
‖v3Φ‖L˜∞t (B
0, 1
2 )
(
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
)
+
(
‖v3Φ‖L˜∞t (B
γ, 1
2
−γ)
+ ‖v3Φ‖L˜∞t (B
−γ, 1
2
+γ)
)
‖vhΦ‖L1t (B
2, 1
2 )
)
,
which ensures
‖Eε(F
3
1 )‖Kt ≤ Cε
1−3α−2γΨ2(t)Ψ3(t),
from which and (8.9),(8.10), we achieve
‖v3‖Kt ≤ C
(
‖v0‖X3 +max
(
εβ , ε1−3α−2γ
)
Ψ2(t)
)
.(8.11)
Therefore since Lemma 3.2 implies
‖fΦ‖
L˜∞t (B
0, 1
2 )
≤ ‖f‖Kt ,
by combining (8.8) with (8.11), we conclude that
(8.12) Ψ2(t) ≤ C
(
‖v0‖X3 +
1
λ
Ψ(t) + max
(
εβ−2α−2γ , ε1−3α−4γ ,Kεβ−2α−γ
)
Ψ2(t)
)
.
Step 3. Estimate of Ψ3(t)
Let
‖f‖Lt
def
= ‖fΦ‖
L1t (B
2+γ, 1
2
−γ)
+ ‖fΦ‖
L1t (B
2−γ, 1
2
+γ)
+ ε2‖fΦ‖
L1t (B
γ, 5
2
−γ)
+ ε2‖fΦ‖
L1t (B
−γ, 5
2
+γ)
.
Then we deduce from Lemma 4.1 that
‖et∆εv0‖Lt ≤ C‖v0‖X3 .(8.13)
Whereas applying Lemma 4.2 gives
ε2α+2γ‖Eε(ε
1−α∇h · (v
h ⊗ vh))‖Lt . ε
1+α+2γ
(
‖[vh⊗vh]Φ‖
L1t (B
1+γ, 1
2
−γ)
+ ‖[vh × vh]Φ‖
L1t (B
1−γ, 1
2
+γ)
)
,
and
ε2α+2γ‖Eε(ε
1−α∂3(v
hv3))‖Lt .ε
α+2γ
(
‖[vhv3]Φ‖
L1t (B
1+γ, 1
2
−γ)
+ ‖[vhv3]Φ‖
L1t (B
1−γ, 1
2
+γ)
)
+ ε1+α+2γ
(
‖[vhv3]Φ‖
L1t (B
γ, 3
2
−γ)
+ ‖[vhv3]Φ‖
L1t (B
−γ, 3
2
+γ)
)
,
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so that we get, by applying the law of product of Corollary 3.1, that
ε2α+2γ‖Eε(F
h
1 )‖Lt .ε
1+α+2γ
((
‖vhΦ‖L1t (B
2+γ, 1
2
−γ)
+ ‖vhΦ‖L1t (B
2−γ, 1
2
+γ)
)
‖vhΦ‖L˜∞t (B
0, 1
2 )
+ ‖v3Φ‖L˜2t (B
1, 1
2 )
(
‖vhΦ‖L˜2t (B
γ, 3
2
−γ)
+ ‖vhΦ‖L˜2t (B
−γ, 3
2
+γ)
)
+ ‖vhΦ‖L˜2t (B
1, 1
2 )
(
‖v3Φ‖L˜2t (B
γ, 3
2
−γ)
+ ‖v3Φ‖L˜2t (B
−γ, 3
2
+γ)
))
+ εα+2γ
(
‖v3Φ‖L˜2t (B
1, 1
2 )
(
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
)
+ ‖vhΦ‖L˜2t (B
1, 1
2 )
(
‖v3Φ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖v3Φ‖L˜2t (B
1−γ, 1
2
+γ)
))
.
Due to (2.10), we arrive at
(8.14) ε2α+2γ‖Eε(F
h
1 )‖Lt ≤ C
(
ε1−αΨ2(t)Ψ3(t) + ε
γΨ24(t)
)
.
By the same manner, we have
‖Eε(F
3
1 )‖Lt .ε
1−α
(
‖[vhv3]Φ‖
L1t (B
1+γ, 1
2
−γ)
+ ‖[vhv3]Φ‖
L1t (B
1−γ, 1
2
+γ)
+ ‖[v3divhv
h]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[v3divhv
h]Φ‖
L1t (B
−γ, 1
2
+γ)
)
.
Then applying the law of product of Corollary 3.1 yields
‖Eε(F
3
1 )‖Lt . ε
1−α
(
‖vhΦ‖L˜2t (B
1, 1
2 )
(
‖v3Φ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖v3Φ‖L˜2t (B
1−γ, 1
2
+γ)
)
+ ‖v3Φ‖L˜2t (B
1, 1
2 )
(
‖vhΦ‖L˜2t (B
1+γ, 1
2
−γ)
+ ‖vhΦ‖L˜2t (B
1−γ, 1
2
+γ)
))
,
from which, we deduce that
(8.15) ‖Eε(F
3
1 )‖Lt ≤ Cε
1−2α−γΨ24(t).
Similarly due to εβK ≤ ǫ, it follows from Lemma 4.2, Lemma 3.4 and Corollary 3.1 that
ε2α+2γ‖Eε(F
h
2 )‖Lt .ε
2α+2γ
(
‖[G(εβa)∆εv
h]Φ‖
L1t (B
γ, 1
2
−γ)
+ ‖[G(εβa)∆εv
h]Φ‖
L1t (B
−γ, 1
2
+γ)
)
.εβ+2α+2γ
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖∆εv
h
Φ‖L1t (B
γ, 1
2
−γ)
+ ‖∆εv
h
Φ‖L1t (B
−γ, 1
2
+γ)
)
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖∆εv
h
Φ‖L1t (B
0, 1
2 )
)
,
which gives
(8.16) ε2α+2γ‖Eε(F
h
2 )‖Lt ≤ Cε
βΨ1(t)Ψ3(t).
Along the same line, we have
‖Eε(F
3
2 )‖Lt .ε
β
(
‖aΦ‖
L˜∞t (B
1, 1
2 )
(
‖∆εv
3
Φ‖L1t (B
γ, 1
2
−γ)
+ ‖∆εv
3
Φ‖L1t (B
−γ, 1
2
+γ)
)
+ ‖aΦ‖
L˜∞t (B
1−γ, 1
2
+γ)
‖∆εv
3
Φ‖L1t (B
0, 1
2 )
)
,
which implies
‖Eε(F
3
2 )‖Lt ≤ Cε
βΨ1(t)Ψ3(t).(8.17)
Finally since 2α+ 2β ≤ 1, by applying Lemma 4.2 and Proposition 6.2, one has
ε2α+2γ‖Eε(F
h
3 )‖Lt + ‖Eε(F
3
3 )‖Lt ≤ Cε
2α+2γ‖q‖Zt ≤ Cε
γΨ(t)2.(8.18)
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Summing up (8.13)–(8.18), we conclude that
Ψ3(t) ≤ C
(
ε2α+2γ‖vh‖Lt + ‖v
3‖Lt
)
≤ C
(
‖v0‖X3 +max
(
εγ , ε1−2α−γ
)
Ψ2(t)
)
.(8.19)
Here we used Lemma 3.2 so that
‖fΦ‖
L1t (B
2, 1
2 )
+ ε2‖fΦ‖
L1t (B
0, 5
2 )
≤ C‖f‖Lt .
Step 4. Estimate of Ψ4(t)
Finally it is easy to observe from (2.4) and (2.10) that
Ψ4(t) ≤ Ψ
1
2
2 (t)Ψ
1
2
3 (t) ≤
1
2
(
Ψ2(t) + Ψ3(t)
)
,
which together with (8.1), (8.12) and (8.19) leads to Proposition 2.2. 
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