Abstract: Bangla is known to be the second most widely used script in the South Asian region. Despite its wide usage, a complete study with all available Bangla handwritten image classes is still due. This work proposes a hybrid model to classify all available handwritten image classes and unifying the existing benchmark datasets. The feasibility of the different handcrafted features in the hybrid model also has been demonstrated. Moreover, the proposed hybrid model obtain a maximum accuracy of 89.91 % in validation phase with a total of 259 Bangla alpha-numerical image classes. With the same number of image classes, the proposed hybrid model shows a testing accuracy of 89.28 % on 15,175 testing samples. The comparison results demonstrate that the proposed hybrid-HOG model can outperform the existing state-of-the-art classification models in Bangla handwritten alpha-numerical image classification. The code will be available on https://github.com/sharif-apu/hybrid-259.
Introduction
Handwriting classification is apprised as one of the most significant research topics in the machine learning domain. It has gained the attention of many researchers due to the several real-life applications like number plate recognition, address identification, bank check recognition and so on [33] . As a consequence, different researchers already approached a different classification method to introduce an accurate and effective classifier. However, a robust classification system, which can handle a massive number of handwritten image classes for a widely used language like Bangla is still due.
Bangla is known as the second most widely used language script in the South Asian region. It has a rich collection of isolated character symbols. In general, there are 10 numerals and 50 isolated character symbols, which includes 11 vowel and 39 consonant characters. Like other Indian scripts (e.g., Devanagari [40] ), Bangla also incorporated with a special character symbol set known as the compound characters. There around 334 compound characters with 171 unique pattern shapes can be found in the Bangla handwritten scripts [15] . Though these compound characters do not appear commonly as the regular characters, apart from that the compound characters have a significant impact in Bangla literature. However, the total number of pattern classes including multiple shapes of compound characters is around 259. Classifying a symbol set with a huge number of image classes is challenging. Furthermore, the multiple shapes of compound characters make handwritten Bangla character classification more complicated.
In the past decade, many classification approaches have been adopted in order to classify Bangla isolated character. In general, these classification approaches can be clustered into three basic categories according to their specific methods. In the early days, handcrafted feature extraction method like Local Binary Patterns(LBP) [1] , Scale-invariant feature transform(SIFT) [25] , Speeded-Up Robust Features (SURF) [3] , Histogram of oriented gradients (HOG) [13] are apprised as the state of the art for the Bangla character classification. Typically, these features are extracted locally, globally or sometimes simultaneously, which again used to train a shallow classifier like Support Vector Machine (SVM), K-Means and so on. Later after the introduction of deep learning, the limelight from the shallow classifier and handcrafted features has been spotted out to the deep learning. Apart from that, two most recent studies [38, 39] introduced another hybrid classification approach for Bangla isolated character classification.
Despite the several novel classification approaches, Bangla character classification is far behind from the other languages. Unfortunately, all available works on Bangla character classification mostly emphasize specific symbol datasets rather than introducing a robust classifier, which can classify all available handwritten pattern classes simultaneously. In most recent works also focused on either numeral data sets or in character data sets. However, the lacking of a complete study on Bangla character classification is occurred due to two major reasons. First of all Bangla scripts contain more than 200 alpha-numeric symbols including special character. Secondly, the limitation with the existing benchmark datasets. Unfortunately, a language of over 250 million peoples only has a few numbers of open source data sets including a limited number of image classes. In this work, a complete study on isolated Bangla alpha-numerical has been demonstrated. Moreover, the feasibility of the existing deep network architecture to classify massive image classes also been revealed through the comparison experiments.
This work firstly focuses to make a unified data set from existing datasets. Thus it can cover all 259 image classes. Secondly, proposing a hybrid model, which can classify the unified data set. In general, the hybrid model [38, 39] is a combination of Convolutional Neural Network (CNN) and classical Artificial Neural Network (ANN). Thus, it can automatically extract features like CNN and also can learn handcrafted features by existing feature extraction methods. Thirdly, study the feasibility of different handcrafted features (e.g., SIFT [25] , SURF [3] , Gabor feature extraction method [32] and so on) in the hybrid model. Finally, a comparison between the proposed hybrid model and state-of-the-art classification model (e.g., VGG16 [42] , DenseNet [23] , ResNet and so on) has been demonstrated. The overall work has been organized as follows: Section 1 highlights the existing work, Section 2 describes the datasets, proposed model. Results and comparison between different model have been analyzed in Section III. Section IV concludes the work.
Existing work
In the past decade, many researchers have put efforts in isolated character classification. Popular Indian scripts like Devanagari, Tamil and Bangla also draw special attention among all available Indian scripts. However, Bangla is considered as the most popular scripts after Devanagari. Despite its popularity, benchmark data set for Bangla character recognition is limited, especially related to the complete Bangla character set. In the '90s, B.B. Chaudhuri and U. Pal did work with Bangla characters classification. [11, 10, 34] Following their trends, many have come up with their innovative ideas to contribute to Bangla character classification.
Due to the simpler complexity, there are several works can be found with the Bangla numeral datasets [31, 16, 43] . In a study on a benchmark Bangla numeral data set, [4] proposed a multi-resolution wavelet analysis and majority voting approach in a multi-layer perceptron (MLP) based numeral networks to recognize the Bangla numeral classes. On their study, they have used 5000 training samples, which again validated with 1000 more samples from the same data set. In another study with the same numeral data set, [20] used LBP as their feature extraction method. Besides the shallow classifier, an adaptation of CNN or deep learning methods for Bangla handwriting numeral recognition also has been observed in recent years. For i.e. [2] utilized a CNN model classifying the Indian Statistical Institute (ISI) numeral data set. In addition, they achieved better performances compared to the shallow learners. On their study, they proposed a fixed augmentation method to enlarged the training dataset by making pivoted renditions of the training images.
On the other hand, Bangla character sets have a large number of pattern classes and their shapes are also complex compared to the numeral. Despite the importance of Bangla isolated characters, the recognition of Bangla isolated character classification is far behind compared to numeral classification. Very few online and off-line Bangla character classification works are found in the recent studies [35, 11, 7] . However, the reason for the low amount of work on Bangla basic character recognition is that there is a very limited number of benchmark datasets as well as they required a complex model to handle to handle a large number of classes more precisely.
Comparing to the numerals and isolated basic characters, work on Bangla compound character are very limited. In a study of Bangla Compound character, [14] applied a Genetic Algorithm (GA) and SVM-based approach to classifying CMATERdb 3.1.3.1 data set of 171 pattern classes, where the number of samples per character class were not equal and vary between 125 and 474 samples. On their follow up study, they achieved a better performance by using a Quad-tree based approach [15] .
Besides the typical shallow classifier and deep learning approaches for Bangla handwriting classification, [38] introduced another hybrid model in the very recent year. They merge the HOG feature with a CNN model. In that study, they demonstrate that their hybrid model can outperform the existing classifiers even the deep CNN model as well. In their follow up study, they explore their model with the compound character and again outperform the existing classifier models, which are available for classifying Bangla compound character [39] . Unfortunately, they also didn't use their model to classify all available Bangla character classes. In addition, their hybrid model mostly focused on specific handcrafted feature (e.g., HOG feature extraction method). Apparently, the feasibility of other useful handcrafted features (e.g., SIFT [25] , SURF [3] , Gabor feature extraction method [32] ) in hybrid model is still unknown.
Despite the plenty of novel works with a satisfactory amount of classification accuracy, all existing works are incorporated with specific types of symbols only. Thus, a study on Bangla character classes with a unified dataset, which includes all image classes is still missing. In addition, none of these studies have explored the efficacy of CNN combining with handcrafted features for a complete Bangla handwritten character classification. In this work, a unified dataset has been prepared by combining existing benchmark data sets. In addition, by adopting the concept of [38] , a hybrid network has been proposed for classifying prepared unified dataset. Apparently, the proposed network model combines the use of features learned and extracted by CNN, with the very popular histogram of oriented gradients (HOG) image feature for a complete Bangla alpha-numerical dataset. Unlike the previous studies [38, 39] , the feasibility of the other handcrafted features also has been studied for the unified dataset. In addition, an extensive comparison between the proposed model and state-of-the-art models has been demonstrated.
Present work
The present work has been relies on two fundamental stages. The first stage aimed to prepare a unify the existing benchmark datasets. This stage also includes data preprocessing and data augmentation. In the second stage a hybrid model has been introduced to classify the prepared unified dataset. Justification of the proposed model has been demonstrated in Section 3.
Dataset preparation
Though Bangla is a rich language, there are very few benchmark datasets are available for Bangla isolated character classification. Among all published datasets on Bangla, CMATERdb [36] and ISI Datasets [5] are widely used. The ISI dataset was developed by Indian Statistical Institute, Kolkata [5] and CMATERdb was developed by Jadavpur University, Kolkata [36] . In addition, CMATERdb is an open source dataset and have been used in several recent studies [36] . Moreover, the Indian Statistical Institute's dataset is not publicly available to download as the CMATERdb. This study uses these benchmark datasets to make a unified and larger dataset containing training, testing, and validate data samples. 
Indian Stasitical Institute (ISI) dataset
The Indian Statistical Institute (ISI) dataset was developed for different Indian scripts including Devanagari, Bangla, Orya [6] . There are two types of datasets available for ISI. One is developed for online usage, another one is developed for offline handwriting recognition. In this work, the offline version of ISI Bangla Dataset(s) have been used. In addition, ISI offline dataset does not come in a unified form. There is a different subdivision of ISI dataset. Numeral [9] , Basic Character, Compound character are the sub datasets available from ISI. According to [5] , ISI dataset is standard and collected from different handwritten documents, postal mails, job application forms. In addition, few samples were also collected by a specially designed form. The Indian Statistical Institute sample images are stored in tiff format with black text on a white background. Fig. 1 shows sample images from the ISI dataset. 
CMATERdb
CMATERdb is an open source Bangla benchmark dataset. It also has a multilanguage offline sample collection [36] . The CMATERdb 3.1.1, CMATERdb 3.1.3.1 are collections of handwritten Bangla numeral databases, isolated handwritten basic character and isolated Bangla compound-character databases. In addition, most of the image in CMATERdb are stored in either as a grayscale image or binary images. Fig. 2 shows the sample images from CMATERdb databases. 
Unified dataset
Indian Statistical Institute datasets and CMATERdb was collected individually. The image quality and dimensions of data samples are also different. Moreover, the subdivision of each corresponding dataset contains a different number of sample images. In contrast, the proposed unified dataset has to have a common representation of the data samples along with 259 Bangla handwritten image classes. Thus, the sub-dataset of existing datasets has been merged into a single (unified) dataset for a general presentation. After that, the unified dataset has been divided into three sub-dataset as the convention of image classification studies followed in the past: the training dataset, testing dataset, and validation dataset. Tab. II demonstrates the overview of the unified dataset. At a glance, the unified dataset comprises of 82619 training, 25924 validation, and 15175 testing samples, which again obtained from the existing benchmark datasets.
Type
Training Testing Validation   Neumeral  19392  6000  3996  Basic Character  30000  13863  9000  Compound Character 33404  6181  2200  Total  82796  26044  15196  Actual  82619  25924  15175 Tab. II Overview of unified dataset.
Dataset preprocessing
Data preprocessing is one of the most important parts of this work. Due to the different image dimensions, all images of the unified dataset are resized into 28×28. Moreover, the backgrounds of all images are inverted in such a manner that all text appears in the white foreground in black background. Apart from that, the sample images have been dilated by a morphological dilation filter [41] . Thus, the text information can be enhanced. Fig. 3 shows the steps of data preprocessing. 
Data augmentation
Data augmentation is a method applicable to produce the multiple shallow or deep representation [8] of a source image. In machine learning, it is considered as an important strategy to enlarge the number of data samples [28, 45] . The main objective of data augmentation is to modify an image (I ) by transformations (e.g., cropping and flipping, rotation and so on). In contrast, the basic information of the source image remains unchanged. In this work, three types of basic data augmentations have been applied. The first augmentation method is a random rotation of the training sample, where source image (I ) has been randomly rotated between (−50, +50) degree. Another augmentation has been done by applying block effect, thus the source image can lose some image quality [37] . The third augmentation considered as a wrapping operation, where the location information has been shifted between (−5, +5) pixels horizontally or (−5, +5) pixels vertically [37] . As a result, three versions of each training image has been obtained by the augmentation. Subsequently, the total number of training images is increased to 330476 training samples. Fig 4 shows sample images after data augmentation.
Model and experiment setup
In the recent past, Convolutional Neural Networks have been used as a base classifier because of their self-adaptive features [12] learning ability. Typically, a CNN takes the raw image as an Input for the particular classifier model. On the other hand, Hybrid models require an additional feature to learn from the feature vector alongside the raw images [38] . The abstract idea of the hybrid model is allowing the classifier model to learn handcrafted feature as well as a raw image through two different components. Typically, the output of the CNN models is considered as a 2D vector, where the output of a shallow classifier (used to train with handcrafted features) is always a 1D vector. Hence, the hybrid model always flattened 
Architecture of proposed model
In this work, a hybrid model is proposed to classify the all Bangla alpha-numerical symbols. By following the convention of a hybrid model, the proposed model has three different components: CNN component, ANN with HOG and merged component. Fig. 6 demonstrates the model architecture of the proposed model. In general, the proposed model takes the gray scale images of 28 × 28 pixels as the input alongside the 72 dimension HOG feature vectors. Fig. 6 Architecture of the proposed model.
• CNN Component: The first layer of CNN component comprise of a 32 convolutional filters with the kernel size of 3 × 3. The first layer has been followed by another convolutional layer with the same configuration. Moreover, the convolutional layers have been activated with a ReLu [30] function and overfitting has been controlled with a random dropouts (e.g., 25 % of dropout has been used) [18] . A max-pooling layer of 2 × 2 size [24] also been utilized to reduce the extracted features after the convolutional layers. Finally, the outcome of CNN component has been flattened into a 1D vector to concatenate with the output of the second component.
• HOG on ANN: The second component requires a 1D feature vector to feed the fully connected layers. Typically, human-engineered feature extraction methods are used to extract a feature from the corresponding input images. Prior to the current fame of deep learning, handcrafted feature (e. g., HOG and LBP) were considered as the state of the art, which was used to train a linear classifier e.g., SVM. In a prior work, [13] emphasized HOG as a convenient feature extraction method particularly for its simplicity and effectiveness at distinguishing shapes. Like previous studies [38, 39] , this study also utilizes the HOG features to feed the ANN component. However, the feasibility of the other handcrafted features also demonstrated in the comparison experiments (please see section 3.1 for the details). In order to extract HOG features, typically the sample images has been divided into small locales which are called "cells". Each of the subdivided cells comprises of a cell size of 8 pixels. Then, the gradient is calculated in order to calculate the histogram of oriented gradients for each cell. Histogram bin size is set to 8 for each cell, which is concatenated into uniform histogram later. Here, the HOG feature vector has a dimensions of 72. Fig. 7 shows the HOG fea-ture images extracted from the training data. The extracted HOG futures vectors has been fed into two consecutive hidden layers. The hidden layers comprise of 32 and 512 fully-connected nodes respectively. In addition, the fully-connected layers are activated with the ReLu functions [30] and followed by the dropout layers (30 % and 50 % dropout has been applied).
Fig. 7 HOG image samples.
• Classifier: The concatenated feature vector from the independent components (Component 1 and Component 2) have been used to feed the third components of the proposed model (here, this component performed as a softmax classifier [19] ). In addition, the component 3 comprise of a hidden layer with the dimension of 1,024 and activated with the ReLu function. Moreover, a random dropout of 25 % has been introduced in order to stop the overfitting. The final layer of component 3 has a fixed dimensions of 259 (same number as the images classes) and activated with softmax activation fuction [17] . As a part of the experiments, three components has been treated as a single deep network and trained simultaneously.
The different variant of the proposed model has been studied through this work. Apparently, these variant are based on the individual component of the proposed model or they have been tweaked by parameters (e.g., depth, dropout, pooloing and so on) and features vectors (Please see section. 3 for more details).
Hyperperameters and model training
Every variant of the proposed model has been trained on the augmented training set of 330,476 images for 50 epochs(iterations). The learning rate of 0.001 has been used to train all models. In addition, the proposed model has been trained for 50 epochs (iteration). During the training phase, the best weight has been kept for further testing. To optimize the categorical cross entropy loss values, the Adadelta [44] optimizer was used in this work. All model training was done on two separate machines running on Ubuntu 16.04. In addition, the used machines are equipped with two different GPU (NVIDIA GTX-670 and Titan XP) to accelerate the training process.
Result and experiments
To find the best combination of CNN and handcrafted features, several handcrafted features has been combined and experimented with the proposed model. The best handcrafted feature has been used to train the different variants of the proposed model. Moreover, the individual component of the proposed model has been justified with individual experiments. Finally, the state-of-the-art classification model has compared with proposed network. These experiments also revealed the feasibility of the existing networks structures in Bangla alpha-numerical image classification.
Comparison between handcrafted feature
To study the usefulness of existing handcrafted features on hybrid model, several experiments has been conducted in this work. However, the proposed network architectures is remain unchanged. The handcrafted features are used to feed the ANN component of the proposed model and overall network has been trained for 50 epochs. Tab. III shows the handcrafted features, brief about their extraction method, overall trainable parameters of the network, and the obtained results. Note that the used handcrafted features can have multiple variant and also can be tweaked by their required parameters. This study only focused on that variant which has been suggested by the recent works. However, the previous study on hybrid model [38, 39] reported that HOG feature can accelerate the network performance. Thus, the different parameters settings for the HOG features also been explored through the experiments.
As the Tab. III shows, HOG-8 outperformed the other handcrafted features in hybrid manner. Thus, in rest of the comparison experiments, HOG-8 has been used as handcrafted features. For the simplicity, HOG-8 has been denoted as simply HOG in the rest of the paper. In addition, rest of the experiments has been conducted with HOG features only.
Experiments with network variants
Including the proposed model, a total of 8 network variants have been shown in this work. Mostly these networks are the independent component of the proposed model. In addition, CNN component with a different number of parameters and different dropout rates have been experimented in this work. Though the dropout rate does not reduce the total number of parameters for a certain model, it helps to stop over-training for a particular network structure. Furthermore, to reduce the number of parameters and the feasibility of an additional max-pooling layer is also been studied. The best weights of the network variant have been used for the testing. Tab. III Handcrafted features in proposed model.
Validation on network variants
Tab. IV shows the maximum validation accuracy and minimum loss observed in each model variants while conducting the experiments.
As Tab. IV shows, the HOG feature with CNN structure outperformed the CNN variants of the proposed model. In addition, a different number of filter and dropout rates can have an impact on the CNN variants. In CNN 1024 25 and CNN 50 models, the depth of the dense layer has been modified. In addition, these models also experiment with the different dropout rates (here, 25 and 50 represent the dropout rates). For these models, a small dropout rate can help the network to learn more useful information for such a large number of image classes. As the CNN models introduce a large number of trainable parameters, an additional max-pooling layer is also introduced after the first convolution in Max models. In contrast, reduction of trainable parameters also has a negative impact on the validation and training accuracy. From the experimental results, it is also visible that HOG features can accelerate model performance without introducing a massive number of parameters. Apparently, it also help the models to optimize the loss calculation. In sum up, the best result in the unified dataset is achieved by the Hybrid HOG 1024 model. It achieved the maximum validation accuracy of 89.91 % in its 20th iteration. Tab. IV Validation results for each experiments. Fig. 8 and Fig. 9 shows how the accuracy on the validation set varied during training and validation. Although only the best performing models were saved, it is evident from the comparison that the hybrid models consistently outperform the other models used during experiments. Fig. 9 shows that CNN 512 model learns features faster than the other models. Apart from that, the lacking of dropouts has a negative impact on the validation (please see Fig. 8 ). However, the HOG features and dropout rates allows the proposed model to obtain minimum training loss. Fig. 10 shows the calculated loss values during training. In addition, it also shows the Hybrid model's consistency over each iteration.
Tab. VIII shows the indivisible results for each image classes and the Tab. V illustrates the average of each symbol groups from the best weights of Hybrid HOG 1024. Furthermore, the Class Number 0-9 denotes the numerals, 10-59 are the isolated basic characters and rest of the image classes are either compound character or their multiple pattern shapes. Tab. VI Testing on best weight.
Symbol
Tab. V show that numerals demonstrate the maximum average accuracy among all image groups. In opposite, compound characters demonstrate the minimum average accuracy because of their complex pattern shapes and less number of sample images.
Testing on network variants
Best preserved weights among all variants that demonstrate the validation accuracy above 89 % is tested on 25,924 image samples from the testing set of the unified dataset. Tab. VI shows the testing result on the best weights. In the testing phase, the proposed Hybrid Model also outperformed the other models and shows consistency. This model is able to learn features from large and complex datasets better than the other models varients compared in this work.
Comparison with state-of-the-art networks
The state of the art Deep Network has been studied to find their feasibility in Bangla alphanumeric symbol classification. In order to do so, the existing deep model [29, 27, 42, 21, 23, 22] has been trained with their suggested hyperperamarters. Note that the none of these networks are designed to classify the Bangla alphanumerical symbol with 259 image classes. As a consequences., the output layer of the each model has been modified to predict the 259 image classes. Thus, the actual parameters of that model could be different from the number demonstrate in the Tab. VII. For the fair comparison, all of the used deep network has been trained with the augmented unified dataset. A monitoring log has been maintained to observed the overfitting while training each models. Initially it has been aimed to train each model for 50 iteration. However, considering the effect of over fitting a few network has been stopped earlier. Tab. VII shows the performance of existing deep networks on unified dataset.
As the Tab. VII shows, the proposed hybrid model outperform existing stateof-the-art classification model for classifying Bangla handwritten alpha-numerical image classes. Unlike other existing networks with deeper architecture (e.g., VGG, ResNet, DenseNet) it does not suffer from overfitting during the validation phase.
Conclusion
A method for unifying existing Bangla handwritten character dataset has been proposed in this study, where the unified dataset contains 259 Bangla handwritten image classes. Moreover, a hybrid deep model has been proposed, which combines a convolutional neural network with HOG features. The impact of the different handcrafted features also been demonstrated in this study. The proposed model achieves validation accuracy of 89.91 % in the augmented version of the unified dataset. Alongside the validation, the testing result also demonstrates the consistency of the proposed model. The comparison experiments show that the proposed model can outperform the existing state-of-the-art classification models for classifying Bangla alpha-numerical symbols. It has been planned to study the feasibility of the hybrid model for the more complex dataset. All scripts, including preparing dataset from the existing dataset, best weight, model training scripts, etc. are uploaded into GitHub and open sourced to others for further development.
