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CARDIORESPIRATORY FITNESS AS A PREDICTOR OF EFFECTIVE 
CONNECTIVITY IN THE DEFAULT MODE NETWORK 
 
COREY KRONMAN 
ABSTRACT 
 
Previous work has linked the onset and progression of Alzheimer’s Disease (AD) 
to changes in the Default Mode Network (DMN), including greater atrophy within the 
hippocampus (HC) as well as diminished functional connectivity and effective 
connectivity between anatomical DMN structures. Animal models have described the HC 
as a primary region of interest in studying the effects of exercise on adult neurogenesis 
and memory performance. Human studies have demonstrated that aerobic exercise leads 
to greater cardiorespiratory fitness and improved functional connectivity in the DMN for 
healthy adults. The goal of this study is to go beyond the predictions of human and 
animal studies to investigate how cardiorespiratory fitness may be used to estimate 
effective connectivity between the HC and the other DMN structures for young adults 
using resting state fMRI. Due to the data driven nature of this study, no hypothesis has 
been formulated. To investigate, data from 25 sedentary young adults was analyzed. Data 
included a resting state fMRI procedure and a cardiorespiratory fitness test, each taken 
from part of a larger ongoing clinical trial in the Brain Plasticity and Neuroimaging 
(BPN) Lab at Boston University (BU). We utilized group independent component 
analysis (GICA) to identify the regions that define the DMN and Conditional Granger 
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Causality Analysis (CGCA) to determine effective connectivity between these regions. 
GICA indicated 9 structural regions in the DMN, consistent with previous work. This 
resulted in 72 possible instances of effective connectivity. The difference of causal 
influence between regions was calculated for each pair of DMN regions for CGCA, 
resulting in 36 possible instances of causal connectivity. Linear regression models were 
created to analyze the effect of cardiorespiratory fitness on effective connectivity 
between DMN regions and found 11 linear models which exhibited a significant (p > 
0.05) relationship. Eight of eleven models involved the left or right hippocampus, 
showing that greater cardiorespiratory fitness is correlated with changes effective 
connectivity between the HC and the PCC, MPFC, or LTC. These results provide proof 
of concept that cardiorespiratory fitness in young adults is associated with changes DMN 
effective connectivity, particularly involving the hippocampus. This adds to the literature 
suggesting extended aerobic exercise, which is known to increase cardiorespiratory 
fitness and has been shown to increase the volume of the HC in older adults, may be 
neuroprotective of the HC across the lifespan. Further investigation is required to explore 
how effective connectivity in the DMN changes following an aerobic exercise 
intervention.  
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1. INTRODUCTION 
 
According to the 2013-2014 Alzheimer’s Disease Progress Report, up to five 
million adults in the United States are currently living with Alzheimer’s Disease (AD) 
(Aging, 2014). This brings AD to the 6th most common cause of death in the United 
States, costing up to $215 million dollars each year (“CDC - Healthy Brain Initiative: 
Alzheimer’s Disease - Aging,” 2015). By the year 2050, the United States population 
suffering from AD is expected to grow to 14 million, costing up to $500 million, making 
research on AD prevention and therapy more critical than ever (Hebert, Weuve, Scherr, 
& Evans, 2013). 
Numerous studies have linked AD to changes in the Default Mode Network 
(DMN), the most well defined resting state network (Greicius, Srivastava, Reiss, & 
Menon, 2004; Hafkemeijer, van der Grond, & Rombouts, 2012; Jones et al., 2011; Koch 
et al., 2012; Mevel et al., 2011; Rombouts, Barkhof, Goekoop, Stam, & Scheltens, 2005; 
Sorg et al., 2007; Wang et al., 2013). In particular, the onset and further development of 
AD is accompanied by diminished glucose metabolism of the, reduced functional 
connectivity within the DMN, and increased atrophy of the hippocampus (HC) compared 
to that of a healthy aging population (Greicius et al., 2004; Mevel et al., 2011; Sorg et al., 
2007). 
Additional studies have shown that long term aerobic exercise may inhibit a 
number of neurological pathologies related to AD (Burdette, 2010; Li et al., 2014). It has 
been established in young adult mice that aerobic exercise, such as voluntary treadmill or 
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wheel running, is associated with a significant increase in adult hippocampal 
neurogenesis (AHN) (Nokia et al., 2016; H. van Praag, Christie, Sejnowski, & Gage, 
1999; H. van Praag, Kempermann, & Gage, 1999). Further studies of aerobic exercise in 
young adult mouse models have shown that similar improvements in AHN as well as 
increased vasculature in the HC are correlated with enhancements in cognitive abilities 
associated with the HC, such as memory and learning (Creer, Romberg, Saksida, Praag, 
& Bussey, 2010; Marlatt, Potter, Lucassen, & van Praag, 2012; Henriette van Praag, 
Shubert, Zhao, & Gage, 2005). However, Creer and associates (2010) found that healthy 
older adult mice performing voluntary wheel running did not experience AHN or 
hippocampal angiogenesis. Models in which mice did not experience improved AHN did 
not demonstrate improved learning (Shors et al., 2001) or memory performance (Clelland 
et al., 2009; Creer et al., 2010).  
Human studies in which healthy older adults participated in long term aerobic 
exercise programs – varying from five weeks to one year – have demonstrated 
improvements in cerebral blood flow (Burdette, 2010; Maass et al., 2015), increases in 
white and grey matter brain volumes (Colcombe et al., 2006), increased hippocampal 
volume (Erickson et al., 2011), and strengthening of functional connectivity in the DMN 
(Burdette, 2010; Li et al., 2014; Voss et al., 2015) associated with enhancements in 
cognitive abilities (Voss et al., 2010). Similar studies involving young, initially sedentary 
adults have demonstrated increased cognitive abilities, such as improved learning and 
memory task performance, and increased fitness levels as a result of an aerobic exercise 
program (Griffin et al., 2011; Pereira et al., 2007).  
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Whiteman and colleagues (2014) examined the relationship between 
cardiorespiratory fitness in healthy young adults, regardless of their exercise habits, 
cognitive memory task performance, and a number of growth factors associated with 
AHN. The Whiteman et al. study demonstrated that recognition memory is positively 
correlated with the joint interaction between cardiorespiratory fitness of young adults and 
brain-derived neurotrophic factor (BDNF) (Whiteman et al., 2014), a growth factor 
responsible for growth, differentiation, and maintenance of neurons (Huang & Reichardt, 
2001). Additional studies have demonstrated that cardiorespiratory fitness in healthy 
young adults is positively correlated with hippocampal memory performance, such as 
relational memory (Baym et al., 2014), implicit memory, and long term memory 
(Pontifex et al., 2014). In healthy aging adults, greater cardiorespiratory fitness has been 
associated with increased HC size, and in turn greater spatial memory task performance 
(Erickson et al., 2009). Further, cardiorespiratory fitness studies of early clinical AD 
patients have demonstrated an association between low cardiorespiratory fitness and 
increased neuronal atrophy in the medial temporal cortex, and parietal cortex (Honea et 
al., 2009; Vidoni, Honea, Billinger, Swerdlow, & Burns, 2012). This study builds on 
previous translational research on the interaction of cardiorespiratory fitness and exercise 
with neurological pathologies of AD by exploring the use of cardiorespiratory fitness in 
young adults to predict effective connectivity between regions of the DMN. 
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1.1. Understanding the Resting State 
It is well known that the brain experiences metabolic and neurological activity at 
all times (Rosazza & Minati, 2011). This begs the question, what is happening when the 
brain goes unstimulated by the outside world? The brain is in the resting state. The 
resting state defines the activity that is not directed by the outside world. In other words, 
when the brain is in the resting state, it does not receive input from the external 
environment, nor does it supply output to the environment. Instead, the resting state brain 
is guided by spontaneous intrinsic activations (Raichle, 2015; Rosazza & Minati, 2011). 
This commonly occurs when the brain is in a wakeful state and experiencing a task-
negative environment (Rosazza & Minati, 2011). Interestingly, investigators have 
identified resting state networks, particularly the Default Mode Network, in individuals 
across a wide spectrum of consciousness including healthy control states, minimally 
conscious states, comatose states, vegetative states, and during locked-in syndrome 
(Vanhaudenhuyse et al., 2010). However, the resting state is not exhibited in brain dead 
patients (Mantini & Vanduffel, 2013; Rosazza & Minati, 2011; Vanhaudenhuyse et al., 
2010). This evidence suggests that resting state activity may maintain the conscious 
experience.  
 
1.1.1. Discovery 
The increase in regional activity while in an introspective state was first 
recognized by David Ingvar (1979; Ingvar & Franzén, 1974). He noticed greater blood 
flow in frontal brain regions during what he called "spontaneous conscious mentation." 
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Later, Shulman et al. (1997) formally identified a distinct set of brain regions with 
diminished activity during active tasks in comparison to during resting state conditions. 
The data came from a set of nine Positron Emission Tomography (PET) studies. The 
investigators who designed these studies asked participants to complete tasks requiring 
focused attention on an external environment. The control task placed participants in 
resting state conditions either with their eyes closed, or fixated on a static visual stimulus. 
The brain regions that display diminished activity during active tasks define what 
Shulman et al., and many other investigators have termed resting state network (Raichle, 
2015). The results of the these studies have been reproduced using both functional 
Magnetic Resonance Imaging (fMRI) and PET methods, displaying consistent activations 
throughout the resting state network (R. L. Buckner, Andrews-Hanna, & Schacter, 2008; 
Raichle, 2015).  
Today, fMRI is the most prominent technique used to acquire resting state data 
(Biswal et al., 2010; Mevel et al., 2011; Rosazza & Minati, 2011). fMRI takes advantage 
of the magnetic moments of Hydrogen atoms in deoxygenated Hemoglobin (Faro & 
Mohamed, 2010; Gore, 2003). By applying gradient echo techniques in a strong, static 
magnetic field sensitive to deoxyhemoglobin, an fMRI machine can measure the Blood-
Oxygenation-Level Dependent  (BOLD) contrast in the brain, which reflects local field 
potentials, a measure of coherent neuronal population activity (Logothetis, 2003). 
Therefore, BOLD provides a method to view neuronal activity. To stimulate resting state 
activity in an fMRI machine, study participants are directed to lay still and either close 
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their eyes or stare at a crosshair on a screen, stay awake, and let their mind wander while 
the machine collects data (Cole, 2010; Rosazza & Minati, 2011).  
   
1.1.2. Resting State Networks 
With varying methods used to identify resting state networks, researchers have 
now defined distinct sets of brain regions that are activated in concert during the resting 
state (Beckmann, DeLuca, Devlin, & Smith, 2005; Cole, 2010; Damoiseaux et al., 2006; 
De Luca, Beckmann, De Stefano, Matthews, & Smith, 2006; Liao et al., 2009; Raichle, 
2015; Rosazza & Minati, 2011). A list of common networks identified includes the 
central executive network, the self referential network, the dorsal attention network 
(DAN), the auditory network, the sensorimotor network, the visual processing network, 
the core network, and the default mode network (DMN) (Liao et al., 2009). Of these 
resting state networks, the DMN was the first to be discovered; therefore, it has received 
the most attention from investigators. (R. L. Buckner et al., 2008).  
  
1.2. The Default Mode Network 
1.2.1. Discovery 
The DMN was an inadvertent discovery. Investigators regularly collected resting 
state data as a control to contrast the data collected during active task performance. The 
increasing use of PET in the 1990s revealed brain regions exhibiting greater blood flow 
during the passive resting state control tasks than during the active tasks, eventually 
 7 
intriguing investigators to study these regions in greater depth (R. L. Buckner et al., 
2008). 
Such studies describe DMN activity as low or suppressed during active tasks with 
external inputs, such as attention demanding cognitive tasks, and high during passive 
resting conditions (i.e. “fixation” condition or “null” events). In other words, the DMN 
peaks in activity when an individual's attention is focused internally. With this in mind, 
we turn to discuss the anatomy of the DMN before continuing to describe the DMN 
function.  
 
1.2.2. Anatomy 
The DMN is a neuronal network system. Like other networks, such as the sensory 
system and the motor system, the DMN can be described by anatomical and functional 
models. As such, it is comprised of a series of hubs and nodes, which exchange 
information between each other and with external networks (R. L. Buckner et al., 2008). 
Understanding the anatomy of the DMN can assist in our understanding of its function. 
The DMN anatomy has been determined by previous studies using a variety of 
techniques, producing consistently similar results (R. L. Buckner et al., 2008; Raichle, 
2015). For example, Shulman et al. (1997) used PET to determine blocked task induced 
deactivations, Shannon (R. L. Buckner et al., 2008) used fMRI to determine event related 
task induced deactivations in the DMN, and Greicius et al. (2004) used fMRI to analyze 
low frequency, spontaneous correlations for functional connectivity that are characteristic 
of the DMN. The results of these studies exhibit a consistent anatomical structure in the 
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DMN. According to meta analyses of DMN anatomy, including those stated above, the 
medial prefrontal cortex (MPFC), posterior cingulate cortex (PCC), and the inferior 
parietal lobule (IPL) are major hubs in the DMN (Andrews-Hanna, 2012; R. L. Buckner 
et al., 2008; Mantini & Vanduffel, 2013; Raichle, 2015). Further, the HC, a brain area 
critical in episodic learning and memory (Eichenbaum, 2000), appears as a component of 
the DMN in many studies (R. L. Buckner et al., 2008). Although the HC is not 
consistently defined as a DMN component, the argument for its involvement in the DMN 
is strengthened by the functional role of both the HC and the DMN in memory retrieval 
(R. L. Buckner et al., 2008; Eichenbaum, 2000).  Finally, each of the above studies 
revealed the lateral temporal cortex (LTC) to be involved in the DMN (Andrews-Hanna, 
2012; R. L. Buckner et al., 2008). 
 
1.2.3. Functional Theories 
Current research provides two theories defining the function of the DMN: the 
sentinel hypothesis and the internal mentation hypothesis (R. L. Buckner et al., 2008; 
Gilbert, Dumontheil, Simons, Frith, & Burgess, 2007; Mantini & Vanduffel, 2013; Mevel 
et al., 2011). It is likely that the DMN functions as a mixture of these two ideas. 
The sentinel hypothesis suggests that the role of the DMN is to survey the 
external environment, scanning for uncommon, or unusual information (R. L. Buckner et 
al., 2008; Hahn, Ross, & Stein, 2007; Mantini & Vanduffel, 2013). According to this 
theory, during resting state conditions an individual experiences a low level of focused 
attention while passively exploring the external environment in a state of “watchfulness” 
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(Gilbert et al., 2007). The sentinel hypothesis is supported by a variety of brain imaging 
and patient studies. For example, Hahn et al. (2007) showed greater DMN activation 
during sensory processing task when individuals were asked to focus broadly compared 
to when they were asked to focus on a distinct location.  
However, the sentinel hypothesis does not take into account the DMN regions 
involved in the memory system, specifically, the HC. Recall that the HC is inconsistently 
defined as a DMN brain region. The cause may be that the HC is not consistently 
recruited with the rest of the DMN brain regions. According to one study, the PCC, left 
IPL, and left anterior MPFC play an important role in the retrieval of familiar memories 
and words (Kim, 2016). Note that these are all DMN brain regions. The same study also 
noted that the HC exhibited activity during familiar memory retrieval, but not during 
familiar word retrieval. Another study noted that the hippocampus behaves as a DMN 
brain region during memory retrieval, an internally stimulated process, but not during 
memory encoding, an externally stimulated process (Huijbers, Pennartz, Cabeza, & 
Daselaar, 2011; Kim, 2015).  
According to the internal mentation hypothesis, we experience spontaneous 
cognition via the DMN during the resting state (R. L. Buckner et al., 2008; Mantini & 
Vanduffel, 2013). Spontaneous cognition involves processes such as daydreaming, mind 
wandering, fantasy, introspection, and thought when an individual is not engaged in a 
task that requires active, intentional thought (R. L. Buckner et al., 2008). Many of these 
processes involve memory retrieval, accounting for the HC as a DMN brain region.  
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Spontaneous cognition consists of "stimulus independent thoughts" (SITs), 
meaning thoughts are not determined by an external stimulus. SITs  are often reported to 
be thoughts about the past and future or self-referential thoughts (R. L. Buckner et al., 
2008; Mantini & Vanduffel, 2013; Raichle, 2015). Supporting the internal mentation 
hypothesis, Binder et al. (1999) demonstrated that the frequency of SITs, as well as DMN 
activity are both greater during the resting state than during externally motivated activity. 
Further, Mason et al. (2007) showed that an increase in the number of SITs is correlated 
with an increase in  MPFC and PCC activity. It is important to note that SITs occur 
during active task activities as well as resting state activities (R. L. Buckner et al., 2008). 
Investigators have demonstrated two notable changes when SITs occur during active task 
activities (Weissman, Roberts, Visscher, & Woldorff, 2006). One, SITs may be predicted 
by a decrease in DAN activity, suggesting greater DMN activity when attention to the 
external world falls. Two, SITs are accompanied by increased activity in the PCC, a hub 
of the DMN.  
 
1.3. Neuronal Connectivity Across Distributed Brain Regions 
Traditionally, fMRI studies attempt to identify brain regions associated with 
specific functions (Deshpande & Hu, 2012). However, many high level functions cannot 
be explained by such studies. One theory suggests that higher level functions are 
controlled by interactions between a variety of brain regions (Deshpande & Hu, 2012). 
These interactions are the basis for various brain connectivity theories. We must be able 
to differentiate between the theories of anatomic, functional, and effective connectivity 
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(Horwitz, 2003). To add to the complexity, many investigators differ in their 
interpretations of each form of connectivity. Therefore, each form of connectivity will be 
described in this section for reference to this paper. 
Anatomical connectivity refers to the physical structure of neuronal connections 
at the microscopic level (Horwitz, 2003). It involves pre-synaptic neurons, synapses, and 
receptors, and post-synaptic neurons (Sporns, 2007). Although fMRI does not measure 
anatomical connectivity, knowledge of anatomical connectivity, such as that derived from 
tracer studies in monkeys, can inform functional and effective connectivity models. 
Functional, or instantaneous, connectivity is measured by comparing a set of 
neuronal time course data. If the neuronal activity is statistically correlated across time, 
the set neurons or regions are functionally correlated (Deshpande & Hu, 2012; Friston, 
2011; Horwitz, 2003; Liao et al., 2009). Functional connectivity can occur via an external 
input to the system that activates multiple brain regions, or it may be from a synaptic 
pathway within other neuronal regions of the system that continues to multiple output 
regions (Friston, 2011). The two most common methods to examine functional 
connectivity are seed-based methods and independent component analysis (ICA). Seed-
based analysis is a hypothesis driven method. When an investigator hypothesizes that 
functional connectivity may change if a specific brain region is manipulated, this brain 
region serves as the seed. Seed-based functional connectivity analysis then examines the 
correlation of other brain regions with the seed to determine the functional connectivity 
for a neuronal network. For this reason, seed-based analysis cannot be used as an 
exploratory technique to define brain regions within a network (Joel, Caffo, van Zijl, & 
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Pekar, 2011). In contrast, ICA does not involve a hypothesis; it is a data-driven method of 
functional connectivity analysis. Instead of using a seed voxel for comparison, ICA 
makes use of correlation coefficients across all voxels (Deshpande & Hu, 2012; Friston, 
2011). In this way, ICA compares connectivity between voxels as well as between 
patterns of voxels to classify brain networks by region (Joel et al., 2011). 
Effective, or causal, connectivity between brain regions implies a causal 
relationship between activity of the regions involved (Deshpande & Hu, 2012; Friston, 
2011; Friston & others, 1994). This model of connectivity relies on neural interactions in 
the form of correlations between neuronal activity across time (Friston, 2011). Effective 
connectivity has been analyzed using statistical methods such as Structural Equation 
Modeling (SEM), Dynamic Causal Modeling (DCM), and Granger Causality Analysis 
(GCA) (Deshpande & Hu, 2012; Roebroeck, Formisano, & Goebel, 2011). These 
methods make use of complex statistical analysis to allow investigators to examine the 
neuronal activity hidden behind functional connectivity. Such analysis alludes to the 
directionality of the flow of neuronal information in the brain as it interacts with itself 
(Friston, 2011). 
 
1.4. Analyzing Effective Connectivity 
Currently, fMRI is the gold standard of use for neuronal connectivity 
measurements (Horwitz, 2003; Roebroeck, Formisano, & Goebel, 2005; Roebroeck et al., 
2011). The most effective techniques applicable to examining effective connectivity with 
fMRI data are Dynamic Causal Modeling (DCM) and Granger Causality Analysis 
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(GCA). DCM and GCA both analyze temporal causality, but they have major 
methodological differences (Roebroeck et al., 2011). DCM uses confirmatory methods. It 
applies a deterministic mathematical model to confirm or deny the validity of a specific 
model of connectivity; therefore, it is hypothesis driven. In contrast, GCA takes 
advantage of an exploratory approach. GCA analyzes data using a linear autoregressive 
model to examine each possible model of connectivity for statistical significance. GCA 
also includes a stochastic factor, permitting variation in the results that may not be 
explained by the original input (Roebroeck et al., 2011). Therefore, GCA does not require 
prior knowledge on the physical representation of our model of connectivity as an input.  
 
1.5. Granger Causality Analysis 
In 1969, Clive Granger suggested a statistical method using a vector-
autoregressive (VAR) model to calculate causality between two time-series (Granger, 
1969). Since then, researchers have modified Granger's methods to analyze a variety of 
complex causal relationships (Deshpande, Santhanam, & Hu, 2011; Eye, Wiedermann, & 
Mun, 2013; Geweke, 1984; Liao et al., 2009; Tang, Bressler, Sylvester, Shulman, & 
Corbetta, 2012). In this section we will look at Granger Causality Analysis and a subset 
of modifications that will be useful in our analysis. 
Using the original method defined by Granger (1969), causality between two 
time-series is determined by a comparison of two models: the constrained model and the 
unconstrained model. Consider two time-series, A and B. The constrained model attempts 
to predict the future value of B using past values of B. The unconstrained model attempts 
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to predict the future value of B using past values of both A and B. The two models are 
then compared. (Bressler & Seth, 2011; Deshpande & Hu, 2012; Deshpande, LaConte, 
James, Peltier, & Hu, 2009; Deshpande et al., 2011; Eye et al., 2013; Granger, 1969; 
Roebroeck et al., 2005). A Granger-causes B if the unconstrained model is significantly 
more accurate in predicting future values of B than the constrained model. 
 
1.5.1. Applications to fMRI Datasets 
When an fMRI dataset is collected each volumetric pixel, or voxel, represents one 
time-series vector. Each vector is concatenated to form a matrix, which represents the 
scanned brain region over the duration of data collection. GCA, as defined by Granger 
(1969), is limited to analyzing a bivariate time series relationship. When more than two 
time-series exist in a multivariate system, a relationship between two variables may be 
determined by third variable or a set of variables. This renders traditional GCA 
ineffective in determining direct temporal causality (Bressler & Seth, 2011; Granger, 
1969; Liao et al., 2009; Tang et al., 2012). Multivariate analyses are required to analyze 
effective connectivity among three or more voxels of a fMRI dataset.  
 
1.5.2.  Pairwise Granger Causality Analysis 
One way to analyze multivariate fMRI datasets using GCA is pairwise granger 
causality analysis (PWGCA). This method analyzes each potential causal relationship 
voxel by voxel (Tang et al., 2012; Zhou et al., 2009). However, PWGCA has been 
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criticized as ineffective  in analyzing multivariate systems. To start, analyzing a 
multivariate system voxel-by-voxel requires an abundant amount of time and computing 
power given that an fMRI series can contain over 100,000 voxels per image acquisition 
(Tang et al., 2012; Zhou et al., 2009). Moreover, when used with multivariate systems, 
PWGCA may lead to patterns of false significance between time-series that do not share 
a causal relationship (Barnett & Seth, 2014; Zhou et al., 2009). Consider a three time 
series: A, B, and C. By pairwise calculation, if A causally influences B, and B causally 
influences C, PWGCA is likely to find a causal influence from A to C even it does not 
directly exist. This relationship between A and C is termed a “lagged dependency,” and 
may grow more complicated as the number of variables grows. (Barnett & Seth, 2014). 
 
1.5.3.  Averaging Techniques and Granger Causality Analysis 
Another way to use GCA to analyze multivariate fMRI datasets takes advantage 
of averaging techniques (Zhou et al., 2009). This works by creating an average time-
series vector from a set of voxels within a region of interest (Goebel, Roebroeck, Kim, & 
Formisano, 2003; Roebroeck et al., 2005; Zhou et al., 2009). This leaves each region of 
interest represented by one time-series vector, reducing the dimensionality of the matrix 
representing the fMRI dataset. With a reduced matrix, PWGCA or Conditional Granger 
Causality Analysis (CGCA; see below) can be applied more easily. However, averaging 
results in a major loss of information, modifying the outcome of PWGCA (Zhou et al., 
2009). 
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1.5.4.  Conditional Granger Causality Analysis 
To analyze multivariate systems more effectively, Geweke (1984) modified GCA 
to account for tertiary variables that may moderate the relationship between the two 
variables in question. This computation is termed conditional Granger causality analysis 
(CGCA) (Bressler & Seth, 2011; Geweke, 1984; Liao et al., 2009; Tang et al., 2012; Wei 
et al., 2015). CGCA calculates significant causal relationships between two time series in 
a multivariate system by conditionally accounting for the effects of all potential tertiary 
time series. In this way, defining significance in the causal relationship between two time 
courses is conditional on all other time courses in the system. CGCA takes advantage of 
multivariate autoregressive (MVAR) modeling as detailed in the original paper by 
Geweke (1984). To summarize the idea, imagine two time courses X and Y, and a set of 
all other time courses in the system represented by Z. If the past of X, Y, and Z, together, 
can predict the future of Y better than the past of Y and Z, then X conditionally Granger-
causes Y.  
1.5.5. Indirect Measures of Neuronal Activity and Hemodynamic Variability 
Recall that the fMRI provides the hemodynamic response (HDR), which is a 
measure of the BOLD response. The causality we wish to analyze is that of the neuronal 
activity (Deshpande & Hu, 2012; Deshpande et al., 2011; Liao et al., 2009). The neuronal 
activity can be uncovered by deconvolving the BOLD response with a hemodynamic 
response function (HRF), which is a model of the HDR (Deshpande & Hu, 2012; Liao et 
al., 2009). To estimate the neuronal activity, investigators approximate the HRF using 
predetermined biological data and probabilistic filtering (Deshpande & Hu, 2012). Once 
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HDR is deconvolved with the HDF, the estimated neuronal activity data remains. The 
HRF presents additional challenges as it varies by region across the brain, making it 
difficult to predict. (Deshpande & Hu, 2012; Roebroeck et al., 2011). The HRF spatial 
variability is likely to have a negative impact on the GCA of the fMRI data as it 
manifests itself as differences in time to peak, and peak width between regions. 
However, simultaneous EEG-fMRI experiments on monkeys demonstrate the 
resting state changes in the BOLD response are caused by changes in resting state 
neuronal activity (Deshpande et al., 2011; Leopold, Murayama, & Logothetis, 2003; 
Shmuel & Leopold, 2008). Further, Deshpande and Hu (2012) argue that because the 
spatial variability is caused by structural differences from varying vasculature in the 
brain, the spatial variability should not change across time at each particular brain region. 
Therefore, any observed temporal variation must come from a change in neuronal 
activity, not from spatial hemodynamic variability. These findings suggest performing 
GCA on BOLD data may be a close enough estimate to determine causality in fMRI data 
(Deshpande & Hu, 2012). Further investigation is needed in to confirm this idea. 
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2. METHODS 
2.1. Participants 
  Participant data for this study was retrieved from the Brain Plasticity and 
Neuroimaging Laboratory at the Boston University School of Medicine as a part of a 
larger study on effects of cardiovascular exercise on human memory and hippocampal 
memory function. Participants in the larger study were English language speakers 
between the ages of 18 and 35 or 55 and 85 years. In addition, participants self-reported 
no neurological or psychiatric conditions at the time of the study, and have been living 
sedentary lifestyles (as defined by less than 30 minutes of moderate intensity physical 
activity 3 days per week) for at least 3 months. All participants provided signed, informed 
consent prior to participation in the study; and all study procedures followed the 
guidelines set by the Code of Ethics of the World Medical Association and were 
approved by the Boston University Medical Campus Institutional Review Board. 
Twenty-six study participants were pulled from the database who completed both 
a baseline resting state fMRI procedure and a cardiorespiratory fitness test. One 
participant was excluded from analysis due to excessive head motion during the fMRI 
scanning process. This resulted in a total of 25 participants included in data analysis. See 
Table 1 for relevant participant demographics.  
2.2. Cardiorespiratory Fitness Data Acquisition 
  Cardiorespiratory fitness was determined by estimating VO2 max using a 
modified Balke protocol on a treadmill where walking speed was fixed while grade was 
 19 
increased incrementally (American College of Sports Medicine, Thompson, Gordon, & 
Pescatello, 2010; Cooper & Storer, 2001). Using data collected during the modified 
Balke treadmill test, VO2 max for each participant was approximated by extrapolating to 
the age and sex predicted maximum heart rate from a plot of heart rate vs. VO2, where 
VO2 was calculated using the American College of Sports Medicine (ACSM) metabolic 
equation for Gross VO2 for walking: 
 
𝑉𝑂2 = 0.1
𝑚𝑙
𝑘𝑔 ∙ 𝑚𝑖𝑛⁄  × 𝑆 + 1.8
𝑚𝑙
𝑘𝑔 ∙ 𝑚𝑖𝑛⁄  𝑆𝐺 + 3.5
𝑚𝑙
𝑘𝑔 ∙ 𝑚𝑖𝑛⁄  
 
in which 𝑉𝑂2, 𝑆, and 𝐺 represent gross oxygen consumption (𝑚𝑙 ⁄ (𝑘𝑔 ∙ 𝑚𝑖𝑛)), speed 
(𝑚/𝑚𝑖𝑛), and the percent of the treadmill grade as a fraction, respectively (American 
College of Sports Medicine et al., 2010). VO2 max percentile was determined for each 
participant based on VO2 max norms by age and sex. 
 
Table 1. Study Participant Demographics 
This table represents the participant demographics relevant to this study 
N 25 
NFemale 16 
NRight Handed 21 
Age Range 20 – 33 years 
  Mean ± SD   26 ± 3.8 years 
VO2 Max Percentile Range 2% – 96% 
  Mean ± SD   52% ±  28% 
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2.3. fMRI Data Acquisition 
A 3-Tesla Philips Achieva scanner, paired with an 8-channel SENSE head coil, 
was used to collect structural and functional imaging data at the Boston University Center 
for Biomedical Imaging in Boston, MA, USA. For each participant, a structural T1-
weighted magnetization prepared rapid acquisition gradient echo (MP-RAGE) structural 
image was obtained (SENSitivity Encoding P reduction: 1.5, S reduction: 2; TR = 6.8 ms, 
TE = 3.1 ms, flip angle = 9 º, Field of View = 25 cm, Matrix Size = 256 × 254; 150 
slices, resolution = 0.98 mm × 0.98 mm × 1.22 mm).  
Additionally, 200 functional BOLD volumes were obtained during the 10-minute 
resting state fMRI scan for each participant. The BOLD images were obtained with a 
T2*-weighted echo-planar imaging sequence using an in plane acquisition resolution of 
3.3125 mm2 and slice thickness of 3.3125 mm (TR = 3000 ms; TE = 30  ms; flip angle = 
80º; Field of View = 212 mm × 199 mm; matrix size = 64 × 59; 48 slices per volume).  
 
2.4. Data Preprocessing 
 The fMRI data was preprocessed with the SPM8 software package (Statistical 
Parametric Mapping, Wellcome Department of Cognitive Neurology, London, UK) an 
extension of MATLAB 8.1 (R2013a; The MathWorks Inc., Natick, MA, USA). First, the 
T1 anatomical and BOLD functional images were reoriented to define the anterior 
commissure as the point of origin. The individual functional images were then realigned 
using a 6-parameter rigid-body alignment procedure to correct for translational and 
rotational head motion. All functional images were warped by less than ±2 mm and/or 
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±2º. Following realignment individual anatomical images were co-registered to the mean 
functional image. The co-registered anatomical image was re-sliced to a 2 mm × 2 mm × 
2 mm voxel resolution and spatially normalized to the Montreal Neurological Institute 
(MNI) space. In doing so, the define transformation parameters were defined to 
normalize the individual functional images to the MNI space after. Prior to normalization, 
the functional images were also re-sliced to a voxel resolution of 2 mm × 2 mm × 2 mm. 
Finally, all images were smoothed with a full-width at half-maximum of 8mm by a three 
dimensional Gaussian kernel. 
 
2.5. Group Independent Component Analysis 
 The Group ICA/IVA of fMRI Toolbox v3.0a (GIFT) (Rachakonda, Egolf, 
Correa, & Calhoun, 2007) was used to spatially decompose the preprocessed images into 
independent components (ICs). The algorithm first implemented data reduction using a 
two-step principle component analysis (PCA) to reduce the data dimensions. The first 
step temporally reduced data from 200 principle components (PCs) for each participant to 
38 concatenated PCs. The second step temporally reduced the 38 concatenated PCs of 
each individual to 25 PCs representing all participants. Next, Group Independent 
Component Analysis (GICA) was performed using the Extended Infomax Algorithm as 
performed in previous studies (Miao, Wu, Li, Chen, & Yao, 2011). The ICASSO 
software included in GIFT was used to confirm statistical stability by running GICA 
analysis 20 times (Himberg & Hyvärinen, 2003). GICA produced the mean (ICs) 
aggregated for all participants as well as their corresponding aggregate time courses 
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(Rachakonda et al., 2007). The time courses and ICs from GICA were used to back 
reconstruct the time courses and ICs of each individual participant. The back 
reconstructed ICs and time courses, represented in arbitrary units, were then calibrated by 
implementing z-scores. Finally, group statistics were performed over all participants, 
providing mean, standard deviation, and t-statistic maps for each IC. 
 
2.6. Default Mode Network Detection and Definition 
 The DMN was identified from the 25 ICs using a combination of frequency 
analysis, visual inspection, and correlation with a DMN template (‘ref_default_mode.nii’) 
provided by GIFT (Kelly et al., 2010; Miao et al., 2011; Rachakonda et al., 2007). 
Eliminated ICs displayed at least one of the following: a ring-like pattern near the 
cerebrospinal fluid, large bilateral clusters in the frontal polar regions, “speckled” 
patterns, large groups of significant voxels in the superior sagittal sinus, large clusters in 
white matter, frequencies outside the range of 0.01 Hz to 0.1 Hz, saw tooth time course 
patterns, abrupt spikes in the time course pattern, or less than a 25% correlation with the 
DMN template provided by GIFT (Kelly et al., 2010). In addition, to be defined as the 
DMN component, the IC had to overlap with the PCC, the IPLs and the MPFC (R. L. 
Buckner et al., 2008; Franco, Pritchard, Calhoun, & Mayer, 2009; Raichle, 2015; 
Shulman et al., 1997).  
Using the selected DMN component, nine DMN regions of interest (ROIs) were 
identified: the ventral medial prefrontal cortex (vMPFC), dorsal medial prefrontal cortex 
(dMPFC), PCC, left inferior paretal lobule (lIPL), right inferior parietal lobule (rIPL), left 
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lateral temporal cortex (lLTC), right lateral temporal cortex (rLTC) , left hippocampus 
(lHC), and right hippocampus (rHC) (R. L. Buckner et al., 2008; Damoiseaux et al., 
2006; Fox et al., 2005; Franco et al., 2009; Mazoyer et al., 2001; Raichle, 2015; Shulman 
et al., 1997). Each ROI was identified using the xjView toolbox 
(http://www.alivelearn.net/xjview) for SPM8 (Miao et al., 2011). The one-sample t-test 
map (p = 0.05, FDR) of the DMN component created in GIFT was imported and overlaid 
on an anatomically labeled map of the DMN. The coordinates of the local maximum 
within each of the nine ROIs were identified and recorded as the center for each ROI. 
  
2.7. Default Mode Network Extraction 
  Coordinates of the identified ROI centers were imported to the MarsBaR ROI 
toolbox for SPM (Brett, Anton, Valabregue, & Poline, 2002). A group-specific DMN 
template was built by creating a sphere of radius 10 mm to represent each ROI. The 
template was laid over the preprocessed functional images of each participant to identify 
voxels for time course extraction. Following voxel-by-voxel extraction, each ROI was 
subjected to PCA (using the pca function of MATLAB 8.1 (R2013b)) to reduce the 
dataset to a single time course. 
 
2.8. Conditional Granger Causality Analysis 
 To examine the effects of cardiorespiratory fitness on causal influence within the 
DMN, a mathematical model that would account for noise in the neuronal time series was 
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required. The mathematical model must have also been data driven, as the analysis lacked 
a physical model-based hypothesis. Rather, it was based on the correlation of time 
courses. For these reasons, use of the stochastic factor and an exploratory approach made 
CGCA the best technique to examine the effects of cardiorespiratory fitness on causal 
influence in the DMN. 
Conditional Granger Causality Analysis (CGCA) was performed using the 
Multivariate Granger Causality (MVGC) toolbox (Barnett & Seth, 2014). The model 
order was determined using both Bayesian Information Criterion (BIC) and Akaike 
Information Criteria (AIC). After model order estimation, Vector Autoregressive (VAR) 
Model Estimation was performed to identify the VAR coefficient matrix (𝐴𝑘), and the 
residuals covariance matrix (Σ) from the ROI time course data. The VAR coefficients 
matrix (𝐴𝑘) and the residuals covariance matrix (Σ) were used to find the autocovariance 
sequence (Γ𝑘) by reverse solving the Yule-Walker Equation (Barnett & Seth, 2014). 
Conditional granger causality was first calculated in the frequency domain from the 
autocovariance sequence. A band pass filter (0.01 Hz – 0.10 Hz) was applied to the 
spectral granger causality matrix (𝑓(𝜆)) prior to fourier transformation, creating the time 
domain conditional granger causality matrix (𝐹). P-values for each granger causality term 
were calculated to determine significance (𝑝 <  0.05). Causal influence between two 
ROIs was determined by subtracting the conditional granger causality term between the 
two ROIs in one direction from the conditional granger causality term between the two 
ROIs in the opposite direction. This term was defined as the difference of causal 
influence (DCI). A DMN map was created to represent the mean DCI across all 
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participants using the NodeXL software package for Microsoft Excel 
(http://nodexl.codeplex.com/). 
 
2.9. Statistical Analysis 
   VO2  max percentile was analyzed as a predictor of the DCI between each pair of 
DMN ROIs while controlling for physiological sex and handedness on a group level. The 
LinearModel.fit function in MATLAB 8.1 (R2013b) was used to create a linear 
regression model for each pair of ROIs accounting for each of the above named 
covariates as well as their two-way interactions. VO2 max percentile was represented as a 
continuous range from 0 to 100%, physiological sex was interpreted as a binary input 
(male or female), and handedness was given as a binary input (left handed or right 
handed). Handedness and physiological sex were maintained as a controlled constant 
while analyzing the relationship between VO2 max percentile and estimated DCI using 
ordinary least squares regression.  
 After determining the linear regression model for each ROI pair, the standard 
error, t-statistic, r-squared value, and p-value were calculated across all participants. A 
linear regression model was determined to be statistically significant if 𝑝 >  0.05. 
Significant linear regression models were plotted (See Figure 3).
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3. RESULTS 
3.1. VO2 Max Percentile Represents Cardiorespiratory Fitness 
Cardiorespiratory fitness testing was successfully carried out with 25 young, 
healthy participants. Participant VO2 max percentile ranged from the 2
nd percentile to the 
96th percentile for age and gender predicted VO2 max as calculated using data collected 
with the modified Balke protocol in conjunction with the ACSM metabolic equation for 
gross VO2 for walking. The mean VO2 max percentile over all participants is 51.9 ± 
28.6% (Mean ± Standard Deviation). The median VO2 max percentile is 53%. VO2 max 
percentile did not differ significantly by physiological sex (𝑝 = 0.31) or by handedness (𝑝 
= 0.42) 
   
3.2. Group Independent Component Analysis Identifies the DMN 
GICA, as performed by GIFT, decomposed the resting state fMRI functional 
images into 25 spatially mapped ICs. Component 19, displayed in Figure 1, was defined 
as the DMN after a visual review of all 25 spatial IC maps. This IC displayed a greater 
correlation, 0.56, with the DMN template provided by GIFT (ref_default_mode.nii) than 
any other IC. The DMN power spectrum was between 0.1 Hz and 0.01 Hz, with a strong 
peak at 0.02 Hz. Using the aal atlas component of xjView for SPM, nine ROIs were 
identified in the DMN including the PCC, rIPL, lIPL, rLTC, lLTC, rHC, lHC, vMPFC, 
and dMPFC. The peak t-statistic within each cluster was identified and defined as the 
center for each ROI. With an assumed false discovery rate (FDR) of 0.05 (providing a 
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minimum t-statistic threshold of 2.58), the peak t-statistic ranged from 4.24 to 29.74, and 
ROI cluster sizes varied from 28 voxels to 1438 voxels. See Table 2 for peak coordinates, 
t-statistics, and cluster size of the DMN ROIs identified.  
The peak t-statistic coordinates for each ROI were used to create spheres (radius = 
10 mm) defining the individual ROI voxels for time course extraction of each 
participant’s functional BOLD data. PCA defined a single activation time course for each 
of the nine ROIs extracted from each participant, resulting in nine PCs for each of the 25 
participants.  
 
Table 2. Default Mode Network Regions of Interest 
This table lists the anatomical structures defined by ROI analysis of the DMN. The threshold t statistic was 
defined as 2.58, where the false discovery rate p = 0.05. 
  
 
3.3. Conditional Granger Causality Analysis Defines DMN Causal Influence 
 CGCA was performed across all PCs for each participant using a model order of 
one, as estimated using both AIC and BIC. Conditional Granger Causality Maps 
ROI 
Peak Coordinates 
(x, y ,z) 
Peak t Statistic 
Cluster size 
(number of voxels) 
PCC (6,-54,20) 29.74 1438 
lIPL (-50, -66, 26) 15.89 259 
rIPL (44, -70, 36) 16.33 122 
lLTC (-44, 14, -28) 5.23 67 
rLTC (44, 12, -28) 4.24 28 
lHC (-22, -12, -16) 6.08 153 
rHC (24, -8, -14) 5.16 43 
vMPFC (0, 64, -4) 5.91 253 
dMPFC (2, 56, 28) 4.70 690 
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(CGCMs) were created to analyze conditional granger causality between each set of 
distinct ROIs. Figure 3 shows the network map created from averaging the CGCMs of all 
25 participants. The arrow direction indicates the difference of causal influence from one 
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Figure 1: Component 19: The Default Mode Network 
The upper left plot represents the average activity time course of all DMN voxels over the 10 minute 
resting state fMRI scan. The upper right plot displays the mean (pink) and standard error of mean (blue) 
spectral power across all participants and all DMN voxels. The lower left image shows DMN activity 
over 29 slices through the horizontal plane (group average). The lower right image displays the 
coordinates where peak activity was found in the DMN. Peak activity was localized in the PCC.  
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ROI to another as defined by FXY|Z – FXY|Z. Arrow thickness indicates the average DCI 
strength over all participants relative to the average DCI of the greatest strength. Arrow 
color indicates the percentage of total participants displaying a significant causal 
connection in the direction indicated.  
The connections displayed in in the mean network map (Figure 2) show stronger 
causal influence to both the lHC and rHC relative to other ROIs. The strongest mean DCI 
is from the rLTC to the lHC (Figure 2, thick green arrow). The mean network map also 
shows that all DCIs exhibited by greater than 50% of participants are directed towards 
either the lHC or the rHC (Figure 2, blue arrows). In addition, the lHC and rHC receive 
< 30 % 
30 –  50% 
>  50% 
Mean DCI 
(Relative to Max) 
25% 
50% 
75% 
100% 
 
Percent of 
Participants showing 
DCI 
Figure 2. Mean Differences of Causal Influence 
This figure displays the average DCI map across all participants, with a minimum threshold of 25% causal 
influence relative to the max. Each pink vertex represents one DMN ROI, as labeled. The arrows represent 
the directionality of the difference of causal influence from one ROI to another ROI. Arrow thickness 
defines the relative DCI, where the thickest arrow (from rLTC to lHC) is the max. Arrow color indicates 
whether less than 30% (orange), 30% - 50% (green), or greater than 50% (blue) of total participants 
exhibited a difference of causal influence. A maximum of 60% of total participants displayed a difference 
of significant causal influence between any two ROIs. 
 
 30 
the five strongest influences, including all instances where the average DCI is greater 
than 50% relative to the max (Table 4). Further, with threshold of 25% mean DCI relative 
to the max, the lHC and rHC are the only ROIs that exhibit only efferent mean DCIs, 
while the dMPFC and PCC are the only ROI that only have afferent mean DCIs. It is of 
note that the PCC influences the lHC, and the dMPFC influences both the lHC and the 
rHC. 
 
Table 3: Average DCI Greater than 50% Relative to the Max 
This table lists the five strongest average DCIs, which are all 
directed towards the lHC or rHC. 
From To Mean DCI 
rLTC lHC 100% 
rLTC rHC 76% 
dMPFC rHC 68% 
lLTC rHC 64% 
dMPFC lHC 62% 
 
3.4. Cardiorespiratory Fitness Linearly Effects DMN Causal Influence 
  Linear regression modeling was used to predict the estimated DCI based on VO2 
max percentile. Figure 3 shows the models for which the VO2 max percentile term was a 
significant predictor (p < 0.05) of estimated DCI when physiological sex and handedness 
were held constant. For a list of all 36 linear regression models and p-values relating the 
nine ROIs, see Table 3. The models can be analyzed using the linear relationships. For 
example, if we take the significant effect of VO2 max percentile on the DCI from the 
dMPFC to the lHC as represented by the red plot in figure 3D, we see the formula 
y =  0.0075x +  −0.1969, 
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where 𝑦 is estimated DCI, and 𝑥 is VO2 max percentile. This relationship exhibits the 
greatest slope, 0.0075 (𝑟2= 0.59), compared to other ROI pairs, indicating that it is most 
affected by changes in an individual’s VO2 max percentile. Interestingly, Figure 3 also 
demonstrates that the DCI of each pair of effectively connected DMN regions may be 
positive or negative, depending on an individual’s level of cardiorespiratory fitness. This 
implies that the DCI from one DMN region to another in a low-fit individual may be 
reversed in a high fitness individual. For example, a low-fit individual with a 10th 
percentile VO2 max would have a DCI from the lHC to the dMPFC of magnitude 0.16, 
while a high-fit individual with a 90th percentile VO2 max would have a DCI in the 
opposite direction from, the dMPFC to the lHC, of magnitude 0.52. The point in which 
the estimated DCI from the dMPFC to the lHC equals zero marks the point where the 
causal influence from the dMPFC to the lHC is equivalent to the causal influence from 
the lHC to the dMPFC.  
Additionally, all linear regression models displayed in figure 3 show an increase 
in standard error of the model as VO2 max percentile increases, indicating a diminished 
model reliability as VO2 max percentile increases. This is likely due to the small number 
of participants clustered in the high VO2 max percentile range. 
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Figure 3. Significant Linear Regression Model Plots 
This figure displays the linear regression model for the estimated DCI in which gender and handedness 
were controlled for and the VO2 max percentile coefficient was statistically significant (p < 0.05). The 
models are grouped by DCI to an ROI. Solid lines represent the linear regression model used to predict 
estimated DCI. The mathematical equation for each linear regression model is given in the legend, where, 
x represents the VO2 max percentile, and y represents the estimated DCI. The dashed lines represent the 
standard error of the linear regression model in each figure of the same color. Each cross point represents 
the DCI between the two indicated ROIs for each individual participant. A positive estimated DCI 
indicates forward DCI according to the figure caption and legend. Negative estimated DCI indicates 
causality in the reverse direction indicated by the figure title and legend. An estimated DCI of zero 
indicates the point where the causal influence in both directions is equivelant. Figures A, B, C, D, E, and 
F display the linear regression model for DCI from the ROIs labeled by each legend to the PCC, vMPFC, 
rHC, lHC, rLTC, and lLTC, respectively. 
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Table 4. All Linear Regression Models: Fitness Percentile by Causal Influence Between ROIs 
This table provides the linear regression model for each pair of ROIs, with controlled covariates (sex and 
handedness). Red p-values denote a statistically significant model (*p < 0.05; **p < 0.01; ***p < 0.001) 
From 
ROI 
To 
ROI 
Controlled Linear Regression Model  
(y = DCI; x = VO2 Max %) 
𝒓𝟐 
VO2 Max Percentile  
p-Value  
dMPFC lHC y = 0.0075x +  -0.1969 0.5921 0.0004*** 
dMPFC lIPL y = 0.0040x +  -0.0973 0.1172 0.2617 
dMPFC lLTC y = 0.0006x +  0.0227 0.2610 0.387 
dMPFC PCC y = 0.0052x +  -0.1368 0.6675 0.0001*** 
dMPFC rHC y = 0.0045x +  -0.0969 0.4972 0.0250* 
dMPFC rIPL y = 0.0043x +  -0.1010 0.3520 0.0512 
dMPFC rLTC y = 0.0056x +  -0.1281 0.2982 0.0683 
dMPFC vMPFC y = 0.0047x +  -0.1606 0.3124 0.191 
lHC lLTC y = 0.0041x +  -0.1904 0.5091 0.0110* 
lHC PCC y = 0.0006x +  -0.0780 0.1538 0.7082 
lHC rLTC y = 0.0013x +  -0.1058 0.2139 0.5429 
lHC vMPFC y = 0.0045x +  -0.2018 0.7123 0.0004*** 
lIPL lHC y = 0.0047x +  -0.1630 0.4086 0.2016 
lIPL lLTC y = 0.0027x +  -0.1090 0.3149 0.1941 
lIPL PCC y = 0.0010x +  -0.0278 0.3464 0.5229 
lIPL rHC y = 0.0030x +  -0.1025 0.4698 0.4082 
lIPL rIPL y = 0.0016x +  -0.0323 0.2243 0.2968 
lIPL rLTC y = 0.0009x +  -0.0115 0.2916 0.4845 
lIPL vMPFC y = 0.0031x +  -0.1281 0.5198 0.0149* 
lLTC rLTC y = 0.0071x +  -0.2972 0.3317 0.0476* 
lLTC vMPFC y = 0.0010x +  -0.0352 0.1679 0.4379 
PCC lLTC y = 0.0005x +  -0.0345 0.2150 0.8291 
PCC rIPL y = 0.0001x +  -0.0107 0.2596 0.8229 
rHC lHC y = 0.0019x +  -0.0544 0.7029 0.0270* 
rHC lLTC y = 0.0065x +  -0.2513 0.4580 0.0156* 
rHC PCC y = 0.0029x +  -0.1106 0.4883 0.0084** 
rHC rLTC y = 0.0034x +  -0.1298 0.3116 0.1753 
rHC vMPFC y = 0.0029x +  -0.1298 0.6115 0.0018** 
rIPL lHC y = 0.0008x +  0.0156 0.4101 0.6777 
rIPL lLTC y = 0.0004x +  -0.0142 0.1984 0.8391 
rIPL rHC y = 0.0004x +  0.0260 0.3803 0.6956 
rIPL rLTC y = 0.0005x +  0.0171 0.3550 0.4476 
rIPL vMPFC y = 0.0020x +  -0.1001 0.2563 0.1692 
rLTC PCC y = 0.0018x +  -0.1012 0.2549 0.2608 
rLTC vMPFC y = 0.0009x +  -0.0259 0.0879 0.5791 
vMPFC PCC y = 0.0007x +  -0.0022 0.1582 0.2832 
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4. DISCUSSION 
The primary purpose of this study was to investigate how cardiorespiratory 
fitness, as measured by VO2 max percentile, may be used as to determine effective 
connectivity between the anatomical regions that define the DMN. The main components 
of this goal were (1) to identify the regions defining the DMN, (2) to determine the group 
level effective connectivity between the identified regions across participants, and (3) to 
define the relationship between effective connectivity of the DMN anatomical regions 
and cardiorespiratory fitness. This study was informed by a number of animal studies, 
which determined voluntary aerobic exercise is associated with increased AHN (Creer et 
al., 2010; Marlatt et al., 2012; Nokia et al., 2016; H. van Praag, Christie, et al., 1999; H. 
van Praag, Kempermann, et al., 1999), greater hippocampal vascularization (Creer et al., 
2010), and improved hippocampal memory task performance (Clelland et al., 2009; Creer 
et al., 2010; Nokia et al., 2016; H. van Praag, Christie, et al., 1999) in young to middle 
aged adult mice. In support of previous studies, the results of this exploratory study found 
that the causal influence between the HC, MPFC, LTC, and PCC is significantly 
influenced by cardiorespiratory fitness, independent of sex and handedness, in a young 
human adult sample. We found that increased cardiorespiratory fitness significantly 
strengthened the causal influence from the HC bilaterally to the vMPFC and lLTC. In 
addition, cardiorespiratory fitness significantly affected the causal influence from the 
dMPFC to the HC, bilaterally, and to the PCC. Cardiorespiratory fitness also affected the 
causal influence from the rHC to the PCC, which is considered the primary hub of the 
DMN (R. L. Buckner et al., 2008). 
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4.1. Default Mode Network Map of Effective Connectivity 
Figure 2 displays a DMN map describing the participant-wide average of the DCI 
between pairs of DMN regions that displayed significant causal influence. Recall         
that the average VO2 max percentile over all participants is 52% ± 28%. This indicates 
that the cardiorespiratory fitness of the average sample population is similar to that of the 
average overall population of young adults (near 50%). Therefore, this network map 
should be a strong estimate of effective connectivity in the DMN of an average young 
adult.  
The network map (Figure 2) suggests that the HC, bilaterally, is strongly co-
activated with DMN regions, including the dMPFC, LTC, and PCC in sedentary young 
adults. This lends support to human studies that have established that the HC is strongly 
coupled to the DMN during memory retrieval (Bonnici et al., 2012; Huijbers et al., 2011; 
Kim, 2016). A number of studies have found that the HC and sub-regions of the 
prefrontal cortex are responsible for the storage and consciousness of episodic memories, 
respectively (Bonnici et al., 2012; Daselaar et al., 2008; Harand et al., 2012). 
Additionally, Daselaar and associates (2008) found that the MPFC, cingulate gyrus, and 
ventral prefrontal cortex are activated when healthy young adults “re-live” episodic 
memories, further supporting the involvement of the DMN in memory retrieval. 
4.2. Cardiorespiratory Fitness predicts DMN Effective Connectivity 
Moving on, the linear regression results confirm the predictive nature of 
cardiorespiratory fitness for eleven instances of effective connectivity between 
anatomical regions in the DMN. Note the number of effective connections predicted by 
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cardiorespiratory that involve the HC: eight of eleven of these instances involve either the 
rHC or the lHC, indicating that the effective connectivity of the HC is vastly affected by 
changes in cardiorespiratory fitness levels. Further, these connections are either with the 
MPFC, LTC, or PCC, which interact with the HC during memory tasks (Bonnici et al., 
2012; Colcombe et al., 2006; Huijbers et al., 2011; Kim, 2016), as previously established.  
These results mat indirectly support rodent models that have established an 
association between voluntary aerobic exercise and AHN, increased vasculature in the 
hippocampus, and improved hippocampal memory task performance, as discussed above 
(Clelland et al., 2009; Creer et al., 2010; Marlatt et al., 2012; Nokia et al., 2016; H. van 
Praag, Christie, et al., 1999; Henriette van Praag et al., 2005; H. van Praag, Kempermann, 
et al., 1999). Although cardiorespiratory fitness is rarely used as an independent variable 
in rodent models, human studies have found that aerobic exercise leads to improved 
cardiorespiratory fitness (Hagberg et al., 1989; Kohrt et al., 1991). If this is also true of 
rodent models, the interaction between cardiorespiratory fitness and aerobic exercise may 
suggest that improved cardiorespiratory fitness is the underlying factor associated with 
the changes in AHN, vasculature, and hippocampal memory task performance in rodent 
models.  
In conjunction with our results, this interaction has strong implications on human 
studies of aerobic exercise and memory retrieval. Investigators have concluded that 
aerobic exercise in healthy older adults resulted in an increase in grey matter in the 
prefrontal cortex (Colcombe et al., 2006) and the temporal cortex (Colcombe et al., 2006; 
Erickson et al., 2011). If aerobic exercise is associated with an increase in 
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cardiorespiratory fitness, we may also expect a corresponding change in effective 
connectivity between the prefrontal and temporal cortices (particularly the vMPFC, 
dMPFC, HC, and LTC), which may be explained by the increase in brain matter. This is 
further supported studies in older adults that have shown a positive correlation between 
cardiorespiratory fitness and hippocampal size (Erickson et al., 2009). These implications 
extend further, to hippocampal memory performance, which has been positively 
correlated with the size of the HC (Erickson et al., 2011). 
Moreover, these results build on human studies that have measured 
cardiorespiratory fitness directly,  showing that cardiorespiratory fitness may be 
positively correlated with hippocampal memory performance in young adults (Baym et 
al., 2014; Pontifex et al., 2014). Together with the findings of previous animal models 
and human studies, our results lend support to the idea that as AHN is enhanced by 
improving cardiorespiratory fitness, via aerobic exercise, the effective connectivity 
between the HC and the MRFC, LTC and PCC may be enhanced. Such enhancements in 
the flow of information within the DMN may be responsible for improved hippocampal 
memory performance after aerobic exercise training. 
 
4.3. Implications for Preclinical Alzheimer’s Disease 
Investigators have previously associated changes in the DMN with the 
development of AD (Greicius et al., 2004; Hafkemeijer et al., 2012; Koch et al., 2012; 
Mevel et al., 2011; Miao et al., 2011; Rombouts et al., 2005; Sorg et al., 2007; Wang et 
al., 2013). The earliest findings noted diminished glucose metabolism in the PCC, IPL, 
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and LTC with the progression of AD (R. L. Buckner et al., 2008; Greicius et al., 2004; 
Kumar et al., 1991). Additional changes to the DMN include diminished functional 
connectivity (Greicius et al., 2004; Mevel et al., 2011; Rombouts et al., 2005), and altered 
effective connectivity between anatomical structures (Miao et al., 2011). Moreover, it is 
well established that the HC begins to atrophy during the early stages of AD (Randy L. 
Buckner et al., 2005; Mevel et al., 2011; Sorg et al., 2007; Wang et al., 2013). During the 
preclinical stage of AD there may be very subtle changes, such as subjective cognitive 
problems; however, there are no objective cognitive impairments or obvious atrophy that 
would not be considered normal for older adults.  
Investigators have examined how cardiorespiratory fitness may be used to 
estimate factors that are know to change in preclinical and early clinical AD. One study 
revealed a positive correlation between cardiorespiratory fitness and functional 
connectivity within the DMN in older adults (Voss et al., 2015). Another study 
demonstrated that greater cardiorespiratory fitness may be associated with less atrophy of 
the HC as the brain ages in older adults with early clinical AD (Vidoni et al., 2012). This 
agrees with models that have revealed how cardiorespiratory fitness is positively 
correlated with hippocampal volume in older adults (Erickson et al., 2009, 2011). 
Interestingly, Honea and colleagues (2009) noticed that the volume of the medial 
temporal lobe, and parietal cortex was positively correlated with cardiorespiratory fitness 
in older adults with early clinical AD, but not in healthy older adults. This indicates that a 
correlation between cardiorespiratory fitness and hippocampal volume without abnormal 
cognitive impairments may be a sign of preclinical AD.  
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A report by Miao and associates (2011) showed a severely modified pattern of 
effective connectivity between DMN regions in older adults with AD compared to that of 
healthy older adults. In showing changes in effective connectivity with AD, the work by 
Miao and associates (2011) strongly supports how our work acts as a proof of concept, 
which establishes that resting state fMRI may be used in conjunction with effective 
connectivity analysis, using CGCA, to examine subtle changes in causal influence, adds 
to the body of literature demonstrating that resting state fMRI may be used to examine 
how neurological pathologies arise during the progression of preclinical and early clinical 
AD. Additional work is needed to determine if these methods may be used to analyze 
neuronal changes during the preclinical stage of AD, as well as during preclinical AD 
interventions, such as aerobic exercise. 
 
4.4. Limitations 
When analyzing our data, it is important to consider the limitations of our results. 
First, in using complex, data-driven, linear modeling methods, such as GICA and CGCA, 
larger data sets create stronger models. Our results demonstrated a number of trends, with 
few significant models. A larger sample size may yield further significant predictive 
information.  
Additionally, the resting state scan was performed directly following a delayed 
match to sample task involving hippocampal memory. Although the participants were 
instructed to relax and not think of anything in particular, it is possible that their attention 
was directed at the previous task or another task entirely. Therefore, the data presented 
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here may be associated with a form of implicit retrieval or consolidation. This type of 
interference was not controlled, and could not be eliminated definitively.  
Moreover, of the 25 ICs extracted during GICA, one was selected (Fig. 1) to 
represent the DMN as in other studies (Greicius et al., 2007; Koch et al., 2012). However, 
other studies have grouped more than one IC to represent the DMN (Damoiseaux et al., 
2006; Rombouts et al., 2009). Although our method of visual inspection and DMN 
template correlation did not reveal another IC to be a part of the DMN, we cannot 
eliminate the possibility of missing data from another IC with certainty.  
Finally, the poor temporal resolution of fMRI data can be an obstacle when using 
CGCA (Deshpande & Hu, 2012; Deshpande et al., 2011; Zhou et al., 2009). The temporal 
resolution for fMRI is typically in the range of 1 to 3 seconds. If the causal events being 
investigated occur at a higher temporal resolution than can be recorded, data analysis may 
misinterpret causal relationships due to under-sampling of the data (Deshpande et al., 
2011). However, compared to task-evoked BOLD activity, resting state spontaneous 
activity occurs at a low frequency range: 0.01Hz – 0.1Hz (Biswal et al., 2010; 
Damoiseaux et al., 2006; Rosazza & Minati, 2011). Therefore, we can assume that resting 
state fMRI is not affected by poor temporal resolution of fMRI instrumentation 
(Deshpande et al., 2011). 
 
4.5. Future Directions 
Further studies are needed to determine how cardiorespiratory fitness may act as a 
predictor of effective connectivity in the DMN in populations of healthy older adults, and 
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older adults with preclinical and early clinical AD. Additionally, future work will be 
required to examine how effective connectivity in the DMN of older adults with 
preclinical AD responds to aerobic exercise intervention.  
 
4.6. Conclusion 
This work extends previous animal models on adult neurogenesis and 
hippocampal memory by suggesting aerobic exercise may strengthen memory 
performance by improving cardiorespiratory fitness, therefore enhancing effective 
connections between the hippocampus and other brain areas important for memory 
performance, such as the vMPFC, dMPFC, PCC, and LTC. Further, this has implications 
as to potential prevention and treatments of neurological pathologies associated with 
preclinical AD, for which individuals experience diminished effective connectivity in the 
DMN. Additional research is required to determine if improving cardiorespiratory fitness 
can be used to counteract neurological pathologies associated with preclinical AD by 
improving DMN connectivity. 
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