We analyze perturbations of the right-hand side and the cost parameters in linear programming (LP) and semidefinite programming (SDP). We obtain tight bounds on the norm of the perturbations that allow interior-point methods to recover feasible and near-optimal solutions in a single interior-point iteration. For the unique, nondegenerate solution case in LP, we show that the bounds obtained using interior-point methods compare nicely with the bounds arising from the simplex method. We also present explicit bounds for SDP using the AHO, H..K..M, and NT directions.
Introduction
This paper is concerned with sensitivity analysis for linear programming (LP) and semidefinite programming (SDP) problems using interior-point methods. Sensitivity analysis (also called post-optimality analysis) is the study of the behavior of the optimal solution with respect to changes in the input parameters of the original optimization problem. It is often as important as solving the original problem itself, partly because in real life applications, the parameters are not always precise and are subject to some source of error.
For the LP case, sensitivity analysis based on the optimal basis matrix has been well-studied. Recently, the interior-point method approach using the analytic central optimal solution as opposed to an optimal basic solution has been analyzed by several researchers. Greenberg [6] , Jansen, de Jong, Roos and Terlaky [9] and Zhang [21] discuss the advantages of the central optimal solution over a basic solution. Adler and Monteiro [2] show that it is possible to perform parametric analysis using the optimal partition. Roos [16] develops the parametric analysis of the optimal value from the central optimal solution perspective. Nunez and Freund [15] and Holder, Sturm and Zhang [8] study the behavior of the central path under perturbations of the input data.
For the SDP case, Goldfarb and Scheinberg [4] investigate the properties of the optimal value function under perturbations of the input parameters. Sturm and Zhang [18] study the properties of the central path with respect to perturbations of the righthand side vector.
Our study in this paper is different from the above studies in the sense that it is motivated by how the interior-point method from a near-optimal pair of strictly feasible solutions for a problem and its dual compares with the simplex method from an optimal basic solution under perturbations of the right-hand side and the cost parameters for the LP case. We focus on obtaining explicit bounds on the norm of the perturbations of the input parameters so that a single iteration of the interior-point method regains feasibility for the perturbed problem and its dual. Further, the new iterates have duality gap smaller than that of the original iterates. We show that under the unique, non-degenerate solution assumption, the interior-point approach yields asymptotically exactly the same bounds as those that keep the current basis optimal (after symmetrization with respect to the origin); since these are the bounds natural when using the simplex method, we call these the bounds from the simplex approach. We also extend our analysis to the SDP case and obtain bounds on perturbations of the right-hand side and the cost parameters using the AHO [3] , H..K..M [7, 10, 11] and NT [14, 13] directions.
The paper is organized as follows. In the next section, we investigate the LP case. We present bounds on perturbations of the right-hand side and the cost vectors using the interior-point approach and the simplex approach and then compare the bounds resulting from the two approaches. The analysis of perturbations of the right-hand side vector and the cost matrix for the SDP case in the general form as well as using the three specific search directions is given in Section 3. We conclude the paper with a discussion in Section 4.
Linear Programming
We consider the LP given in the following standard form:
where c and x ∈ IR n , b ∈ IR m , and A ∈ IR m×n . Throughout this section, the coefficient matrix A will be fixed; thus we parametrize the above LP by b and c, and we denote it by LP P (b, c). The associated dual LP is given by the following:
where y ∈ IR m and s ∈ IR n . Similarly, the dual LP will be denoted by LP D(b, c). Without loss of generality, we assume that A has full row rank.
Interior-Point Approach
We assume that both LP P (b, c) and LP D(b, c) have strictly feasible points, i.e., there exist x > 0, s > 0, and y such that Ax = b, and A T y + s = c. It is well known that the duality gap corresponding to these points is given by c T x − b T y = x T s > 0. X and S will denote the diagonal matrices corresponding to x and s, respectively, and e will denote the vector of ones in the appropriate dimension.
First, we will briefly review the concept of the central path in LP. The central path is a path of strictly feasible pairs of points (x(µ), y(µ), s(µ)) parametrized by a positive scalar µ. Each point on the central path satisfies the following system for some µ > 0:
with x > 0 and s > 0. Under the assumption above, such a solution exists for each positive µ. An interior-point iteration is usually a Newton step for this nonlinear system of equations for some µ, possibly with different right-hand sides. Suppose (x, y, s) is the current iterate, and we seek an approximation to the pair of points on the central path corresponding to parameter µ (say equal to γx T s/n). Then the Newton step (∆x, ∆y, ∆s) is given by the solution of the following system: A∆x = r p , A T ∆y + ∆s = r d , S∆x + X∆s = r xs , (2.2) where r p = b − Ax, r d = c − A T y − s, and r xs = µe − XSe. Here, r p , r d and r xs are simply the primal, dual and complementary slackness residuals, respectively.
However, we might want to use different right-hand sides. If the right-hand side b or cost vector c is changed to b ′ or c ′ , we may wish to use this instead of b or c to compute r p or r d . Similarly, we may want to strive for a different product of the primal and dual variables than µe, as in target-following methods. We will say that a Newton step from (x, y, s) targeting the feasible pair of points (x ′ , y ′ , s ′ ) of LP P (b ′ , c ′ ) and LP D(b ′ , c ′ ) that satisfies X ′ S ′ e = v is the triple (∆x, ∆y, ∆s) solving (2.2) for r p = b ′ − Ax, r d = c ′ − A T y − s, and r xs = v − XSe. (This is a slight abuse of language, since such a pair of points might not exist, but the Newton step is still defined.)
If A has full row rank, then the system (2.2) has a unique solution given by:
3)
where
The key observation here is that if A has full row rank, then AD 2 A T will be symmetric positive definite, and hence invertible.
Next, we present our results about perturbations of b and c. 
4)
, then a full Newton step can be taken and the resulting iterate will be feasible for the new problem. Moreover, in this case the new iterate will have duality gap at most x T s. The largest L ∞ -box around the origin that guarantees (2.4) is defined by
(2.5)
Proof:
Using the above notation in (2.2) and by the hypothesis, we find r p = ∆b, r d = 0, and r xs = 0. Let's consider the third equation in (2.2):
Rewriting this equality component-wise, we have:
where x i denotes the ith component of x. However, the next iterate will be feasible iff x i + ∆x i ≥ 0 and s i + ∆s i ≥ 0, i = 1, . . . , n, since the equality constraints will automatically be satisfied if a full Newton step is taken. 
and this proves the first part of the proposition. The duality gap of the new iterate will be given by:
Multiplying (2.6) by e T from the left, we have x T ∆s + s T ∆x = 0. From (2.7), ∆x i and ∆s i have opposite signs, and so ∆x T ∆s ≤ 0. Hence, we have:
as claimed. For the last part, let M : 4) . But recalling the definition of the operator norm on matrices, we have:
If ∆b * attains the maximum in (2.11), then by taking ∆b = 1 M ∞ ∆b * , we have:
Clearly, if ∆b is perturbed in the appropriate direction by a small amount, (2.4) is violated. This shows that the bound is tight and completes the proof.
Next, we present the analogous result for perturbations of the cost vector c.
Proposition 2.2 Assume that (x, y, s) is a strictly feasible pair of points for LP P (b, c) and LP D(b, c) and the cost vector c is replaced by c + ∆c, where ∆c ∈ IR n . Suppose a Newton step is taken from (x, y, s) targeting the feasible pair (x ′ , y ′ , s ′ ) of LP P (b, c+∆c) and LP D(b, c + ∆c) that satisfies X ′ S ′ e = XSe. If, and only if,
13)
, then a full Newton step can be taken and the resulting iterate will be feasible for the new problem. Moreover, in this case the new iterate will have duality gap at most x T s. The largest L ∞ -box around the origin that guarantees (2.13) is defined by 
and this proves the first part of the proposition. Essentially the same arguments as in the previous proposition hold to prove the decrease in the duality gap and the form of the largest box.
The nice implication about the first two propositions is that as long as the duality gap is small for the original problem, the new duality gap for the perturbed problem will be at least as small as the original one. If one already has the Cholesky factorization for the current iterate, then an iteration simply reduces to solving two triangular systems followed by a few matrix-vector products. Therefore, the cost of the interior-point method iteration is not exorbitantly high.
Finally, we give the version of the two propositions above for directional perturbations, i.e., the right-hand side vector b is replaced by b + βd b , and the cost vector c is replaced by c + βd c , where 15) where
Proof: Using (2.3), we have r p = βd b , r d = βd c , and r xs = 0 by the hypothesis. Therefore,
from which the result follows immediately.
Simplex Approach
First, we consider changes in the right-hand side vector b. It is clear that as long as ∆b satisfies certain conditions, the optimal basis for the original LP will remain optimal for the new LP.
Let x * be an optimal solution for the original LP, and assume that it is partitioned as x * B and x * N , corresponding to the basic and non-basic variables, respectively. Similarly, assume that the columns of the coefficient matrix A are partitioned into B and N accordingly. Let the right-hand side vector b be replaced by b + ∆b, where ∆b ∈ IR m . Then the optimal basis will remain optimal for the new problem if and only if primal feasibility is retained:
Clearly, the simplex approach yields "one-sided" bounds as opposed to the "twosided" bounds we have in the interior-point approach.
Next, we consider changes in the cost vector c. Assume that c is replaced by c + ∆c, where ∆c ∈ IR n . Once again, partition c as c B and c N , and ∆c as ∆c B and ∆c N , corresponding to the basic and non-basic variables, respectively. The optimal basis will remain optimal if and only if dual feasibility is retained (i.e., the dual slack variable s * remains nonnegative):
where s * N and s * B partition the dual optimal slack s * . Hence, as long as ∆c satisfies the above inequality, the same optimal basis will remain optimal for the new problem.
In the next subsection, we compare the two approaches.
Comparison of the Simplex and the Interior-Point Approaches
Recall that Propositions 2.1 through 2.3 hold for any strictly feasible pair of solutions for LP P (b, c) and LP D(b, c). Clearly, they cannot be applied directly to the optimal solution pair since strict feasibility is violated. Hence, we need to obtain a "good" strictly feasible pair of solutions for LP P (b, c) and LP D(b, c) so that we can compare the conditions and bounds from the simplex approach with those arising from the interior-point approach. Throughout this subsection, we will assume that the original LP has a unique, non-degenerate solution, with basic and nonbasic variables indicated by the subscripts B and N as above. Thus the optimal primal solution is x * = (x * B ; x * N ) and the optimal dual solution (y * , s * ) = (y * , (s * B ; s * N )) with x * B > 0, x * N = 0, s * B = 0, and s * N > 0. We will first compare the conditions and bounds where those for the interior-point approach are generated from a strictly feasible pair of solutions that is close to optimal and also close to the central path. We show that asymptotically the same conditions and bounds are generated by the two approaches, as long as the simplex conditions are "symmetrized" to make them two-sided like those from the interior-point approach. Then we will consider any strictly feasible pair of solutions that is close to optimal and show that similar results hold.
The simplex condition (2.17) on ∆b can be written as (X * B ) −1 B −1 ∆b ≥ −e. We will call the symmetrized condition the strengthening where this vector must lie between −e and e, or (X * B )
The largest L ∞ -box around the origin that guarantees either one of these conditions is given by
Similarly, the simplex condition (2.18) on ∆c can be written as (S * N ) −1 (∆c N − N T B −T ∆c B ) ≥ −e; as above, the symmetrized condition is then 20) and the largest box guaranteeing either of these conditions is
Recall that the central path is the set of solutions for positive µ of the system
with x > 0 and s > 0. Adler and Monteiro [1] show that the above system indeed defines a continuous and differentiable path of solutions parametrized by µ, and that as µ approaches 0, the points on the central path converge to the analytic center of the optimal face. They also analyze the limiting behavior of the central path and show that the derivative of the path as a function of µ has a limit as µ tends to 0. Here is their result. Here, (s * N ) −1 denotes the vector of inverses of the components of s * N and similarly for (x * B ) −1 . We refer the reader to the proofs of Theorems 5.1 and 5.3 in [1] . Note that our assumption of a unique non-degenerate solution implies that x * B > 0 and s * N > 0. Also, B is an m × m invertible matrix. Hence, we immediately get a closed form expression for the derivative of x B (µ): note that
. Hence, we have:
Similarly, we also get a closed form expression for the derivative of s N (µ) as follows: we have
. Differentiating this last equation with respect to µ, taking the limit as µ tends to 0 and using Theorem 2.1, we have:
The strictly feasible pair of points we will initially use in our analysis of the interiorpoint approach is obtained by taking a first-order Taylor approximation from the optimal solution (x * , y * , s * ) using the above theorem. Clearly, for small enough µ, the point will be a good approximation to (x(µ), y(µ), s(µ)). Consequently, we have the following strictly feasible pair of points:
(2.24)
, it is easy to verify that the resulting points (x, y, s) will be strictly feasible for small enough µ; moreover, it is easy to check that the duality gap of (x, y, s) is µn, the same as that of the corresponding point on the central path. Therefore, in the case of a unique non-degenerate solution to LP P (b, c), we have a strictly feasible pair of points to use in our analysis for the interior-point approach.
From Proposition 2.1, we need to compute the following matrix:
Instead, it is easier to work with its row permutation:
Next, we substitute the values from (2.24). In order to simplify the computations, we will frequently use the following formulae. Suppose M is a square matrix with M ≤ 1/2 (we can use any of several norms here, but let us suppose this is the L 2 -operator norm). Then the Neumann lemma [5] implies that I + M is invertible with (I + M ) −1 ≤ 2, and it is then easy to see that
Next suppose that U is invertible and U −1 V ≤ 1/2. Then applying the result above to
We will apply this result with U := BS
and that U −1 and V are O(µ) (by this we mean each entry is of the stated order). Now we return to (2.26). We find that 28) and from this the top part of the matrix is (X * B )
, the bottom part of the matrix is O(µ) since U −1 and V are.
This generates the necessary and sufficient condition
which is asymptotically the same as the symmetrized simplex condition (2.19). The corresponding L ∞ -box is asymptotically the same also. Next, we consider a change in the cost vector c. From Proposition 2.2, we need to evaluate the following:
Permuting both the rows and the columns yields the following:
Let us examine each block of this 2 × 2 block matrix. The top left block is
Using our expressions for (U + V ) −1 and for (S B ) −1 B T U −1 in (2.27) and (2.28), we find that this equals
which is O(µ) since V is. Similarly, the top right block can be written as
, which simplifies using the same two equations to (X B )
and this is again
Once again using these equations, we find that this simplifies to −(
Finally, the bottom right block is (
Our necessary and sufficient condition then reduces to
and again this is asymptotically identical to the simplex condition (2.20) . The corresponding L ∞ -box is asymptotically the same also. We conclude this section by generalizing our results (2.29) and (2.32). In deriving these results, we used an approximation to the point on the central path based on a firstorder Taylor approximation from the optimal solution. In the next theorem, we show that the same asymptotic result can be obtained using any strictly feasible solution (x, y, s) with a small duality gap µn := x T s, which makes our results algorithmically more applicable.
Theorem 2.2
Under the assumption of a unique, non-degenerate solution, the asymptotic results (2.29) and (2.32) hold for all strictly feasible pairs of points (x, y, s) uniformly in µ where µ := x T s/n.
To prove Theorem 2.2, we use the following lemma. In what follows, O(µ) denotes a scalar, vector, or matrix whose entries are bounded by a multiple of µ; this multiple can depend on B and N and on (x * , y * , s * ), but does not depend on the strictly feasible solution (x, y, s).
Lemma 2.1 Under the assumption of a unique, non-degenerate solution, let (x, y, s) be any strictly feasible solution with duality gap µn, let (x * , y * , s * ) be the optimal solution and let the coefficient matrix A be partitioned as B and N , corresponding to the basic and nonbasic variables, respectively. Then x and s satisfy:
where the subscripts indicate the appropriate partitions with respect to B and N .
Proof:
Note that (x * , y * , s * ) satisfies
(2.34)
Since (x, y, s) is a strictly feasible solution with a duality gap µn, by (2.34) we have 
Note that s − s * and x − x * are orthogonal to each other since s − s * lies in the range space of A T whereas x − x * lies in the null space of A. Therefore,
Since all the terms in the right hand side of (2.37) are nonnegative, we have B terms vanish; see, e.g., (2.31), where two such terms cancel. We conclude that our earlier proof goes through unchanged, and this establishes the theorem.
We find it remarkable that the same bounds are produced asymptotically by any strictly feasible pair, whereas it seems that solutions close to the boundary of the feasible region would generate much worse bounds, since perturbations appear much more likely to lead to infeasibility. However, we have shown that this is not the case. This analysis may shed some light on how well interior-point methods work even when their iterates lie very close to the boundary of the feasible region.
Semidefinite Programming
We consider the SDP given in the following standard form:
where all A i ∈ SIR n×n , b ∈ IR m , C ∈ SIR n×n are given, and X ∈ SIR n×n . Here SIR n×n denotes the space of n × n symmetric matrices, and X 0 indicates that X is symmetric positive semidefinite. Similarly, X ≻ 0 will indicate that X is symmetric positive definite. The notation P •Q represents the usual inner product Trace (P T Q) = ij P ij Q ij on n × n matrices, and the Frobenius norm P F := (P • P ) 1/2 is the associated norm. We assume that the set {A i } is linearly independent. The dual problem associated with (SDP ) is:
where y ∈ IR m and S ∈ SIR n×n . Once again, we will parametrize SDP and SDD by b and C, and the matrices A i will be fixed. Note that LP is a special case of SDP where all the matrices A i and C are diagonal; then S is automatically diagonal, and any X can be replaced by its diagonal restriction without loss of generality.
The concept of the central path can be extended to SDP. If we assume that both SDP (b, C) and SDD(b, C) have strictly feasible solutions (i.e., with X and S positive definite), the central path is defined as the set of solutions (X(µ), y(µ), S(µ)) for µ > 0 to the following system together with the requirement that X and S are symmetric positive definite:
A crucial observation is that Newton's method cannot be directly applied to (3.1). The reason is that the residual map takes an iterate (X, y, S) ∈ SIR n×n × IR m × SIR n×n to a point in IR m × SIR n×n × IR n×n (since XS − µI is in general not symmetric), which is a space of higher dimension. Many authors have suggested different ways of symmetrizing the third equation in (3.1) so that the residual lies in SIR n×n . Todd [19] analyzes twenty different search directions for SDP.
Next, we introduce some notation that we will use throughout this section. Script letters will denote linear operators on symmetric matrices. In particular, A :
with adjoint A * : IR m → SIR n×n ; then
The directions we will examine will be Newton steps for nonlinear systems of the form
where Θ(X, S) is some symmetrization of XS and where X ′ and S ′ are the targeted points. (Once again, X ′ and S ′ typically form the point on the central path satisfying X ′ S ′ = µI for some µ > 0, and µ is decreased at each iteration towards 0. We assume that Θ(X ′ , S ′ ) is known for such points even if X ′ and S ′ are not.) Therefore, the Newton direction will be given by the solution of the following system:
where r p = b − AX is the primal residual, R d = C − A * y − S is the dual residual, the operators E = E(X, S) and F = F(X, S) are the derivatives of Θ with respect toX andS respectively, evaluated at (X, S), and R EF = R EF (X, S) = Θ(X ′ , S ′ ) − Θ(X, S). We will also use the following notation introduced by Alizadeh, Haeberly, and Overton [3] :
where P, Q ∈ IR n×n and K ∈ SIR n×n , and we will regard it as an operator from SIR n×n to SIR n×n . The adjoint operator is defined as usual by E * U • V = U • EV for all U , V , and it is easy to see that
so that P ⊙ Q is self-adjoint if P and Q are symmetric. If moreover P and Q are positive definite, then
so that P ⊙ Q is also positive definite. If P is nonsingular,
but there is no simple expression for (P ⊙ Q) −1 in general. Note that I ⊙ I is the identity operator. Very occasionally, we will extend the domain of the operator P ⊙ Q to all of IR n×n ; for possibly nonsymmetric matrices K, we define it by
Assuming that E is nonsingular, we find that (3.5) has a unique solution iff the m×m Schur complement matrix AE −1 FA * is nonsingular, and in this case the solution can be found from
In this paper, we will analyze the AHO, H..K..M, and the NT directions. The AHO direction was suggested by Alizadeh, Haeberly and Overton [3] . The H..K..M direction was independently introduced by Helmberg, Rendl, Vanderbei and Wolkowicz [7] ; Kojima, Shindoh and Hara [10] ; and Monteiro [11] . Finally, Nesterov and Todd [14, 13] introduced the NT direction. The reason for restricting ourselves to the above three directions is twofold. Firstly, Todd [19] introduces the concept of "well-defined directions", and shows that the H..K..M and NT directions give a unique search direction for every symmetric positive definite X and S and surjective operator A. The AHO direction also enjoys this property if XS + SX is symmetric positive semidefinite [17, 20] or if (X, y, S) lies in a suitable neighborhood of the central path [12] . Moreover, the first two directions possess the property that E −1 F is positive definite, which will lead to a reduction in the duality gap for the new problem arising from perturbations of b and C as in the LP case. Again, the AHO direction enjoys this property if XS + SX is symmetric positive semidefinite. Note that an operator A from SIR n×n to SIR n×n is positive definite if U • AU > 0 for every nonzero U ∈ SIR n×n . Our second reason for analyzing these three directions is that they are among the search directions used most frequently in practice. In the next subsection, we will present our general results for a class of search directions for the SDP. Then we will turn our attention to the three specific search directions stated above.
General Results
We assume that both SDP (b, C) and SDD(b, C) have strictly feasible solutions, i.e., there exist X ≻ 0, S ≻ 0, and y ∈ IR m such that AX = b and A * y + S = C. We also assume that A is a surjective operator, which follows if the A i s are linearly independent. Clearly, the duality gap corresponding to these points will be given by C • X − b T y = X • S > 0, since both X and S are symmetric positive definite. We further assume that the operators E and F are in the following form:
where M is a symmetric positive definite matrix. As will be analyzed shortly, this assumption holds for AHO, H..K..M and NT directions. From (3.7), the adjoint operators are given by
Under the assumption (3.10), E is nonsingular. Moreover, E −1 F is positive definite for the H..K..M and NT directions, and this also holds for the AHO direction if XS +SX is symmetric positive semidefinite. Note that since A is surjective, the Schur complement matrix AE −1 FA * will be nonsingular. Finally, V 1 2 will denote the unique symmetric positive definite square root of the symmetric positive definite matrix V .
First, we consider a change in the right-hand side vector b.
Proposition 3.1 Assume that (X, y, S) is a strictly feasible pair of points for SDP (b, C) and SDD(b, C) and let E and F as in (3.5) be given by (3.10) . Assume that AE −1 FA * is nonsingular. Let the right-hand side vector b be replaced by b + ∆b, where ∆b ∈ IR m , and suppose a Newton step for the system (3.4) is taken from (X, y, S) targeting the feasible pair of points (X ′ , y ′ , S ′ ) of SDP (b + ∆b, C) and SDD(b + ∆b, C) that satisfies Θ(X ′ , S ′ ) = Θ(X, S). Then a full Newton step can be taken and the resulting iterate will be feasible for the new problem if ∆b satisfies the following inequalities:
Moreover, the duality gap of the new iterate will be at most X • S if E −1 F is positive definite.
Proof:
Note that by the hypothesis, we have r p = ∆b, R d = 0 and R EF = 0. Then, from (3.9), the Newton step (∆X, ∆y, ∆S) is given by: should be greater than or equal to -1. A sufficient condition is that all the eigenvalues lie between -1 and 1, or equivalently, all the singular values should be less than or equal to 1. With this observation and combining (3.14) with (3.15), we have: Again, combining (3.14) with (3.17), and using the same sufficiency argument, we have: 18) which is exactly (3.13).
Next, we will show that the duality gap of the new iterate is at most the original duality gap given by X • S, assuming E −1 F is positive definite. Note that
By our hypothesis, E and F are given by (3.10). Therefore, if we use (3.11), it is easy to verify that
Then, using (3.20), we have: Next, we consider perturbations of the cost matrix C.
Proposition 3.2 Assume that (X, y, S) is a strictly feasible pair of points for SDP (b, C)
and SDD(b, C) and let E and F as in (3.5) be given by (3.10). Assume that AE −1 FA * is nonsingular. Let the cost matrix C be replaced by C + ∆C, where ∆C ∈ SIR n×n , and suppose a Newton step for the system (3.4) is taken from (X, y, S) targeting the feasible pair of points (X ′ , y ′ , S ′ ) of SDP (b, C + ∆C) and SDD(b, C + ∆C) that satisfies Θ(X ′ , S ′ ) = Θ(X, S). Then a full Newton step can be taken and the resulting iterate will be feasible for the new problem if ∆C satisfies the following inequalities:
Proof:
Once again, using the hypothesis and the notation in (3.9), we have r p = 0, R d = ∆C, and R EF = 0. Then the Newton step (∆X, ∆y, ∆S) is given by:
Then, proceeding as in the proof of Proposition 3.1, we see that the next iterate will be feasible for the new problem if and only if X + ∆X 0 and S + ∆S 0. Using a similar argument as in the previous proof, it suffices that X 
which are exactly the bounds (3.26) and (3.27) we seek. Essentially the same argument as in Proposition 3.1 shows that, if E −1 F is positive definite, the duality gap is bounded above by X • S. This completes the proof.
Next, as in the LP case, we present our result for directional perturbations.
Proposition 3.3
Assume that (X, y, S) is a strictly feasible pair of points for SDP (b, C) and SDD(b, C) and let E and F as in (3.5) be given by (3.10). Assume that AE −1 FA * is nonsingular. Let the right-hand side vector b and the cost matrix C be replaced by b + βd b , C + βD C , respectively, where β ∈ IR, d b ∈ IR m , and D C ∈ SIR n×n . Suppose a Newton step for the system (3.4) is taken from (X, y, S) targeting the feasible pair of points (X ′ , y ′ , S ′ ) of SDP (b + βd b , C + βD C ) and SDD(b + βd b , C + βD C ) that satisfies Θ(X ′ , S ′ ) = Θ(X, S). Then a full Newton step can be taken and the resulting iterate will be feasible for the new problem if β satisfies the following:
where a is the reciprocal of
and b that of
Proof:
As in Propositions 3.1 and 3.2, the result follows simply by observing that r p = βd b , R D = βD C and R XS = 0 in (3.9), and imposing the sufficient conditions S Before analyzing the three search directions, we would like to discuss the concept of scale-invariance. Given SDP (b, C) and SDD(b, C), if we apply a change of variable in SDP (b, C) such that X is replaced byX = P XP T , where P is a nonsingular matrix in IR n×n , SDP (b, C) transforms to
whereĈ := P −T CP −1 , andÂ andÂ * are defined from {Â i := P −T A i P −1 } as in (3.2) and (3.3). The dual of this problem is
which is exactly the transformation of SDD(b, C) with (y, S) replaced by (ŷ :=ỹ,Ŝ := P −TS P −1 ). Now, we are in a position to discuss P-scale-invariance and Q-scale-invariance introduced by Todd [19] . A method for defining a search direction for semidefinite programming is called P-scale-invariant if the direction at any iterate is the same as would result from scaling the problem and iterate by an arbitrary nonsingular matrix P , using the method to determine the direction for the scaled problem, and then scaling back. It is called Q-scale-invariant if this is true when P is restricted to the set of orthogonal matrices. If (X, y, S) is a strictly feasible pair of points for SDP (b, C) and SDD(b, C), then (X,ŷ,Ŝ) = (P XP T , y, P −T SP −1 ) is a strictly feasible pair of points for SDP and SDD. Todd shows that the H..K..M and NT directions are Pscale invariant, whereas all three directions we will analyze are Q-scale invariant (see Propositions 6.6 and 6.7 in [19] ).
Furthermore, the Schur complement matrix given by AE −1 FA * is invariant under scaling, i.e., AE −1 FA * =ÂÊ −1FÂ * . To see this, consider the ith column of the unscaled Schur complement matrix:
where e i is the ith unit vector. Let K = E −1 FA i . Then we have EK = FA i . Using the fact that E = S ⊙ M and F = M X ⊙ I for our directions where M is a symmetric positive definite matrix (3.10), we have:
Then u in (3.32) is given by
As will be seen in the following analysis, the matrix M scales like S, i.e.,M = P −T M P −1 , for the H..K..M and NT directions. ThenÊ =Ŝ ⊙M andF =MX ⊙ I. Therefore, the ith column of the scaled Schur complement matrix is given by:
LetK =Ê −1FÂ i . ThenÊK =FÂ i . Using the definitions ofÊ andF , and substituting the values for the scaled matrices, we have:
Multiplying (3.36) by P T from the left and P from the right, we get:
Comparing (3.33) with (3.37), we have the same symmetric matrix on the right-hand side. Since S and M are symmetric positive definite, both systems have the same unique solution, so thatK = P KP T . Hence,
. . .
From (3.34) and (3.38), we conclude that the Schur complement matrix is invariant under scaling. With this observation, either the original iterate or the scaled one can be used to compute this matrix. We will make use of this observation in our analysis. For the AHO direction, M = I, thusM = M = I = P −T P −1 iff P = P −T . This is the reason why, unlike the other directions, the AHO direction only enjoys Q-scale invariance.
The AHO Direction
The AHO direction [3] is the Newton step for the following symmetrization of the third equation in (3.4):
It corresponds to taking
Therefore, M = I for the AHO direction. Recall from Section 3.1 that we need the operator E −1 for our analysis. For the AHO direction, E is given by (3.40) , and E −1 does not have a nice closed form expression. However, using the Q-scale invariance property, assuming that (X, y, S) is our current strictly feasible pair of points for SDP (b, C) and SDD(b, C), we let S = QDQ T be the eigenvalue decomposition of S, where D is a diagonal matrix with strictly positive eigenvalues of S, and Q is an orthogonal matrix. Then, using P = Q −1 as a scaling matrix, we have: 
where U ij denotes the (i, j) entry of the matrix U , and d i the ith diagonal element of D. Now we compute the Schur complement matrix for the current iterate (X, y, S) using the scaled iterate. Let N =ÂÊ −1FÂ * . Then the ith column of N is given by:
from (3.42). Let us also write K i for QK i Q T . Therefore,
(3.45) implies that the Schur complement matrix N is not symmetric in general (see also Proposition 6.4 in [19] ). As mentioned previously, the AHO direction does not satisfy the well-defined direction property, that is, the AHO direction may fail to exist at a strictly feasible iterate. Therefore, we assume that (X, S) is such that the Schur complement AE −1 FA * is nonsingular in this subsection.
First, we consider a change in the right-hand side vector b. If we use the scaled iterate (X,ŷ,Ŝ) and the fact that ∆b = ∆b, Proposition 3.1 implies that the following bounds on ∆b suffice:
The first inequality in (3.46) yields the following:
whereK i is as in (3.44) and (N −1 ∆b) i denotes the ith component of the vector N −1 ∆b. In this bound, we can also replaceX
, since the two are related by an orthogonal similarity. Similarly, the second inequality in (3.46) yields the following: and SDD(b, C) such that AE −1 FA * is nonsingular. Assume that the right-hand side vector b is replaced by b + ∆b, where ∆b ∈ IR m . Suppose a Newton step is taken from (X, y, S) targeting the feasible pair of points (X ′ , y ′ , S ′ ) of SDP (b + ∆b, C) and SDD(b + ∆b, C) that satisfies (X ′ S ′ + S ′ X ′ )/2 = (XS + SX)/2. Then, if we use the AHO direction, a full Newton step can be taken and the resulting iterate will be feasible for the new problem if ∆b satisfies (3.47) and (3.48). Moreover, the duality gap of the new iterate will be at most X • S if E −1 F is positive definite.
Next, we consider a change in the cost matrix C. If we use the scaled iterate (X,ŷ,Ŝ) again and the fact that ∆C = Q T ∆CQ, Proposition 3.2 implies that the following bounds on ∆C suffice:
The first inequality in (3.49) yields the following:
(3.50)
LetL =Ê −1 1 2 ( ∆CX +X ∆C) . Then, using (3.42), we getL ij = ( ∆CX+X ∆C) ij d i +d j . Hence, (3.50) simplifies to
whereK i is again given by (3.44) and
Similarly, the second inequality in (3.49) yields:
(As before, we can express these bounds in terms of unscaled quantities using K i as above and L := QLQ T .) Hence, we obtain Proposition 3.5 Let (X, y, S) be a strictly feasible pair of solutions for SDP (b, C) and SDD(b, C) such that AE −1 FA * is nonsingular. Assume that the cost matrix C is replaced by C + ∆C, where ∆C ∈ SIR n×n . Suppose a Newton step is taken from (X, y, S) targeting the feasible pair of points (X ′ , y ′ , S ′ ) of SDP (b, C + ∆C) and SDD(b, C + ∆C) that satisfies (X ′ S ′ + S ′ X ′ )/2 = (XS + SX)/2. Then, if we use the AHO direction, a full Newton step can be taken and the resulting iterate will be feasible for the new problem if ∆C = Q T ∆CQ satisfies (3.51) and (3.52). Moreover, the duality gap of the new iterate will be at most X • S if E −1 F is positive definite.
Next, we would like to compare the bounds in Proposition 3.1 with those for the LP case. As mentioned before, LP is a special case of SDP where all the matrices A i , C, X, and S are diagonal. Here, A i denotes the diagonal matrix corresponding to the ith row of the coefficient matrix A in LP. Using the notation in (3.41), we have Q = I, Ŝ = S,X = X,Ĉ = C andÂ i = A i . Thus, the scaled operators are the same as the original ones. Moreover, for diagonal matrices U and R,
In (3.53), we used the fact that diagonal matrices commute. Then the ith column of the Schur complement matrix N is given by
However, (3.54) implies that N = AD 2 A T , where D 2 = XS −1 . Then, from Proposition 3.1, it is sufficient that ∆b satisfy the following:
(3.55)
Therefore, both bounds in (3.55) reduce exactly to the bound given in Proposition 2.1. Similarly, for the ∆C case, we have thatL = S −1 ∆CX,
where ∆c is the vector corresponding to ∆C. From Proposition 3.2, it is sufficient that ∆C satisfy the following:
Once again, both bounds in (3.56) reduce to the bound given in Proposition 2.2. Since E −1 F is always positive definite for the LP case (in fact diagonal), the AHO direction is well-defined. Again, we state this result formally: Proposition 3.6 Given an LP, the AHO direction for the corresponding SDP yields exactly the same bounds as the original LP for perturbations of b and c.
The H..K..M Direction
The H..K..M direction [7, 10, 11] is the Newton step for the following symmetrization of the third equation in (3.4):
Here, the operators E and F are given by
Therefore, M = S for the H..K..M direction. Alternatively, so that E does not need to be inverted, we have:
Note that the H..K..M direction is P -scale invariant. Therefore, we apply the scaling transformation using P = S 1 2 . Then we have the following scaled matrices:
(3.60)
We also haveÊ = E = I ⊙ I andF =X ⊙ I. Now we compute the Schur complement matrix for the current iterate (X, y, S) using the scaled iterate. Let N =ÂÊ −1FÂ * . Then the ith column of N is given by:
Therefore,
In the above derivation, we used the obvious facts that Trace (A) = Trace (A T ) and Trace (P K) = Trace (KP ), for any square matrices A, P , and K. (3.62) implies that the Schur complement matrix N is always symmetric (see also Proposition 6.4 in [19] ). The H..K..M direction is a well-defined direction, i.e., it exists and is unique for every symmetric positive definite X and S and every surjective A. Moreover, the operator E −1 F is self-adjoint and positive definite (see Proposition 6.3 in [19] ).
First, we consider a change in the right-hand side vector b. If we use the scaled iterate (X,ŷ,Ŝ) and the fact that∆b = ∆b, Proposition 3.1 implies that the following bounds on ∆b suffice:
The first inequality in (3.63) yields the following:
Similarly, the second inequality in (3.63) yields the following:
Note that (3.65) bounds the 2-norm of E := m i=1 (N −1 ∆b) iÂi , while (3.64) bounds the 2-norm of (U −1 EU + U EU −1 )/2 for U :=X 1 2 . By Lemma 3.3 of Monteiro [11] , the latter norm is always at least the former, so that (3.64) implies (3.65). Thus, we have 
The first inequality in (3.66) yields the following:
Similarly, the second inequality in (3.66) yields:
where v is the same as above. Note that (3.68) bounds the 2-norm of E := ∆C − m i=1 (N −1 v) iÂi , while (3.67) bounds the 2-norm of −(U −1 EU + U EU −1 )/2 for U := X 1 2 . Again, the results of Monteiro [11] show that (3.67) implies (3.68). Thus, we have shown Next, we would like to compare the bounds in Proposition 3.4 with those for the LP case. As for the AHO direction, we assume our SDP arises from an LP, so that A i is a diagonal matrix for each i, with diagonal entries from the ith row of A, etc. From (3.62), N ij = Trace (Â iXÂj ) = Trace (A i S −1 XA j ). Therefore, N = AD 2 A T , where D 2 = XS −1 . Then, using Proposition 3.4, we see that it is sufficient that ∆b satisfy the following:
Therefore, the bound in Proposition 3.4 reduces exactly to that given in Proposition 2.1. Similarly, for the ∆C case, from Proposition 3.5, it is sufficient that ∆C = S 
Once again, this bound reduces to that given in Proposition 2.2. We state this result formally:
Proposition 3.9 Given an LP, the H..K..M direction for the corresponding SDP yields exactly the same bounds as in the original LP for perturbations of b and C.
The NT Direction
The NT direction [14, 13] is the Newton step for the following symmetrization of the third equation in (3.4):
where W is the scaling matrix defined by
so that W SW = X. Here, the operators E and F are given by
Therefore, M = W −1 for the NT direction. It has been shown [20] that if the targeted point satisfies X ′ S ′ = νI for some ν > 0, then the NT direction can alternatively be defined in the following convenient way, in which case E does not need to be inverted:
We claim that the representation (3.72) can be generalized to the case when X ′ and S ′ are arbitrary matrices if R EF is appropriately chosen. First of all, note that (3.71) is equivalent to
Now we will show that there exists a unique symmetric matrix R EF such that the following system ∆X + W ∆SW = R EF , (3.75) which is related to (3.72) is equivalent to (3.74) for arbitrary X ′ and S ′ . Proceeding as in [20] , we see that (3.75) is equivalent to each of the following two equations:
76)
The first equality follows from premultiplying (3.75) by W −1 and postmultiplying by W −1 X, together with SW = W −1 X, and the second equality is a consequence of premultiplying (3.75) by S. Adding up (3.76) and (3.77), we obtain the same expression on the left hand side of (3.74). Hence, it follows that R EF should satisfy
Postmultiplying (3.78) by W −1 , we obtain
Using the notations in (3.6) and (3.8), (3.79) is equivalent to
On the left, W −1 ⊙ S is viewed as an operator from SIR n×n to itself, while on the right W −1 ⊙ I takes IR n×n to SIR n×n . However, note that W −1 ⊙ S is positive definite, and therefore (3.80) has a unique solution R EF . This shows that the solution to (3.75) will also satisfy (3.73) if R EF is given by (3.80). However, the solutions to the two Newton systems (3.5) where the third equations are given by (3.73) and (3.75) respectively exist and are unique, and hence must agree. Therefore, we conclude that an alternative representation of the NT direction is given by
where R EF is defined as the solution to (3.80). Observe that computation of R EF involves solving a Lyapunov system. However, for our purposes, the right hand side of (3.80) is exactly equal to Θ(X ′ , S ′ ) − Θ(X, S), and in our case this is 0; therefore R EF = 0. Note that the NT direction is also P -scale invariant. Therefore, we apply the scaling transformation using P = W − 1 2 . Then we have the following scaled matrices:
(3.82) HenceX =Ŝ and soŴ = I. Thus we haveÊ =F = I ⊙ I. Now we compute the Schur complement matrix for the current iterate (X, y, S) using the scaled iterate. Let N =ÂÊ −1FÂ * . Then the ith column of N is given by:
(3.83)
Thus the Schur complement matrix N is always symmetric (see also Proposition 6.4 in [19] ).
The NT direction is a well-defined direction, i.e., it exists and is unique for every symmetric positive definite X and S and every surjective A. Moreover, the operator E −1 F is self-adjoint and positive definite (see Proposition 6.3 in [19] ).
First we consider a change in the right-hand side vector b. If we use the scaled iterate (X,ŷ,Ŝ) and the fact that ∆b = ∆b, Proposition 3.1 implies that the following bounds on ∆b suffice:
Similarly, the second inequality in (3.86) also gives (3.87). Once again, the two bounds in (3.86) coincide for the NT direction. As above, by examining the proof of Proposition 3.2 we find that (3.87) is in fact a necessary and sufficient condition. We state this as a separate proposition. Proposition 3.11 Let (X, y, S) be a strictly feasible pair of solutions for SDP (b, C) and SDD(b, C). Assume that the cost matrix C is replaced by C + ∆C, where ∆C ∈ SIR n×n . Suppose that a Newton step is taken from (X, y, S) targeting the feasible pair of points (X ′ , y ′ , S ′ ) of SDP (b, C + ∆C) and SDD(b, C + ∆C) that satisfies Θ(X ′ , S ′ ) = Θ(X, S). Then, if we use the NT direction, a full Newton step can be taken and the resulting iterate will be feasible for the new problem with duality gap at most X • S iff ∆C = W 
since X = DSD. Therefore, the bound in (3.85) reduces exactly to the bound given in Proposition 2.1. Similarly, for the ∆C case, v i = Trace (Â i ∆C) so v = AD 2 ∆c. Therefore Proposition 3.11 gives the following condition on ∆C:
Once again, the bound in (3.87) reduces to that given in Proposition 2.2. We state this result formally:
Proposition 3.12 Given an LP, the NT direction for the corresponding SDP yields exactly the same bounds as in the original LP for perturbations of b and C.
Discussion
In this paper, we analyzed perturbations of the right-hand side and the cost parameters in LP and SDP and presented tight bounds on the perturbations so that the result of a single interior-point iteration would yield feasible solutions to the perturbed problem and its dual. For the LP case where the solution is unique and non-degenerate, we showed that the bounds arising from the interior-point method asymptotically coincide with those from the simplex method after symmetrizing with respect to the origin. Moreover, as long as the perturbations are within the bounds, one interior-point iteration at a pair of strictly feasible solutions for the original problem and its dual results in a pair of feasible solutions for the perturbed problem and its dual with a smaller duality gap than that of the original iterates.
Under the assumption of a unique and non-degenerate solution in LP, the optimal partition coincides with the simplex partition. Moreover, the limit of the derivative of the central path has a closed form expression in this case [1] . However, under degeneracy, the above-mentioned limit is given by the solution of an optimization problem [1] and does not have a closed form expression. In our analysis, this makes it difficult to obtain a strictly feasible point using an approximation from the central optimal solution so as to compare the bounds arising from the simplex and interior-point approaches. Furthermore, the optimal partition does not coincide with the simplex partition since the optimal basis may not be unique. Therefore, the bounds obtained from the simplex method depend on the basis being used and a direct analysis as in the non-degenerate case is not possible. Consequently, the comparison of the interior-point and the simplex approaches under degeneracy still remains unanswered. However, it is worthwhile to note that our bounds resulting from the interior-point approach still apply regardless of degeneracy as long as both the primal and the dual LP have strictly feasible solutions.
For the SDP case, the analysis gets slightly more complicated and it becomes harder to obtain explicit bounds on the norm of the perturbations, but rather, implicit tight bounds are presented for the three specific search directions. Moreover, all three of our search directions yield the same bounds in the case when an LP is cast as an SDP. From the theoretical results, it is not clear as to how the bounds resulting from the three search directions compare in practice. In our limited computational testing, we considered random problems with m = 50 and n = 100. First, we generated a random point (X, y, S) on the central path corresponding to a given parameter µ with X ≻ 0, S ≻ 0, and then generated the matrices A i , C and the vector b in such a way that (X, y, S) is feasible. Next, we simultaneously considered a random perturbation ∆X of X, and ∆y of y, which yields a perturbation ∆S of S so that the linear constraints are satisfied in the direction (∆X, ∆y, ∆S). Then we computed strictly feasible iterates using different multiples of this direction from the central path. For the right hand side perturbations, a random ∆b of unit length was generated and the original right hand side vector b was replaced by b + β∆b. Similarly, C was replaced by C + β∆C, where ∆C is an arbitrary symmetric matrix of unit L 2 -operator norm in order to obtain the perturbations of the cost matrix. Finally, using the three search directions, we evaluated the bounds on β at the strictly feasible iterates obtained in the way mentioned above.
On the central path, all three directions yield the same bounds on β. The bounds are close to each other when the iterates are allowed to lie in a certain neighborhood of the central path. More specifically, if we define µ := (1/n)X • S, then the bounds on β resulting from the three directions at each point are fairly close to each other as long as the smallest eigenvalue of XS is at least γµ for γ ∈ [.1, 1]. However, when the iterates get much closer to the boundary, i.e. when γ is much less than .1, then the NT direction still yields bounds that are similar to the ones resulting from the iterates much closer to the central path, whereas the bounds arising from the other two directions deteriorate significantly. This might be an indication of robustness of the NT direction even when the iterates are very close to the boundary. However, we stress again that our computational study is very preliminary.
