Abstract. Interpolation inequalities of Gagliardo-Nirenberg type and compactness results for self-adjoint trace-class operators with finite kinetic energy are established. Applying these results to the minimization of various free energy functionals, we determine for instance stationary states of the Hartree problem with temperature corresponding to various statistics.
Introduction
The first eigenvalue λ V,1 of a Schrödinger operator −∆ + V can be estimated using Sobolev's inequalities, [24, 22, 11] . In some recent papers, [2, 25, 5 ], a precise connection has been given between the optimal estimates of λ V,1 in terms of a norm of V , and the optimal constants in some related Gagliardo-Nirenberg inequalities. Such inequalities admit optimal functions, see [26, 5] . In the case of orthonormal and sub-orthonormal systems, interpolation inequalities of Gagliardo-Nirenberg type provide informations on optimal constants in inequalities, see [16, 15, 9, 8] , which can be extended to Lieb-Thirring type inequalities, [14] . We refer to [5] for references in this direction and precise statements concerning the relation between optimal constants in these two families of inequalities, in the case of the euclidean space R d . Conversely, the knowledge of Lieb-Thirring inequalities can be rephrased into interpolation inequalities for mixed states, which are infinite systems of orthogonal functions with occupations numbers, see [5] . It is well known that an equivalent formulation holds in terms of operators. In this paper we rewrite and extend these interpolation inequalities for trace-class self-adjoint operators and focus on the case of a domain Ω ⊂ R d . We also study, at the level of the operators, the compactness properties of the corresponding embeddings, which somehow extend the well known properties of Sobolev's embeddings to trace-class self-adjoint operators.
An important source of motivation for us is the paper by Markowich, Rein and Wolansky, [18] , which was devoted to the analysis of the stability of the Schrödinger-Poisson system. It involves in a crucial way some functionals which are a key tools of our approach, and that we call free energy functionals because of their interpretation in physics. In [18] , the authors refer to such functionals as Casimir functionals, for historical reasons in mechanics, see for example [28] . During the last few years, various results based on free energy functionals, which are sometimes also called generalized entropy functionals, have been achieved in the theory of partial differential equations. We can for instance quote nonlinear stability results for fluid and kinetic equations, see for instance [28, 12, 13, 21] , studies of the qualitative behavior of the solutions of kinetic and diffusion equations, including large time asymptotics and diffusion limits, see for example [1, 4, 6] , and applications to free boundary problems [7] , or quantum mechanics [17, 18] . At a formal level, these various functionals are all more or less the same object, but the precise connection is still being studied at the moment from a mathematical point of view. However, at a physical the correspondence makes no more doubts.
Minimizing the free energy functional for a given potential is equivalent to proving Lieb-Thirring inequalities, while the optimization on the potential provides interpolation inequalities. Such questions have been only tangentially studied in [18] , since in this paper the potential is an electrostatic Poisson potential with homogeneous Dirichlet boundary conditions and therefore always positive. Here we work in a much more general setting, which physically could correspond to external potentials with a singularity (for instance created by doping charged impurities in a semi-conductor) and our first task is therefore to bound from below the free energy functional, that is to establish adapted Lieb-Thirring inequalities. Our second step consists in reformulating these inequalities in terms of Gagliardo-Nirenberg type interpolation inequalities for operators, and to study the compactness properties of the corresponding embeddings. Afterwards, the minimization procedure becomes more or less trivial, thus giving for almost no work the existence of minimizers, including in the case of non-linear models involving, for instance, a Poisson coupling.
Let Ω be a domain in R d with smooth boundary and consider a smooth positive potential V on Ω. As a starting point, we are interested in inequalities of Lieb-Thirring type for the Schrödinger operator −∆ + V . Let {λ V,i } i∈N * be the corresponding unbounded nondecreasing sequence of eigenvalues. As a straightforward consequence of the results of [5] , the following inequality holds: for any γ > d/2, there exists some explicit constant C(γ), which does not depend on V , such that
(see Example 1 in Section 3.1 for a precise statement). This inequality arises as a special case of a "master inequality" which goes as follows. Consider a sequence of orthonormal functions {ψ i } i∈N * and a non-increasing sequence {ν i } i∈N * ∈ 1 of non-negative real numbers. The sequence {(ν i , ψ i )} i∈N * is called a mixed state in the physics literature. The master inequality is
(1.2) Here the functions β, F and G are related as follows. Consider a nonnegative function g satisfying
and we let β be such that β(s) ≡ F * (−s), where F * denotes the Legendre-Fenchel transform of F . Then (1.1) corresponds to the case
The important point is that Inequality (1.2) holds for any positive potential and any mixed state. Other choices can also be taken, for instance 
Using the Hilbert-Schmidt theorem, by considering self-adjoint traceclass operators L, with eigenpairs {(ν i ψ i )} and with kernel K L (x, y) ≡ i∈N * ν i ψ i (x) ψ i (y), we can reformulate the first part of Inequality (1.2) in terms of operators:
for some parameter λ that we may take equal to 0 for the moment. Up to now, V was assumed to be non-negative. Our first main result is an extension of Inequality (1.2) to potentials which may change sign, being possibly unbounded below. Assuming that −(1 − ε) ∆ + V − λ is a nonnegative operator for some ε ∈ (0, 1) and λ ∈ R, for any non-negative perturbation W of a sign changing potential V , Inequality (1.2) is replaced by
An optimization on W then gives an interpolation inequality of Gagliardo-Nirenberg type.
To give a precise statement, let us consider F, G and β as before and let τ be such that G(s) ≡ τ * (−s). Here G * denotes the Legendre-Fenchel transform of G. We also use the notation ρ L for the non-negative function i∈N * ν i |ψ i | 2 ∈ L 1 (Ω), using a mixed state representation {(ν i , ψ i )} i∈N * associated to L. Some standard precautions are needed to identify ρ L (x) with K L (x, x). Theorem 1.1. For a given potential V , assume that for some ε ∈ (0, 1), −(1 − ε) ∆ + V is bounded from below by some constant λ, in the sense of operators. With the above notations, Inequality (1.3) holds for any non-negative self-adjoint trace-class operator L, and moreover
Two explicit important examples correspond to F (s) ≡ s −γ and F (s) ≡ e −s . If we define the kinetic energy of a given trace-class operator L as
then we obtain the following interpolation inequalities:
and κ(γ) is an explicit positive constant, and
where L is any non-negative self-adjoint trace-class operator and L 1 denotes Tr [L] . For simplicity, the inequalities written here correspond to the case where V is non-negative, but more general statements corresponding to a sign changing potential V can be deduced from Theorem 1.1. The interpolation inequalities of Theorem 1.1 generalize for selfadjoint trace-class operators the usual Gagliardo-Nirenberg inequalities. Exactly as for the embedding
, some compactness can be expected. Such a statement constitutes our second main result. Theorem 1.2. Under the assumptions of Theorem 1.1, if {L n } n∈N is a sequence of non-negative self-adjoint trace-class operators such that
is bounded, then {L n } n∈N is relatively compact and converges to a nonnegative self-adjoint compact operator L up to a subsequence. More-
See Theorem 3.3 for a precise notion of convergence of {L n } n∈N .
This paper is organized as follows. Section 2 is devoted to definitions and preliminary results. In Section 2.1 we introduce the operator setting. In Section 2.2 we define a set of trace-class operators having the form F (−∆). To this class belong the operators generated by the Boltzmann distribution and the Fermi-Dirac statistics, see Example 3 in Section 2.2. The space S 1 of trace-class self-adjoint operators, which are also known as nuclear self-adjoint operators, plays the role of the space L 1 and the spaces S q can be felt as a generalization of the spaces
Inspired by this analogy, we define in Section 2.3 the Sobolev-like cones W l,p as appropriate subsets of S 1 . As far as we know the definition of these cones is a novelty. Basic properties (Proposition 2.1) of these cones and a regularity result (Proposition 2.2) concerning the density functions associated to H 1 = W 1,2 are established in Section 2.3. The free energy functional F λ V,β (L) is defined in Section 2.4. Theorems 1.1 and 1.2 are proved in Section 3. An improved interpolation inequality is given in Theorem 3.2. The key estimate is a convexity inequality (Lemma 3.1) which allows simultaneously to minimize the free energy functional and to get some coercivity even if V changes sign (Proposition 3.5). The compactness result then follows (see Theorem 3.3 for a detailed statement.)
As a simple consequence, in Section 4, we prove the existence of minimizers in several cases of interest in quantum mechanics. Some additional references for applications in quantum mechanics are given at the end of this paper.
Definitions and preliminary results
2.1. The operators setting. Let Ω be a domain in
) the space of bounded linear operators acting on L 2 (Ω) and by · its standard norm. In L(L 2 (Ω)) we consider the subspaces I ∞ and S ∞ of compact and compact self-adjoint operators, respectively. Next we define the space of trace-class operators which is a subspace of I ∞ given by
where {χ i } i∈N * is any complete orthonormal system in L 2 (Ω). The elements of I 1 are indifferently called trace-class operators or nuclear operators. Given L ∈ I 1 , the trace of L is the value
where {χ i } i∈N * is any complete orthonormal system in L 2 (Ω). It is a well known fact of the theory that the trace of an operator does not depend on the choice of {χ i } i∈N * . We will also consider the space of the Hilbert-Schmidt operators, which is defined as
Equipped with the scalar product L, R 2 ≡ Tr [R * L], I 2 is a Hilbert space. We denote the corresponding norm by · 2 . It can be proved, see for instance [19, Theorem VI.23] , that an operator L ∈ L(L 2 (Ω)) belongs to the Hilbert-Schmidt space if and only if there is a function
For L ∈ S ∞ we denote by {ν i (L)} i∈N * , or simply {ν i } i∈N * if there is no confusion, the sequence of eigenvalues of L counted with multiplicity, which is well defined by the Hilbert-Schmidt theorem. We adopt the convention that {ν i } i∈N * is ordered in a way such that {|ν i |} i∈N * is nonincreasing, and if both ν and −ν are eigenvalues, −|ν| comes first. We will denote by {ψ i (L)}, or simply {ψ i } i∈N * if there is no ambiguity, an associated orthonormal system of eigenfunctions, which is complete in L 2 (Ω): see, e.g., [3, Chapter VI] . From now on we are only dealing with self-adjoint operators and consider for any q ∈ [1, ∞) the spaces
and the two given definitions of L 2 coincide.
If L ∈ S 1 and {ψ i } i∈N * is an orthonormal basis of
which is in L 1 (Ω). It is a well known fact that ρ L does not depend on the special choice of {ψ i } i∈N * and that
If additionally L is a non-negative operator, ρ L is also non-negative and it is called the density function associated to L. We certainly have
Such a definition is consistent with the density operator formalism in quantum mechanics.
Remark 2.1. In some cases (2.1) makes sense for an operator L which is not in S 1 , but is for instance in L(L 2 (Ω)) and such that the right hand side in (2.1) is finite. We shall then write tr
Let us recall some other well known facts on S q . We refer the reader to [20, Prop. 5-6] for more details.
i) S q equipped with the norm · q is a Banach space and
iii) S q is the closure of the space of finite rank self-adjoint operators with respect to the norm · q .
In case q = ∞ (and r = 1), · ∞ = · is the usual norm of bounded operators.
Operators of the form F(−∆) and Casimir-type functions.
In the case of a bounded domain Ω ⊂ R d , a useful class of operators can be obtained out of the Laplacian. Let {λ 0,i } i∈N * and {φ 0,i } i∈N * be the eigenvalues and eigenfunctions of the Laplacian with homogeneous Dirichlet boundary conditions, that is for each i ∈ N *
The ordered sequence 0
Definition 2.1. We shall say that a function
The Spectral Theorem (see for instance [19, Theorem VIII.5] ) then allows to define the trace-class operator F (−∆) for each F ∈ C(−∆, Ω). We observe that in this case it follows that the spectrum σ(−∆) ≡ {λ 0,i : i ∈ N * } of −∆ is contained in the domain Dom(F ) ≡ {s ∈ R : F (s) < ∞}. The set C(−∆, Ω) is a convex cone, that is, it is convex and stable under addition and multiplication by a positive constant.
so that the function
belongs to C(−∆, Ω) and therefore (−∆) −γ is a trace-class operator.
Example 2. More generally, let F : R → R ∪ {+∞} be a nonincreasing convex function which is non-negative and such that for any s ≥ 0 large,
for some constants C, ε > 0. Then we have that
where A(k) ≡ {i ∈ N * : k < λ 0,i ≤ k + 1}. Using Weyl's estimate [27] , which states that #A(k) grows like k d/2−1 for large k, it follows that
Example 3. Assume f : R → R is a Casimir-type function, that is a function that satisfies the following properties:
i) There exists
and f (s) = 0 for any s ≥ s 2 . iv) f is strictly decreasing on (s 1 , s 2 ) . v) If s 2 = ∞, there exists two positive constants ε and C such that for any s ≥ 0, large,
Then the function
falls in the class of functions of Example 2.
Under these conditions f (−∆) is also a trace-class operator if one requires ε > 1, as shown in [18] . The function of Example 1 above, the Fermi-Dirac statistics defined for α > 0 by
and the Boltzmann distribution
with α > 0, are Casimir-type functions.
Consider now the case of a Schrödinger operator −∆ + V , where V is a potential for which there exist eigenvalues λ V,1 < λ V,2 ≤ λ V,3 ≤ ... diverging to infinity and functions such that {φ V,i } i∈N * is a complete orthonormal system in L 2 (Ω), where
In this case we define C(−∆ + V, Ω) as the class of functions F : R → R ∪ {+∞} that are convex and such that i∈N * F (λ V,i ) is finite. Then, using spectral theory, we may define for each such F the trace-class operator F (−∆ + V ). We will use these operators extensively in what follows.
2.3. Sobolev-like cones of nuclear operators. We recall that for any L ∈ S ∞ , we denote by
We also define the functional
The following proposition collects some basic facts:
Proposition 2.1. Sobolev-like cones of trace-class operators satisfy the following properties:
In the rest of the paper we will only consider the case p = 2, even though some results can be extended for general p. In this case we write H 1 ≡ W 1,2 and we denote by H 
with r and q in the following ranges:
Using the convexity of s → |s| r , Hölder's and Sobolev's inequalities, we obtain
where s r is the Sobolev constant of the embedding
where c 2 = c 2 (Ω, 2) is the Poincaré constant. Therefore, by the critical Sobolev embedding, we finally have
The cases d = 1, 2 follow similarly from the Sobolev inequalities, with the corresponding restrictions on q and r.
2.4. The free energy functional. In this section we define the free energy functional, which is made of an energy functional and an entropy functional. The energy functional can be seen as the sum of the kinetic energy, as defined above, and a potential energy functional.
2.4.1. Potential energy. Potential energy for trace-class operators can be defined as follows. Let V : Ω → R be a measurable function and let
The V -potential energy functional is bounded from below in H 1 + if and only if V is non-negative. To be precise, we have the following result.
for some constant C ∈ R if and only if
which is equivalent to V ≥ 0 a.e.
Proof. If we assume (2.8) and there is L ∈ A such that 0 > P(L) > C, then it should also be true that
but this is impossible for α > |C|/|P(L)|. Then, as lim α→0 P(αL) = 0, we have (2.9). Next, assuming (2.9) we see that V ≥ 0 a.e., since in the contrary we can find L such that P(L) < 0. Finally, if V ≥ 0 a.e., then (2.8) follows with C = 0.
2.4.2.
Entropy. Let L ∈ S 1 and let β : R → R ∪ {+∞} be a convex function such that β(0) = 0. The functional
will be called the β-entropy of L.
At this point the function β is arbitrary, but later we consider it in relation with a function F in the class C(−∆ + V, Ω).
2.4.3.
Free energy. The free energy functional is obtained as the sum of the entropy, the kinetic energy and the potential energy. Assume that L ∈ H 1 and that V : Ω → R is a measurable function such that
will be called the (V, β)-free energy of L.
Formally we may say that the (V, β)-free energy of L is given by
for all L ∈ H 1 . We recall that we are using the notation tr Two cases can be considered, corresponding either to the repulsive case when σ = +1 (electrostatic Coulomb interaction), or to the attractive case when σ = −1 (Newton interaction). The Poisson potential energy of L ∈ H 1 is now defined as
Using Proposition 2.2 we get the following regularity result, whose proof can be seen for instance in [10] .
In Section 4 we will be interested in the more general free energy functional defined as F V,β (L) + P(L). Such a functional is convex if σ = +1, but it is not convex if σ = −1.
Main results

Lieb-Thirring and Gagliardo-Nirenberg inequalities (I).
In this subsection we interpret the results obtained in [5] in terms of the operator formalism and we adapt those results originally written in R d to a domain Ω ⊂ R d . If V is a potential, with the notation of the end of Subsection 2.2, we let {λ V,i } i∈N * and {φ V,i } i∈N * be a sequence of eigenvalues and eigenfunctions of −∆ + V in Ω, with Dirichlet boundary condition on ∂Ω. We assume that these eigenfunctions define an orthonormal basis for L 2 (Ω).
Following the setting defined in [5] , we let g be a non-negative function on R + such that
and we define
, with F and G given as in (3.2) and g satisfying (3.1), then the content of Theorem 3 in [5] is the following Lieb-Thirring inequality
We can extend this result so to consider a domain Ω instead of R d . Precisely we have Theorem 3.1. Let Ω be a domain and V be a potential bounded from below and in
, with F and G given by (3.2) and g satisfying (3.1). Then we have
A proof of this theorem is easily achieved using Theorem 3 in [5] with an appropriate increasing sequence of potentials {V n }, so that its limit is +∞ outside Ω and V in Ω.
We notice that since V is bounded below, letting λ < infess Ω V , we see that the eigenvalues λ V,i satisfy λ V,i ≥ λ 0,i + λ, for all i ∈ N * , and then the sequence {λ V,i } i∈N * diverges, since the sequence {λ 0,i } i∈N * diverges. Under the hypotheses of Theorem 3.1, the function F given by (3.2), is convex and satisfies i∈N * F (λ V,i ) < ∞ so that F belongs to the class C(−∆+V, Ω). Theorem 3.1 can be illustrated by the following examples. )/Γ(γ). In such a case, Theorem 3.1 takes the following special form
and Theorem 3.1 reads as follows
Proof. To prove this result, assume first that V is bounded from below and apply Theorem 3.1. One concludes for general potentials V by density.
In Section 3.3 we will see how to extend the results of Theorem 3.1 to general potentials that may be unbounded from below, but that still have some boundedness property with respect to −∆. Now we are going to state some Gagliardo-Nirenberg inequalities in the context of the operator formalism. In the way to get them, we will obtain some useful estimates for F V,β .
Given a convex function θ : R → R ∪ {+∞} such that θ ≡ +∞, we shall denote by θ * the Legendre-Fenchel transform of θ, that is the function defined by
Thus, if F is convex and β is given by β(s) = F * (−s) for all s ∈ R, we get
From here we get a uniform lower bound for F V,β on H 1 + under the conditions of Theorem 3.1. That is, in terms of operators, we have
In order to prove this, let ψ ∈ H 1 0 (Ω) such that ψ L 2 (Ω) = 1. Then there exists a sequence {α i } i∈N * ⊂ R such that ψ = i∈N * α i φ V,i and i∈N * α 2 i = 1. By convexity of F , we obtain
If ψ is an eigenfunction of −∆ + V then this inequality becomes an equality. Using (3.3), we can now bound from below the free energy.
dx for λ and adding over i ∈ N * , we get
Hence we obtain (3.4). Now, if F and G are as in Theorem 3.1, then we have
and
+ , where we define
Next we proceed as in [5] minimizing J L (·) in the set of potentials V which verify (3.4) and (3.5), for L fixed. If V 0 is the minimizer of J L (·), then
we have that
and we can state the following Theorem 3.2. Let Ω be a domain and functions F and G be defined as in (3.2). Let us consider β and τ such that β(s) ≡ F * (−s) and
Since G is convex, (3.6) holds even if G is not differentiable. This theorem provides interesting insights in the following two typical examples. Define
In such a case, Theorem 3.2 takes the following special form We first establish a direct consequence of (3.4), for non-negative potentials. With obvious notations, we say that F ∈ C(−(1 − ε)∆ + V, Ω) if F is convex and i∈N * F (λ Lemma 3.1. Assume that V is a non-negative potential, ε ∈ (0, 1] and
In order to extend our approach to potentials which take negative values, some additional definitions are needed. Definition 3.1. We will say that the Schrödinger operator −∆ + V is ε coercive for some ε ∈ (0, 1] if and only if
The ε coercivity indeed means that −∆ + V − λ ε V,1 ≥ −ε ∆ in the sense of operators. We will denote by {λ ε V,i } i∈N * the sequence of eigenvalues of the operator −(1−ε) ∆+V . Notice that λ 0 V,1 = λ V,1 . We also observe that condition (3.7) for ε = 1 means that V is bounded from below and λ 
. In order to obtain a lower bound for this functional, we assume that the function F ∈ C(−(1 − ε)∆ + V + λ, Ω), that is F : R → R ∪ {+∞} is convex and i∈N * F (λ 
is uniformly bounded from below. Moreover we see that L 1 is uniformly bounded, thanks to (2.7), and in this sense F λ V,β is coercive.
We formalize these conclusions in the following proposition Proposition 3.5. Let V be a potential verifying (3.7) for some ε
Hence F λ V,β is bounded from below and
is finite for some L ∈ H 1 + , then −∆ + V has only pure point spectrum, provided F is positive on (0, +∞).
Proof. Let L ∈ H
1 and write
From Lemma 3.1 we have that
On the other hand, from (3.7) it follows that
where
) are a complete sequence of eigenpairs of the operator L, with the notation of Section 2.1. This proves the lower bound on F λ V,β (L). The assertion on the spectrum of −∆ + V easily follows. Notice that from its definition, F is non-negative. Since i∈N * F (λ V,i − λ) < ∞, to prove that {λ V,i } i∈N * diverges, it is therefore sufficient to require that F is positive. Corollary 3.6. Under the conditions of Proposition 3.5, if {L n } n∈N * is a sequence in
Proof. As follows from (3.8) and (3.9) in the proof of Proposition 3.5, it is clear that the boundedness of F λ V,β (L n ) implies the boundedness from above of ( 
and of E β . Then we obtain the boundedness from above of K(L n ) and therefore that of L n 1 , by (2.7). Now the boundedness of P V (L n ) follows.
Lieb-Thirring and Gagliardo-Nirenberg inequalities (II).
In Section 3.1 we established Lieb-Thirring inequalities only for potentials bounded from below. Under condition (3.7) for some ε ∈ (0, 1), a Lieb-Thirring inequality also holds and then an interpolation inequality can also be established for such potentials. This will give a proof of Theorem 1.1.
To start with, we use scaling to rewrite Theorem 3.1 with −∆ replaced by −ε∆.
Lemma 3.2. Let ε ∈ (0, 1) and consider a non-negative potential W . Let F and G be defined by (3.2), with g satisfying (3.1). Consider β and τ such that β(s) ≡ F * (−s) and G(s) ≡ τ * (−s), with the notations of Section 3.1. Then, for any
for any x ∈ ε −1/2 Ω and denote by L ε the operator associated to L after the scaling. Then
Applying the results of Theorem 3.1 we find 
Then we can rearrange this estimate as
Optimizing on W as in Section 3.1, we get that the right hand side is bounded from below by
which completes the proof of Theorem 1.1.
3.4.
Compactness results. Let us start with some observations. Assume that {L n } n∈N is a bounded sequence in S 1 and denote respectively by {ν n i } i∈N * and {ψ n i } i∈N * the sequence of eigenvalues and a sequence of orthonormalized eigenfunctions of L n . Then there exists a constant C > 0 such that |ν n i | ≤ C, for all i, n ∈ N * and, consequently, there exists a sequence of real numbers {ν i } i∈N * such that, up to a subsequence, lim
Our first result is concerned with the case of Example 1 in Section 3.1.
We easily see that Theorem 1.2 is a direct consequence of this result and Corollary 3.6. , 1). Let {L n } n∈N be a sequence in H 1 such that
Moreover, the following properties hold: i) Ifν i = 0 for all i ∈ N * , then, up to a subsequence,
ii) For any m ∈ (m, 1], up to a subsequence,
iii) Up to a subsequence, {L n } n∈N converges to some L in S 1 and
The uniform bound on L n 1 and i∈N * |ν n i | m follow from Proposition 2.2, and Corollary 3.3 and Hölder's inequality respectively.
Proof of i) Assume first thatν i = 0 for any i ∈ N * . Then, for each i ∈ N * , the sequence {E n i } n∈N is bounded and, consequently, there is a functionψ i ∈ L 2 (Ω) for which, up to a subsequence,
Recall that, counting multiplicity,
and let Q N ≡ I d − P N be the projection operator onto F ⊥ N . Next we claim that for all ε > 0, there exists N ∈ N * such that 
. According to the reverse Hölder inequality, which states that for any p ∈ (0, 1), q ∈ (−∞, 0) such that
Next we find N ∈ N * large enough so that
or, which is equivalent,
Then, there is n 0 ∈ N * large enough so that,
Hence, collecting the above estimates, we obtain
for some constant c > 0. This completes the proof of Claim (3.10).
Since { L n 1 } n∈N is uniformly bounded with respect to n ∈ N,
For any η ∈ L 2 (Ω), by the Cauchy-Schwarz and the triangle inequality,
Hence the operator defined through
is in S 1 . Let us prove that {L n } n∈N converges toL in
The first term converges to zero, because of the strong convergence of the first N − 1 eigenvalues and eigenfunctions in R and L 2 (Ω) respectively. From (3.10) we have that the second and third terms are small if N ∈ N * is large enough, independent of n ∈ N, since i∈N *
Using (2.2), we have that Proof of ii) Assume now that sup n∈N i∈N * |ν n i | m = C 1 is finite, so that using the monotonicity of {|ν n i | m } i∈N * , for any m > m and any
From here on, taking m = 1 and arguing as before we obtain that {L n } n∈N converges to 0 in S 1 . The general case, i.e., when there is i 0 ∈ N * such that |ν i 0 | > 0, follows from similar arguments.
Proof of iii)
The convergence of the kernels K Ln to the kernel of the limit operator L follows from ii) with m = 1 and from the strong convergence of ψ n i toψ i in L 2 (Ω). 
Applications
In this section we present three applications of the results discussed in this paper. The three cases correspond to minimization problems arising in Quantum Mechanics.
4.1. Minimization of the free energy functional. Consider first the free energy functional 
provided one of the following conditions is satisfied:
and L ∞ is the unique minimizer of F λ V,β .
Proof. By Proposition 3.5, the functional F λ V,β is bounded from below. Let {L n } n∈N * ⊂ H 1 + be a minimizing sequence, that is lim
Then the sequences
are bounded according to Corollary 3.6. Then Theorem 3.3 provides the existence of L ∞ ∈ S 1 such that, up to a subsequence, {L n } n∈N * converges to L ∞ in S 1 so that, in particular,
In order to study the entropy term we consider the space 1 with the usual norm. Consider the set
and the set A + are convex. Thus D is weakly lower semi-continuous, so that lim inf n→∞ D(ν n ) ≥ D(ν 0 ), where ν n = {ν n i } i∈N * and ν 0 = {ν i } i∈N * . This allows to say that
Next we consider the kinetic energy term. Given a fixed N ∈ N * , for any n ∈ N we have that lim inf
Since the number N is arbitrary, we get
whence L ∞ ∈ H 1 + . As for the potential energy, we obtain lim
using Proposition 2.2.
At this point we relate the minimization problem with the one studied in [5] . For this purpose we denote by S the set of non-increasing sequences {ν i } i∈N * ⊂ R + converging to zero, such that i∈N * β(ν i ) is absolutely convergent and let
be the space of mixed states. Then we define an associated free energy functional acting on mixed states as
Next we assume some extra hypotheses on β in order to be in the context of Section 3 in [5] . We assume that β is of class C 1 and strictly convex. We also assume that −∆ + V has an infinite sequence {λ i (V )} i∈N * of eigenvalues diverging to ∞. This last assumption is always true when Ω is bounded.
We observe that the function F is simply given by
As a consequence of Theorem 4.1,
The minimizer of (4.1) is unique, up to the choice of basis for nonsimple eigenvalues, as proved in [5] . As a consequence the minimization problem at the level of operators
has a unique minimizer L ∞ ∈ H 1 + . The solution of (4.1) is given by (ν,ψ) = {(ν i ,ψ i )} i∈N * ∈ X ,
andψ i is an eigenfunction of −∆ + V − λ associated to λ V,i . Finally we may simply rewrite this as
Remark 4.1. In the Heisenberg formalism we see that the solution to the minimization problem given by Theorem 4.1 is a stationary solution to the Heisenberg equation
Recall that the commutator operator is given by [L, R] = LR − RL.
4.2.
Free energy involving a non-linear but local function of the density function. Consider the free energy functional given by
and g is some real function, which is not necessarily convex. Using an argument similar to that in the proof of Theorem 4.1, we obtain the following result. 
where L(t), the density operator of the system, is a positive trace-class operator acting on L 2 (Ω) and [L, R] = LR − RL. This system is known as the Hartree evolution system, or Schrödinger-Poisson system in the mixed states formulation, and a large literature has been devoted to its study, which goes far beyond the scope of this paper. We refer to [18] for further references.
We assume that d ≤ 4 and restrict our study to the case of homogeneous Dirichlet boundary conditions: Stationary states of (4.3) can be obtained through the minimization of the free energy
, where
Theorem 4.3. Let F ∈ C(−∆, Ω) and
Then there exists
Moreover if β is of class C 1 in the interior of its support, then
is the unique minimizer of F β and solves (4.4) as well.
Proof. The proof follows the same lines as the one for Theorem 4.1. The argument changes only to reach lim n→∞ P(L n ) = P(L F ), but this still follows from Proposition 2.2.
Remark 4.3. Let us notice that if β is non-negative then the minimizer in Theorem 4.3 is L F = 0. However, the result applies to functions β for which {β < 0} = ∅ as it is the case for
The result is still interesting for practical cases for which β is continuous at 0 + . Replacing β by β − λ for some positive λ, we can produce non-trivial solutions. The parameter λ in this case can be reinterpreted as a Lagrange multiplier (see below). Let us finally remark that for stationary states having a prescribed total charge we may get a generalization of [18, Theorem 2] at operators level. Mathematically, the free energy is changed only by a term −λ Ω ρ L dx, where λ is the Lagrange multiplier associated to the mass constraint. The generating function β of the entropy term is now changed into ν → β(ν) − λ ν, which results in the fact that the set {ν ∈ R : ν → β(ν) − λ ν < 0} is automatically non-empty if β is continuous at 0 + . Because of the compactness property, the mass constraint will be verified when passing to the limit the minimizing sequence.
Moreover, with almost no work, we may add an external potential which takes negative values and eventually singularities, of Coulomb type, for instance. This situation is highly relevant from a physics point of view, for the modelization of atomic and molecular systems, without temperature, see for instance [23] and references therein, or with temperature, see [17] . In such a case however, the appropriate model is rather the Hartree-Fock system than the Hartree system.
