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Drowsiness while driving is a serious problem and is believed to be a direct and 
contributing cause of road related accidents, hence endangering lives. If correlates of 
drowsiness could effectively be used to warn drivers, corrective measures could be 
taken and disastrous outcomes prevented. 
The research objective is to improve driving safety by effectively detecting the 
onset of drowsiness. This is done by (1) identifying the characteristic EEG differences 
between voluntary recumbent sleep onset and involuntary sleep onset under simulated 
driving conditions, (2) establishing an automatic method of distinguishing between 
alert and drowsy states by using Support Vector Machines (SVM), (3) constructing a 
Driver Drowsiness Index (DDI) to develop a reliable detection system of drowsiness 
for driving safety. 
Recumbent sleep tests, day and night driving simulations were conducted on 
thirty human subjects. Each experiment was conducted on separate days with EEG and 
video recordings. Alert and drowsy EEG data segments were marked by two raters by 
visual analysis of EEG, EOG and the identification of eyelid closure events showing 
50% of pupil coverage. Samples of EEG data from these segments were used to train 
binary and multi-class SVM tools by using a distinguishing criterion of four frequency 
features across four principal frequency bands. The trained SVM program was tested 
on unclassified EEG and checked for concordance with manual classification. 
 Vertex sharpness during voluntary recumbent sleep onset was significantly 
sharper. Sharpness of vertices from night-driving was significantly sharper than with 
day-driving. Triple conjoined vertex waves only occurred with voluntary recumbent 
sleep onset. A conjoined vertex spindle waveform was statistically associated with 
 vi
sleep onset whilst driving. The above results have been published in the journal 
Clinical Neurophysiology entitled “Characteristic EEG Differences between Voluntary 
Recumbent Sleep Onset in Bed and Involuntary Sleep Onset in a Driving Simulator”. 
 Manual classification of alert and drowsy EEG data was verified by spectral 
analysis which revealed significant increases in slow alpha activity (9-11 Hz) along the 
midline scalp region following drowsiness onset. Binary-class classification between 
alertness and drowsiness by SVM achieved 99.3% The SVM program was also able to 
predict the transition from alertness to drowsiness reliably in over 90% of data samples. 
The above results have been submitted to the journal Safety Science entitled “Can 
SVM be used for Automatic EEG Detection of Drowsiness to Improve Driving 
Safety?”. 
 The DDI was established to classify the sleep onset process of drowsy driving 
into 5 levels. Power spectral analysis of each level showed progressive increases in 
alpha power with drowsiness. The progression of drowsiness while driving was found 
to be non-linear unlike normal sleep. The DDI was tested by the SVM multi-class 
classification tool, achieving 77.2% accuracy. The above results have been submitted 
to the journal Safety Science entitled “A Driver Drowsiness Index (DDI) for the 
Classification of the Alert-Drowsy-Sleep Transition while Driving”. 
Automatic analysis and detection of EEG changes has been achieved by SVM. 
SVM is a potential candidate for developing pre-emptive automatic drowsiness 
detection systems for driving safety. This discovery could open many potential 
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The primary cause of daytime sleepiness is sleep deprivation (Cluydts et al., 
2002). Sleep deprivation has become one of the most significant causes of error and 
accident throughout our society. Each human being requires a specific amount of sleep 
in each 24-hour period to maintain a functional level of alertness. Sleep loss 
accumulates from one night to the next as a “sleep debt”. The more sleep lost each day, 
the greater the sleep debt and the larger the impairment. Because individuals often do 
not recognize that they are sleepy, they seldom guard against inappropriate sleep 
episodes. Much like the intoxicated driver, sleep drivers do not often realize that they 
are incapable of inadequate performance and may deny drowsiness and impairment 
(U.S. Department of Health and Human Services (Report), 1992). 
The effects of sleep loss can be amplified by the bi-modal circadian rhythm. 
One evidence is the temporal patterns of accidents attributed to “falling asleep” or due 
to inadvertent lapses in operator attention. Studies of single truck accidents in Israel 
(Lavie et al., 1986) and Texas (Langlois et al., 1985) reveal two distinct peaks in the 
occurrence times of these accidents over 24-hour periods. One peak occurs in the early 
morning from 1 a.m. to 7 a.m. and another lower peak occurs during the mid afternoon 
from 1 p.m. to 4 p.m.  
Vehicle drivers falling asleep during driving represent one of the common 
causes of fatal road accidents (Lal and Craig, 2001). Sustained driving despite 
sleepiness is a frequent problem in automobile drivers as their attention to road 
conditions deteriorates over time (Lemke, 1982). This endangers the lives of the driver 
and passengers, and causes serious accidents along major roads (Lal and Craig, 2001). 
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For this reason, study of the EEG characteristics of sleep onset whilst driving may help 
develop methods for monitoring and early detection of this to prevent accidents 
(Heyde et al., 2000).  
If a system could be developed to detect the symptoms of drowsiness in 
automobile drivers prior to their reaching a state in which they are incapable of driving 
safely, warnings and corrective measures could be taken so that a considerable number 
of accidents could be prevented and many lives could be saved. Several studies have 
indicated that drowsiness in an individual can be detected from particular 
characteristics of their electroencephalographs (EEG) (Akerstedt and Gillberg, 1990; 
Akerstedt et al., 1991; Dinges, 1988; Torsvall and Akerstadt, 1987; Torsvall et al., 
1989; Wierwille et al., 1992). There is also considerable evidence that indicates a 
strong correlation between the EEG waveform and degraded vigilance (Fruhstorfer et 
al., 1977; O’Hanlon and Beatty, 1977; O’Hanlon and Kelley, 1977). 
One inherent difficulty this study faces is that at some stage, the struggle to 
stay awake will be completely overcome by deep drowsiness as sleep eventually takes 
over once awareness is completely lost. It would follow that in the sleep onset period 
experienced during driving, light sleep and its typical characteristics may ensue either 
intermittently or completely when the struggle to stay awake has ceased. Despite these 
instances of sleep shifting from involuntary mode to voluntary mode, the different 
sleeping postures between recumbent sleep and sleep whilst driving are also an 






1.2 Objectives of this Study 
The purpose of this research is to improve driving safety by letting drivers be 
aware of their drowsy state and stop driving subsequently. Hence, the main objective 
of this study is to develop a method to identify, detect and track the subtle changes in 
the EEG signal characteristics of a driver as he/she transits from alertness to 
drowsiness or light sleep. To realize this main objective, the following have to be 
achieved: 
 
1. To identify the characteristic EEG differences between voluntary sleep onset 
under bed-sleeping condition in a reclined position and involuntary sleep onset 
under simulated driving conditions in a sitting position.  
To achieve the above, an investigation of EEG differences between day and night 
driving which corresponds with the two sleepiness peaks in a daily circadian cycle is 
included as part of this study, as the time-of-day differences between these circadian 
peaks might affect sleep motivation and behaviour.  
 
2. To establish an automatic method of distinguishing between alert and drowsy 
states by using a recently established signal pattern recognition technology to 
develop a reliable detection system of drowsiness for driving safety.  
To achieve this, measurable characteristics in the EEG signal, particularly spectral 
density and signal frequency parameters that correlate with alertness and drowsiness 
states, will be identified and used as the chief sources for pattern recognition. 
 
3. To construct a Driver Drowsiness Index (DDI) that defines the wake-
drowsiness-sleep transition in drowsy driving to enable a more specific 
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assessment, hence detection, of drowsiness onset in drivers in the interest of 
developing a reliable countermeasure device for driving safety.  
To achieve this, the integration of EEG, EOG and eyelid closure behaviours will be 
used to construct a drowsiness index (in levels) that tracks the state of alertness or 
vigilance of a driver by using a signal classification tool. The index can then be used to 
warn the driver if he/she is getting dangerously close to a very low state of alertness. 
The DDI is primarily established to detect the decreases in alertness and vigilance that 
precedes the onset of sleep so that the driver can be given sufficient warning time to 
react properly and take steps to avoid incipient sleep.  
 
 
1.3 Outline of thesis 
As an introduction, chapter 1 examines the role of fatigue and extreme 
sleepiness in automobile accidents and the enormous costs (both monetary and human) 
associated with them. The objectives of the current study are outlined and an overview 
of the thesis is presented. 
Chapter 2 serves to give a broad summary of EEG, such as electrode 
placement, commonly referenced EEG frequencies associated with wake and sleep, 
and sleep architecture. In addition, a literature review is given pertaining to the EEG 
and the detection of drowsiness, the roles of the classical EEG frequency bands, and an 
overview of various signal processing and data analysis methods used in the analysis 
of EEG signals from the medical/scientific literature. 
In chapter 3, the rationale and purpose of the study are reviewed, followed by a 
detailed description of the experimental methodology, including the data collection and 
 4
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analysis procedures, and finally the algorithm development and testing of the support 
vector machines (SVM) model to classify driving drowsiness. 
Chapter 4 presents the main results of this study. The results can be classified 
into three sections, each consisting of a description of the main findings, discussion 
and concluding remarks of the results. The first section describes the EEG differences 
between recumbent voluntary sleep and involuntary sleep in a driving simulator. The 
second section discusses about the development of an automatic drowsiness detection 
system derived from SVM classification of drowsiness. The third section establishes a 
drowsiness index for the classification of the wake-drowsiness-sleep transition to fully 
describe the process of drowsiness in drivers. 
Chapter 5 presents the important conclusions from this study, the industrial 
significance of this work, and provides recommendations for future work.  
2 BACKGROUND AND LITERATURE REVIEW 
 
2.1 Driver Fatigue 
2.1.1 The Sleep-Wake Cycle 
Sleep is a neurobiological need with predictable patterns of sleepiness and 
wakefulness. Sleepiness results from the sleep component of the circadian cycle of 
sleep and wakefulness, restriction of sleep, and/or interruption or fragmentation of 
sleep. The loss of one night’s sleep can lead to acute sleepiness, while habitually 
restricting sleep by 1 or 2 hours a night can lead to chronic sleepiness. Sleeping is the 
most effective way to reduce sleepiness. 
The sleep-wake cycle is governed by both homeostatic and circadian factors. 
Homeostasis relates to the neurobiological need to sleep; the longer the period of 
wakefulness, the more pressure builds for sleep and the more difficult it is to resist 
(Dinges, 1995). The circadian pacemaker is an internal body clock that completes a 
cycle approximately every 24 hours. Homeostatic factors govern circadian factors to 
regulate the timing of sleepiness and wakefulness. 
These processes create a predictable pattern of two sleepiness peaks, which 
commonly occur about 12 hours after the midsleep period (during the afternoon for 
most people who sleep at night) and before the next consolidated sleep period (most 
commonly at night, before bedtime) (Richardson et al., 1982; see Figure 2.1). Sleep 
and wakefulness also are influenced by the light/dark cycle, which in humans most 
often means wakefulness during daylight and sleep during darkness. People whose 
sleep is out of phase with this cycle, such as night workers, air crews, and travelers 
who cross several time zones, can experience sleep loss and sleep disruption that 
reduce alertness (Åkerstedt, 1995b; Samel et al., 1995).  
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 Figure 2.1: Latency to sleep at 2-hour intervals across the 24-hour day. Elderly 
subjects (n = 10) were 60 to 83 years of age; young subjects (n = 8) were 19 to 23 
years of age (Carskadon and Dement, 1987). 
 
The sleep-wake cycle is intrinsic and inevitable, not a pattern to which people 
voluntarily adhere or can decide to ignore. Despite the tendency of society today to 
give sleep less priority than other activities, sleepiness and performance impairment 
are neurobiological responses of the human brain to sleep deprivation. Training, 
occupation, education, motivation, skill level, and intelligence exert no influence on 
reducing the need for sleep. Microsleeps, or involuntary intrusions of sleep or near 
sleep, can overcome the best intentions to remain awake. Often, people use physical 
activity and dietary stimulants to cope with sleep loss, masking their level of 
sleepiness. However, when they sit still, perform repetitive tasks (such as driving long 
distances), get bored, or let down their coping defenses, sleep comes quickly (Mitler et 
al., 1988; NTSB report, 1995). 
The National Transportation Safety Board (NTSB) concluded that the critical 
factors in predicting crashes related to sleepiness were duration of the most recent 
sleep period, the amount of sleep in the previous 24 hours, and fragmented sleep 
patterns (NTSB report, 1995). The circadian pacemaker regularly produces feelings of 
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sleepiness during the afternoon and evening, even among people who are not sleep 
deprived (Dinges, 1995). 
 
2.1.2 Driver Fatigue and Road Fatalities Caused by Drowsiness 
Human fatigue generally falls into two categories: physical and mental. 
Physical fatigue is generally defined with respect to a reduction in capacity to perform 
physical work as a function of immediately preceding physical effort. Mental fatigue is 
inferred from decrements in performance on tasks requiring alertness and the 
manipulation and retrieval of information stored in memory (Stern et al., 1994). As 
mental fatigue is physiologically measurable and is the main type of fatigue 
experienced by drivers, this study focuses specifically on mental fatigue. 
Fatigue has major implications in road fatalities and is believed to present a 
major hazard in the transportation industry. Fatigue is a major problem in road safety 
because it: (a) increases the likelihood that drivers will fall asleep at the wheel and (b) 
decreases one’s ability to maintain essential sensory motor skills such as maintaining 
road position and appropriate speed (Mackie and Miller, 1978). Grandjean (1979, 
1988) had defined fatigue as a state marked by reduced efficiency and a general 
unwillingness to work. Brown (1994) later defined fatigue as a subjectively 
experienced disinclination to continue performing the task at hand. Driver fatigue has 
been more specifically defined as a state of reduced mental alertness that impairs 
performance during a range of cognitive and psychomotor tasks including driving 
(Williamson et al., 1996). Fatigue generally impairs human efficiency when 
individuals continue working after they have become aware of their fatigue state (Lal 
and Craig, 2002). 
 8
The terms sleepiness and fatigue are used synonymously to refer to sleepiness 
resulting from the neurobiological processes that regulate the circadian rhythm and the 
need to sleep (Dinges, 1995). Although the term sleepiness has a more precise 
definition than fatigue, the term fatigue is widely used to indicate the influence of long 
working periods, reduced rest, and being unable to sustain a certain level of task 
performance (Dinges, 1995). These aspects of fatigue overlap extensively with 
sleepiness and its effect on performance and, consequently, for communication 
purposes these terms are used interchangeably in this thesis. 
Sleepiness causes automobile crashes because it impairs performance and can 
ultimately lead to the inability to resist falling asleep at the wheel. Critical aspects of 
driving impairment associated with sleepiness are reaction time, vigilance, attention, 
and information processing (Dinges, 1995). 
Driver fatigue is receiving increasing attention in the road safety field. It is a 
serious problem in transportation systems, and is believed to account for 35-45% of all 
vehicle accidents (Idogawa, 1991). It is responsible for 34% of fatal accidents in 
France, 19% in Australia and 13% in Canada. A recent survey of 29,600 accident-
involved drivers in Norway found that sleep or drowsiness was a contributing factor in 
3.9% of all accidents, as reported by drivers who were at fault for the accident 
(Sagberg, 1999). Similarly, comprehensive analysis in the United States and United 
Kingdom shows that between 1-3% of highway crashes involve fatigue (Connor et al., 
2001; Horne and Reyner, 1995b; Lyznicki et al., 1998; Maycock, 1996), which is 
responsible for fifty-six thousand accidents per year in the United States, resulting in 
over a thousand deaths a year. In a 1995 study, the NTSB came to the conclusion that 
52% of 107 one-vehicle accidents involving heavy trucks were fatigue related; in only 
17.6% of the cases, the driver admitted to falling asleep (NTSB, 1995). The NTSB has 
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since suggested that driver fatigue is one of the most important causes of road 
accidents (NTSB, 1999). More precisely: 
• 40% of fatal accidents on US highways are sleep related. 
• 1-10% of all car accidents in the USA seem to be directly related to sleepiness 
(Cerrelli, 1997). 
• The Federal Highway Administration (1998) estimated that fatigue-related 
automotive crashes in the USA constitute 0.71%-2.7% of all crashes involving 
trucks, of which 15-36% led to driver fatalities.   
• The World Health Organisation (1993) and Knipling (1997) established that a 
good detection of fatigue alone could prevent between 40-60% of single 
vehicle crashes and 37% of truck driver fatalities. 
 
Furthermore, accidents related to driver drowsiness are more serious than other 
types of accidents. An impaired driver will not take evasive action prior to a collision, 
and if the cruise control is used, the vehicle will keep its speed until a major impact 
occurs (Amditis et al., 2002). A typical automobile crash related to sleepiness has the 
following characteristics (NHTSA, 1998): 
• The problem occurs during late night/early morning or mid-afternoon. 
• The crash is likely to be serious. 
• A single vehicle leaves the roadway. 
• The crash occurs on a high-speed road. 
• The driver does not attempt to avoid a crash. 
• The driver is alone in the vehicle. 
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Drowsy-driving crashes occur predominantly after midnight, with a smaller 
secondary peak in the mid-afternoon. The crashes occurred primarily at two times of 
day-during the nighttime period of increased sleepiness (midnight to 7.00 a.m.) and 
during the mid-afternoon “siesta” time of increased sleepiness (3.00 p.m.) (Pack et al., 
1995). According to a 1996 report, time of day was the most consistent factor 
influencing driver fatigue and alertness. Driver drowsiness was markedly greater 
during night driving than during daytime driving, with drowsiness peaking from late 
evening until dawn (Wylie et al., 1996). Nighttime and mid-afternoon peaks are 
consistent with human circadian sleepiness patterns. Young adults are most likely to 
have accidents in the early morning, whereas older adults may be more vulnerable in 
the early afternoon (Horne and Reyner, 1995b; Pack et al., 1995; Wang et al., 1996).   
While falling asleep at the wheel is thought to be a common precursor for 
fatigue-related accidents, there is some research that indicates that fatigue-related 
driving accidents are not caused by drivers falling asleep per se but rather by the 
inattention and distractibility associated with sleep loss. In a simulator study it was 
found that sleep-deprived drivers became less able to detect other vehicles in their own 
lane and in their blindspot, and less able to recall the location of these vehicles 
(Gugerty, 2000). These results support the hypothesis that the effects of fatigue and 
sleep loss on driving are related to difficulties in allocating visual and coordinative 
attention (Gugerty, 2000; Peters et al., 1998; Philip et al., 2005).  
The time of day and task duration are important determinants of sleepiness 
when performing monotonous tasks such as highway driving (Horne and Reyner, 
1995a, 1997), from irregular work schedules (Akerstedt, et al., 2000), and demands to 
meet delivery schedules (Hartley and Arnold, 1994). In relation to driving, both levels 
of driving ability and subjective sleepiness have been found to vary significantly 
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across the 24-hour day (Lenne et al., 1997). Sleep related accidents are mainly the 
result of circadian or sleep deprivation factors rather than the result of sleep 
abnormalities (Horne and Reyner, 1997).  
 
2.1.3 Causes of Drowsy Driving 
Fatigue and drowsiness are conditions that impair drivers’ information 
processing thus increasing the likelihood of various perceptual and attention errors 
(Davies and Parasuraman, 1982). The primary causes of sleepiness and drowsy driving 
in people without sleep disorders are sleep restriction and sleep fragmentation. 
Economic pressures and the global economy place increased demands on many 
people to work instead of sleep, and work hours and demands are a major cause of 
sleep loss. Often, however, reasons for sleep restriction represent a lifestyle choice – 
sleeping less to have more time to work, study, socialize, or engage in other activities. 
Although the need for sleep varies among individuals, sleeping 8 hours per 24-
hour period is common, and 7 to 9 hours is needed to optimize performance 
(Carskadon, Roth, 1991). Acute sleep loss results in extreme sleepiness (Carskadon, 
1993). Regularly losing 1 to 2 hours of sleep a night can create a “sleep debt” and lead 
to chronic sleepiness over time (Dinges et al., 1997). Sleep disruption and 
fragmentation cause inadequate sleep and can negatively affect functioning (Dinges, 
1995). The National Transportation Safety Board (1995) concluded that the critical 
factors in predicting crashes related to sleepiness were duration of the most recent 
sleep period, the amount of sleep in the previous 24 hours, and fragmented sleep 
patterns. The circadian pacemaker regularly produces feelings of sleepiness during the 
afternoon and evening, even among people who are not sleep deprived (Dinges, 1995). 
Conner et al. (2002) showed that sleeping less than 5 h in the 24 h before the accident 
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and driving between 2 and 5 a.m. were also significant risk factors for accidents. 
However, Brown (1994) stated that fatigue does not depend on energy expenditure and 
cannot be measured simply in terms of performance impairment. Lenne (2000) found 
that driving performance after 24 hours without sleep (8am) was 0.84 percent of 
control performance, but after 36 hours without sleep (8pm) performance improved to 
0.93 percent of control performance. This type of research suggests that the 
relationship between the duration of prior wakefulness and performance is not a linear 
one. After one night without sleep, the morning period between 8am and midday is 
more risky than the period between 12 noon and 8pm. Besides increasing the 
likelihood that drivers will fall asleep at the wheel, fatigue could also impair driving 
ability such as maintaining road position and speed (Mackie and Miller, 1978). 
However, Belz (2000) remarked that humans are capable of compensating for some of 
the effects of fatigue. Consequently, not all fatigue necessarily results in reduced 
performance.  
 Another important factor of drowsiness is the nature of the task, such as 
monotonous driving on highways. The continued construction of highway and 
improvement of vehicle technology have made it effortless for drivers to maneuver and 
operate their vehicles on the road for hours. Hence long, undemanding and 
monotonous driving, typified by motorways, facilitates sleepiness (Brown, 1994; 
Finkelman, 1994). An examination of the situations when drowsiness occurred shows 
that most of the accidents were on highways with speed limits of 55 to 65 mph 
(Knipling and Wang, 1994; Wang et al., 1996; Ueno, 1994), which are more liable to 
result in death and serious injury owing to the relatively high speed of the vehicles on 
impact (Zomer and Lavie, 1990; Horne and Reyner, 1995b). 
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 Accidents caused by drowsiness at the wheel have a high fatality rate because 
of the marked decline in the driver’s abilities of perception, recognition, and vehicle 
control abilities while sleepy. Preventing such accidents is thus a major focus of efforts 
in the field of active safety research (Amditis, 2002; Gonzalez-Mendoza, 2002). A 
well-designed active safety system might effectively avoid accidents caused by 
drowsiness at the wheel. But first, we have to understand how drowsiness is detected 
and evaluated, and how it affects driving performance. 
 
2.1.4 Evaluating Sleepiness 
There are both objective and subjective indicators to measure sleepiness. This 
section provides a brief overview of the common sleepiness measures from each 
group. The measures that were adopted by this study are further elaborated in the 
following designated sections of this chapter.  
 
2.1.4.1 Objective measures 
Electroencephalography (EEG) 
Measurement of sleepiness with EEG has been used extensively in laboratory 
and clinical settings. EEG measurements require a fair amount of expertise to record 
and to analyze. EEG parameters can be summarized in patterns and spectral 
characteristics. Spectral analysis of a sleep EEG often involves power density of alpha 
and theta activity.  Although the interpretation of EEG signals has been standardized in 
research literature, there is presently no standardized way to evaluate driving 




Multiple sleep latency test (MSLT) 
This is a commonly used method to evaluate daytime sleepiness and is also a 
measure of instantaneous sleep propensity. This test is based on the assumption that 
the faster an individual falls asleep, the sleepier he/she must have been prior to 
sleeping. The speed with which the individual falls asleep, sleep latency, can be used 
to evaluate the propensity of falling asleep, i.e. sleepiness. The test is performed in a 
laboratory setting and under standardized conditions. The MSLT is beneficial when 
diagnosing narcolepsy and it is claimed that false-positive results are theoretically 
minimal (Mitler et al., 2000). On the other hand, it might be less sensitive if the person 
suffers from excessive daytime sleepiness with repeatedly low latencies, i.e. a floor 
effect (Curcio et al., 2001). False-negative results are possible because it takes a longer 
time for the subject to fall asleep than it usually does. Drawbacks of MSLT have been 
raised. First, it does not take into account how the wires that are attached to the subject 
affect the ability to fall asleep. Second, being in the laboratory setting is not a daily life 
situation (Johns, 1998). MSLT has been studied in association with driving. A driving 
simulation study with sleep deprived subjects showed that MSLT correlated with 
performance as well as to the subjective sleepiness rating but to a lesser degree (Pizza 
et al., 2004). 
 
Heart rate, heart rate variability 
Heart rate (HR) and heart rate variability (HRV) provide information about the 
autonomous nervous system (ANS). Analysis of HRV is a non-invasive technique that 
has been used to investigate the effects on cardiovascular autonomic regulation of 
work-related stresses. 
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HR has been used in studies as a possible indicator for driving fatigue. HR has 
been shown to decrease during prolonged and monotonous driving (O’Hanlon, 1972). 
In another field study, no changes in HR related to fatigue could be observed (Egelund, 
1982), but another study found an increase in prolonged truck driving (Apparies et al., 
1998). Egelund (1982) also analyzed HRV (spectral analysis) on subjects 12 times 
during an approximately 4 hour drive and found a relationship between distance driven 
and low-frequency HRV. Apparies et al. (1998) concluded that heart rate is more 
sensitive than HRV in indexing driver fatigue after measuring HRV using parameters 
such as respiratory sinus at two different time points during a professional driver’s 8 to 
10 hour drive. In another study, HRV was investigated in six long distance truck 
drivers. It was found that some HRV indices were higher during morning driving hours 
(8am to 12pm) than during the afternoon hours (12pm to 4pm) (Sato et al., 2001). 
Because the drivers also had different work assignments and napping periods, it is hard 




There is strong evidence for the statement that sleepy people have impaired 
performance (Bonnet, 2000). The methods used in studies can be divided into 
psychomotor tasks (simple reaction time) or cognitive tasks (memory) (Curcio et al., 
2001). A study was carried out on young and old subjects that either had a full night’s 
rest or were sleep deprived for one night. It was shown that while older participants 
performed worse in both conditions, sleep deprivation significantly affected the 
younger participants while not significantly affecting the older participants’ 
performance. Tasks that demand continuous and frequent responding, such as 
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simulated driving (Gillberg et al., 1996) or reaction-time tasks (Lisper and Kjellberg, 
1972; Dinges and Powell, 1989), have shown to generally slow down in performance 
through time. Vigilance tasks usually require the monitoring of a system with 
infrequent responding. Early results from such tasks (Wilkinson, 1960; 1961) 
suggested that a task needed to be approximately 30 minutes or longer to show effects 
from one night’s sleep deprivation. More recently, however, others have demonstrated 
that a single night’s sleep loss affected performance already from the first response on 




Although head movement can be measured with a video camera system 
(Popieu et al., 2003), there are few studies dealing with this issue. Popieul et al. (2003) 
measured head movement among voluntary drivers who were not sleep deprived in a 
driving simulator. They found that the increased head movement appeared clearly after 
150 km of a 300 km simulated monotonous driving. Ji and Zhu (2004) noted that head 
position can reflect a person’s level of sleepiness. Because alert drivers normally look 
straight ahead, if a driver looks in other directions for an extended time, the driver is 
either fatigued or inattentive. 
 
Eye, eyelid, and pupil measures 
Changes of the pupil, eyelid, or eye blink frequencies are suggested as 
indicators of sleepiness. When sleepy or falling asleep, the pupils constrict and become 
unstable due to changes in the autonomic nervous system. This phenomenon has been 
used to measure sleepiness (Mitler et al., 2000). However, this method may be 
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impractical to use while driving (Wilhelm and Wilhelm, 2003). Changes in eyelid 
closures have been studied using a real time detection system (PERCLOS measures the 
percentage of eyelid closure). This method of drowsiness detection showed good 
correlations with vigilance tests (Wierwille et al., 1994; Dinges and Grace, 1998). One 
conclusion was that eye blink duration could be an indicator of sleepiness. 
 
2.1.4.2 Subjective measures 
Besides objective measures used to detect drowsiness, researchers have used 
subjective measures to study drowsiness. This includes looking at the symptoms of 
sleepiness and introducing rating scales to measure sleepiness. Below are some 
examples of subjective measures that have been used. 
 
Symptoms of sleepiness 
 Symptoms of sleepiness (eye problems, yawning, difficulties staying alert, and 
task focused) are well known and have been investigated. Kecklund and Akerstedt 
(1993) used symptoms of sleepiness such as tired eyes, heavy eyelids, difficulties 
focusing one’s eyes, and feeling irresistible sleepiness. Milosevic (1997) studied long-
distance drivers and dump truck drivers by ranking their symptoms of fatigue. Their 
most common symptoms were back/leg pain, drowsiness/fatigue, bad mood, slowed-
down activity, and pain/other eye problems. Nilsson et al. (1997) showed in a 
simulator study that the most salient changes of symptoms over time were sore feet, 






Measuring subjective sleepiness with rating scales have been used extensively 
on both general scales or specific scales (Akerstedt and Gillberg, 1990). They are often 
easy to use and require little expertise in administration and interpretation of results. 
The literature on sleepiness often cites specific sleepiness scales such as Karolinska 
Sleepiness Scale (KSS), Stanford Sleepiness Scale (SSS), and the Epworth Sleepiness 
Scale (ESS). Below is a brief description of each scale and what it measures. 
 
Karolinska Sleepiness Scale (KSS) 
 
This scale uses nine steps of categories to cover the entire wakeful/sleepy 
continuum, making it a bipolar scale. KSS was used to rate subjective sleepiness in 
long distance truck drivers (Kecklund and Akerstedt, 1993). It showed that night 
drivers rated their sleepiness higher and this had a positive relationship with measured 
EEG alpha and theta activity. KSS was also used to measure the effects of radio and 
cold air on sleepiness among drivers with restricted sleep (Reyner and Horne, 1998). 
KSS scores were significantly lower when the radio was playing; however, EEG 
showed no significant effects. 
 
Stanford Sleepiness Scale (SSS) 
 
This rating scale consists of seven descriptive statements to describe the 
feelings an individual may feel at the time of administration (Hoddes et al., 1973). SSS 
has been used to measure sleepiness among drivers. In a study with professional truck 
drivers under different types of driving regimes, SSS was used to evaluate the drivers’ 
level of fatigue (Williamson et al., 1996). Results showed that drivers’ fatigue during 
driving was more related to pre-trip fatigue rather than to any of the regimes. In 
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another study using a driving simulation task, SSS did not correlate as well as MSLT 
to driving performance among sleep deprived subjects (Pizza et al., 2004).    
 
Epworth Sleepiness Scale (ESS) 
 
ESS is a simple questionnaire that measures the subject’s general level of 
daytime sleepiness (Johns, 1991). ESS consists of eight different common situations in 
which subjects rate their chances that they would doze off or fall asleep. One can refer 
to it as measuring the average sleep propensity according to the definition set by Johns 
(2000) on driver drowsiness. It correlated with MSLT and during overnight 
polysomnography. ESS has been used in a truck driver’s survey that showed that a 
higher level of daytime sleepiness as rated by ESS was related to more frequent 
drowsy driving (Hakkanen and Summala, 2000). 
 
2.1.4.3 Evaluating driver drowsiness through objective and subjective measures  
The effects of fatigue on performance and mood manifest in a variety of ways. 
In relation to driving, differences between fatigued and rested drivers are apparent in 
measures of lane weaving behavior, lateral placement, mean speed and speed 
variability, steering wheel movements, reaction time to secondary tasks while driving, 
and also subjective mood measured by sleepiness and motivation (Huntley and 
Centybear, 1974; Lenne et al., 1998).  
A number of objective methods have been proposed to detect driver vigilance 
changes in the past. These methods can be categorized into two main approaches. The 
first approach focus on physical changes during fatigue, such as the inclination of the 
driver’s head, sagging posture, and decline in gripping force on steering wheel (Smith 
et al., 2000; Khalifa et al., 2000; Popieul et al., 2003). These methods can be further 
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classified as being either contact or non-contact types in terms of the ways the physical 
changes are measured. The contact type involves the detection of driver’s movement 
by direct sensor contacts, such as using a cap or eyeglasses or attaching sensors to the 
driver’s body. The non-contact type makes use of optical sensors or video cameras to 
detect vigilance changes. These methods monitor driving behaviour or vehicle 
operation to detect driver fatigue. Driving behaviour includes the steering wheel, 
accelerator, and brake pedal or transmission shift level, and the operation of vehicle 
includes the vehicle speed, lateral acceleration, and yaw rate or lateral displacement. 
Since these parameters vary in different vehicle types and driving conditions, it would 
be necessary to devise different detection logic for different types of vehicles. 
Performance measures, or measures of direct vehicle control, offer the most 
intuitive and least intrusive methods for detecting a loss of alertness or the onset of 
fatigue. A major limiting factor of performance based measures, however, is a decline 
in performance capacity may in fact occur prior to changes in driver performance 
(Dinges and Graeber, 1989). This phenomenon can be attributed to driver skill and the 
ability of more experienced drivers to compensate during a relatively routine driving 
task, despite their diminished capacity (Brown, 1994). Despite this shortcoming, 
performance measures representing physical manifestations of driver performance 
provide insight into the operational effects of fatigue. Common performance measures 
include velocity maintenance, steering measures, and unplanned lane deviations. 
During fatigue, the decreased physiological arousal, slowed sensorimotor 
functions, and impaired information processing can diminish a driver’s ability to 
respond effectively to unusual or emergency situations (Mascord and Heath, 1992). 
While driving performance measures may be relatively insensitive to a moderate 
diminished mental capacity, diminished capacity occurring as a result of fatigue is 
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likely to be detectable by a set of fundamental physiological measures. Hence, the 
second approach to monitor driver vigilance focuses on measuring physiological 
changes of drivers, such as eye activity measures, heart beat rate, skin electric 
potential, and particularly, EEG activities as a means of detecting cognitive states 
(Jung et al., 1997; Makeig and Jung, 1995, 1996; Makeig and Inlow, 1993; Matousek 
and Peterson, 1983; Ji et al., 2004). Stern et al. (1984, 1994) report that the eye blink 
duration and blink rate typically increase while blink amplitude decreases as function 
of the cumulative time-on-task. Other EOG studies have found that saccade 
frequencies and velocities decline as time-on-task increases (McGregor and Stern, 
1996). However, although the eye-activity variables are well correlated with the 
subject performance, the eye-activity based methods require a relatively long moving-
averaged window aiming to track slow changes in vigilance, while the EEG-based 
method can use a shorter moving-averaged window to track second-to-second 
fluctuations in subject performance (Wilson and Bracewell, 2000; Parikh and Micheli-
Tzanakou, 2004). 
Many studies have used EEG to assess sleepiness relative to driving 
performance. Gillberg et al. (1996) compared sleepiness and performance of 
professional drivers under day and night driving conditions and discovered that EEG 
characteristics associated with sleepiness were more apparent in night driving than in 
day driving. Lin et al. (2005) demonstrated that an EEG-based drowsiness estimation 
system that combines EEG log sub-band power spectrum, correlation analysis, 
principal component analysis, and linear regression models is feasible to accurately 
estimate driving performance quantitatively (expressed as deviation between the center 
of the vehicle and the center of the cruising lane) in a realistic driving simulator. 
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 The potential danger of driving motivates most sleepy drivers into putting 
much effort into remaining awake. As a result the process of falling asleep at the wheel 
is not the same as when one lies down in bed, expecting to sleep, and falling sharply 
into obvious sleep. The sleepy driver fighting sleep exhibits different durations and 
sequences of the physiological events that precede the onset of sleep (Horne and 
Reyner, 1996). Hence, the various physiological measures that can be used to measure 
falling asleep can show poor associations with each other even under the best 
laboratory conditions (Ogilvie et al., 1989). This is a problem that besets the 
development of physiological monitoring devices for detecting driver sleepiness. 
Although the classic signs of sleepiness are obvious, those of starting to go to sleep are 
not simple matters to detect in the driver, as the EEG often reflects a condition of 
neither being awake nor asleep, with the driver being in a protracted state of quasi-
sleep. Even the closing of the eyes, which occurs during the normal process of falling 
asleep, can be delayed to the point that some subjects could be described as being 
asleep with their eyes open (Horne and Reyner, 1996). Such a phenomenon was first 
noted 70 years ago by Miles (1929) who said, “A motorist or anyone may actually be 
asleep, even if the eyes are seen to be open”. This finding throws further doubt on the 
effectiveness of any device for detecting driver sleepiness that relies on eye closure. 
Eye blink rates have been claimed to be a good index of sleepiness (Stern et al., 1994), 
but its reliability has been questioned (Horne and Reyner, 1999), as blinking in the 
driver is also affected by the outside road lighting, oncoming headlights, and the air 
temperature and state of the ventilation system in the vehicle.  
In a study (Lisper et al., 1986) to monitor subjective sleepiness in healthy, 
sleepy drivers while they were driving, the authors noted that all their drivers were 
aware of their lowered arousal, and those who fell asleep had to fight sleep beforehand 
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and in doing so knew the risk of falling asleep. Reyner and Horne (1998) assessed the 
association between subjective sleepiness and driving impairment in sleepy drivers. 
They found that potential accidents were preceded by self awareness of increasing 
levels of sleepiness. Subjects had typically reached the stage of fighting sleep when 
major accidents happened. Although the perceived likelihood of falling asleep was 
highly correlated with increasing sleepiness, some subjects failed to appreciate that 
extreme sleepiness is accompanied by a high likelihood of falling asleep. In as much as 
these findings come from a laboratory simulation there is the problem of the extent to 
which these can be generalized to the real world. 
Fatigue during driving is not a continuous process but consists of successive 
episodes of ‘microsleeps’ where the subject may go in and out of a fatigue state 
(Harrison and Horne, 1996). Drivers falling asleep are unlikely to recollect having 
done so, but they are aware of the precursory state of feeling sleepy, as normal sleep 
does not occur spontaneously without warning (Horne and Reyner, 1995a, 1996, 
1998). Experiments have demonstrated that subjects cannot reliably predict when they 
are impaired to the point of having an uncontrolled sleep attack (i.e. microsleep) and/or 
a serious vigilance lapse (Dinges, 1989). Drivers know when they are experiencing 
sleepiness, but they cannot necessarily translate those introspections into accurate 
predictions of how long their eyes are closed and whether they are missing signals, or 
when they will have an uncontrolled sleep onset while driving (Wylie et al., 1996; 
Brown, 1997). On the other hand, although self-reports of sleepiness are highly 
influenced by contextual variables (Dinges, 1989, 1995), drivers should know when 
they are experiencing heavy eyelids and head bobbing, which is likely past the point of 
impairment of drowsiness (Kribbs and Dinges, 1994). Hence, technology may offer the 
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potential for an earlier and more reliable warning of performance-impairing sleepiness, 
before drowsiness leads to a catastrophic outcome. 
 
2.1.5 Technological Countermeasures against Fatigue 
Brown (1997) suggested three main reasons for giving serious consideration to 
the implementation of technological counters against driver fatigue. They are: 
(1) Fatigue is a persistent occupational hazard for long-distance drivers, especially 
professional drivers who have schedules to maintain and who may be working 
shifts. 
(2) Professional drivers can be under considerable commercial pressure to reach 
their scheduled destination, regardless of any symptoms of fatigue they may be 
experiencing. 
(3) Fatigue impairs cognitive skills, hence it can adversely affect drivers’ own 
ability to monitor and assess their fitness to continue driving safely. 
 
The countermeasure of accidents caused by work/rest pattern is obviously a 
change of that pattern, perhaps prohibiting night driving or early starts. On the other 
hand this may be difficult to implement. Other countermeasures are introducing naps, 
which seem to reduce accidental risk by improving alertness, at least for a short period 
(Garbarino, 2004). Other countermeasures involve coffee (Reyner and Horne, 1997) or 
devices for monitoring sleepiness in real-life conditions (Dinges and Mallis, 1998). 
Countermeasures like cold air or radio listening do not seem to be efficient (Reyner 
and Horne, 1997). 
Recently, in a review from the international consensus meeting on fatigue and 
risk of traffic accidents, Akerstedt and Haraldsson (2001) proposed the implementation 
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of electronic devices for fatigue detection. They and other groups have pioneered some 
important investigations into fatigue and sleepiness and identified the detrimental 
consequences of shiftwork and night driving on fatigue and its effects in professional 
drivers (Akerstedt, 1988; Akerstedt et al., 1987, 1991; Kecklund and Akerstedt, 1993; 
Torsvall and Akerstedt, 1987). If indicators of fatigue can be developed, they may be 
used to provide drivers with useful feedback about the onset of fatigue and their 
possible deterioration in driving ability and ability to maintain road safety. 
Technological advances have made the goal feasible. Many technologies being 
developed for detecting drowsiness are miniaturized and unobtrusive (their durability 
and cost effectiveness are less well established) (Dinges et al., 1998). Advances in 
electronics, optics, sensory arrays, data acquisition systems, algorithm development, 
and other areas have made it far more likely that the goal of an affordable drowsiness-
detection system can be achieved and implemented in less than 10-20 years as 
forecasted by Brown (1995, 1997).  
Most technologies explicitly claim or imply detection of some aspect of either a 
heightened risk of operator error or outright impairment through one or more of the 
following hypothetical constructs: operator vigilance; operator attention/inattention; 
operator alertness/drowsiness; operator microsleeps; operator hypovigilance; operator 
performance variability; or operator vulnerability to error (Dinge et al, 1998). A recent 
report released by the National Road Transport Commission reviewed the available 
fatigue detection devices (Hartley et al., 2000). It was suggested by the authors that 
with such devices there should be a guarantee that validity, reliability, etc of the device 
be thoroughly tested and reported. The criteria were adapted from Dinges and Mallis 
(1998), and were: 
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1. Validity: Does the device measure what it purports to measure, both 
operationally and conceptually? 
2. Concurrent validity: The extent to which one variable predicts another at the 
same point in time. Can one variable be used to predict the other at the same 
point in time? 
3. Predictive validity: The extent to which one variable predicts another variable 
at some point in the future. Can one variable be used to predict the other at 
some point in the future? 
4. Reliability: Does the device measure the same construct consistently? 
5. Generalisability: Does the device measure the same events in everyone? 
6. Sensitivity: How often will the device miss detecting a fatigue event of fatigued 
operator? 
7. Specificity: How often will the device give an alarm that is false? 
 
Even if a device is valid and reliable, to be practically useful, it must meet 
additional standards of high sensitivity and high specificity. A device that has high 
sensitivity but low specificity may detect hypovigilance (or under-awakeness), but may 
give too many false alarms to be useful. In contrast, a device with low sensitivity but 
high specificity may give few false alarms, but it may miss too many hypovigilance 
events to be useful (Dinges, 1997; Dinges and Mallis, 1998). 
Some fatigue countermeasures are based on the detection of fatigue by devices 
that monitor control inputs such as steering. Driver Status Monitoring (DSM) systems 
measure driver fatigue purely on the basis of pattern recognition of vehicle control 
inputs that are indicative of performance impairment (Ward and Fairclough, 1997; 
Horne 1998). These authors reported that field dependent and independent subjects are 
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differentially affected by fatigue. Their results lead to suggestions that, a) the 
performance feedback by DSM systems will be interpreted differently by the two 
groups, and b) different strategies to combat the effects of fatigue may be needed for 
the different cognitive styles. 
Alm (2000) has suggested that visual sensitivity be used, to some degree, as an 
indicator of impending fatigue-induced impairments. His study is essentially a reaction 
time (RT) to the presence of an object appearing in the environment. The results 
showed that RT predicted about 50% of the variance in the standard deviation of 
lateral position (SDLP). Since increasing variance in SDLP is indicative of early signs 
of losing vehicle control, perhaps the task could be incorporated into vehicle design to 
be used as an indicator of the ability to control the vehicle in a safe manner. 
Philip and Akerstedt (2006) stated that one major obstacle to prevention of 
sleepiness behind the wheel is the lack of instruments for measuring absolute levels of 
sleepiness in field situations. Without such instruments enforcement of alertness will 
be extremely difficult and interventions may have to be restricted to public information 
campaigns, the results of which are unclear. 
An ambitious project is being undertaken in Europe to develop a system that 
will detect driver impairment (in real time) and engage emergency handling 
manoeuvres.  This system is called SAVE, or the System of effective Assessment of 
the driver state and Vehicle control in Emergency situations (Brookhuis et al., 1998). 
While the integrated SAVE system has the potential to severely reduce driver 
impairment and accidents, it is still in prototype stage. No validation report is available 
at present and so commercial applications are likely to be several years away (Hartley 
et al., 2000).  The European Commission is currently co-funding an on-going project 
called the AWAKE system. It is an intelligent in-vehicle system which monitors 
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driver’s vigilance and warns the driver according to traffic risk estimation. AWAKE 
intends to develop and validate an on-board system to improve safety, comfort and 
more efficient use of cars, in particular in terms of alertness enhancement and 
hypovigilance watch (Amditis et al., 2002). 
In-vehicle alerting devices to counteract driver drowsiness can be divided into 
two general categories. The first includes devices designed for detection of drowsiness 
followed by a warning and, in more advanced concepts, followed by an intervention. 
The detection phase can further be sub-divided into a number of categories according 
to the indicators used for assessment of drowsiness or of impaired performance. 
 In the second category are the devices which are designed to sustain alertness 
by some form of activation of the driver throughout the trip. This approach can be 
traced to interpretation of drowsiness as reflecting, in part, lowered arousal due to lack 
of stimulation. An attention demanding “secondary task” might increase the general 
level of arousal and improve performance. Wierwille et al. (1994) found that a 
secondary task requiring a yes/no response every 15 s tended to reduce drowsiness and 
to improve vehicle control measures. Fairbanks et al. (1995) report on further testing of 
secondary task stimuli as an alertness maintenance device (after drowsiness was 
detected). Verwey and Zaidel (1999) investigated in a driving simulator whether 
drivers’ alertness can be maintained in drowsiness-inducing conditions by a game-like 
task interacted via speech. Drivers reported a lower degree of drowsiness and fewer 
sleep episode occurrences. These results corroborate the notion that mental activity 
counteracts drowsiness in prolonged driving. However, the feasibility of a secondary 
task to maintain alertness remains questionable as drivers are probably not motivated 
to engage in the additional task. 
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 Many vehicle and other manufacturers are attempting to develop monitors of 
driver sleepiness in the vehicle, to alert the driver. However, as Lisper et al. (1986) 
aptly remarked, “what is the use of alerting a driver already aware of the fact that 
he/she is close to sleep but who unwittingly still continues to drive?” There is 
increasing concern that such devices (of unproved reliability) may encourage sleepy 
drivers simply to take further risks and continue to drive, thinking that the device will 
alert them when the situation becomes particularly dangerous.  
Why do sleepy drivers persevere with their driving, beyond the point when they 
are fighting sleepiness, and should stop driving? Do they not realise the risks involved? 
Sleepiness might cloud a person’s judgment about the extent of the driving 
impairment. Furthermore sleepiness affects mood, making drivers more optimistic, less 
cautious, and even more reckless with their driving. 
The subsequent sections of this chapter further elaborate some of the objective 
measures of driver drowsiness (EEG, eye and eye-blink behaviour) that are adopted in 
this study. These measures are subsequently used to develop an automatic drowsiness 
detection system forewarning the driver of impending drowiness.  
 
 
2.2 Electroencephalogram (EEG) 
Electroencephalography is a method for measuring the electrical activity 
generated by the nerve cells of the brain, mainly the cortical activity. The main origin 
of the EEG signals is the neuronal activity in the cerebral cortex, but some activity also 
originates from the thalamus and from subcortical parts of the brain. The EEG 
represents the summation of excitatory and inhibitory postsynaptic potentials in the 
nerve cells. The rhythmic activity is due to the synchronous activation of the nerve 
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cells (Andreassi, 2000). The signal is classified on the basis of its amplitude and 
frequency range. The recorded pattern differs during the different sleep stages, but also 
when performing cognitive tasks, focusing attention, preparing manual tasks or by 
brain diseases.  
 
2.2.1 Origin of the EEG signal  
The spontaneous electrical activity of the brain was first observed by Caton by 
1875. Although considerable investigations on the electrical activity of the non-human 
brain have been undertaken, it was not until 1929 that a German Neurologist Hans 
Berger first published studies on EEG recorded on the scalp of humans. He laid the 
foundation of clinical and experimental applications of EEG between 1929 and 1938. 
Since then EEG signals have been used in both clinical and experimental work to 
discover the state which the brain is in. It has served as a direct indication of any brain 
activities (Tsoi et al., 1994). 
The EEG is a powerful tool used in the study of both normal and abnormal 
brain functions. As the electrical signals are in the order of microvolts (μV), low-noise, 
gold or silver surfaced cup electrodes coupled with high precision amplifiers and filters 
are used to improve the signal characteristics for recording. The signal is either 
measured pair-wise between two electrodes on the scalp (bipolar recording) or between 
each electrode and one reference site (monopolar recording).  
 
2.2.2 Electrode Placements for EEG Measurements 
The International 10-20 System of electrode placement has become the 
standard instrument in research and clinical neurophysiology. Use of the 10-20 system 
assures accurate placement of electrodes for repeat EEG tests and allows the 
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comparison of EEG signals within and between individuals. Figure 2.2 indicates the 
positions of the electrodes according to the 10-20 system. The detailed head 
measurements and electrode application techniques will not be described in this thesis, 
but can be found in almost any handbook on EEG technology. The various positions 
on the scalp are described using a letter/number combination. Electrodes located on 
respective standard brain regions, or lobes, have been denoted with the first letter of 
the name of the lobe itself: frontal lobe electrodes are denoted ‘F’ (prefrontal ‘Fp’), 
central lobe ‘C’, temporal lobes ‘T’, parietal lobe ‘P’, and occipital lobe ‘O’. Odd 
numbers refer to locations on the left hemisphere of the head, even numbers are 
located on the right side, and a ‘z’ is used in place of a number to denote a location that 
is along the midline of the scalp. Locations A1, A2, or the linked combination of 
A1+A2 are typically used in conjunction with one or more electrodes located on the 
scalp to create the common bipolar montage and are called the anterior (A) locations. 
These electrodes can be located either on the mastoid bone behind the ear lobe or 
attached directly to the ear lobe. Although EEG is normally registered by placing about 
20 electrodes on the scalp, as many as 256 electrodes can be used. The number and the 






F7 F3 Fz F4 F8 
• • • • •
A1 T3 C3 Cz C4 T4 A2
• • • • • • •
T5 P3 Pz P4 T6
• • • • •
O1 O2
• •
Figure 2.2: Scalp electrode placement according to the 10-20 system for EEG 
measurements. 
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2.2.3 EEG Signal Characteristics and Classifications 
The EEG signal can be classified on the basis of its amplitude and frequency 
range. EEG frequencies have been classified into different established bandwidths as 
described below. 
Beta waves (13-25 Hz) are common in the alert condition, during physical 
activity and when performing cognitive tasks. The beta waves are irregular and have a 
small amplitude (2-20 μV). 
Alpha waves (8-12 Hz) are common in the awake and relaxed condition and 
can be used as a first measure of drowsiness. They are rhythmic and have an amplitude 
of 20-60 μV. When alpha activity slows during relaxation, a sudden exposure to a 
cognitive task will make it disappear and be replaced by beta activity. This state is 
called alpha blocking (Andreassi, 2000). 
Theta waves (5-7 Hz) have an amplitude of 20-100 μV and will occur in the 
early stages of sleep, by hypnagogic imagery, focusing of attention or by problem 
solving. There exist two types of theta activity, one that is associated with performance 
of cognitive tasks and one associated with the early stages of sleep (Andreassi, 2000; 
Stern et al., 2001).  
Delta waves (0-4 Hz) occur during the deepest NREM sleep,their amplitude is 
in the range of 20-200 μV.  
 
2.2.4 EEG and Sleep Architecture – Wakefulness, Drowsiness and Early 
Sleep 
Sleep is regarded as an active and complex state, and the term “sleep 
architecture” describes the stages and cycles of sleep. There are two primary types of 
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sleep: non-rapid-eye-movement (NREM) and rapid-eye-movement (REM) sleep. 
Within NREM sleep, 4 sleep stages are identified.  
In studies of fatigue and drowsiness, it is not necessary to assess all the four 
stages of sleep, but only the phase between the awake stage and the first stage of sleep 
– sleep onset (Lal and Craig, 2001). The first two stages of NREM sleep, together with 
wakefulness, will be the focus of this thesis and will be briefly reviewed in the 
following paragraphs. As the first REM stages usually occur 70 to 90 minutes after 
sleep onset and this is well past the detection window of interest for alertness 
monitoring, REM sleep will not be discussed as well.  
Frequency content in the EEG for sleep scoring is taken from Central (C) 
locations, although many sleep laboratories also use an Occipital (O) electrode. The 
following paragraphs describe wakefulness, sleep stages 1 and 2 based on the criteria 
set by Rechtschaffen and Kales (1968). 
During the wakefulness period, eye movements are relatively frequent and less 
erratic than those occurring during REM sleep. Fast, irregular, and low amplitude 
voltage beta (>13 Hz) brain waves or slower, regular alpha (8-12 Hz) waves of a 
moderate amplitude are characteristics of wakefulness.  
Stage 1 sleep is the transitional phase between wakefulness and sleep with 
many researchers identifying this stage as the sleep onset period (SOP) or drowsiness. 
This stage is characterized by EEG signals in the alpha frequency. It usually lasts from 
30 seconds to several minutes in normal sleepers. During this stage, reactivity to 
outside stimulus is diminished, thoughts begin to drift, and short dreams often develop. 
If awakened during this stage, most subjects will deny that they have dozed off. Hence, 
this stage is sometimes called the “denial stage” of sleep (Kaplan, 1996). 
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Detection of Stage 1 sleep is difficult, as there are few physiological 
distinctions between wakefulness and Stage 1 sleep. EEG signals characteristic of 
sleep have not yet begun to develop; however, a mixture of relatively low voltage (50-
100 μV), predominantly theta (4-7 Hz) waves are present. Slow rolling eye movements 
of several seconds or more are characteristic of this stage.  
Stage 2 sleep is characterized by a much deeper sleep than Stage 1. Towards 
the end of Stage 1 or the onset of Stage 2, dreamlike mental experiences may 
proliferate in a sleep-thought mode where vague thoughts drift through the sleeper’s 
mind as the brain continues to process its own data. Eye movements are absent during 
this stage. EEG shows complex theta and delta (not exceeding 20%) waves. Stage 2 
sleep is identified by the introduction of K-complexes (high-voltage vertex waves 
followed by a smaller, low amplitude positive wave lasting for at least 0.5 seconds, in 
response to auditory stimulation), and sleep spindles (bursts of 12-14 Hz activity 
lasting at least 0.5 seconds) observed in the EEG signals. The amplitude of these 
waves range from 50-100 μV.  
 
2.2.4.1 Hori’s 9-stage EEG based scoring system 
 Hori, Hayashi and Morikawa (1994) have developed a detailed, 9-stage EEG 
based scoring system for describing the descent into sleep. Their study was based on 
the careful isolation of successive EEG characteristics of voluntary reclined sleep, 
beginning with relaxed wakefulness and ending with stage 9, which coincides with the 
standard stage 2 sleep. The stages were scored at 5-second epochs and defined as 
follows: 
Stage 1. Alpha wave train: Epoch composed of a train of alpha activity with a 
minimum amplitude of 20 μV.   
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Stage 2. Alpha wave intermittent (A): Epoch composed of a train of more than 50% 
of alpha activity with a minimum amplitude of 20 μV. 
Stage 3. Alpha wave intermittent (B): Epoch contained less than 50% of alpha 
activity with an amplitude of 20 μV. 
Stage 4. EEG flattening: Epoch composed of suppressed waves less than 20 μV. 
Stage 5.  Ripples: Epoch composed of low-voltage theta wave (20 μV < 0 < 50 μV) 
burst suppression. 
Stage 6. Vertex sharp wave solitary: Epoch contained one well-defined vertex sharp 
wave. 
Stage 7.  Vertex sharp wave train or bursts: Epoch contained at least two well-
defined vertex sharp waves. 
Stage 8.  Vertex sharp wave and incomplete spindles: Epoch contained at least one 
well-defined vertex sharp wave and one incomplete spindle: duration < 0.5 
s, amplitude 10-20 μV. 
Stage 9. Spindles: Epoch contained at least one well-defined spindle at least 0.5 s in 
duration and 20 μV in amplitude.   
 
 Stages 1 and 2 correspond to Stage W in the standard criteria (Rechtschaffen 
and Kales, 1968), Stages 3 to 8 correspond to standard Stage 1, and Stage 9 
corresponds to standard Stage 2. 
 As mentioned earlier, this scoring system was established under voluntary 
reclining sleep conditions, and it is only based on EEG signal characteristics. There 
have been other studies eversince which combined this system with eye behavioral 
characteristics (slow eye movements) to provide a more detailed model for evaluating 
sleep. This study will be using the Hori’s model as a close reference to develop a 
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similar scoring system, known as the Driving Drowsiness Index (DDI), which would 
evaluate the EEG, eye and head-movement characteristics of involuntary sleep under 
simulated driving conditions.  
 
2.2.4.2 EEG graphoelements associated with sleep onset 
The accompanying EEG features for voluntary sleep onset have been well 
described. They include changes in background amplitude and two distinct 
graphoelements, Vertex Sharp Waves (VSWs) and sleep spindles. VSWs appear 
during the later phases of stage one sleep and the early phases of stage two 
(Rechtschaffen and Kales, 1968; Yasoshima et al., 1984). They are unique to sleep 
onset and become large during stage one or when the subject no longer shows signs of 
awareness to external stimuli (Campbell and Colrain, 2002). VSWs comprise of a 
small spike discharge of positive polarity preceding a large negative wave 
(Niedermeyer, 1993). They often occur either as an isolated phasic event or as a short 
burst of repetitive sharp waves, and are probably produced by a synchronized 
discharge of multiple neural units (Bastien et al., 2002). Sleep spindles are the best 
indicators of the termination of wakefulness and conscious awareness (Ogilvie, 2001). 
They occur in stage two sleep and can persist to stage four of Non-Rapid Eye 
Movement (NREM) sleep (Ogilvie, 2001; Rechtschaffen and Kales, 1968). In the early 
phases of spindle appearances, spindles are usually accompanied by vertex waves 
(Rechtschaffen and Kales, 1968).  
Although all of the mentioned graphoelements associated with voluntary sleep 
onset have been well described, a possible effect of different sleeping conditions on 
vertex or sleep spindle expression has not been researched. Identification of different 
sleep graphoelement patterns or morphology may allow for designing systems for 
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differential sleep onset detection. One of the aims of this study is to investigate 
whether the struggle to remain awake whilst driving in a simulator results in different 
expressions of sleep associated EEG graphoelements than when sleep results with 
volition whilst recumbent. 
 
2.2.5 Detection of Driver Drowsiness by EEG 
The literature is abundant with studies that have sought to measure fatigue, 
including performance, perceptual, electrophysiological, psychological, and 
biochemical based measurements. However, the search for a reliable indicator of 
fatigue is still elusive and conflicting results continue to be acquired. Despite the 
literature being variable and numerous physiological indicators being linked to fatigue 
(Riemersma et al., 1977; Stern et al., 1994), EEG could potentially be one of the most 
predictive and reliable techniques for detecting changes in alertness and vigilance 
(Horne and Reyner, 1995a; Lal and Craig, 2001a, 2001b). Drivers cannot maintain a 
high level of alertness when they are mentally fatigued and this has been shown to be 
associated with consistent and reliable changes in delta, theta, and alpha activity (Lal 
and Craig, 2000a, 2000b). Ambulatory studies with nonprofessional drivers have 
further demonstrated cortical deactivation in response to continuous and monotonous 
driving (Brookhuis and De Waard, 1993; De Waard and Brookhuis, 1991). 
Furthermore, researchers have also found associations between EEG delta, theta, 
alpha, beta, and sigma waves during driving (Caille and Bassano, 1977; Lal and Craig, 
2000a, 2000b; Torsvall and Akerstedt, 1983, 1987). However, most previously 
published studies on EEG changes during fatigue have found varying results that could 
be due to methodological differences and limitations. Hence, a robust experimentally 
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controlled study is required to identify and clarify the EEG changes that occur during 
different levels of fatigue while driving. 
Detecting the condition of sleep in a driver may not always mitigate a 
potentially dangerous situation; if the driver is already in the sleep state, even if 
awakened, there may be insufficient time to avoid an impending accident. It is more 
important to detect the condition of extreme sleepiness, which refers to a state during 
which the individual struggles against sleep, attention lapses occur, and sleep 
eventually ensues. The state of extreme sleepiness is generally manifested by 
degradations in alertness, vigilance, reactions and reflexes, occurring prior to the onset 
of sleep. 
The relationship between performance degradation (slower reaction times and 
attention lapses) and increased sleepiness has been established by several studies 
(Wilkinson and Houghton, 1975; O’Hanlon and Kelley, 1977; Dinges, 1988; 
Molodofsky, 1992; Trejo and Shensa, 1993; Makeig and Inlow, 1993). Similarly, there 
is also a strong correlation between performance degradation and practical patterns in 
the EEG waveform (Horvath, 1976; O’Hanlon and Beatty. 1977; Makeig and Inlow. 
1993). In turn, the EEG waveform has also been correlated with vigilance and 
sleepiness of subjects in various studies (Gale, 1977; Daniel, 1967; Fruhstorfer et al., 
1977; Santamaria and Chiappa, 1987b). 
Fatigue studies also indicated the importance of the conditions of the subjects 
and of their surrounding environment. The circadian rhythmicity, sleep loss, and 
passive work tasks can induce sleepiness during work to the point where wakefulness 
is difficult to maintain and involuntary sleep ensues. Akerstedt et al. (1991) stressed 
the importance of physical activity during sleepy periods and observed that workers 
exhibited much lower levels of alpha and theta activity during busier periods.  
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 It has also been suggested that fatigue may be experienced differently by 
drivers due to differing personalities and temperament (Brown and Eng, 1967). Lal et 
al. (1998) have shown that mood and anxiety levels can influence task performance 
and outcomes. Other studies have indicated associations between brain activity and 
psychological factors such as anxiety (Heller et al., 1997). However, research on the 
psychological links to fatigue and EEG is scarce and needs further investigation. 
 
2.2.5.1 EEG characteristics associated with driver fatigue 
The detection of sleepiness in an individual by EEG is different from the 
detection of sleep. For instance, whether the eyes are open or closed can make a 
substantial difference on the level of activity in particular frequency bands of interest 
in EEG. As sleepiness develops for a subject whose eyes are closed generally 
experiences a reduction in the amplitude in the alpha band and increase in activity in 
the theta band, as observed in the occipital channels. However, for an individual with 
eyes open, studies clearly indicate that increases in alpha and theta activity in the EEG 
may reflect sleepiness (Fruhstorfer et al., 1977;  Grandjean, 1988; O’Hanlon and 
Kelley, 1977; Okogbaa et al., 1994) as well as reduced performance (Daniel, 1967; 
Horvath, 1976; O’Hanlon and Beatty 1977). Thus, the appearance of alpha activity in 
the EEG may be an indicator of drowsiness (an incipient indicator of a loss of 
vigilance), in contrast to the disappearance of alpha activity and a transfer to theta 
activity in the EEG, which is the case for subjects with eyes closed (Santamaria and 
Chiappa, 1987b; Makeig and Inlow, 1993). 
This somewhat contradictory evidence was explained by O’Hanlon and Beatty 
(1977), who said that individuals with eyes open show a preponderance of beta (13-
30Hz) activity while alert, which is followed by a shifting of energy to the alpha band 
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as drowsiness sets in. Moreover, it has been recognized that the changes in the EEG 
beta band is related to alertness level, and as the activity of beta band increases, 
performance of a vigilance task also increases (Eoh et al., 2005). Therefore, for 
individuals with eyes open, drowsiness is associated with an increase in alpha and 
theta activity and a decrease in beta activity (Akerstedt et al., 1991), while for 
individuals with eyes closed, drowsiness is associated with an increase in theta activity 
and a decrease in alpha activity (O’Hanlon and Beatty, 1977; Makeig and Inlow, 
1993). The common conclusion between these results is that drowsiness is associated 
with a decrease in EEG activity over predominant frequency bands (Lal and Craig, 
2002).  
Akerstedt and Gillberg (1990) showed that the intrusion of SEM and alpha and 
theta power density during waking, open-eyed activity strongly differentiated between 
high and low subjective sleepiness ratings. For close-eyes condition, it was much more 
difficult to differentiate between sleepy and alert states (which have also been noticed 
in sleep stage classification studies (Smith, 1987)). They therefore concluded that the 
EEG can sensitively identify states of severe sleepiness given that the subject’s eyes 
are open. They also noticed a pattern of SEMs during sleepiness with “open eyes” that 
suggested the subjects alternated between open and almost closed eyes. This may have 
been one of the major reasons for the increased alpha activity during drowsiness. 
Lal and Craig (2000) have shown that delta and theta magnitude increased 
significantly over the entire head during transition to fatigue. Alpha and beta activity 
was also found to increase but by a smaller degree. The EEG theta and delta activity 
have both been associated with the occurrence of a variety of mental states including 
drowsiness (Finelli, 2005). Deteriorated performance has been previously associated 
with increased theta and changes in alpha intensity and beta activity has also been 
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shown to be altered (Townsend and Johnson, 1979; Wierwille and Ellsworth, 1994). 
Makeig and Jung (1995) also found changes in theta and alpha waves related to 
fatigue. In a study of drivers subjected to monotonous tasks, mean EEG activity in the 
theta and alpha bands increased and higher theta activity accompanied performance 
impairment (Horvath et al., 1976).  
During the onset of fatigue, Lal and Craig (2000) reported that delta and theta 
activity were present mostly in the frontal, central, and parietal areas of the brain with 
some anterior alpha and posterior beta. Other researchers have similarly reported that 
during drowsiness, increases in slow wave activity occur, that is, progressive temporal, 
centrofrontal, and posterior theta and delta (Santamaria and Chiappa, 1987a). These 
investigators have also found a change in alpha spread to anterior areas and became 
more centrofrontal and temporal alpha (Santamaria and Chiappa, 1987b). Schier 
(2000) used a driving simulator to observe EEG during the driving task. Four channels 
(F3, F4, P3, P4) of EEG were measured from frontal and parietal lobes, and the results 
showed that the attention level of the driver decreased, and that the relative power of 
alpha waves increased as the repetitions of the same course increased. These results 
suggest that various areas of the brain behave differently during fatigue, and therefore 
it may be useful to utilize an electrode derivation that spans the surface of the head 
when studying phenomenon.  
Since fatigue influences EEG magnitude considerably (Lal and Craig, 2002) as 
well as the fact that it is a simpler parameter than power to utilize in a driver fatigue 
countermeasure device (Lal and Craig, 2002; Lal et al., 2003), Lal and Craig 
proceeded to study the reproducibility of the EEG magnitude during fatigue (Lal and 
Craig, 2005). They successfully obtained consistent and reproducible results of EEG 
magnitude responses from two episodes of fatigue experiments which were closely 
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associated for all four bands, i.e., delta, theta, alpha and beta in both professional and 
non-professional drivers. More significantly, when the subjects closed their eyes for 
more than 3 s and nodded their head, the high amplitude of alpha band from the 
parietal and the occipital lobe could be observed. The observed duration of alpha burst 
was 1–3 s, and the increase of the amplitude was more than 2 times the usual 
amplitude. They promoted their results to the usefulness of utilizing slow wave activity 
changes in a fatigue countermeasure device. 
The detection of sleepiness may be more clearly determined from transients in 
the spectral content of the EEG, rather than from the usual approach of looking at 
spectral averages over time. The appearance of SEMs with alpha bursts was 
characteristic of “dozing off” episodes, which represent a transient failure in fighting 
off sleep. In an initial attempt to correlate these bursts with drowsiness, Akerstedt et al. 
(1991) identified short segments of alpha and/or theta activity above power density 
thresholds defined by the mean power densities during “alert” conditions. Theta 
activity was also above its threshold primarily during sleep, whereas alpha activity was 
observed to be above its threshold more often prior to the occurrence of sleep. Thus, 
these studies appear to indicate that alpha activity, theta activity, and SEMs are most 
sensitive to sleepiness, and that transient changes in alpha and theta activity may be 
important indicators of drowsiness. 
However, in a study by Macchi et al. (2002), it was reported that although the 
dull and monotonous driving may lead to microsleeps causing an instant change of 
theta waves, it could not lead the subject to a continuous sleep state. Hence it was hard 
to observe significant changes of theta mean power.  
The EEG associated with arousal is also important in this present study. Even 
though the EEG during arousal may be different than it is during dozing, the theta to 
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alpha ratio has been reported to decrease with increasing arousal (Matousek, 1967). 
This suggests that this ratio may also be useful for detecting arousal. The abrupt fall-
off of alpha spectral intensity with arousal Kellaway and Maulsby, 1967) would 
probably be another good indicator. 
A point to note is that at this moment, even though correlations with traditional 
frequency bands have been made, these correlations have not been consistent enough 
among individuals, tasks, etc. to be used effectively in a drowsiness detection system. 
More recent drowsiness and fatigue studies use EEG signals coupled with other non-
EEG variables, such as eye movements (blink rate, duration, etc.), behavior (steering 
wheel movements, task performance, etc.) to give a fuller definition of the drowsiness 
process. These other characteristics could be caught by simultaneous observation of 
the EEG time series and the subject behaviour video. 
 
2.2.5.2 Drowsiness detection systems developed using EEG 
Over the recent years, research groups have been trying to develop drowsiness 
detection and forewarning systems using the various facets of EEG signal 
characteristics. Some have even patented their methods.  
Kaplan (1996) reported that EEG signal components above 30 Hz, which is 
usually regarded as “noise”, have a high correlation with drowsiness. He has patented a 
drowsiness detection and tracking system by analyzing EEG signals over 30 Hz 
(Kaplan and Loparo., 1998). 
Levendowski et al. (2002) have recently patented a method for the 
quantification of human alertness. It involves quantifying EEG waveforms along the 
alertness-drowsiness continuum using a multi-level classification system which is 
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applied in real-time to provide feedback to the user via an audio or visual alarm, or 
recorded for subsequent off-line analysis. 
Lal and Craig (2004) have patented an EEG-based fatigue detection system for 
computing a state of fatigue while carrying out a task. EEG data is sampled from the 
user while performing the task and frequency analysis is performed to derive the EEG 
magnitude in a plurality of frequency bands. These magnitudes are compared against 
pre-determined standards to determine a corresponding state of fatigue. 
 
2.2.6 EEG Signal Processing and Data Analysis Methods 
Spontaneous electrical brain activities are dynamic, stochastic, non-linear and 
non-stationary (Peters et al., 2001; Vuckovic, et al., 2002). The classification of EEG 
signals at present requires a trained personnel who either “eyeballs” the direct EEG 
recordings over time, or studies the contour maps representing the potentials generated 
from the raw electrical signal. This is both a highly skillful job, as well as a laborious 
task for a neurologist. The analysis of EEGs generally involves the opinions of 
experienced expert clinicians in conjunction with mathematical methods in an off-line 
data analysis procedure. Waveform detection and sleep stages classification are 
important in the diagnosis of sleep disorders. Smith et al. (1987) and Principe et al. 
(1985) developed an expert system to classify sleep stages with the knowledge base 
developed from the experience of sleep researchers and clinicians. Smith (1987) has 
claimed a 90% agreement between the computer and human assessments for waveform 
detection and an 80% agreement for sleep staging. 
As mentioned previously, spectral analysis is often used in the analysis of 
EEGs because the presence of particular frequency bands may be related to specific 
behavior (e.g. sleep, drowsiness). The Fourier transform displays power contained in 
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the signal at individual frequencies. Because the EEG signal is non-stationary, it is 
necessary to window consecutive data segments and perform consecutive transforms to 
track temporal changes in the frequency content of the signal. Choice of window 
length, window type, and overlap rate between adjacent data segments are critical to 
the successful extraction of subtle frequency shifts in the data whose exact temporal 
nature is unknown (Gevins, 1987; Shiff et al., 1994).  
Several filtering methods have also been used to examine particular frequency 
bands of interest, including the design of lowpass and bandpass filters. During the data 
collection phase, FIR (finite impulse response) filters are used for anti-aliasing and 
“noise removal” from the EEG signal.  
Clinical researchers have used various statistical methods in conjunction with 
visual analysis to evaluate EEG data. Generally, the goal is to relate certain 
physiological behavior to particular patterns present in the EEG. These methods 
include many techniques, such as analysis of variance (ANOVA) test, multiple 
regression analysis, and statistical pattern recognition (Gevins, 1987).  
A computerized analysis of the EEG recordings aims to facilitate the time-
consuming and difficult visual inspection and automatically extract characteristic 
features of brain activity. With the current advances in computers, a logical question to 
ask: can we use the computer to perform an automatic classification of EEG signals 
into different classes denoting the drowsiness states of automobile drivers? In fact, in 
the late 1960s there was a number of attempts in performing the automatic 
classification using discriminant analysis techniques (Tsoi et al., 1994). However, this 
work was largely abandoned as most researchers concluded that classification based on 
discriminant techniques does not generalize well, i.e. while it has very good 
classification accuracies in classifying the data which is used to train the automatic 
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classification system, it may not have high accuracy in classifying the unseen data 
which are not used to train the system in the first instance (Tsoi et al., 1994). Besides 
discriminant analysis, there were other research groups during the same period who 
attempted to adopt other methods to detect drowsiness automatically (Matousek, 1967; 
Kellaway and Maulsby, 1967; Johnson et al., 1969). Kellaway and Maulsby (1967) 
observed that increased ratios of theta to alpha activity, increased activity in the 17.5-
25 Hz range, and increased alpha variability were sensitive indicators of drowsiness. 
Johnson et al. (1969) found that waking could consistently be distinguished from stage 
1 sleep in both high and low-alpha subjects with increased theta-band spectral intensity 
and decreased percentages of alpha band activity measure relative to the spectral 
intensity integrated over the entire band. 
Expert systems and pattern recognition methods have been employed in the 
automated detection of phasic and tonic EEG patterns (Ktonas, 1987, 1981). Phasic 
EEG patterns are events such as spindles and epileptogenic sharp transients (spikes and 
sharp waves during seizures). Examples of tonic EEG patterns include trains of spike-
and-wave occurrences, and waxing and waning of alpha activity. Ktonas has stressed 
the importance of both time- and frequency-domain analysis to improve waveform 
detection accuracy. Time-domain analysis can be used to identify patterns that exist for 
brief periods and to remove artifacts. Frequency-domain methods can incorporate 
filtering to isolate the power density of a signal in particular frequency bands or to 
detect non-stationarities in the signal, or the FFT can be used to compute the power 
density of components in frequency bands that were not obvious from analysis of the 
time signal. 
The computer-assisted classification of drowsiness has also been analyzed in 
some studies based on the spectral analysis of EEG recordings (Doghramji et al., 1997; 
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Jung et al., 1997) and showed that a limited number of electrodes and spectral analysis 
of characteristic bands could be used as a classifier. More recently, some studies (Jung 
et al., 1997; Peters et al., 2001) concentrated on detecting the information on 
drowsiness available from a full EEG spectrum. Principe et al. (1989) were one of the 
earlier investigators to design a finite automation to categorize sleep into seven 
different stages. McKeown et al. (1997) used statistical methods of analyzing EEG 
signals to detect vigilance changes.  
Another technique used more recently is the development of artificial neural 
networks (ANNs) to learn EEG signal patterns for automated sleep stage classification 
(Roberts  and Tarassenko, 1992) and automatic recognition of alertness and drowsiness 
(Vuckovic et al., 2002). ANNs have also been used to learn patterns in event-related 
potential (ERP) signals in an attempt to predict human performance (Trejo and Shensa, 
1993). ANNs often require large sets of training data, however, they have the 
capabilities of implementing extremely nonlinear decision boundaries which can 
enhance classification and thereby improve the decision/detection characteristics of the 
system. Kalayci and Ozdamar (1995) showed that an ANN performs better if the input 
and output data can be processed to capture the characteristic features of the signal 
(Anderson et al., 1995; Gevins and Smith, 1999; Haselsteiner and Pfurtscheller, 2000; 
Peters et al., 2001; Principe et al., 1989; Tsoi et al., 1994; Wilson and Bracewell, 
2000). Kiymik et al. (2004) developed a method for the automatic recognition of 
alertness level from full spectrum EEG recordings. This procedure used power spectral 
density (PSD) of discrete wavelet transform (DWT) of full spectrum EEG as an input 
to an ANN with three discrete outputs: alert, drowsy and sleep. The accuracy of the 
ANN was 96% alert, 95% drowsy and 94% sleep. 
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Lal et al. (2003) recently developed a software using Lab View which is 
capable of analyzing EEG data in real time and off-line analysis of previously acquired 
data to detect fatigue based on EEG changes in all frequency bands. They classified 
fatigue into 4 phases: early, medium, extreme fatigue phases, and an arousal phase, 
according to video analysis of facial features in the electro-oculogram (EOG) 
outcomes. The analysis of EOG and other facial characteristics on the detection of 
drowsiness is discussed in the following section. 
 
 
2.3 Characteristics of Eye Behaviour as Physiological Markers of 
Drowsiness 
Because there are rich sensory and motor connections between the eye and the 
brain, eye behaviour – including eye closures, blink rates and eye movements, can 
provide useful and reliable signs of fatigue. According to Svensson (2004), the 
drowsiness process consists of three different sub processes. The first one is decreasing 
arousal, which is represented by increasing theta power in the EEG and decreasing 
velocities of lid and eye movements. The second one is sleep propensity, described by 
blink durations and delay of lid opening, and the third one is a loss of interest in the 
environment described by the blink rate.  
Brown (1997) mentioned that a valid and measurable index of fatigue would be 
the eye closures accompanying drowsiness which are largely associated with 
impairments in driving performance. Erwin (1976) found eyelid closure to be “the 
cleanest and most stable signal” of the onset of sleep. Specifically, the eye aperture in 
the open position measures approximately 13mm and remains stable across multiple 
subjects with relatively little between-subject variation. Additionally, there is almost 
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no within-subject variation over time. Similarly, Dingus et al. (1985) and Skipper et al. 
(1984, 1986) identified eyelid closure as a valid measure of degraded task performance 
due to the onset of fatigue. Indeed, Erwin (1976) defined drowsiness as the point 
where persistent eyelid closure occurs. In a review on blink rate as a possible measure 
of fatigue, Stern et al. (1994) identified that not only blinks rates but number of blinks 
and blink duration were also variables sensitive to fatigue effects. Others have also 
identified slow eyelid closure as a reliable estimate of the level of drowsiness 
(Wierwille and Ellsworth, 1994). In a study made by Hargutt and Kruger (2000) it has 
been suggested that there is one process controlling the level of attention that is 
connected to the blink frequency. When attention or vigilance decreases the blink 
frequency increases.  
The transition from wakefulness to sleep is characterized by a progressive 
decrease of saccades and blinks and by an appearance of slow eye movements (De 
Gennaro et al., 2005). Saccade velocities decrease in sleepiness (Hyoki et al., 1998; 
Russo et al., 2003) and blink durations increase (Caffier et al., 2003; Akerstedt et al., 
2005). 
The dynamics of wakeful saccadic eye movement are well known. As stimulus 
amplitude is increased, peak velocity increases exponentially, softly saturates at around 
20° of eye excursion, and reaches an asymptote at about 50°. Duration increases 
steadily (at 2-3 ms deg-1 from 20 to 30 ms at the y-intercept) to amplitudes of 40° and 
50°, where its rate of increase may accelerate. For any subject on repeated 
measurement, saccade peak velocity and duration show little scatter at a given 
amplitude (Bahill et al., 1975).  
The spontaneous eye blink is considered to be a suitable ocular indicator for 
fatigue diagnotics (Stern et al., 1984, 1994). It offers several advantages, since it 
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represents a normal, simply observable and easily accessible phenomenon that reflects 
the influence of central nervous activation without voluntary manipulation (Blount, 
1928; Ponder and Kennedy, 1928). Endogenous, fast closings and re-openings of the 
eyelids occur spontaneously, i.e. no external stimuli are needed. Recent studies 
demonstrate that the analysis of spontaneous blinks may provide substantial 
information regarding central nervous activation processes and fatigue (Sirevaag and 
Stern, 2000). The parameters blink frequency and duration are especially subject to 
characteristic modifications with increasing drowsiness or sleepiness. Therefore, the 
waveform parameters blink duration and long closure duration blinks are regarded as 
particularly suitable for predicting the drowsiness accompanying performance loss 
(Sirevaag and Stern, 2000). 
Numerous studies demonstrate an increase of blink frequency as a function of 
the time-on-task, as observed during vigilance tasks (Carpenter, 1948), reading 
(Lukiesh, 1947; Mourant et al., 1981), driving a car (Stern et al., 1976) and in aviation 
(Morris and Miller, 1996; Wilson and Lambert, 1999). Haider and Rohmert (1976) 
evaluated blink rate as a function of time on task while subjects drove a truck simulator 
for 4 hours. They found that blink rate increased between 80% and 100% over that 
experimental period. Pfaff, Fruhstorfer and Peter (1976) reported that in a 3-hour 
driving task, blink frequency increased from approximately 15 to 40 blinks per minute. 
They concluded that it should be possible to predict dangerous shifts in the driver’s 
vigilance from eye blink and eye movements. Stern’s review (1994) reported that the 
increase in eye blinks as a function of time on task was shown to be the breakdown of 
inhibitory control to the eyelid. However, he warned that one should not think of such 
breakdowns as occurring in a linear fashion, and that there could be more factors 
affecting the blink rate. Other investigations showed a rise in blink frequency after a 
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relative decrease, with the reduction occurring in the final phase of extreme sleepiness 
briefly before falling asleep (Caffier et al., 1999; U.S. Department of Transportation, 
1999). 
Stern et al. (1994) had reported observing “flurries of blinks” during an air 
traffic control simulation task which increased with time on task. Carpenter (1948) and 
Frolov (1990) reported similar observations in studies of sustained performance and 
suggested that they were the aftereffects of relatively long periods of blink inhibition. 
Stern defined a flurry as a continuous series of blinks (3 or more) occurring within a 3-
s window. As long as blinks continued at a rate of more than 1/s, successive blinks are 
considered part of the same flurry. A flurry is terminated when the interblink interval 
exceeds 1 s. This definition is important as we will be following it in monitoring and 
assessing our subjects during experimentation.  
Eye blink duration (EBD) has also been used as a measure of sleepiness 
(Hakkanen et al., 1999). A typical eye-blink duration is about 200 ms (Stern et al., 
1984, 1996). The blink duration is found to be significantly longer, about 500 ms, 
during the drowsy than during the alert condition. There was also an increased 
proportion of long closure duration blinks during the drowsy condition (Stern et al., 
1996). Since EBD is an effective measure of sleepiness, it is incorporated in this study 
for fatigue detection. 
Slow eye movements, or SEMs, are characteristic indicators of transition 
between wakefulness and sleep (Kryger, et al., 1994) and are easily distinguished from 
those exhibited by a person who is fully awake. A well-rested individual who is 
completely awake exhibits quick eye movements. During sleep onset, the number of 
quick, seemingly random eye movements begins to decrease and an individual’s eyes 
will begin to move in a lateral pendulum-like motion (Hiroshige and Niyata, 1990).As 
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discussed in the previous section, during the transition from wakefulness to 
drowsiness, SEM occurrence shows a linear increase before the onset of stage 1, 
continues to increase through stage 1, and then undergoes a gradual decline after the 
onset of stage 2 (De Gennaro et al., 2000). During wake, SEMs not only correlate 
negatively with performance and positively with subjective estimates of sleepiness 
(Akerstedt and Gillberg, 1990; Torsvall and Akerstedt, 1987), but also changes in EEG 
activity (De Gennaro et al., 2000).  
Bishop, et al. (1985) suggested that eye movements were the most sensitive 
indicators of driver attentional status. Endo, et al. (1978) found that attentiveness 
dissipates with sleep onset due to the decrease in the number of lateral voluntary eye 
movements that are commonly used to monitor the surrounding driving environment. 
Similarly, Bishop, et al. (1985) reported that while the number of pursuit movements 
has been found to increase with increasing fatigue, the velocity of the eye is reduced. 
In one study, Lal and Craig (2002) discovered that from the alert phase, fast eye 
movements and conventional blinks video-captured in 35 subjects during a driver 
simulator task were replaced by no eye movements and small fast rhythmic blinks 
during the fatigue phase. During deeper drowsiness, slow blinks were seen in all the 
subjects.  
The relation of hypnagogic SEM to EEG and behavioral state has been of 
interest (De Gennaro et al., 2000; Dement, 1964; Ogilvie et al., 1988; Santamaria and 
Chiappa, 1987b;  Torsvall and Akerstedt, 1988). Dement, for example, early remarked 
on physical properties of (AC-recorded) human SEM in relation to three EEG phases 
of sleep onset: dominant alpha; “low-voltage non-spindling”; and sleep spindles. 
Rechtschaffen and Kales (1968) linked the emergence of SEM – “a most important 
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indication of stage 1” – to the disappearance of EEG alpha, but did not examine 
changes in SEM within stage 1 or differences between stage 1 SEM and stage 2 SEM. 
Some of these studies have reported state differences in SEM frequency during 
sleep onset. Ogilvie et al. (1988), who provided a useful review of early studies of 
SEM in sleep, measured SEM frequency throughout the sleep onset period (SOP). 
Investigating SEM as a secondary indicator of sleep onset, these authors found that 
SEM was absent near the beginning of the wakefulness/sleep continuum, when 
subjects responded rapidly to tone stimuli. SEM then peaked in association with mean 
response times, and disappeared when responses disappeared – that is, at the onset of 
behavioral sleep. A subsequent pilot study (Porte and Zornetzer, 2001) suggested a 
similar pattern. In the course of hypnagogic stages 3-8 (Hori et al., 1994), spontaneous 
SEM peaked in stage 5 – thus, at mid-sleep as electrographically defined.  
Variations in the EEG have been traditionally considered as the “gold standard” 
for identifying fluctuations in the level of alertness. However, changes in the EOG 
have been demonstrated to be at least as good indicators of sleepiness (De Gennaro et 
al., 2000; Hyoki et al., 1998; Akerstedt and Gillberg, 1990). Porte (2004) quantified 
physical properties of SEM according to EEG states during Hori’s hypnagogic stages 
3-8 (stage 1 sleep). Her study revealed that in stage 3 (Hori), where EEG alpha 
dominates up to half of any 30-s epoch, the typical SEM was moderate in amplitude, 
slow, and short-lasting, and SEM peak velocity described a weak function of SEM 
amplitude. In Hori’s stages 5 and 6 combined – characterized by a low-voltage delta-
theta EEG, sustained alpha suppression, and no more than one vertex sharp wave 
(VSW) per 30-s epoch – SEM velocity was maximal, and described a strong function 
of amplitude. Despite low absolute velocities, stage 5/6 SEM could approximate 
saccade-like morphologies. In stages 7 and 8 combined, characterized by VSW bursts 
 54
and incipient spindles or K complexes, SEM was maximal in amplitude and duration 
but not faster than SEM in stage 5/6.  
Although there have been attempts by researchers to use eye closure as an 
index of driver fatigue, there are practical difficulties in scoring and using the data 
under real working conditions on the road (Brown, 1997). However, emerging 
technologies are being dedicated to develop systems which can locate and track the 
eyes of a driver to detect fatigue. Several automatic methods have been developed to 
detect eye movements in the transition from wakefulness to sleep (Atienza et al., 2004; 
Magosso et al., 2006; Virkkala et al., 2007). For example, Virkkala et al. (2007) 
developed an automatic estimation of SEM and used it as the main criterion to separate 
wakefulness from sleep stage 1. 
Eye monitoring devices (based on research showing that blink rate and pupil 
size change when the driver is fatigued) have been recently developed to detect 
fatigue. As evaluated by Dinges et al. (1998), the most promising method is the 
Percentage of Eyelid Closure (PERCLOS) method which is based upon slow eye lid 
closure when 80% of the pupil is covered (Figure 2.3). While Dinges et al. (1998) 
report high correlations between PERCLOS and performance on a psychomotor 
vigilance task, there are concerns about this approach. The concerns include the 
potentially high frequency of warnings, the extent to which it can detect signs of 
fatigue versus the presence of fatigue, and the fact that it has only been validated 
against the psychomotor vigilance task (Hartley et al., 2000). More recently however 
PERCLOS values were found to be significantly higher in local short haul truck 
drivers prior to at fault critical incidents compared to other critical incidents 
(Hanowski et al., 2000).  
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 Figure 2.3: Schematic of computer-generated eye closure at 0%, 25%, 50%, 75% and 
100% closure provided to coders of PERCLOS variables (Dinges et al., 1998). 
 
Another trial was done by Eriksson’s team (Eriksson and Papanikolopoulos, 
2001) by mounting a small camera inside a commercial car to monitor the face of the 
driver and look for eye movements which indicate that the driver is no longer in a 
condition to drive. His camera was able to handle changing conditions such as changes 
in light, shadows, reflections, etc. His results were very promising even when the 
driver moves his/her head in a way such that the camera did not have a frontal view of 
the driver’s face. On the other hand, Fletcher’s team (Fletcher et al., 2005) developed a 
driver assistance system which can automatically detect and recognize road signs while 
monitoring the driver’s observations in real time, and provide immediate feedback if it 
appears that the sign is missed by the driver.  
Johns (2004) has also recently patent-published an alertness monitoring system 
which uses reflective infrared light to monitor the eye movements of a vehicle or 
machine operator. It obtains measures of the blink amplitude, velocity ratio and the 
saccade amplitude velocity ratio, and compares them with eye movement data 
indicative of degrees of alertness.  Veeraraghavan and Papanikolopoulos (2001) also 
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published the development of a driver fatigue monitoring system that uses a camera to 
detect the eyes of the driver, along with templates that monitor how long the eyes are 
open or closed.  
A system that relies on a single visual cue may encounter difficulty when the 
required visual features cannot be acquired accurately or reliably. For example, drivers 
with glasses could pose a serious problem to those techniques based on detecting eye 
characteristics. Glasses can cause glare and may be totally opaque to light, making it 
impossible for a camera to monitor eye movement. Furthermore, the degree of eye 
openness may vary from person to person. Another potential problem with the use of a 
single visual cue is that the obtained visual feature is often ambiguous and, therefore, 
cannot always be indicative of one’s mental conditions. For example, the irregular 
head movement or line of sight (such as briefly look back or at the mirror) may yield 
false alarms for such a system.  
The next section presents a review of some studies that use other visual cues or 
a combination of visual behaviours to monitor drowsiness. 
 
 
2.4 Other Indicators of Drowsiness 
People in fatigue exhibit certain visual behaviors that are easily observable 
from changes in facial features such as the eyes, head, and face. Visual behaviors that 
typically reflect a person’s level of fatigue include eyelid movement, gaze, head 
movement, and facial expression (Ishii et al., 1987). To make use of these visual cues, 
another increasingly popular and noninvasive approach for monitoring fatigue is to 
assess a driver’s vigilance level through the visual observation of his/her physical 
conditions using a remote camera and advanced technologies in computer vision. 
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 Ji et al. (2004) used various visual cues that typically characterize the level of 
alertness of a person, which are extracted in real time and systematically combined to 
infer the fatigue level of the driver. The visual cues employed characterize eyelid 
movement, gaze movement, head movement, and facial expression. They claimed that 
the simultaneous use of multiple visual cues and their systematic combination yielded 
a much more robust and accurate fatigue characterization than using a single visual 
cue. 
 Popieul et al. (2003) used the driver’s head movements’ evolution as a 
drowsiness indicator. They found that head movements’ dispersion to be a good 
indicator for monitoring driver drowsiness as its characteristics are consistent with 
other performance indicators (EEG, EOG, eye blinks, PERCLOS). It could be used 
reliably on long lasting periods and its relative advantage is it is not influenced by road 
environment, contrary to most performance indicators. 
 
 
2.5 Driving Simulators 
The ability of an individual to control and operate a motor vehicle depends 
upon a wide variety of cognitive skills. While the cognitive processes associated with 
driving emphasise contributions of planning, memory, psychomotor control, and visual 
spatial abilities, all depend on the central role of attention (Shinar, 1993). Therefore, 
the assessment of attentional abilities may prove useful in the assessment of driving 
abilities. 
 One problem with attentional tests is that they cannot be used simultaneously 
with driving as they interfere with the underlying process and distort the fundamental 
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task of driving, when used in the typical divided attention paradigm (for example 
Matthews et al., 1996). 
 One method of introducing new technology in transportation research is to 
make use of simulations and simulators, which have several advantages to research. 
The benefits of simulators include safety, exposure to high-risk, low likelihood events, 
and cost-effectiveness. The impact of simulator learning on performance in the real 
situation has been evaluated, and is standard practice in the aviation, and space 
industries for example.  
Advances in computer technology have facilitated the development of 
interactive simulators. There are several reasons for using an off-road driving 
simulator rather than in-vehicle or on-road testing, not the least of which include safety 
and cost. Moreover, off-road simulators allow a greater degree of experimental control 
and precision of performance measures without the interference of other variables that 
may operate in various uncontrolled ways in the real world. However, the course and 
extent of driver fatigue cannot be resolved on the basis of results in driving simulators 
without validation in an operational environment; to date, this validation has been rare. 
Even the most sophisticated driving simulators do not provide all of the visual, 
vestibular, and proprioceptive changes that occur when the steering wheel is turned 
and the vehicle changes course (George, 2003). Also missing in the laboratory 
environment is the subject's knowledge that the consequences of driving control 
responses affect his/her own safety. Most of the driver performance measures and all 
of the measures of driver physiological state that have been used to assess driver 
fatigue can be gathered in either the simulator or in real driving environments (George, 
2003). However, the applications of simulators in driver training have not yet been 
established as ‘standard’ practice. 
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2.6 Support Vector Machines (SVM) 
 As mentioned in section 2.2.6, there have been recent developments in signal 
processing techniques, particularly in the bio-signal discipline. However, there are 
considerable differences among current EEG fatigue-detection technologies. They 
differ from the precise nature of their drowsiness algorithms to the number and 
placement of scalp electrodes from which they were recorded. They may also differ by 
whether eye movements (EOG activity) have been recorded and corrected. The 
variability in the literature may also be attributed to methodological limitations, such 
as the inefficiency or limitation of signal processing techniques used in the EEG 
society, an insufficient sample size, an insufficient number of electrodes, the 
disturbance of unknown factors due to coarse experimental design, and the relatively 
limited adoption of newly emerged pattern recognition techniques. Consequently, most 
previously published research findings on EEG changes in relationship to drowsiness 
have found varying, even conflicting results. 
This study uses an upcoming technique known as Support Vector Machines, or 
SVM, which is considered to be an easier method than Neural Networks, and has 
received positive reviews in the signal processing field, as a classification tool to 
process and interpret EEG data for the detection of driving drowsiness. A classification 
task usually involves with training and testing data which consist of some data 
instances. Each instance in the training set contains one “target value” (class labels) 
and several “attributes” (features). The goal of SVM is to produce a model which 
predicts target value of data instances in the testing set which are given only the 
attributes. This study aims to enable SVM to not only distinguish EEG signals between 
alert and drowsy states accurately and reliably, but to also work as a fore-warning 
drowsiness detector for driving safety.  
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  SVM are learning machines that can perform binary classification (pattern 
recognition) and real valued function approximation (regression estimation) tasks 
(Haykin, 1999). It learns from known labeled data, and performs classification on 
unknown unlabeled data. SVM are generally competitive to (if not better than) Neural 
Networks or other statistical pattern recognition techniques for solving pattern 
recognition problems (Boser et al., 1992; Cortes & Vapnik, 1995; Vapnik, 1995; 
Cristianini & Shawe-Taylor, 2000). It is also handy for solving regression problem, 
which is convenient for continuous tracking fatigue. More importantly, SVM are 
showing high performance in practical applications in recent studies. 
A remarkable property of SVM is its good generalization capacity independent 
of the input space dimension (Cristianini & Shawe-Taylor, 2000). This makes SVM 
well suited for the analysis of biomedical data, such as multi-channel EEG recording, 
where many features can be redundant due to inherent redundancy of the data. Hence, 
SVM has recently been applied to many biomedical problems, like gene identification 
of various cancerous tumors using gene expressing data (Guyon et al., 2002; Weston et 
al., 2001) and automated diagnosis system using EEG (Acir et al., 2005). 
Similar to most machine learning systems, the application of SVM comprises 
three major steps: feature extraction, machine training and evaluation of machine 
performance. For the training of SVM in this study, EEG data that comprises both 
spatial and temporal information would be used. The parameters to be used as input to 






2.6.1 General Principles of SVM 
The general principles behind the computations involved in SVM are described 
as follows. Given a dataset D consisting of N samples in the form of  where 
xj ∈ Rd is the jth sample and yj ∈{−1, 1} is the corresponding class label, the basic 
principle of SVM for the two-class classification problem is to build an optimal 
separating hyperplane with largest margin between two classes. If the data are not 
linearly separable in the input space Rd (as most of the real-world problems), a 
nonlinear SVM is often used by mapping the feature vector 
1{ , }
N
j j jy =x
dx R∈  into a high 
(possibly infinite) dimensional Euclidean space, H, using a nonlinear mapping function 
Φ: Rd → H. This is motivated simply by the fact that data from two classes can always 
be separated by a hyperplane with an appropriate nonlinear mapping function Φ to a 
sufficiently high dimension (Duda et al., 2001). In the case of nonlinear SVM, the 
decision boundary of the two-class problems takes the form of an optimal separating 
hyperplane, w⋅Φ(x)+b=0, in H, obtained by solving the convex optimization problem 
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over w∈H, b∈R and the non-negative slack variable ξ∈RN. C > 0 is a parameter that 
balances the size of w and the sum of ξi. It is well known that the numerical 
computation of (2.1) is achieved through its dual formulation. 
Suppose αi be the Lagrange multiplier corresponding to the ith inequality, then the dual 
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Using the kernel function  
K(xi, xj) ≡ Φ (xi)T Φ (xj)      (2.3) 









The expression of the hyperplane w⋅Φ(x)+b=0 becomes 
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This serves as the decision function for all unseen samples of x in that the predicted 
class is +1 if f(x) >0 and −1 otherwise. 
The procedure for running SVM has been recommended as follows (Chang and 
Lin, 2001): 
• Transform data to the format of an SVM software 
• Conduct simple scaling on the data 
• Select the RBF kernel K(x, y) = exp(-γ||x-y||2) 
• Use cross-validation to find the best parameter C and γ 
• Use the best parameter C and γ to train the whole training set 
• Test 
This study follows the above procedures for carrying out SVM classification of 





1. Data Transformation 
SVM requires that each data instance is represented as a vector of real 
numbers. Hence, if there are categorical attributes, we first have to convert them into 
numeric data. It is recommended using m numbers to represent an m-category attribute. 
Only one of the m numbers is one, and others are zero. For example, a three-category 
attribute such as {red, green, blue} can be represented as (0,0,1), (0,1,0), and (1,0,0). 
If the number of values in an attribute is not too many, this coding might be more 
stable than using a single number to represent a categorical attribute. 
 
2. Data scaling 
It is important to scale the data before applying SVM. The main advantage is to 
avoid attributes in greater numeric ranges dominate those in smaller numeric ranges. 
Another advantage is to avoid numerical difficulties during the calculation. A linear 
scaling of each attribute to the range [-1, +1] or [0, 1] is recommended. The same 
scaling is adopted to testing data as well. 
 
3. Selection of RBF kernel 
For the reliable detection of drowsiness for this study, a nonlinear SVM was 
selected.  This was the popular Gaussian kernel function known as the radial basis 
function (RBF):  
K(xi, xj) = exp(-γ|| xi - xj||2), γ > 0   (2.6) 
where γ is a kernel parameter. The RBF kernel nonlinearly maps samples into a higher 
dimensional space, so it can handle the case when the relation between class labels and 
attributes is nonlinear, which is the case for EEG signal characteristics. 
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4. Cross-validation and grid-search to find the best C and γ 
There are two parameters while using RBF kernel: C and γ. It is not known beforehand 
which C and γ are the best for one problem, i.e. some kind of model selection 
(parameter search) must be done. The goal is to identify good (C, γ) so that the 
classifier can accurately predict unknown data (i.e. testing data). Note that it may not 
be useful to achieve high training accuracy (i.e. classifiers accurately predicting 
training data whose class labels are pre-known). Therefore, a common way is to 
separate the training data to two parts of which one is considered unknown in training 
the classifier. Then the prediction accuracy on this set can more precisely reflect the 
performance on classifying unknown data. An improved version of this procedure is 
cross-validation. 
 In v-fold cross-validation, we first divide the training set into v subsets of equal 
size. Sequentially one subset is tested using the classifier trained on the remaining (v-
1) subsets. Thus, each instance of the whole training set is predicted once, so the cross-
validation accuracy is the percentage of data which are correctly classified. 
The cross-validation procedure can prevent the over-fitting problem. Figure 
2.4, which is a binary classification problem (triangles and circles), is used to illustrate 
this issue. Filled circles and triangles are the training data while hollow circles and 
triangles are the testing data. The testing accuracy of the classifier in Figures 2.4(a) 
and 2.4(b) is not good since it over-fits the training data. If we think training and 
testing data in Figures 2.4(a) and 2.4(b) as the training and validation sets in cross-
validation, the accuracy is not good. On the other hand, classifiers in Figures 2.4(c) 




(a) Training data and an over-fitting classifier (b) Applying an over-fitting classifier on testing    
data 
  
(c) Training data and a better classifier  (d) Applying a better classifier on testing data 
 
Figure 2.4: An over-fitting classifier and a better classifier (filled triangles and circles 
= training data; hollow triangles and circles = testing data) (Chang and Lin, 2001). 
  
A “grid-search” on C and γ using cross-validation is recommended. Basically 
pairs of (C, γ) are tried and the one with the best cross-validation accuracy is picked. 
Chang and Lin (2001) found that trying exponentially growing sequences of C and γ is 
a practical method to identify good parameters (for example, C = 2-5, 2-3, ..., 215,  γ = 2-
15, 2-13, … , 23). 
Since doing a complete grid-search may be time-consuming, Chang and Lin 
(2001) recommended using a coarse grid first. After identifying a ‘better’ region on the 
grid, a finer grid search on that region can be conducted to obtain a better cross-
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validation rate. An illustration of a coarse and fine grid search is shown in Figures 2.5 
(a) and (b) respectively. After the best (C, γ) is found, the whole training set is trained 





Figure 2.5: An example of (a) coarse grid and (b) fine grid for obtaining the best (C, γ) 
(Chang and Lin, 2001). 
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In this study, the parameters C and γ were selected using LIBSVM (Chang & 
Lin, 2001) by a 5-fold cross-validation over the following grid of (C,γ ): [2-7, … , 27] × 
[2-10, … , 23]. 
 
2.6.2 SVM Classification for Multi-class Data 
 In the third sub-objective of this study, a drowsiness index is constructed to 
define the wake-sleep transition in drowsy driving. This requires a multi-class 
classification of EEG data. For multi-class SVM classification, this study adopted the 
Directed Acrylic Graphs SVM (DAG-SVM) (Platt et al., 2000), which is used to 
combine many two-class classifiers into a multi-class classifier. The classification 
criterion is determined via a rooted binary graph. The nodes are arranged in a triangle 
with the root (root node) at the top and the leaves (internal nodes) propagating 
downwards, as showed in Figure 2.6. For an N-class problem, the DAG contains N(N-




 Figure 2.6: Example of a DAG SVM classifier for multi-class classification: the 
decision DAG for finding the best class out of four classes (the equivalent list state for 
each node is shown next to that node) (Platt et al., 2000).  
 
To evaluate DAG on a particular input x ∈ X, starting at the root node, the 
binary function at a node is evaluated. The node is then exited via the left edge if the 
binary function is zero, or the right edge if the binary function is one. The next node’s 
binary function is then evaluated. The value of the decision function D(x) is the value 
associated with the final leaf node. The path taken through the decision DAG is known 
as the evaluation path. The input x reaches a node of the graph, if that node is on the 
evaluation path of x. The decision node distinguishing classes i and j is referred as the 
ij-node. Assuming that the number of a leaf is its class, the node is the i-th node in the 
(N – j + i)-th layer provided i < j. Similarly the j-nodes are those nodes involving class 
j, that is, the internal nodes on the two diagonals containing the leaf labeled by j. To 
put it simply, classification starts with the classifier in the root. A node is exited via the 
left edge if the label in the classification is positive, or the right edge if the label is 
negative. In this way, the next classification node is evaluated. One continues this 
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procedure until reaching a leaf (Tapia, 2004). The decision DAG terminates when only 
one class remains in the list. 
The DAGSVM algorithm developed by Platt et al. (2000) operates in a kernel-
induced feature space and uses two-class maximal margin hyper-planes at each 
decision-node of the DAG. It separates the individual classes with large margins so 
that it is safe to discard the losing class at each 1-v-1 (one-versus-one) decision. The 
choice of the class order is arbitrary. 
The DAGSVM algorithm is superior to other multi-class SVM algorithms in 
both training and evaluation time (Platt et al., 2000). It has also been proven to yield 
comparable accuracy and memory usage relative to other algorithms. This study will 
thus be using the DAGSVM algorithm for the multi-class classification of EEG data to 




 Chapter 2 has provided a general overview of driver drowsiness and some of 
the physiological markers to evaluate drowsiness. It went on to describe in detail two 
physiological measures of drowsiness: EEG and eye behaviour. This was followed by 
a discussion on the usage of driving simulators in assessing driver drowsiness under 
laboratory conditions, and finally, a discussion on a superior and increasingly popular 
signal pattern recognition and classification tool, SVM, which will be used to analyze 
the EEG characteristics of driver drowsiness in this study.   
It is evident from the literature that numerous studies have been conducted on 
fatigue. Most studies try to find out the relevance of certain types of “behaviours” in 
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order to give a reliable assessment of severe drowsiness conditions. In this way, 
behaviours have been characterized by many different types of measured information: 
• Psychophysiological indicators such as EEG, heart rate variations or eye blinks 
frequency and duration 
• Performance (speed control, steering wheel angle, lateral (lane) position, etc.)  
• Collateral activities (facial expression, mannerisms such as rubbing, yawning 
and nodding, body and head movements, etc) 
 
However, most of these indicators give variable results in experimental 
conditions. Large differences in the results of these studies, very often conducted with 
a small number of subjects, mainly arise from a large inter- and intra-individual 
variability. This can be extended to all the above categories of indicators as people 
may differ in their ability to cope with long periods of wakefulness and in their 
susceptibility to become drowsy and bored. Moreover, results also largely depend on 
the influence of the task environment.  
Thus, the difficulty of a possible application arising from these drowsy driving 
studies is due either to the fact that in-vehicle systems based on physiological measures 
(EEG, ECG, EOG, etc.) are expensive and too invasive to be accepted by drivers or 
that systems based on single performance variables (speed, steering wheel movements, 
etc.) are too sensitive to environment changes and might generate a high rate of false 
alarms. 
Even though there is variability in the EEG literature due to variable use of 
referential and bipolar EEG montages, testing of limited scalp sites and reporting 
activity in some EEG bands which may not be an adequate representation of the brain 
function deactivation in the fatigue state (Lal and Craig, 2001b), some firm 
conclusions can be reached regarding EEG changes during fatigue. In a review of 
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studies that came close to fulfilling some of the above criteria, the main EEG activities 
reported were increases in delta, theta, and alpha activity (Lal and Craig, 2000a; 
Torsvall and Akerstedt, 1988), theta wave persistence (Yamamoto and Matsuoka, 
1990), and appearance of grouped alpha waves (Ninomija et al., 1993). Similarly, 
others reported increases in delta, theta, and beta activities (Kiroy, et al., 1996) 
whereas others reported increases in only delta and theta (Makeig and Jung, 1996). 
Therefore, according to studies on fatigue done so far, fatigue is most likely associated 
with increases in slow wave EEG activities with smaller variations in alpha and beta 
activity. Because fatigue creates the potential for increased hazards in the 
transportation system, methods need to be developed to assess and counteract its 
effects. Previous research has noted the importance of developing technological driver-
support systems, which have the potential to sense fatigue symptoms and either present 
appropriate warnings, or intervene directly (Brown, 1994). Such a device needs a well-
researched physiological measure, which changes substantially enough to be used as a 
valid indicator of fatigue.  
This current study identifies consistent EEG changes during a monotonous 
driving task through a robust experimental paradigm; then compares it with EEG 
characteristics under normal sleep onset conditions in reclined position; and finally, to 
classify the EEG characteristics of respective drowsiness states for machine learning. 
This study attempts to prove that, through the combination of human and machine 
analysis on EEG, a reliable fatigue measuring and detection system can be developed 
which could be incorporated to a countermeasure device for automobile drivers. 
 
3 RESEARCH METHODOLOGY 
 
3.1 Rationale 
In this study we investigate the transition from a state of normal alertness to a 
state of extreme sleepiness. Here, extreme sleepiness is defined as a physiological state 
in which the individual struggles against sleep, attention lapses occur, and sleep 
eventually ensues. The change from normal alertness to extreme sleepiness is often 
associated with slower reactions and reduced ability to process information, so the 
individual is not able to respond quickly to changing traffic conditions while driving 
on the roads. Drivers experiencing this condition may present a danger to themselves 
and to others by increasing accident risk.  
The transition from alert wakefulness to deep drowsiness will be monitored by 
EEG and EOG under simulated driving conditions. Previous driver sleepiness studies 
using a driving simulator had focused mainly on eye, facial and EEG measurements to 
evaluate sleepiness through driving performance (George, 2003). Although several 
statistics based on eye measurements (e.g. blink frequency, blink duration, SEMs) may 
provide some indication of drowsiness, there are also several sleepiness indicators that 
can be obtained from processing the EEG signal, as documented in the scientific and 
medical literature. The major objective of this work is to analyze the EEG and EOG 
characteristics occurring during various conditions of sleep onset, and subsequently 
develop advanced signal processing methods to extract and interpret this information. 
Because extreme sleepiness features are most easily identified by testing subjects in a 
controlled environment without engaging them in complex tasks, this will be the basis 
of the experimental plan for this study.  
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For this study, the sleep onset period (SOP) is defined as the transition period 
from wakefulness to the beginning stages of stage 2 sleep. The EEG graphoelements 
associated with this SOP are VSWs and sleep spindles. Numerous EEG studies and 
tests, including the Multiple Sleep Latency Test and the Maintenance of Wakefulness 
Test have been developed to assess the sleep onset process, which has been defined as 
the transition between relaxed, drowsy wakefulness and unresponsive sleep (Ogilvie 
and Wilkinson, 1984). These EEG studies, however, were focused on voluntary 
recumbent sleep onset, where the subject is allowed to lie down on a bed and has the 
precognition that sleep is permitted. This differs from involuntary sleep onset whilst 
driving, where in a sitting position, the driver struggles to maintain vigilance and the 
passage from wakefulness to sleep is resisted. Any sleep experienced under these 
conditions is involuntary. Although both these processes start and end in similar 
conditions of alertness and sleep, the motivation to sleep or stay awake is different and 
so the intermediate period of drowsiness will be subject to different cortical 
preconditioning (Evans, 2003). Since cortical processes affect EEG patterns, there is 
reason to believe that coupled with postural differences, EEG features registered from 
these two different modes of sleep onset would be different. 
The first objective of this study is, therefore, to investigate whether the struggle 
to remain awake whilst driving in a simulator results in a different expression of sleep-
associated EEG graphoelements than when sleep results with volition whilst 
recumbent. After this differentiation has been established, the next objective is to 
identify EEG and EOG characteristics between alert and drowsy states so that an 
automatic method of classification between these states can be achieved by SVM so 
that a reliable detection system of drowsiness can be developed.  The final objective is 
to refine the sensitivity of the drowsiness detection system through the establishment 
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of a drowsiness index, of which the EEG characteristics of each level of drowsiness 
can be easily distinguished by SVM.   
 
 
3.2 Experimental Study Description 
3.2.1 Subject Recruitment 
The recruitment of human subjects for this study was approved by the National 
University of Singapore (NUS) ethical committee. Human subjects were recruited 
from NUS. They consisted of undergraduate students between the ages of 20 to 25 
years who had car driving licenses. The aim was to recruit an equal percentage of 
males and females for this study. The subjects were screened by completing a sleep 
questionnaire to assess their natural sleep conditions and periods. The Epworth 
Sleepiness Scale (ESS) (Johns, 1991) was used to pre-screen and determine the level 
of daytime sleepiness. The ESS questionnaire administered to potential subjects can be 
referred in Appendix A. It was conducted between 1 and 7 days prior to testing. The 
ESS scale ranges from 0 to 24 and scores below 10 are classified as having no daytime 
sleepiness. Subjects with Epworth scores between 8 and 9 are neither too sleep 
resistant nor too susceptible to daytime sleepiness. They were thus selected for this 
study which preferred subjects without overtly increased sleep pressure in the day 
whilst not being too resistant to sleep at the same time. In addition, potential subjects 
were required to answer an online sleep questionnaire (Appendix B) to assess their 
health status, sleeping habits, and if they were taking any medication at the present 
moment. Only subjects who were not taking any medication, did not have any sleep 
disorders, and had a healthy sleeping schedule of 7-8 hours daily were selected for this 
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study. Those selected were compensated a token sum of money to cover the 
miscellaneous costs associated with this study. 
A total of 30 subjects were recruited for this study. Subjects were required to 
keep a sleep diary (a standard sleep diary form can be referred in Appendix C) one 
week prior to the first experiment session to ensure that they had at least 7 hours of 
continuous sleeping time and regular sleeping hours (going to bed no later than 1 am 
and waking up by 9 am). In addition, no alcohol, caffeinated drinks and drowsiness-
causing medications were to be consumed the day before each experiment. A fully 
documented subject guideline is found in Appendix D. Subjects were required to 
adhere to all the instructions during the course of the experimentation period.  
Every subject underwent 2 sessions of driving simulations, one conducted at 3 
pm and the other at 12 midnight on a separate day, and a bed-sleeping session on a 
third day conducted at 3 pm. These times were chosen as they correspond to the two 
peaks of sleepiness in the human circadian rhythm as discussed in Section 2.1. 
Experiment sessions were conducted on non-consecutive days, and did not need to 
follow a specific schedule, i.e. some subjects could be scheduled to come for the day-
driving simulation as their first session, but others may be scheduled the bed-sleeping 
as their first session, and so on. However, it was ensured that the sequence of test 
sessions was counterbalanced, i.e. the order of the experiments was evenly distributed 
across all subjects (Table 3.1). This was to ensure the homogeneity in the experimental 
design. These experiments were carried out with the primary objective of analyzing 
and comparing EEG differences between drowsiness in simulated driving and reclined 
sleep. The EEG and video recordings from each driving simulation session were 
subsequently analyzed for classification into ‘alert’ and ‘drowsy’ classes. The ‘drowsy’ 
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class was further dissected to establish a Driver Drowsiness Index. These processes 
will be described in further detail in the following sections.   
 
Table 3.1: Scheduling of subjects to ensure order of experimental sessions is 
counterbalanced. 
 





1-5 1 2 3 
6-10 2 1 3 
11-15 3 1 2 
16-20 1 3 2 
21-25 2 3 1 




The EEG equipment was a commercially acquired 32-channel MedtronicTM 
PL-Winsor 2.35 system (Figure 3.1), with a sampling frequency of 167 Hz, an 
integrated low pass (cut-off frequency of 35 Hz) and a time constant of 0.30 s, with 
filter settings of 25 Hz (low-pass) and 0.5 Hz (high-pass).  
Besides EEG, a digital video camera (JVCTM GR-DVL1020) was also used to 
capture the eye behaviour of subjects during experimentation. Captured video footages 
were analyzed for subject’s eye blink characteristics and eyelid closure behaviours 
(Figure 3.2). These observations were marked as events on the EEG recordings for 
further analysis. 
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 Figure 3.1: Commercially acquired EEG recording system. 
 
 
Figure 3.2: Video recording of subjects during experimentation to capture drowsiness 
symptoms. 
 
It has been noted in the literature that complex tasks for analyzing cognitive 
functioning and human performance would obscure useful data while providing little 
or no additional information (Kaplan, 1996). In addition, tests involving complex 
simulators may not reflect true subject behavior anyway, because subjects often do not 
perform as they would in actual circumstances due to the arousing effects of the 
simulator and the lack of true physical consequences. 
 A driving simulator was self-designed and constructed based on the interior 
dimensions and furnishings of a real car (Figure 3.3). The simulator was designed to 
imitate the immediate environment of a car-driver. The furnishings (steering wheel and 
support, car seat, and accelerator pedal) were installed to reproduce real driving 
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conditions and were purchased from a scrap car factory, while the structure on which 
they were mounted was constructed in-house. The dimensions of the simulator (e.g. 
the height of the driver’s seat above ground, the height of the steering wheel, and the 
position of the accelerator pedal) followed closely with those of an actual car 







Figure 3.3: The driving simulator. 
 
 A projector (3MTM MP7640i) was used to project a driving video footage onto 
a projector screen (Da-LiteTM 150). The full setup for the driving simulation is shown 
in Figure 3.4. 
 There was also a hospital bed which was acquired for bed-sleeping 
experiments. Subjects were required to lie on the bed and attempt to sleep while EEG 








Figure 3.4: Full setup of the driving simulation experiment. 
 
 
Figure 3.5: Experimental setup for recumbent sleep test with EEG recording. 
 
3.2.3 Experimental Procedures 
 The overall experimental procedures administered to each subject for each 
experiment in this study is described as follows. 
i. All subjects were instructed to have at least 8 hours of sleep the day before the 
test, consume no alcohol or caffeine, and have their hair washed prior to the 
tests. 
ii. Subjects were to fill in the ESS questionnaires before tests began.  
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iii. The experiment started with the marking of the scalp of the subject for the 
electrode position using 10-20 system method. 
iv. The scalp was scrubbed with Nihon-KohdenTM scrubbing gel before the 
electrode was pasted on the scalp using Nihon-KohdenTM EEG paste. 
v. Impedance check was done to ensure there was good contact of the electrode 
on the scalp (< 10 kΩ). 
vi. This sequence was repeated until all the electrodes were pasted. 
vii. When all electrodes had been pasted on and registered a good level of 
impedance, the experiment was ready to proceed.  
viii. The experiment was monitored with video and EEG recordings simultaneously. 
ix. All recordings were stopped after the experiment. 
x. EEG electrodes were removed and subject’s scalp was cleaned with damp 
cotton wool. 
 
3.2.4 Experimental Tasks 
For all the experiments that were conducted in this study, full head EEG 
recording was done using the standard 10/20 system of electrode placement (Jasper, 
1958) as shown in Figure 2.2. Electrode impedance levels were limited to below 10 kΩ 
to ensure good contact between the electrodes and the scalp surface. EEG bipolar 
recordings using the “double banana” bipolar referencing montage with 19 channels 
were carried out in all experiments to reduce pulse artifacts. EOG recordings were 
performed by attaching an electrode above each eye. The attachment of electrodes is 
shown in Figure 3.6. 
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 Figure 3.6: Attachment of electrodes before experimentation. 
 
Each subject was required to perform various tasks according to the schedules 
as shown in Table 3.1. There were basically two essential tasks that each subject has to 
perform: bed-sleeping task and simulated driving task. Subjects were only repeating 
the simulated driving task on different sessions in the second round of 
experimentation. This section will describe each task in detail. 
 
3.2.4.1 Bed sleeping task 
Subjects were instructed to lie on the bed and to naturally relax and fall asleep. 
19-channel EEG and EOG recordings were recorded while the subjects performed this 
task. The test duration was 30 minutes. Subjects were left alone in the room. The room 
temperature was maintained at 24°C and room lights were off while the experiment 
was in progress.  
 
3.2.4.2 Simulated driving task 
Simulated driving tests consisted of a video clip showing footages of straight, 
monotonous highways mostly free of vehicles shown from the perspective of a driver 
while operating a car (Figure 3.7). The road footages (both day and night) were video-
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recorded by the author and some students along the North-South Highway in 
Peninsular Malaysia. The purpose of these monotonously long and straight empty 
highway footages was to increase the probability of subjects falling asleep within the 
limited testing time (1 hour). Monotonous car engine sounds were continuously 
playing in the background. Subjects were instructed to behave as though driving along 
a highway and to watch the road at all times with both hands on the steering wheel, 
and the right foot on the accelerator pedal. Simulated driving lasted for one hour. 
These procedures were targeted towards providing as realistic as possible, a driving 
scenario whilst also inducing drowsiness. EEG was continuously recorded, there was 
no feedback on driving errors, thereby reducing external disturbances and providing an 
environment conducive to sleep. The driver’s attempts at maintaining vigilance were 
dependent on their own determination to stay awake. Subjects were also video-
captured to record visual evidence of sleepiness and sleep as evidenced from eye 
blinking patterns, facial expressions and behavioral movements.  
 
 
Figure 3.7: Road images from day (left) and night (right) driving video footages 





3.2.5 Data Acquisition 
The EEG data collected were synchronized with video recordings of subjects’ 
facial expressions and upper body movements. These parameters were used to 
determine the characteristics of sleep onset in driving, particularly the SOP duration 
and the number of SOP occurrences for the purpose of the present study. 
 
 
3.3 Experimental Data Analysis Procedures 
3.3.1 Overview 
The data analysis protocol is based on the following assumption: in the time 
period that precedes severe attention lapses while driving, there are discernible 
changes in the subject’s EEG waveform which can be detected by visual, spectral 
analyses or by using advanced signal processing methods. 
Recall that the main objective of this research is to develop a signal processing 
methodology that can successfully differentiate between normal alertness and extreme 
sleepiness, where extreme sleepiness refers to the state during which sleep is perceived 
as difficult to resist, the individual struggles against sleep, performance lapses occur, 
and sleep eventually ensues. 
Most experts agree that the EEG waveform is the closest measure of the true 
state of consciousness of an individual.  Furthermore, the signal processing techniques 
used in this study which can successfully differentiate between alertness and the initial 
stages of sleep would provide significant contributions to the study of drowsiness onset 
in vehicular driving. Finally, continued research and technology development in 
various EEG related fields which builds upon the research developed in this thesis can 
not be underestimated. 
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3.3.2 EEG Data Pre-processing 
Unlike other studies which rely heavily on statistics and data averaging, our 
objective is to identify those moment-by-moment (temporal) changes in the course of 
the driving simulations. The research goal is to identify changes in the EEG signal 
which corresponds to the changing states of the subject at any point in time.     
Typical EEG literature states that the information content of an EEG signal is 
band-limited between 0.5 and 25 Hz. Within this range, the frequency spectrum is 
quantized into bands with standard names such as delta, theta, alpha, and beta (details 
of these bandwidths were previously discusses in section 2.2.3). This combination of 
frequency bands spans the 25 Hz range of frequencies. 
The Nyquist sampling-rate criterion requires sampling at a rate of at least 2 
times the maximum frequency in a (band-limited) signal to prevent aliasing. To ensure 
that the signals are band-limited, low-pass (anti-aliasing) filters (LPF) and high-pass 
filters (HPF) are set at approximately 25 Hz and 0.5.Hz respectively. Therefore, to 
digitize a 25 Hz band-limited signal, the sampling rate should be at least 50 Hz. 
Because the low-pass filters built-in to most EEG amplifiers are typically of low order 
(a 1st-order Butterworth filter is common), sampling rate are usually set at 128 Hz (or 
256 Hz) to allow for the shallow filter roll-off (-20 dB/dec for Butterworth filters) and 
prevent aliasing. 
In addition, because of the extreme sensitivity (high gain) of the amplifiers 
used in EEG data collection, 60 Hz line noise is a typical contaminant of EEG records. 
So, besides the anti-aliasing low-pass filters standard on most amplifiers, a sharp 60 




3.3.3 EEG Data Processing 
In addition to setting the high-pass and low-pass filters, the EEG data were 
further processed before analysis. Processing of EEG data was performed using a 
commercially acquired mathematical software (Matlab 7.1) and an open source Matlab 
toolbox (EEGLAB 5.02) which provides an interactive graphic user interface (GUI) 
for processing EEG data (Delorme and Makeig, 2004). This section describes the steps 
taken to ‘clean’ the EEG data before analysis.  
 
3.3.3.1 Synchronization of EEG and video recordings 
Before further processing was done on the EEG data, each EEG recording was 
played in synchrony with the corresponding video recording. Subject’s eye 
movements, head movements, facial changes, body movements, or shifts in body 
posture as witnessed from the video recording were marked as corresponding events in 
the EEG recording. These events were marked over the EEG recordings using the in-
built program provided by the EEG system. An example is shown in Figure 3.8. 
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 Figure 3.8: Event markers indicating subject’s changes in behaviour during 
experimentation. 
 
3.3.3.2 Artefact removal 
After these events were marked over the EEG recordings, the EEG data were 
visually inspected for artefacts. This was done by importing the EEG data to the 
EEGLAB platform, together with channel information and event marker information. 
EEG segments containing artefacts were verified with synchronized video recordings 
to ensure that they corresponded to or were caused by subjects’ movements or 
behaviour. Artefacts may originate from various sources, such as jaw movements, 
body movements, swallowing, or signal noises that were simply arising from the EEG 
system. EEG segments containing artefacts were highlighted and manually removed 
using the EEGLAB GUI as shown in Figure 3.9. It is to be noted that at this stage, eye 
and pulse artefacts would not be removed by this method. 
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 Figure 3.9: Artefact removal by visual inspection of EEG recording. EEG segments 
containing artefacts are highlighted (in light blue) from the EEGLAB GUI and 
removed. 
 
After the visible artefacts were removed, Independent Component Analysis 
(ICA) was performed on the EEG data to identify eye and pulse artefacts. ICA is a 
recently established and powerful blind signal separation algorithm for finding 
underlying factors or components from multivariate (multidimensional) statistical data. 
It looks for components that are both statistically independent and non-gaussian 
(Hyvarinen et al., 2001). It decomposes multi-channel mixed signals into independent 
components which are separated by the kurtosis of their amplitude distribution over 
time, thereby distinguishing between strictly periodical signals, regularly occurring 
signals and irregularly occurring signals (Vigario, 1997). The last category is usually 
formed by signal artefacts. Previous studies have proved that ICA was an effective 
method that could be used to remove eye and pulse artefacts from EEG data (Vigario, 
1997; Jung et al., 2000). This study would be using ICA to distinguish eye, pulse and 
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muscle activity signal components using the ICA function included in the EEGLAB 
GUI.  
Since the EEG recordings were done with 19 channels, ICA generated 19 
independent components from each experimental dataset. Components were identified 
by plotting ICA component activations and corresponding component scalp 
topographies. Components representing heart pulse, eye blink artifacts and muscle 
artifacts were removed. The identification of artefact components is demonstrated in 
Figure 13. As shown in Figure 13, the ICA component activations were compared 
side-by-side with component topographies. In this example, the first independent 
component (IC 1) generated by ICA would represent the pulse artefact component, as 
identified by its regular spiky waveforms. The second and third components (IC 2 and 
IC 3) would most probably represent eyeblink artefact components, as identified by its 
high activity centred around the frontal regions in the scalp topographies. Hence, 
components 1, 2, 3 have been identified as artefact components in this example, and 






      
 
Figure 3.10: The identification of EEG artefact components after ICA. ICs 1, 2 and 3 
have been identified as artefact components in this example as they represent pulse, 
eye and eye artefacts respectively. 
 
 EEG artefact removal was carried in two stages: (1) visual inspection, and (2) 
ICA. Each EEG dataset underwent these steps of artefact removal before data analysis, 
which will be discussed in the following section. 
 
3.3.4 EEG Data Analysis 
 In this section, a detailed description of the analytical methods adopted in this 
study will be discussed. It will be covering the various approaches of studying the 
morphological and spectral characteristics of EEG waveforms of the SOP between 2 












EEG recording time (sec) 
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3.3.4.1 Visual analysis of EEG data 
Sleep stage scoring 
The scoring of EEG data was according to the criteria of Rechtschaffen and 
Kales (Rechtschaffen and Kales, 1968). Scoring was done in 10 second epochs. Stage 
1 sleep was scored by identifying alpha dropout over the posterior regions and the 
appearance of VSWs. Stage 2 sleep was identified by the absence of a posterior alpha 
rhythm, the presence of sleep spindles of at least 0.5 second duration with or without 
accompanying K complexes. Stages 3 and 4 were scored with the presence of 
predominant (>60%) theta and delta wave activity respectively. 
 
EEG graphoelement analysis 
As mentioned in Chapter 2, there have been numerous EEG studies to assess 
the sleep onset process, which has been defined as the transition between relaxed, 
drowsy wakefulness and unresponsive sleep (Ogilvie and Wilkinson, 1984). These 
EEG studies, however, were focused on voluntary recumbent sleep onset, where the 
subject is allowed to lie down on a bed and has the precognition that sleep is permitted. 
This differs from involuntary sleep onset whilst driving, where in a sitting position, the 
driver struggles to maintain vigilance and the passage from wakefulness to sleep is 
resisted. Any sleep experienced under these conditions is involuntary. Although both 
these processes start and end in similar conditions of alertness and sleep, the 
motivation to sleep or stay awake is different and so the intermediate period of 
drowsiness will be subject to different cortical preconditioning (Evans, 2003). Since 
cortical processes affect EEG patterns, there is reason to believe that coupled with 
postural differences, EEG features registered from these two different modes of sleep 
onset would be different. 
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The accompanying EEG features for voluntary sleep onset have been well 
described. They include changes in background amplitude and two distinct 
graphoelements, Vertex Sharp Waves (VSWs) and sleep spindles. VSWs appear 
during the later phases of stage one sleep and the early phases of stage two 
(Rechtschaffen and Kales, 1968; Yasoshima et al., 1984). They are unique to sleep 
onset and become large during stage one or when the subject no longer shows signs of 
awareness to external stimuli (Campbell and Colrain, 2002). VSWs comprise of a 
small spike discharge of positive polarity preceding a large negative wave 
(Niedermeyer, 1993). They often occur either as an isolated phasic event or as a short 
burst of repetitive sharp waves, and are probably produced by a synchronized 
discharge of multiple neural units (Bastien et al., 2002). Sleep spindles are the best 
indicators of the termination of wakefulness and conscious awareness (Ogilvie, 2001). 
They occur in stage two sleep and can persist to stage four of Non-Rapid Eye 
Movement (NREM) sleep (Ogilvie, 2001; Rechtschaffen and Kales, 1968). In the early 
phases of spindle appearances, spindles are usually accompanied by vertex waves 
(Rechtschaffen and Kales, 1968). Although all of the mentioned graphoelements 
associated with voluntary sleep onset have been well described, a possible effect of 
different sleeping conditions on vertex or sleep spindle expression has not been 
researched. Identification of different sleep graphoelement patterns or morphology 
may allow for designing systems for differential sleep onset detection. 
The aim of the visual analysis of EEG data is to investigate whether the 
struggle to remain awake whilst driving in a simulator results in different expression of 
sleep associated EEG graphoelements than when sleep results with volition whilst 
recumbent.  
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For this study, the sleep onset period (SOP) is defined as the transition period 
from wakefulness to the beginning stages of stage 2 sleep. The EEG graphoelements 
associated with this SOP are VSWs and sleep spindles. 
 
Vertex sharpness analysis 
A vertex sharpness index was introduced to measure the sharpness of VSWs. 
VSWs were identified from bipolar electrode configurations through visual analysis 
(Kellaway, 1990). Visual scoring of VSWs was done by the author and was re-scored 
by his co-supervisor, a qualified and experienced neurophysiologist. The inter-scorer 
reliability was tested using Cronbach’s alpha (Cronbach, 1951) and the correlation 
coefficient between scorings was calculated for each experimental condition. 
 There was no selection bias for identifying VSW as all VSWs were included in 
sharpness index analysis. Since VSWs have maximal amplitudes at Cz location 
(Bastien et al., 2002; Yasoshima, 1984), the vertex sharpness index was taken from 
this location with Fz as reference. The vertex sharpness index I is defined as the mean 
slope of the ascending vertex wave, as shown schematically in Figure 3.11 using the 
following formulation: 
I = a/t         (3.1) 
where a is the maximum amplitude of the vertex wave (in μV) and t is the time interval 
(in ms). In this way, IS, IDD, and IND represent the indexes for voluntary sleep tests, day-
drive and night-drive tests, respectively. It should be noted that the sharpness index 
takes into account both the amplitude and the time interval, so for 2 vertices with equal 
amplitudes, their sharpness indexes can be different depending on the time interval. 
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 Figure 3.11: Schematic of vertex sharpness index. Legend: t = time interval in 
milliseconds, a = amplitude in μV. 
 
3.3.4.2 Power spectral analysis of EEG data 
Raw EEG data are represented in wave forms, with each electrode source 
representing one waveform signal. Interpretation of the brain activities by analyzing 
these signal activities is complicated, tedious and difficult to draw generalizations. A 
spectral representation of brain activity intensity distribution across the various 
frequency bandwidths and its topographical representation would be a better way to 
identify spectral characteristics associated with driving drowsiness. 
In this study, the EEG spectral analysis was carried out on simulated driving 
experiments to analyze the spectral and topographical characteristics associated with 
alertness and drowsiness under simulated driving conditions. 
After data pre-processing, EEG data from each driving simulation were 
converted to log spectral power by Fast Fourier Transform (FFT) using a moving 
averaged 334-point Hamming window with 50% overlap, giving power values at 0.25 
Hz frequency bins. Since the sampling frequency of the EEG system is 167 Hz, this 
means that the Hamming window length is 2 seconds. The moving-averaged EEG 
power spectra were further converted into a logarithmic scale. Thus, the time series of 
EEG log power spectrum for each experiment consisted of 19-channel EEG power 
spectrum across a frequency range from 2-25 Hz (the starting frequency started at 2 Hz 









Figure 3.12: Block diagram for moving-averaged spectral analysis. 
 
Due to the multiplicity of test sessions conducted for this study, normalization 
of spectral data is necessary. Log power values (P) in each frequency bin were 
normalized by subtracting it with the log mean power (Pm) of the experiment and 
dividing the result by half of the inter-quartile range (IQR), which is the difference 
between the 25th and 75th percentiles of the log power distribution. So, normalized 
power Pn = (P-Pm)/(IQR/2). 
The matlab script that was written to execute the entire operation can be 
referred in Appendix E. 
 
Spatial Power spectral analysis of EEG data 
Mathematically, any signal can be decomposed into a sum of mutually 
orthogonal sinusoidal waves of different frequencies, amplitudes and phases. Power 
(P) is referred to the square of the signal’s amplitude (A2) of a particular frequency 
divided by the frequency (f) itself, i.e. P = A2 / f.  The Spatial Power Map is the 
representation of the averaged powers for each frequency band (Delta, Theta, Alpha, 
Beta) over the entire head at any specific time interval. A spherical grid system is 
used to represent the power distribution on a coordinate system independent of 






its neighboring electrodes. The number of isopower contours is then specified and 
isopower lines are drawn to form a power map. Isopower regions for every power level 
are classified by a colour spectrum (highest power in red and lowest power in blue).  
In this study, the spatial power spectral maps were generated through the 
EEGLAB software. Each set of spatial maps were generated by a time window of 10 
seconds and a moving window rate of 2.5 seconds along each EEG dataset. Each set 
consists of spatial maps representing each of the 4 characteristic bandwidths: delta, 
theta, alpha beta, and a fifth spatial map representing the power spectral density over 
the entire bandwidth (1.5-25 Hz).An example of a spatial power map and the spectral 
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3.3.5 Eyeblink and Eyelid Closure Analysis 
 EOG data were extracted from the EEG recordings for the analysis of eyeblink 
characteristics, specifically blink rates, blink durations and inter-blink intervals. By 
using the measurement tools from the EEG system, these parameters could be 
accurately measured. The blink duration is measured by the period of an eye blink, i.e. 
from the period between pre-closure and post-closure of the eye as recorded by the  
EOG signal. The blink duration is measured from the onset of closure, which is taken 
as the first downward deflection from the baseline; the end of the blink is taken at the 





Figure 3.14: Measurement of blink duration from EOG signals. 
 
Video recordings of experiments conducted are analyzed for eyelid closures, 
particularly the identification of eyelid drooping occurrences. By adopting a less 
stringent criterion similar to PERCLOS as discussed in section 2.3, eyelid drooping is 
defined by occurrences of eyelids drooping from fully opened positions (i.e. pupils are 
fully exposed) to half-closed positions (i.e. 50% or more of the pupils are covered) 
(Figure 3.15). Eyelid droopings are identified at the inter-blink periods. Every eyelid 





   (a)     (b) 
Figure 3.15: Examples of (a) fully opened eyelids exposing more than 50% of pupils, 




3.4 EEG Drowsiness Classification by SVM 
 As discussed in Section 2.6, the application of SVM comprises three major 
steps: feature extraction, machine training and evaluation of machine performance. 
These steps would be further elaborated in the following sub-sections.  
 
3.4.1 Feature Extraction 
 According to Rechtschaffen and Kales (1968), NREM sleep scoring can be 
classified into 4 stages. The EEG signal characteristics of these stages including the 
awake stage can be summarized in Table 3.2. 
 
Table 3.2: EEG signal characteristics of the NREM sleep stages according to 
Rechtschaffen and Kales (1968). 
 
Stage EEG Dominant Frequency EEG Size (Amplitude) 
Awake 8-25 Hz Low 
1 6-8 Hz Low 
2 4-7 Hz Medium 
3 1-3 Hz High 
4 0-2 Hz High 
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From Table 3.2 it seems that frequency domain features are more associated 
with stage changes than amplitude. The EEG amplitudes are affected by the variability 
of the EEG setup and operational procedures, which differs for every experiment, and 
the individual differences of subjects in scalp conductivity. However, the scalp 
conductivity will not affect the frequencies of EEG signals as much as the signal 
amplitudes as long as good electrode contact is maintained. It has also been widely 
established that the frequency domain features can better describe EEG signatures than 
amplitude or time domain features.  
In this study, four types of signal features are defined, namely: relative power, 
dominant frequency, centre of gravity frequencies, and frequency variability. All of 
them are based on the power spectral density (PSD) of the EEG signals. The PSD 
describes how the power (or variance) of a time series is distributed with frequency. 
Mathematically, it is defined as the Fourier Transform of the autocorrelation sequence 
of the time series. An equivalent definition of PSD is the squared modulus of the 
Fourier transform of the time series, scaled by a proper constant term. The purpose of 
EEG classification using PSD is to determine whether the signals have distinguishable 
features in their power spectrum. The four types of signal features used in this study 
are briefly described below. 
 
1.  Relative Power 
The analysis of EEG data in the frequency domain is studied at various 
stipulated frequency bands (alpha, beta, theta, delta). During the awake and the various 
sleep stages, power spectrums in terms of the power density have different 
characteristic features at the various frequency bands. For example, the power in alpha 
frequency band during sleep is believed to be higher than awake. In this study, the 
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evaluation of power density is done by normalizing the power at the various frequency 
bandwidths over the power evaluated at the entire bandwidth of analysis, i.e. 0.5 Hz – 
25 Hz.  
 
2.  Dominant Frequency 
Every peak in the power spectrum points to a corresponding frequency value 
(frequency peak). The frequency peak is usually defined by two points. One point is 
located at the rising slope to the peak and the other the falling slope, corresponding to 
points intersecting half the magnitude of the peak power. These two points 
corresponding to the frequency axis would form a small frequency band called the full 
width half maximum band of the peak. Among all the peaks in power spectrum, the 
peak with the largest average power is called the dominant peak. The peak frequency 
which corresponds to this dominant peak is defined as the dominant frequency (Qu and 
Gotman, 1997). In this study, the dominant frequency at each of the frequency 
bandwidth was identified from this procedure. 
 
3. Center of gravity frequencies 
This parameter is defined as the frequency values of which the power spectrum 
(over the specified frequency range) concentrates (Anderer et al., 1999). This is 
illustrated by the following formula: 
C = (∑p(fi) × fi) / ∑p(fi)      (3.2) 





4. Frequency variability 
This feature is defined as the standard deviation of frequency given the power 
spectrum as the probability distribution. It is given by the following formula: 
D = { [ ∑p(fi) × fi2 – (∑p(fi) × fi)2 / ∑p(fi) ] / ∑p(fi) }1/2  (3.3) 
All these four features are calculated for a single frequency band of a single epoch in a 
single channel. In this study, without taking into account the EOG and reference 
channels, there are actually 17 EEG recording channels. Therefore, for each epoch of 
data, there will be a feature vector of (4 × 4 × 17) = 272 dimensions, which is a 
relatively large set. However this large feature vector includes many relevant features 
so that in future a feature selection method can be employed to pick up the significant 
features. 
 
3.4.2 Binary-class Classification of EEG ‘Alertness’ and ‘Drowsiness’ 
 The EEG data from this study were manually classified into ‘alert’ and 
‘drowsy’ classes based on a detailed visual inspection approach adopted by Kellaway 
(1990) using two key identifiers (Yamada, 1998): (1) eye-blink patterns and (2) 
dominant EEG activity. The EEG data were scored in 10-second epochs based on the 
following criteria. 
In this study, the definitions of alertness and drowsiness states follow closely 
with Hori’s criterion on a more specific level. The ‘alert’ state refers to relaxed 
wakefulness and is operationalized in EEG as the alert wakefulness with dominant beta 
activity (13-25Hz) present, eye blinks of 0.3 to 0.4 second durations (Hart, 1992) and 
inter-eyeblink intervals of 6-8 seconds (Doughty, 2002). The ‘drowsy’ state is 
operationalized as EEG showing the presence of slow eye movement with occipital 
alpha rhythm (9-13 Hz), a decrease in the amplitude and/or frequency of the alpha 
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rhythm (alpha dropout), and eye closures greater than 0.5 seconds (Dinges et al., 1998; 
Santamaria and Chiappa, 1987). 
To classify an epoch as ‘alert’, EEG signals would need to display all of the 
following characteristics: 
1. Eye blink artifacts of 0.3 to 0.4 second durations and inter-eye blink intervals 
of 6-8 seconds  
2. EEG activity in the beta frequency  
To classify an epoch as ‘drowsy’, EEG signals would need to display at least 
one of the following characteristics: 
1. Eye closures greater than 0.5 seconds  
2. More than 50% of EEG data showing occipital EEG alpha activity  
3. Appearance of alpha dropout events  
The author and his co-thesis supervisor inspected the EEG recordings using the 
above criteria, and then agreed which epochs clearly indicate a drowsy or alert state of 
a subject. There were epochs where there were disagreements, especially in the 
identification of alpha dropout events: diffuse slowing of alpha activity without 
amplitude decrease, and appearing in very short intervals (< 1 s), which would arouse 
ambiguity. The epochs with ambiguities were excluded from the analysis. 
For the training and testing of the binary classification of the SVM 
classification tool, the experimental EEG data were split into 2 sets: a training set and a 
testing set, each containing a mixture of ‘alert’ and ‘drowsy’ EEG epochs. The SVM 
performance was assessed on both the training and the validation sets. 
On the SVM algorithm, the ‘alert’ EEG epochs of the training set were labeled 
as -1, and the ‘drowsy’ EEG epochs of the training set were labeled as 1. As discussed 
in section 2.6.1, SVM is required to solve the optimization problem by tuning the 
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parameters C and γ of the RBF kernel function. The procedure for running SVM for 
the EEG data in this study is done as follows as recommended by Chang and Lin 
(2001): 
• Transform data to the format of an SVM software 
• Conduct simple scaling on the data 
• Select the RBF kernel K(x, y) = exp(-γ||x-y||2) 
• Use cross-validation to find the best parameter C and γ 
• Use the best parameter C and γ to train the whole training set 
• Test 
In this study, the parameters C and γ were selected using LIBSVM (Chang & 
Lin, 2001) by a 5-fold cross-validation over the following grid of (C,γ ): [2-7, … , 27] × 
[2-10, … , 23]. 
The data was firstly fed to the feature extraction program, which extracted 
features and randomized the feature vectors. As a result of the feature extraction, each 
10-second multi-channel EEG data epoch was converted into a 272× 1 vector of 
quantitative EEG features (4 kinds of features× 17 channels× 4 frequency bands). This 
feature vector was then used for training the SVM program to distinguish between 
‘alert’ and ‘drowsy’ EEG from the training data, resulting in a decision function 
similar to equation (2.5). 
The trained SVM was validated using the testing set of EEG data. It was tested 
for its accuracy in distinguishing between ‘alert’ and ‘drowsy’ EEG. In addition, the 
trained SVM program was also tested for its accuracy and reliability in identifying the 
“switching point” from alertness to drowsiness across individual experimental data. 
This was carried out by comparing the “switching point” from alert to drowsy states in 
the EEG recording between SVM and manual classification. To do this, parts of EEG 
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recordings from each driving simulation which show a pair of ‘alert’ and ‘drowsy’ 
segments occurring in sequence was extracted for comparison. This procedure is 
illustrated in Figure 3.16.  
 
 
Figure 3.16: EEG data sequences which show consecutive ‘alert’ and ‘drowsy’ 
segments (in dashed boxes) were extracted for each driving simulation recording. 
 
Each sequence was broken down into 10-second epoch sub-segments. The 
SVM program was used to test each of these sub-segments, giving an output of either 
an ‘alert’ classification or a ‘drowsy’ classification. These sub-segments were re-
combined to locate the “switching point” at which the SVM program had identified 
along the data segment. Using this testing method, the “switching point” would be 
measured in 10-second epoch divisions. This “switching point” identified by the SVM 
program would be compared to manual classification (at 10-second epoch scoring as 
well).  
Relative to manual classification, the SVM program could identify the 
“switching point” at:  
1. the same epoch as manual scoring (this would be considered as a ‘correct’ 
predictor),  
2. earlier epochs (this would be considered as an ‘early’ predictor), or  
3. later epochs (this would be considered as a ‘delayed’ predictor).  
These possible outcomes are illustrated in Figure 3.17. 
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 Figure 3.17: Possible outcomes of testing the trained SVM program on the “switching 
point” from alertness to drowsiness. 
 
 
3.4.3 Multi-class Classification of EEG Data to Establish a Drowsiness 
Index Specific to Driver Drowsiness 
 This study used the DAG-SVM algorithm developed by Platt et al. (2001) for 
the multi-class classification of EEG data to establish the drowsiness index for driver 
drowsiness. As discussed in section 2.6.2, the selection of this algorithm was based on 
its comparative efficiency in training and evaluation time, and its classification 
accuracy and memory usage. 
  The procedure for running multi-class SVM classification was similar to the 
steps done on binary-class, with the difference being the classification sequence was 
run through the DAG algorithm, which would be outputting the classification accuracy 
in the testing phase.  
 The establishment of the Driver Drowsiness Index (DDI) was based on a 
combination of observations of EEG characteristics (according to Hori’s 9-stage 
scoring system), EOG characteristics and eyelid drooping events as identified through 
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video recordings during driving simulation experiments. The EEG and video 
recordings from the driving simulation experiments were firstly visually studied to 
pick out characteristic features which appeared repetitively across experiments. This 
was checked with existing literature. For example, it has been established that at the 
onset of drowsiness, existing literature describes that subjects will experience longer 
eye blinks, and EEG signals will exhibit a drop in beta activity and an increase in alpha 
activity. This information will be checked against the observations derived by our 
experiments. 
 Using the above criteria of classification, the EEG recordings were manually 
scored (at 10-second epochs) into 5 levels as agreed by the author and his co-
supervisor, with the first and last levels representing the Wake and Stage 1 sleep stages 
of the standard sleep criteria by Rechtschaffen and Kales (1968). For each level to be 
established, both raters had to agree that the EEG signal, eye, facial or other physical 
features identified by that specific index level had been shown to be repetitive for 
within and across-subject comparisons. Epochs with ambiguities were excluded from 
further analysis. 
After the EEG data were scored by using a criteria agreed by both raters, the 
EEG segments which corresponded to each level were marked for extraction. 
Extracted data segments that represented each level of the DDI index were visually 
checked for parts which displayed severe ‘noisy’ signals or unrepresentative 
waveforms. These ‘noisy’ parts were taken out from further analysis. The remaining 
data segments were used for SVM classification. 
 The manually classified data segments were organized into the respective 
groups according to the levels of the DDI. Similar to the preparation of data for binary-
class classification, the EEG data from each group was split into 2 sets: the SVM 
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training set as well as the validation set. The training set was used to train the multi-
class classification tool by SVM as described in section 3.4.3. For validation of the 
SVM classification tool, the EEG data segments representing the various levels of the 
DDI from the validation set were mixed randomly to test if the trained SVM was able 
to distinguish each data segment correctly. The SVM performance was assessed on 
both the training and the validation sets. 
 
3.5 Summary 
 This chapter has discussed in general the research methodology employed by 
this study. Using EEG as the main tool for monitoring and assessing drowsiness under 
simulated driving conditions, we proceeded to compare the EEG graphoelements as 
well as the power spectra analyses (log and spatial) between voluntary reclined sleep 
onset and involuntary sleep onset due to lapses in attention while driving. EEG data 
collected from various experiments were pre-processed using visual inspection and 
ICA artefact removal. The classification of alertness from drowsiness by the analysis 
of EEG data was done by SVM. The development of a driver drowsiness index to 
define more intricately the levels of driving drowsiness was done using a SVM multi-
class classification algorithm. 
4 RESULTS AND DISCUSSION 
 
 This chapter documents the observations and analyses from the experimental 
data of this study. It is organized in 3 sections. The first section focuses on the EEG 
waveform as well as spectral differences between voluntary reclined sleep onset in bed 
and involuntary sleep onset in a driving simulator. The second section presents the 
results from SVM classification between alert and drowsy EEG. The third section will 
discuss the establishment of a Driver Drowsiness Index where the transition from 
alertness to drowsiness to sleep onset is classified into levels and validated by the 
SVM multi-class classification tool. 
 
 
4.1  Characteristic EEG Differences between Voluntary Recumbent 
Sleep Onset in Bed and Involuntary Sleep Onset in a Driving 
Simulator 
 Recall from the previous chapter (section 3.2.4) that there were two essential 
tasks that each subject had to do: (1) a bed-sleeping task, and (2) a day and a night-
driving simulation task. This section will be discussing some of the EEG 
graphoelements associated with sleep onset under these two conditions.  
 
4.1.1 Analysis of Sleep Onset Period (SOP) 
In all the experiments, subjects at least passed into sleep stage one. To 
highlight the differences in sleep resistance under the respective experimental 
conditions, Table 4.1 shows the means and standard deviations of instances where 
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subjects entered stage 1 sleep during each experiment as detected by EEG, their mean 
latencies, the percentages of these periods relative to total experiment times, and their 
number of occurrences. Recumbent sleep tests gave the highest percentages of stage 1 
sleep entries, which on average were experienced in almost 50% of the test duration. 
This was contrasted with just 10% (day-driving) and 11% (night-driving) of the total 
test duration during driving simulations. Since the sleep stage 1 percentages did not 
follow a normal distribution, a non-parametric statistical test (Kendall’s Test) was 
done on the percentage of sleep stage 1 duration to total experiment time between 
recumbent sleep and simulated driving (day) conditions. Test results showed 
significantly increased sleep stage 1 durations for recumbent sleep (p<0.05). In 
addition, the average number of sleep stage 1 occurrences was lowest in recumbent 
sleep and highest in night driving simulation. This observation, whilst not reaching 
statistical significance (paired t-test) is a result of less sleep disruptions occurring in a 
recumbent position. It was also observed that sleep latency was shortest under 
recumbent sleep condition, and night driving condition showed the highest latency 
with the highest variance among the 3 experimental conditions. Sleep stage 1 
occurrences and their latencies from individual subject’s EEG records were highly 
variable both within and across subjects under the different experimental conditions. 
Some subjects also exhibited better sleep resistance than others (details on individual 
subject’s sleep stage 1 mean latency, duration and occurrences can be obtained from 
Appendix F). 
Besides the sleep stage 1 episodes and occurrences, there were distinctive 
differences between the sleep onset process under driving and recumbent sleep 
conditions. Video recordings of each driving simulation showed subjects sitting alertly 
at the start of each test. As the test went on, subjects’ eye blinks became slower and 
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periods of eyelid drooping appeared. During these periods, there were frequent yawns 
from the subjects and they were more fidgety in their body and head movements. This 
visual evidence of the subjects increasing awareness of their progressive sleepiness 
demonstrated their attempts at resisting sleep. In the case of a subject falling asleep, 
he/she would commonly awaken themselves by a shift in body posture. For bed-
sleeping tests, subjects’ eyes were closed throughout the test and the time to sleep 
onset was relatively shorter. It was observed that there was good correlation between 
visual sleepiness assessment (video) and EEG assessment. A more elaborative 
breakdown of the SOP process with respect to driving drowsiness will be presented in 
section 4.3, where the complete SOP process is classified into different drowsiness 




Table 4.1: Quantification of sleep stage 1 episodes experienced by subjects (n = 30) under the respective experimental conditions. (Legend: SD 
= standard deviation, SS1 = sleep stage 1, ET = experiment time) 
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Mean 2.1 14.8 49.2 1.8  2.8 6.1 10.1 2.9  3.2 6.8 11.3 3.4 






4.1.2 Differences in EEG Graphoelements 
 One of the aims of this study is to investigate whether the struggle to remain 
awake whilst driving in a simulator results in different expressions of sleep-associated 
EEG graphoelements than when sleep results with volition whilst recumbent. This 
section will be presenting the results of the graphoelement analysis of the prominent 
EEG features associated with the SOP: the Vertex Sharp Wave (VSW) and sleep 
spindle. As discussed in section 3.3.4.1, this analysis was done by measuring the 
vertex sharpness between the VSWs of recumbent sleep onset and driving sleep onset. 
In addition, the comparison of the morphologies of VSW and sleep spindles between 
the sleep onset under these different conditions would also be presented in this section. 
 
4.1.2.1 Vertex sharp wave morphology 
Vertex sharpness 
Table 4.2 shows the scoring results (means and standard deviations) of sleep 
VSWs for each recording condition. Inter-scorer reliability and the inter-score 
correlation index were excellent. Differences in ability to keep awake throughout the 
experiment resulted in some EEG records not showing any VSW while some subjects 
who were in stage 1 sleep for over 50% of the experiment could have up to 60 VSWs 
scored. The details of the VSW scoring by individual scorers of each experiment can 







Table 4.2: Scoring for Vertex Sharp Waves by two scorers of the SOPs under the 
respective experimental conditions. 
 





Score 1 21.7 21.5 0.978 0.959 Score 2 19.3 19.7 
Day-driving Score 1 10.8 11.6 0.950 0.905 Score 2 9.4 10.9 
Night-driving Score 1 7.4 8.3 0.926 0.893 Score 2 4.8 6.3 
 
Sharpness indices of the VSWs varied considerably between the various 
experimental conditions. We further analyzed this by using a quantitative analysis 
method to calculate the vertex sharpness by introducing a vertex sharpness index 
(described in section 3.3.4.1). Figure 4.1 shows a boxplot of the sharpness index for 
bed-sleeping, day-driving and night-driving tests. As sharpness index values for each 
condition for all subjects followed the normal distribution, a repeated-measures 
ANOVA on within-subject variance was performed on mean vertex sharpness indices 
across the 3 conditions: day recumbent sleep, day driving and night driving 




 Figure 4.1: Vertex sharpness index under recumbent sleep, day driving and night 
driving conditions. The gross vertex sharpness index reflects the mean slope of the 
ascending vertex wave. 
 
Double (DCV) and Triple Conjoined VSWs (TCV) 
The morphology of VSWs appeared in various forms in both recumbent sleep 
tests and driving simulations. Double and triple conjoined VSWs (Figures 4.2 and 4.3 
respectively) were identified, of which two or three consecutive vertex waves appeared 
to be linked together respectively. The occurrences of these waveforms were irregular 
and differed among subjects and between tests. Twelve subjects registered double 
conjoined VSWs during recumbent sleep tests, while six and five subjects registered 
double conjoined VSWs in day and night driving simulation tests respectively. Eight 
subjects registered triple conjoined VSWs in recumbent sleep tests and none had triple 
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conjoined VSWs for driving simulations. Chi-squared tests failed to show statistical 
significance for DCV, while results of TCV were significant to recumbent sleep tests.  
 
 









4.1.2.2 Vertex sharp waves and sleep spindles morphology 
Vertex-Spindle-Vertex Train (VSVT) 
The analysis of EEG waves from both bed-sleeping and driving simulation 
experiments revealed a common observation of a specific arrangement of vertex and 
spindles at certain instances along the path of late stage one and early stage two sleep. 
These waves contain combinations of vertex waves followed by spindles and 
sometimes taking on the form of trains of vertices, (Figure 4.4). This Vertex-Spindle-
Vertex Train (VSVT) combination could last for a period from as short as 1 second up 
to 15 seconds. Fourteen subjects showed VSVT features in bed-sleeping experiments 
and eight subjects during driving simulation experiments. These results did not reach 
statistical significance (p = 0.05 level) with the chi-squared test. 
 
 
Figure 4.4: A Vertex-Spindle-Vertex-Train wave from recumbent sleep. (Subject: 
Female Chinese; Age: 23) 
 
Conjoined Vertex with Spindles (CVS) 
From our EEG analysis performed on recumbent sleep and driving simulation 
data, there is usually a clear temporal separation of spindles and vertex waves, which 
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can be as short as 100 μs (Figure 4.5).  However a hybrid waveform appeared which 
the author named a Conjoined Vertex-Spindle (CVS) consisting of a vertex wave 
followed by an incomplete sleep spindle train. EEG data from 11 recumbent sleep tests, 
and 12 day and 11 night driving simulations showed CVS wave features. Chi-squared 
test results showed that the CVS feature was significantly associated with driving 
experiments only (p < 0.01). 
 
 
Figure 4.5: (Top) Vertex separated from a spindle during recumbent sleep. (Subject: 
Male Chinese; Age: 24) (Bottom) Conjoined vertex and spindle during night driving 
sleep. (Subject: Female Chinese; Age: 25) 
 117
4.1.3 Discussion 
The above results provide evidence that the EEG characteristics of recumbent 
sleep onset are distinctly different from those of sleep onset whilst driving. These 
differences in EEG patterns may be due to differences in the intent to stay awake as 
well as due to postural differences. Although this was the first study to identify 
characteristic differences between varying modes of sleep onset, theoretical 
considerations lend support to this finding. 
The effects of cortical processes on EEG, in particular cognitive processes, 
have long been appreciated amongst EEG researchers (Bolduc et al., 2003; Corsi-
Cabrera et al., 2003; Evans, 2003; Lin, 2000; Llinás and Paré, 1991; Muzur et al., 2002; 
Niiyama et al., 1995; Pulvermüller et al., 1997; Sarter and Bruno, 1999). The best 
known of these are the attenuation of alpha waves and mu rhythms with various types 
of mental strain (Schoppenhorst et al., 1980). From this, one can extrapolate that 
cortical processes occurring with the struggle against falling asleep would induce EEG 
changes. EEG registration of attentional processes is known to persist well into the 
early stages of light sleep, returning again during rapid eye movement (REM) sleep 
(Ogilvie, 2001).  
Differences between recumbent and driving sleep onset are mainly reflected in 
VSW morphology and spindle patterns. Although ANOVA results for vertex sharpness 
across recumbent sleep, day driving and night driving simulation conditions did not 
reach statistical significance, we believe that with a larger sample size, significance 
could be reached. 
The gradual and fluent transition from awake to sleep is characterized by the 
appearance of VSWs. According to Hori‘s nine-stage sleep onset period, the 
hypnagogic inhibitory effect exerted on cognitive function after stage 6 (appearance of 
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vertex sharp waves) is accompanied by the subjective sensation of “vagueness” (Hori 
et al., 2002). The ensuing higher voltage of early light sleep is thought to result from 
more synchronized rhythmic activity in adjacent cortical neurons (Siegel, 2000) in the 
central brain area, of which the VSW is a prime indicator and result of this 
synchronization (Tanaka et al., 2000). VSWs also indicate decreased thalamo-cortical 
arousal levels and facilitate the initiation and maintenance of sleep rather than an 
arousal response (Nicholas et al., 2002; Pezka and Harsh, 2002). There is evidence that 
VSWs reflect activity of inhibitory mechanisms that blunt the arousal associated with 
processing of sensory stimuli during sleep and sleep onset (Pezka and Harsh, 2002). 
VSWs during stage one and early stage two sleep are therefore intricate determinants 
of the physiological state of the brain. As pointed out by Campbell (Campbell and 
Colrain, 2002), in sleep a ‘decision’ must be made about whether new stimulus input 
requires an arousal to wakefulness. VSW are therefore thought to be indicators of the 
fluctuations in cortical arousal resulting from intermittent awareness to external stimuli. 
This explains their frequent presence in stage one sleep. During the driving simulations, 
subjects were constantly trying to stay awake before eventually surrendering to sleep. 
We propose that this struggle between consciousness and cortical alertness (Pawlik and 
Cattell, 1965; Siddle et al., 1974), coupled with the constant exposure to external 
stimuli, has effects on vertex sharpness. This interpretation could explain the higher 
vertex sharpness indices scored from the daytime recumbent sleep experiments as 
compared to day-driving simulation experiments and the sharper VSWs with night-
driving as compared to day-driving. The variance in sharpness indices recorded at 
different times of the day further suggests circadian rhythm can affect vertex 
morphology. 
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Apart from the pattern of triple conjoined vertices that was associated with 
recumbent sleep EEG only, several other patterns are worth mentioning. The 
combination of vertex-spindle-vertex trains (VSVT) was observed in over 50% of bed-
sleeping test records compared to less than 30% during driving simulation. This result, 
however, did not reach statistical significance. The presence of a conjoined vertex and 
spindle waveform was significantly associated with driving simulation mode. 
Statistical comparisons revealed that the exclusivity of this waveform to driving 
simulations was more significant than measuring the vertex sharpness index. This 
suggests that the conjoined vertex and spindle waveform is the most significant and 
distinguishing EEG wave feature differentiating between bed-sleeping and sleep onset 
whilst driving. 
The neurophysiological mechanisms of spindle generation involve thalamic 
and corticothalamic networks (De Gennaro and Ferrara, 2003). With decreasing 
awareness, thalamo-cortical neurons become more and more synchronized and impose 
their frequency upon cortical target neurons, resulting in sleep spindles as well as slow 
waves. These can be preferentially recorded over the parasaggital scalp regions (Dijk 
et al., 1993). To date, the scoring and identification of sleep spindles has been 
independent and disassociated with VSWs. The conjoined vertex-spindle waveform 
observed from this study is thus a novel feature worthy of further anatomical and 
physiological investigation. 
The effect of posture on sleep has not been well studied despite its obvious 
importance in affecting sleep onset. Nicholson and Stone (1987) reported that an erect 
posture disrupts sleep. A study by Cole (1989) and a similar study by John (1999) on 
sleep-deprived subjects discovered that an upright posture was associated with greater 
amounts of high-frequency EEG activity, implying enhanced arousal and greater levels 
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of alertness. It was likely that sitting upright enhanced the ability to stay awake in the 
driving simulations of this study. Aeschbach (1994) performed a study on sleep in a 
sitting position and found that sleep efficiency, rapid eye movement (REM) sleep and 
subjective sleep quality were lower than when sleeping in bed. In addition, latency to 
stage 1 and REM sleep onset were longer. There was no known literature that could be 
found while accessing databases such as PUBMED and SCIENCEDIRECT which 
discussed the effects of posture on EEG sleep onset. 
 
4.1.4 Concluding Remarks 
In summary, this part of the study has identified significant and distinctive 
differences in EEG graphoelements during the sleep onset phase of voluntary 
recumbent sleep and involuntary sleep onset whilst driving, suggesting that EEG 
graphoelements are affected by cortical processes and vary according to the prevalent 
sleep condition. Thus, further evidence has been provided to show that analysis of the 












4.2 An Automatic Method of Distinguishing between Alert and 
Drowsy EEG to Improve Driving Safety 
 
The results from this part of the study serve to provide evidence that the EEG 
signal and spectral differences between alertness and drowsiness can be reliably 
identified by the SVM pattern recognition tool, which could serve as an automatic 
analytical and detection tool for driving drowsiness. 
 
4.2.1 Manual Classification of EEG Alertness and Drowsiness  
Recall in section 3.4.2 the criteria for identifying the alert and drowsy states 
from the EEG recordings of simulated driving. The ‘alert’ state refers to relaxed 
wakefulness and is operationalized in EEG as the alert wakefulness with dominant beta 
activity (13-25Hz) present, eye blinks of 0.3 to 0.4 second durations and inter-eyeblink 
intervals of 6-8 seconds. The ‘drowsy’ state is operationalized as EEG showing the 
presence of slow eye movement with occipital alpha rhythm (9-13 Hz), a decrease in 
the amplitude and/or frequency of the alpha rhythm (alpha dropout), and eye closures 
greater than 0.5 seconds. 
EEG data manually classified under the ‘alert’ state was predominantly in the 
beta frequency range, with eye blink durations falling between 0.2 to 0.35 seconds, and 
time between blinks averaged at 2 to 3 seconds. A sample of raw EEG data from the 





 Figure 4.6: Sample of raw EEG data manually classified as ‘alert’. 
 
EEG data manually classified under the ‘drowsy’ state consist of eye blink 
durations between 0.5 to 1.5 seconds, with predominant alpha wave frequency activity 
and alpha dropout occurrences. A sample of raw EEG data from the ‘drowsy’ state is 
shown in Figure 4.7. 
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 Figure 4.7: Sample of raw EEG data manually classified as ‘drowsy’. 
 
 After manual classification, there were a total of 246 ‘alert’ EEG segments and 
462 ‘drowsy’ EEG segments. The number of ‘alert’ and ‘drowsy’ EEG segments 
classified from day-driving simulations was 134 and 212 respectively. The rest were 
from night-driving simulations.   
 
4.2.2 EEG Spectral Characteristics from Alert to Drowsy States 
Recall from section 4.2.1 that manual classifications of ‘alert’ and ‘drowsy’ 
segments in each EEG recording had been performed. In this section, the main 
representative spectral characteristics, including the spatial spectral distribution, 





4.2.2.1 Log power spectra analysis 
 All the EEG data segments from the driving simulations that were manually 
classified as ‘alert’ and ‘drowsy’ were converted to power spectra by FFT according to 
the procedures mentioned in section 3.3.4.2. This section will be presenting the results 
from the spectral analysis of these datasets. 
 It should be noted that the results discussed are based on the collective analysis 
of EEG datasets across subjects. This is possible and justified because of the 
normalization of the spectral power that was performed on each dataset thereby 
enabling all the converted data to be assessed on a common basis. Therefore, the 
results discussed here represent the collective characteristics that were shown to be 
distinctive to their respective classes. 
Since every electrode recording would give rise to its individual channel power 
spectra, we defined a global mean channel that calculates the mean potential of all the 
nineteen recording channels at any instant, so that it is representative of the EEG 
potentials of the entire scalp. Therefore, the analysis and results derived from this 
global mean channel is indicative of the general phenomenon of the spectral 
characteristics pertaining to a certain physiological state. The topographical spectral 
analysis would be discussed in the following section. 
 Recall that there were two driving simulations: (1) day, and (2) night, which 
were conducted for every subject. The data segments classified to either ‘alert’ or 
‘drowsy’ categories in both driving simulations were combined together as a collective 
analysis. The spectral density functions representing each of the physiological states 
are shown in Figure 4.8. One significant observation is there was a distinctive increase 
in spectral power over the bandwidth between 8 to 13 Hz of the spectral density for 
drowsiness. This range covers the entire alpha band. Independent t-test of variance 
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Figure 4.8: Mean spectral density between alert and drowsy states during simulated 
driving sessions (30 day, 30 night) of 30 subjects. 
 
Figure 4.9 shows the mean spectral density between alert and drowsy states for 
the day driving simulation test only. From the figure, it was observed that the spectral 
power was lower for the ‘drowsy’ plot over the delta and theta and beta bandwidths 
while the alpha band power was higher, particularly over the range of 9-11 Hz. 
Between subject independent t-test of variance of spectral power along the 9-11 Hz 




























Figure 4.9: Mean spectral density between alert and drowsy states during day 
simulated driving (30 subjects). 
 
Figure 4.10 shows the mean spectral density between alert and drowsy states 
for the night driving simulation test only. The differences in band power between alert 
and drowsy states were less at the delta, theta and beta bands compared with the day 
driving simulation, although the alpha power increase continues to be statistically 





























Figure 4.10: Mean spectral density between alert and drowsy states during night 
simulated driving (30 subjects). 
 
Figure 4.11 compares the mean spectral densities of the alert states between the 
day and night driving simulations. The two graphs were very similar to one another, 
indicating that the alert EEG state of the driver does not differ much between night and 
day. A within-subject paired t-test for variance of alert states between day and night 


























Figure 4.11: Mean spectral density of alert states between day and night simulated 
driving (30 subjects).  
 
Figure 4.12 compares the mean spectral densities of the drowsy states between 
the day and night driving simulations. The graphs looked similar except that the alpha 
power in the day driving simulations was generally higher. However, within-subject 
paired t-test for variance of drowsy states between day and night driving simulations at 
any of 9 Hz and 15 Hz frequency points (where the differences in spectral power were 
























Figure 4.12: Mean spectral density of drowsy states between day and night simulated 
driving (30 subjects). 
 
The main results from the spectral analysis in this section could be summarized by 
focusing on the spectral power over the sub-alpha bandwidth of 9-11 Hz as a basis for 
differentiating between alert and drowsy states under simulated driving conditions.  
 
4.2.2.2 Spatial power spectra analysis 
 The data from the ‘alert’ and ‘drowsy’ segments was converted to spatial 
power density distribution maps according to the parameters set for map generation 
(refer to section 3.3.4.2). The results of the spatial spectral analysis for ‘alert’ and 
‘drowsy’ EEG segments are summarized as follows. 
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‘Alert’ EEG segments 
 The spatial power maps generated from ‘alert’ EEG data segments were 
generally irregular, with power intensities localized at different scalp locations. This 
observation was consistent across the four frequency bands. A quantitative analysis of 
the power localizations at various frequency bands are shown in Table 4.3. 
 
Table 4.3: Percentage of ‘alert’ EEG datasets with localized power at various 
frequency bands. 
   
Power Localization 
 Fronto-Central Centro-Parietal Not localized 
Delta band 42% 30% 28% 
Theta band 45% 27% 28% 
Alpha band 17% 38% 45% 
Beta band 54% 40% 6% 
  
From Table 4.3, it can be seen that the power localizations across the various 
frequency bands were distributed all over the scalp, without displaying any consistency 
in any specific region.   
 
‘Drowsy’ EEG segments 
 From the spatial spectral analysis of ‘alert’ and ‘drowsy’ datasets, it was 
observed that at the alert state, EEG power was dispersed over the scalp, without 
centering on any specific region in any particular dominant frequency. However, in the 
drowsy state, there was a collective centralization of power at the frontal and central 
scalp regions at all of the 4 primary frequency bands. There were also a high 
percentage of cases where alpha band power was centralized at the centro-posterior 
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regions. The localizations of alpha band power at these specific regions are illustrated 
in Figure 4.13. 
 
     
        (a)            (b)           (c) 
Figure 4.13: Examples of power localizations over the (a) fronto-central, and (b) 
centro-parietal scalp regions at the alpha frequency band during the drowsy state, in 
comparison with an example of (c) a spatial power spectral map during the alert state.  
 
 
The spatial power maps generated from ‘drowsy’ EEG data segments displayed 
more regularities in power localizations, especially over the fronto-central and centro-
parietal regions. A quantitative analysis of the power localizations at various frequency 
bands are shown in Table 4.4. 
 
Table 4.4: Percentage of ‘drowsy’ EEG datasets with localized power at various 
frequency bands. 
   
Power Localization 
 Fronto-Central Centro-Parietal Not localized 
Delta band 60% 24% 16% 
Theta band 72% 21% 7% 
Alpha band 55% 40% 5% 
Beta band 58% 30% 12% 
 
From Table 4.4, it is observed that more than 50% of ‘drowsy’ datasets had localized 
power at the fronto-central scalp region. This observation was evident across the 4 
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frequency bands. In addition, among the 4 frequency bands, power localization in the 
alpha band was the highest at the centro-parietal region.  
 
4.2.2.3 Discussion 
The results from the log power and spatial power spectral analyses have shown 
that the indications of driver drowsiness could be generalized by a significant increase 
in alpha band power particularly in the 9-11 Hz bandwidth centralized at the frontal, 
central and posterior parts of the midbrain region. These results were consistent with 
previous sleep literature (which was discussed in section 2.2.4) which stated (and 
agreed in driver fatigue studies as well) that the drowsiness phase or the sleep onset 
period is primarily characterized by an increase in alpha power. This also provided 
further evidence that drowsiness associated with driver fatigue was indicated by an 
increase in alpha activity and a decrease in beta activity (Akerstedt et al., 1991), while 
drowsiness in recumbent sleep studies where subjects’ eyes were closed before sleep 
onset occurred, is associated with an increase in theta activity and a decrease in alpha 
activity (O’Hanlon and Beatty, 1977; Makeig and Inlow, 1993).  On the other hand, 
our results did not show significant increases in delta and theta power during the 
transition to drowsiness This finding was in contrast with results by Lal and Craig 
(2000) in a similar study. However, our spatial power results were consistent with their 
findings of delta, theta and alpha activity localized at the frontal and central areas. This 
finding was also consistent with other reports by Santamaria and Chiappa (1987a; 
1987b) and Schier (2000). Lin et al. (2005) found strong correlations of alpha power 
with driving performance at the central and posterior channels as well. Therefore, the 
results from the spectral analysis of the manually classified ‘alert’ and ‘drowsy’ EEG 
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segments for this study had been shown to be consistent with other reported spectral 
characteristics associated with driver fatigue studies. 
 
4.2.3 SVM Classification of Alert and Drowsy EEG  
 Recall from section 3.4.2 that for the training and testing of the SVM 
classification tool, the EEG data from simulated driving experiments were split into a 
training set and a testing set, each containing a mixture of ‘alert’ and ‘drowsy’ EEG 
epochs. There were a total of 246 manually classified ‘alert’ EEG segments and 462 
‘drowsy’ EEG segments. Of these, the SVM training set consisted of 120 ‘alert’ 
segments and 230 ‘drowsy’ segments, while the SVM testing set consisted of the 
remaining ‘alert’ and ‘drowsy’ segments. 
 Binary-class classification of EEG between alert and drowsy states by SVM 
achieved a classification accuracy of 99.3%. This means that the distinguishing 
criterion used for training the SVM program could successfully enable it to identify 
and differentiate between ‘alert’ and ‘drowsy’ EEG accurately. 
 A further validation study on the classification of the SVM tool was carried out 
by comparing the “switching point” from alert to drowsy EEG between SVM and 
manual classification methods. This was explained in section 3.4.2. Data sequences 
showing back-to-back alert and drowsy EEG segments in each driving simulation 
experiment were extracted for comparison. A total of 315 data sequences were 
extracted. With reference to Figure 3.15, there were 236 sequences in which SVM 
classification of the “switching point” was the same as that of manual classification. 
There were 54 cases where SVM classification of the “switching point” was earlier. Of 
these, 41 cases had the “switching point” identified at an epoch earlier than manual 
classification (recall that one scoring epoch was 10 seconds) and the remaining 13 
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cases identified the “switching point” at two epochs earlier. The remaining 25 cases 
had the “switching point” identified at epochs later than manual classification. Of these, 
19 cases were later by one epoch and 6 cases were later by two epochs. These results 
indicate that the trained SVM could detect the onset of drowsiness accurately in about 
75% of extracted data sequences scored at 10-second epochs. In 17% of the data 
sequences, it was detecting drowsy EEG segments at one or two epochs earlier than 
manual classification, which, on a practical perspective, is considered as a positive 
outcome in the interest of driving safety. 
 
4.2.4 Discussion 
This part of the study has used a distinguishing criterion which follows closely 
with Hori’s criterion of drowsiness detection to distinguish EEG alertness from 
drowsiness under simulated driving conditions. Epochs of the driving simulation 
period corresponding to normal fast eye blinks and EEG beta activity were classified 
‘alert’, and epochs corresponding to slower eye closures with dominant alpha activity 
and alpha dropout events were classified as ‘drowsy’. Following spectral analysis, it 
was found that the indications of driver drowsiness could be generalized by a 
significant increase in alpha band power particularly in the 9-11 Hz bandwidth 
centralized at the frontal, central and posterior parts of the midbrain region. This 
manual classification was compared with the classification done by a trained SVM 
classification tool capable of distinguishing the 2 classes of EEG data by using 4 
distinguishing frequency features on each of the delta, theta, alpha and beta 
bandwidths for each of the 17 EEG channels. 
The SVM results have shown that this binary-class classification was highly 
successful in distinguishing EEG of normal wakefulness from light drowsiness, with a 
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classification accuracy of over 99%. The trained SVM was also able to detect the same 
“switching point” from alertness to drowsiness as identified by manual scoring within 
a 10-second epoch window in 75% of EEG data sequences. In the interest of driving 
safety, the SVM tool was also able to give earlier predictions of the impending onset of 
drowsiness in 17% of EEG data sequences.  
By re-addressing the criteria set by Dinges and Mallis (1998), we seek to find 
out if the SVM classification tool endorsed in this study is able to meet certain 
reliability and safety standards in the development of a fatigue detection and 
countermeasure device as set by the criteria. The criteria and how each of its points is 
addressed by the results from this study are as follows (‘device’ here would refer to the 
SVM classification tool): 
 
1. Validity: Does the device measure what it purports to measure, both 
operationally and conceptually? 
The device was dedicated to process and interpret EEG data for the detection of 
driving drowsiness. 
2. Concurrent validity: The extent to which one variable predicts another at the 
same point in time. Can one variable be used to predict the other at the same 
point in time? 
The application of SVM was specific to the classification of drowsiness. From 
EEG signals, it was able to predict the state of the subject at the same point in 
time. This was tested by identifying the “switching point” between alertness 
and drowsiness from our experimental data. 75% of tests were correctly 
predicted. 
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3. Predictive validity: The extent to which one variable predicts another variable 
at some point in the future. Can one variable be used to predict the other at 
some point in the future? 
The SVM classification tool was also tested indirectly in predicting the onset of 
drowsiness during the identification of the “switching point” at earlier epochs. 
17% of tests were predicted earlier. 
4. Reliability: Does the device measure the same construct consistently? 
The SVM classification tool used objective pattern recognition measures 
derived mathematically to classify drowsiness. This produced consistent results. 
5. Generalisability: Does the device measure the same events in everyone? 
The SVM classification tool was tested for its classification accuracy over a 
generic database consisting of a mixture of experimental data. 
6. Sensitivity: How often will the device miss detecting a fatigue event of fatigued 
operator? 
The SVM classifier was tested for failing to identify the “switching point” from 
alertness to drowsiness in 18% of the samples. 
7. Specificity: How often will the device give an alarm that is false? 
Of the samples tested, 18% gave false alarms 
 
Since the SVM was to be developed as a fore-warning detector of drowsiness 
for driving safety, it could be deduced from the results that the SVM was able to 
predict the onset of drowsiness reliably and effectively. This means that the trained 
SVM could match the standards of manual classification and can therefore be used as 
an automatic detection method of drowsiness while driving. 
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It should be noted that although this part of the study has produced promising 
results for SVM based automatic detection of drowsiness, there are a number of 
challenges that one needs to be aware of. One is the consistency of the manual 
classification of EEG data. Only EEG datasets which were agreed upon by both raters 
as clear cut examples of drowsiness and alertness were taken for analysis and 
ambiguous segments were discarded. Further field testing and development is 
necessary to develop algorithms for the SVM system to be able to identify EEG 
segments that are ambiguous thereby posing a greater challenge for accurate 
classification. 
Several studies have reported the feasibility of detecting operator drowsiness 
based on the EEG data in attention-sustained experiments and they used a fairly simple 
logic function, linear or nonlinear regression, or neural networks (Lal et al., 2003; 
Vuckovic et al., 2002; Wilson and Bracewell, 2000). For example, the algorithm 
developed by Lal et al. (2003) to detect driver fatigue used an algorithmic Boolean 
logic with predetermined thresholds to classify the alert and fatigue EEG. They 
reported a classification accuracy of around 90% in automatic classification of alert 
and fatigue states. We believe that the classification accuracy of around 99% obtained 
in the present study demonstrates the suitability of SVM for automatic detection of 
driver drowsiness. 
 
4.2.5 Concluding Remarks 
This part of the study has shown that the early signs of drowsiness leading to 
the onset of sleep in automobile drivers could be reliably detected by changes in EEG 
activity and eye blink patterns. Manual classification of alertness and drowsiness 
epochs from experimental EEG data were carried out using this criterion, and was 
 138
verified by spectral power analysis before a comparison with a parallel classification 
done by SVM. The classification results have shown that SVM classification could 
match the standards of manual classification and could be used as a proficient tool for 
drowsiness EEG recognition. This part of the study has shown that automatic analysis 
and detection of EEG changes is possible by SVM and SVM is a good candidate for 
developing pre-emptive automatic drowsiness detection systems for driving safety. 
 
 
4.3 A Driver Drowsiness Index (DDI) for the Classification of the 
Alert-Drowsy-Sleep Transition while Driving 
The alert-drowsiness transition was further analyzed, and, by including the 
microsleep episodes identified in the simulated driving experiments, a Driver 
Drowsiness Index (DDI) was established that could intricately describe the alert-
drowsiness-sleep transitions. The aim of this DDI is to establish a scoring index for 
driving drowsiness which is comparable to the “gold standard” sleep scoring criterion 
that has been so successfully established by Rechtschaffen and Kales (1968) but only 
specific to recumbent sleep conditions. In section 4.1, we have shown that the sleep 
onset processes between voluntary recumbent sleep and involuntary sleep while 
driving were distinctly different. The scoring criteria of this DDI would thus be 
dissimilar to those set by the recumbent sleep criteria as physiological characteristics 
other than EEG, such as eye blink and eyelid closure characteristics, have to be 
factored in. Nevertheless, the establishment of the DDI would be referenced closely 
with Hori’s nine-stage scoring of early sleep.  
 In the previous section, it was shown that EEG segments of alert and drowsy 
states could be reliably classified by manual as well as SVM classifications. In this 
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section, we would be adding other physiological markers, particularly eye and head 
movement characteristics, which have been shown by previous studies to be of equal 
importance as EEG markers in the definition and detection of driver drowsiness. 
 
4.3.1 Detailed Analysis of the Sleep Onset Period in Driving Simulations 
by EEG, EOG and Video Analysis for the Establishment of a DDI 
Index 
 For this part of the study, the EEG data from driving simulations were scored 
in 10-second epochs using Hori’s 9-stage scoring criteria, with inclusions of the 
criteria for the manual classification of the alert and drowsy states defined from section 
4.2.  EOG data with regards to blink period and inter-blink interval were analyzed 
following EEG scoring. In addition, the degree of eyelid closures were monitored 
through video recordings to identify eyelid drooping events (eyelid closures leaving 
less than 50% of pupil exposed) between blinks. This was distinguished from fully 
closed eyelids and eyelids covering less than 50% of the pupil (i.e. exposing more than 











Table 4.5: EOG characteristics and the degree of eyelid closure between eye blinks 
that corresponded to each EEG scoring stage using a combination of Hori’s sleep 
staging criterion and the alertness/drowsiness criterion established from this study. 
 
EEG Scoring 
EOG Characteristics Degree of Eyelid 
Closure Between BlinksBlink period (s) Inter-blink interval (s) 
Alert 0.3-0.4 6-8 > 50% pupil exposure 
Drowsy 0.5-1 5-7 < 50% pupil exposure 
Hori Stage 1 0.5-1 5-7 < 50% pupil exposure 
Hori Stage 2 1-5 2-4 < 50% pupil exposure 
Hori Stage 3 1-5 2-4 < 50% pupil exposure 
Hori Stage 4 1-5 2-4 < 50% pupil exposure 
Hori Stage 5 >5 1-2 < 50% pupil exposure 
Hori Stage 6 >5 1-2 < 50% pupil exposure 
Hori Stage 7 Full eye closure 
Hori Stage 8 Full eye closure 
Hori Stage 9 Full eye closure 
 
* These results were based on 30 subjects performed during both day and night driving 
simulations, each recording period being 60 min. 
 
Upon closer inspection of the EOG data and the drooping eyelid occurrences, it 
was discovered that the Hori’s criteria was not suitable for the classification of 
drowsiness with respect to driving. Hence, a Driver Drowsiness Index was established 
to describe the sleep onset period with respect to driving by integrating EEG, EOG and 
eyelid closure characteristics identified from this study. The DDI was established by 
the agreement of both raters. The full sleep onset period was able to be classified into 5 
levels. The characteristics of each level are explained as follows. 
 
DDI Level 1: Alert state 
The definition of level 1 of the DDI is similar to the criteria used to classify the 
‘alert’ EEG segments from the previous section, i.e. dominant EEG beta intermixed 
with high alpha activity, eye blinks of 0.3 to 0.4 second durations and inter-eyeblink 
intervals of 6-8 seconds. Video recordings displayed eyelids between blinks which 
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exposed more than 50% of the pupil. The above EEG characteristics and eyeblink 
behaviours were exhibited in all the driving simulation experiments conducted, and are 
illustrated in Figure 4.14. 
 
  
Eye blinks as scored from EOG channel
1 sec
(a) (b) 
Figure 4.14: Physiological characteristics of DDI level 1 as scored by (a) video 
captured images showing subjects are generally alert, and (b) EEG epochs which show 
beta activity and normal eye-blink patterns. 
 
 The next three levels are essentially a more precise breakdown of the ‘drowsy’ 
definition used to manually classify the EEG segments from the previous section.  
 
DDI Level 2: Pre-drowsiness onset 
It was observed in 85% (51/60 cases) of the driving simulations that just before 
the onset of drowsiness (as defined in this study), subjects displayed changes in 
eyeblink behaviour as well as EEG activity. Level 2 of the DDI was thus defined by 
displays of longer eye blinks with durations lasting 0.5-0.6 seconds, and inter-eyeblink 
intervals shortening slightly to 5-6 seconds. Mean EEG activity centered at the lower 




   
1 sec
Longer eye blinks
  (a)              (b) 
Figure 4.15: (a) Example of a video captured image in DDI level 2. (b) Physiological 
characteristics of DDI level 2 scored by EEG epochs showing mean lower beta activity 
and EOG showing longer eye-blink and shorter inter-blink characteristics. 
 
DDI Level 3: Drowsiness onset 
  Drooping eyelid events were evident in over 70% (42/60 cases) of driving 
simulations. EOG records registered this drooping eyelid behaviour as a dipping 
waveform that was shallower than the signals displayed by a normal eyeblink. EOG 
data showed eye blink periods greater than 0.5 seconds and inter-blink intervals 
between 5-6 seconds. EEG recording epochs displayed short trains of slow alpha 














event   (a)      (b) 
Figure 4.16: Physiological characteristics of DDI level 3 as scored by (a) video 
captured images showing subjects with drooping eyelids and (b) EEG epochs which 
show alpha trains during drooping eyelid events. 
 
DDI Level 4: Post-drowsiness onset 
 This level of deeper drowsiness was evidenced by full eye closures lasting up 
to 5 seconds. The EEG activity associated with this level is very much similar to 
Hori’s Stage 2, 3 and 4 combined, i.e. dominant alpha activity with an amplitude of 20 
μV with alpha dropouts (Figure 4.17). Eyelid drooping behaviour continued to be 
evident at this level and subjects were unable to open their eyes fully to expose more 
than 50% of the pupil. It was observed from video recordings that up to this stage, 
subjects were still capable of returning to previous alertness levels by self arousals, e.g. 
either fidgeting or shifting their postures to return to an upright sitting position, thereby 
regaining a certain degree of alertness. The above characteristics were evident in all 
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Figure 4.17: Physiological characteristics of DDI level 4 as scored by (a) video 
captured images showing subjects with full eye closures up to 5 seconds, and (b) EEG 
epochs which show dominant alpha activity and alpha dropouts at eye closure periods. 
 
DDI Level 5: Early sleep 
This is the level which consists of the common characteristics of stage 1 sleep 
after complete eye closures lasting for 5 seconds or more.  At this level, EEG waves 
were generally flat and averaged at the theta frequency range, with the occurrences of 
vertex sharp waves and incomplete sleep spindles, which corresponded to features 
present in stages 6, 7 and 8 of Hori’s scoring system. It is more difficult for subjects to 
recover to previous alertness levels at this stage. The characteristics of DDI level 6 are 
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Figure 4.18: Physiological characteristics of DDI level 5 as scored by (a) video 
captured images showing subjects with complete eye closures lasting 5 seconds or 
more, and (b) EEG epochs which show characteristics of early sleep, i.e. flat waves 
with vertex sharp wave occurrences. 
 
 A summary of their characteristics and comparisons with previous 














Table 4.6: Detailed characterization of the sleep onset period (SOP) into a Driver 
Drowsiness Index (DDI) consisting of 5 levels. Characteristics of each level is 
determined from video recordings, EEG and EOG from driving simulations. Each 
level is compared with previous classifications of the SOP. 
 
Level Characteristics Remarks 
1 
Video: Eyelids between blinks expose more than 




EEG: Dominant beta activity intermixed with high 
alpha activity.  
EOG: Eye blinks lasting 0.3-0.4 s, inter-blink 
interval 6-8 s. 
2 
Video: Eyelids between blinks expose more than 
50% of pupil. More elaborate 
breakdown of the 
‘drowsy’ manual 
classification criteria 
in section 4.2. 
EEG: Mean frequency between 13-18 Hz.  
EOG: Long eye blinks lasting 0.5-0.6 s, inter-blink 
interval 5-6 s. 
3 
Video: Drooping eyelid closure events.  
EEG: Alpha trains during drooping eyelid events. 
EOG: Long eye blinks lasting more than 0.5 s, inter-
blink interval 5-6 s. 
4 
Video: Drooping eyelid closure events. 
Comparable to Hori’s 
Stage 2, 3, 4 
combined.  
EEG: Dominant alpha activity with alpha dropouts. 
EOG: Long eye blinks lasting up to 5 s, inter-blink 
interval 1-2 s. 
5 
Video: Full eyelid closure events. . 
Comparable to Hori’s 
Stage 6, 7, 8 
combined. 
EEG: Flat theta waves, occurrence of vertex sharp 
waves and spindles. 
EOG: Long eye blinks lasting more than 5 s, inter-
blink interval 1-2 s. 
 
 
4.3.1.1 EEG spectral analysis of DDI  
 EEG segments corresponding to the various levels of the DDI were marked out 
and extracted from the EEG recordings. By using the same procedures from the 
previous section, these segments were put to spectral analysis. The results of the log 





























Figure 4.19: Log mean spectral power of the various levels of the DDI. 
 
 Figure 4.19 shows that at the alpha frequency band between 8-12 Hz, there was 
an increase in EEG power from level 1 to level 4, followed by a drop at level 5. Since 
the variations in alpha power have been shown to be a reliable indicator of progressive 
drowsiness, the above graph had shown that the increase in drowsiness was clearly 
indicated by the increase in alpha power. Subsequently, at the last level, it was shown 
that alpha power was replaced by a rise in theta power, which corresponded to one of 
the indicators of early sleep. The spectral analysis of the DDI levels has shown that the 
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classification of the sleep onset period during driving simulations by the simultaneous 
visual analyses of EEG and video recordings is reliable.    
  
4.3.2 A Detailed Analysis of the Sleep Onset Process under Simulated 
Driving Conditions 
 Following the manual classification of each driving simulation EEG recording 
into segments according to the DDI levels, the sleep onset process is re-addressed here. 
Figure 4.20 shows an example of the manual classification of a day and a night driving 
simulation (the rest of the classifications for each subject’s driving simulations can be 











Figure 4.20: Examples of manually classified EEG recordings from day and night 
driving simulations using DDI index.  
 
It was observed that the sequence at which DDI levels transited from one to 
another did not follow any particular order. This means that the transitions from 
alertness to drowsiness (and sleep) were different for each driving simulation 
experiment. This is a significant discovery which sets the sleep onset process under 
simulated driving conditions apart from the normal sleep cycle, which repeatedly 
follows the sequence from stage 1 to stage 4 to REM sleep and back.  Under simulated 
driving conditions, subjects’ states could jump between levels, proving to be non-
Level 1 Level 2 Level 3 Level 4 Level 5 
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sequential and thus unpredictable. A possible reason for this non-progressive nature of 
the sleep onset process is that subjects were continuously struggling to recover from 
drowsiness. They were consciously aware that their attention on the road was 
diminishing and they were trying very hard to sustain and maintain their alertness 
levels. This could explain why subjects’ physiological behaviours were unpredictable 
and the experience at each DDI level could not be sustained throughout the 60-minute 
experiment. Subjects were also able to skip levels along the DDI due to self-arousals 
(to regain previous alertness levels) or micro-sleeps (to cause attention lapses), which 
could occur suddenly and without pre-emptive symptoms.  
 Figure 4.21 is a graph which shows the mean time duration as a percentage of 
total driving simulation time that each level of the DDI was sustained. These 
percentages were compared between day and night driving simulations. It was 
observed from the graph that the time at which subjects experienced DDI level 2 was 
relatively longer than other levels. This means that subjects were mostly in a state of 
DDI level 2 drowsiness during both day and night driving simulations. On the other 
hand, the time that subjects experienced DDI levels 4 and 5 were shortest. This means 
that subjects were least probable in reaching to deeper levels of drowsiness, and were 
mostly hovering between alertness and moderate drowsiness. Subjects were 
experiencing longer time periods at level 1 drowsiness in night driving simulations but 
shorter time periods at level 2 and level 3 than day driving. This could be due to post- 







































Figure 4.21: Graph showing the mean time duration as a percentage of total driving 
simulation time that each level of the DDI was sustained in day and night driving 
simulations. 
 
Figure 4.22 shows the mean number of occurrences of each DDI level as a 
percentage of the total number of occurrences across DDI levels in each driving 
simulation. Level 2 drowsiness was experienced the most number of times during a 
driving simulation. This means that subjects’ drowsiness state was oscillating around 
level 2, i.e. when subjects were experiencing deeper levels of drowsiness, if self-
arousal occurred, subjects would most probably be regaining up to level 2 alertness. In 
addition, the graph also showed that most subjects were generally in a state of level 2 
drowsiness for most parts of the driving simulation. This observation was common 
between day and night driving simulations. One difference is that for day driving, 
subjects were mostly in the state of either level 2 or 3 drowsiness, while for night 






























































Figure 4.22: Graph showing the mean number of occurrences of each DDI level as a 
percentage of the total number of occurrences of DDI levels experienced by subjects 
during day and night driving simulations. 
 
 The analysis of the sleep onset process under simulated driving conditions has 
shown that subjects’ states of drowsiness (according to DDI levels) and their 
transitions were irregular, unpredictable and do not follow any particular order. It was 
further observed that subjects were generally in a state level 2 drowsiness during most 
parts of the driving simulation experiment, and whenever they drop into deeper levels 
of drowsiness, self-arousals (when they occur) would enable them to regain to a state 
of level 2 alertness. This phenomenon was evident in both day and night driving 
simulations. Night driving simulations contained a higher number of occurrences 
where subjects were in level 1 alertness. 
   
4.3.3 Validation of DDI by Multi-class Classification of EEG Data 
The manually classified data segments were organized into the respective 
groups according to the levels of the DDI. Similar to the preparation of data for binary-
class classification, the EEG data from each group was split into 2 sets: the SVM 
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training set as well as the validation set. The training set was used to train the multi-
class classification tool by SVM as described in section 3.4.3. For validation of the 
SVM classification tool, the EEG data segments representing the various levels of the 
DDI from the validation set were mixed randomly to test if the trained SVM was able 
to distinguish each data segment correctly, i.e. corresponding to the level identified by 
manual classification. 
 The 5-class classification of the EEG data by using the DAG-SVM algorithm 
achieved a classification accuracy of 77.2% compared to manual classification. When 
the data segments of the validation set were aligned side-by-side for testing, the extent 
of which the classification tool could recognize the correct level (as scored by manual 
classification) achieved an accuracy of 42.4%.  
 
4.3.4 Discussion 
 A Driver Drowsiness Index (DDI) was established on the basis of video and 
EEG recordings of driving simulations. By analyzing the physiological behaviours 
exhibited by subjects and supported by EEG characteristics, the entire sleep onset 
process could be broken down into 5 levels of drowsiness. These 5 levels formed the 
components of the DDI.   
 Investigators such as Brown (1997), Erwin (1976), Dingus et al. (1985), Stern 
et al. (1984, 1994) and others have identified eyelid closures as a valid measure of 
degraded task performance due to fatigue. Dinges et al. (1998) also came up with 
PERCLOS to identify slow eye lid movements during fatigue situations, which had 
been shown to be reliable and accurate. Popieul et al. (2003) had previously used the 
driver’s head movements as a drowsiness indicator and their results were consistent 
with other performance indicators such as EEG and eye blinks. These studies and their 
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accomplishments have established the feasibility of using other physiological 
indicators as valid measures of drowsiness. 
 Using the drowsiness tracking criteria developed in this work, there is potential 
for an improved understanding of the sleep onset phase. We can observe from our 
experimental observations that the transition from wakefulness into sleep appears to be 
a smooth transition. Merica and Gaillard (1992) reinforced our findings by stating that 
the “… continuity of the process of falling asleep is not adequately accounted for by 
the sleep staging process. A step function is sought there where, in fact, a smooth 
function exists.” From the driving simulation results, the exit transitions from sleep to 
wakefulness appear more as jumps as opposed to smooth transitions. This may be due 
to the conditions under which the subjects are woken abruptly either as a result of their 
head nodding or induced self-arousals. Also, the sleep portions of the data seem to 
reveal transitions and stable plateaus which are comparable to the more traditional 
sleep stages.  
Ever since Hori’s 9-stage criteria of sleep scoring which provided a closer 
outlook into the sleep onset period, further studies have not attempted to further 
develop (or dispute) these criterion. Another point to note is that Hori’s criterion is 
inclined to the analysis of the sleep onset period during recumbent sleep conditions. As 
such, their primary focus was more skewed towards the onset of sleep with less 
emphasis on the drowsiness period (which would probably be relatively short since it 
was established under voluntary recumbent sleep conditions). It was shown in this 
section and the previous sections of this chapter that the sleep onset process under 
involuntary sleep conditions while driving was different from recumbent sleep. 
Therefore, the development of the DDI served as a drowsiness scoring criteria more 
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specific to driver drowsiness studies, although both scoring criteria are not mutually 
exclusive. 
The normal progression of voluntary recumbent sleep is generally linear, 
meaning a progression from stage 1 to 4 to REM sleep. In contrast, under the testing 
conditions of involuntary sleep while driving, progression of drowsiness did not follow 
this linear progression. Rather, the progression of drowsiness did not follow any 
particular order. In fact, it was skipping and moving across several levels at a time. 
This may be due to the struggles to maintain alertness on the roads which will bring 
about self-arousals and micro-sleeps which can occur suddenly and unexpectedly. It 
was observed that due to the monotonous driving conditions, most subjects hovered 
around a moderate state of drowsiness (level 2) throughout the driving simulation.  
 Spectral analysis of EEG segments manually classified into the respective 
levels of the DDI revealed the progressive increases in alpha power as drowsiness 
deepened from level 1 to level 4. One interesting discovery was that although some 
levels (e.g. level 2) was not classified based on the appearance of alpha activity from 
the visual inspection of EEG data (mainly because it did not exhibit any detectable 
frequency changes visually), the spectral analysis revealed an actual rise in alpha 
power from level 1 to level 2. This finding was not found in any literature to date. It 
further showed that other physiological indicators of drowsiness besides EEG are 
equally important in the scoring of drowsiness under simulated driving conditions. 
 The comparison between manual classification and the classification of EEG 
data by the multi-class classification tool by SVM revealed that the SVM tool was able 
to match its counterpart in terms of classification accuracy and consistency. Since it is 
known that the classification accuracy is negatively correlated by the number of 
classes of data to be classified (Platt et al., 2001), the classification accuracy achieved 
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in this part of the study was considered to be positive and encouraging.   We could not 
compare this to other similar studies as to the best of our knowledge, there are none.  
 
4.3.5 Concluding Remarks 
 The establishment of the Driver Drowsiness Index (DDI) in this part of the 
study has shown that the sleep onset process under simulated driving conditions can be 
broken down into 5 levels using EEG and other physiological markers as drowsiness 
measures. The successful classification of the driving simulation experiments by 
manual scoring and SVM multi-class classification has proven its feasibility in the 
application of driving safety. It is suggested that a reliable driver fatigue 





5 CONCLUSIONS AND RECOMMENDATIONS 
 
5.1 Conclusions from Study 
The results from this study represent a highly innovative approach of 
integrating EEG, EOG and facial features, coupled with the use of powerful software 
analysis tools to enhance drowsiness detection. The main objective of identifying, 
quantifying, and monitoring the subtle changes in the transition from alertness to 
drowsiness to early episodic sleep under simulated driving conditions has been 
achieved by meeting the following objectives: 
 
1. The differences between the sleep onset under voluntary recumbent sleep and 
under simulated driving conditions were established through the identification 
of significant and distinctive differences in the EEG graphoelements, giving 
evidence that EEG graphoelements are affected by cortical processes and vary 
according to the prevalent sleep condition.   
Vertex and spindle waves showed differing morphology under each condition. 
These differences are summarized below: 
(a) Vertex sharpness during recumbent sleep onset was significantly 
sharper than involuntary sleep onset during simulated driving.  
(b) Sharpness of vertices from night-driving was significantly sharper than  
that with day-driving.  
(c) Triple conjoined vertex waves only occurred with voluntary recumbent 
sleep onset.  
(d) A conjoined vertex spindle waveform was statistically associated with 
sleep onset whilst driving. 
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2. An automatic method of distinguishing between alert and drowsy states was 
developed using a recently established signal pattern recognition technology 
known as SVM. This was done by manually classifying EEG data between 
‘alert’ and ‘drowsy’ states, as it was shown that the early signs of drowsiness 
under simulated driving conditions were reliably detected by the changes in 
EEG activity and eye blink patterns. This classification was compared with that 
performed by SVM. In summary, 
(a) The ‘alert’ EEG was classified by dominant beta activity with regular 
short blinks, while ‘drowsy’ EEG was classified by alpha dropouts and 
slow blinks.  
(b) EEG spectral analysis of this classification achieved statistically 
significant results in the increase of slow alpha power in the 9-11 Hz 
bandwidth from the alert to drowsy state. Power localization in the 
alpha band was the highest at the centro-parietal scalp region.  
(c) After training the SVM tool by using a distinguishing criterion of 4 
frequency features across 4 principal frequency bands, it was tested on 
unclassified EEG data and subsequently checked for concordance with 
manual classification. The classification accuracy reached 99.3%. The 
SVM program was also able to predict the transition from alertness to 
drowsiness reliably in over 90% of data samples. The results showed 
that SVM is a proficient technology for EEG classification, 
demonstrating the suitability and reliability of SVM for the automatic 
detection of drowsiness for driving safety.  
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3. A Driver Drowsiness Index (DDI) was constructed which was able to define 
the wake-drowsiness-sleep transition in drowsy driving to enable a more 
specific assessment, hence detection, of drowsiness onset for driving safety. 
This was done by achieving the following: 
(a) The DDI consisted of 5 drowsiness levels on the basis of EEG visual 
and spectral analysis combined with other physiological markers (EOG 
and eyelid closure analyses) consistently displayed by the driving 
simulations. Each level was defined as as shown in Table 5.1. 
 
Table 5.1: The DDI index as defined by video, EEG and EOG characteristics. 
Level Characteristics 
1 
Video: Eyelids between blinks expose more than 50% of pupil. 
EEG: Dominant beta activity intermixed with high alpha activity.  
EOG: Eye blinks lasting 0.3-0.4 s, inter-blink interval 6-8 s. 
2 
Video: Eyelids between blinks expose more than 50% of pupil. 
EEG: Mean frequency between 13-18 Hz.  
EOG: Long eye blinks lasting 0.5-0.6 s, inter-blink interval 5-6 s. 
3 
Video: Drooping eyelid closure events.  
EEG: Alpha trains during drooping eyelid events. 
EOG: Long eye blinks lasting more than 0.5 s, inter-blink interval 5-6 s. 
4 
Video: Drooping eyelid closure events. 
EEG: Dominant alpha activity with alpha dropouts. 
EOG: Long eye blinks lasting up to 5s, inter-blink interval 1-2 s. 
5 
Video: Full eyelid closure events. . 
EEG: Flat theta waves, occurrence of vertex sharp waves and spindles. 
EOG: Long eye blinks lasting more than 5 s, inter-blink interval 1-2 s. 
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(b) The DDI was used to provide a better understanding of the sleep onset 
period under involuntary sleep while driving. It was found that the 
progression of drowsiness was not linear, in contrast with voluntary 
sleep conditions.  
(c) It was observed that due to the monotonous driving conditions, most 
subjects hovered around a moderate state of drowsiness (level 2) 
throughout the driving simulation period. 
(d) The DDI was tested by the SVM multi-class classification tool, 
achieving a classification accuracy of 77.2%. The successful 
classification of the 5 levels of drowsiness demonstrated the suitability 
of SVM as an integrative tool towards a reliable drowsiness 
countermeasure device specific for driving safety. 
 
The results from this study have shown that the detailed analysis of the sleep 
onset period in drowsiness driving should not follow (but can be referred to) the 
traditional methods of analyzing the sleep onset period based largely on the criterion 
set by Rechtschaffen and Kales (1968). This study has introduced a new criterion 
based on EEG and other physiological markers to establish a 5-level index specific for 
analyzing the sleep onset period under driving conditions. This study has also brought 
evidence that the automatic detection of drowsiness could be accurately, reliably and 
efficiently carried out by using a new signal processing pattern recognition tool known 
as SVM, which was able to recognize and classify EEG signals in real time in the 




5.2 Specific Contributions of This Work 
Since no system is currently available which can effectively use the EEG signal 
for continuous drowsiness tracking and detection, this work represents a significant 
contribution to this particular field of interest. As stated by Wierwille and Ellsworth 
(1994), it is very difficult to implement the automatic processing of the EEG signal. 
Presently, various phases of sleep (stage 1, stage 2, REM, etc) are identifiable using 
automated methods. However, an examination of drowsiness and sleep onset is less 
distinguishable. 
Although on-road field investigations have been done preliminarily such as the 
study by Belz (2004) whose data suggested that driver fatigue onset within a real-
world driving environment does not appear to follow the standard progression of 
events associated with the onset of fatigue within a simulated driving environment, one 
of the potential contributions of this study is towards the development of an on-board 
driver drowsiness monitoring system that could potentially assist drivers in identifying 
the onset of drowsiness. 
 
 
5.3 Recommendations for Future Work 
It should be noted that although this study has produced promising results for 
SVM-based automatic detection of drowsiness, there are a number of challenges that 
one needs to be aware of. One is the consistency of the manual classification of EEG 
data. In this study, only data which was agreed upon by two raters as clear-cut 
examples of drowsiness and alertness was taken for analysis and ambiguous segments 
were discarded. Further testing and development is necessary to improve the SVM 
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system so that it is more robust in identifying EEG segments that are ambiguous 
thereby posing a greater challenge for accurate classification. 
It is also important to consider widening the selection criteria of subjects in 
future studies of automatic detection of sleepiness whilst driving, since in this study 
subject selection was narrow with young healthy participants, It would be particularly 
important for future studies to include sleep disorders to be able to determine how 
SVM performance results may vary. 
In the light of constantly evolving data collecting technologies, it is worth 
exploring potential aspects that could add considerable value to similar studies in 
future. One of these is the incorporation of broadband satellite communications 
capability with the data collection system. Such capability would enable real time 
troubleshooting and access to data as it was being generated. The addition of a Global 
Positioning System (GPS) to the data collection system could also enable researchers 
to more accurately track the driving routes taken by drivers, as well as providing real-
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The Epworth Sleepiness Scale Questionnaire administered as a pre-screening tool to 
potential subjects. 
 
THE EPWORTH SLEEPINESS SCALE 
 
How likely are you to doze off or fall asleep in the following situations, in contrast 
to feeling just tired? This refers to your usual way of life in recent times. Even if 
you have not done some of these things recently, try to work out how they would 
have affected you. Use the following scale to choose the most appropriate number 
for each situation: 
 
0 = would never doze 
1 = slight chance of dozing 
2 = moderate chance of dozing 
3 = high chance of dozing 
 
Situation Chance of dozing
Sitting and reading  
Watching TV  
Sitting, inactive in a public place (e.g. a theatre or a 
meeting) 
 
As a passenger in a car for an hour without a break  
Lying down to rest in the afternoon when the circumstances 
permit 
 
Sitting and talking to someone  
Sitting quietly after a lunch without alcohol  
In a car, while stopped for a few minutes in traffic  
 
Thank you for your cooperation. 
 
 
The Epworth Sleepiness Scoring Criteria for assessing the sleepiness of potential 
subjects. 
 
Slight sleepiness 0-5 
Moderate sleepiness 6-10 
Heavy sleepiness 11-20 





Sleep Questionnaire (administered online) 
 
You are required to answer the following questionnaire to assess your 
suitability for this study. 
 





























Do you have any medical history? (e.g. diabetes, high cholesterol, high blood pressure, 





Do you suffer from any of the following problems? If yes, please indicate: 
 
1. Sleep Apnea 
2. Narcolepsy 
3. Periodic Leg Movements 
4. Excessive Daytime Sleepiness 
5. Insomnia 
B1 
Appendix B (continued) 
 
A. Sleeping habits during the past one month 
Instructions: The following questions relate to your usual sleep habits during the past 
month only. Your answers should indicate the most accurate reply for the majority of 
days and nights in the past month. Please answer all questions.  
During the past month, 
1. When have you usually gone to bed? 
 
2. How long (in minutes) has it taken for you to fall asleep each night? 
 
3. When have you usually gotten up in the morning? 
 
4. How many hours of actual sleep did you get? (This may be different from the 
number of hours you spend in bed) 
 












a week  
1. During the past month, how often have 
you had trouble staying awake while 
driving, eating meals, or engaging in 
social activity?  
    
2. During the past month, how much of a 
problem has it been for you to keep up 
enthusiasm to get things done?  
    




3. During the past month, how would you 
rate your sleep quality overall?      
 
 
B. Response to sleep loss 
 
1. Which of the following best describes you (select one only): 
If I sleep later than usual, I have no problems sleeping more and waking up later than usual 
If I sleep later than usual, I still wake up at the same time in the morning 
 
2. Which of the following best describes you (select one only): 
I find it easy to recover from sleep loss 







Appendix B (continued) 
 
C. Sleep Duration 
 
1. On a working/ school day, what is your usual 
sleep duration  
bedtime 
waking time  
 





3. Regarding your sleep last night 
sleep duration  
bedtime 




Thank you for your responses. All information will be kept strictly confidential. We 
will be contacting you if you are selected for this study. 
Appendix C 
 
Sleep Diary Form  
 




Date of Experiment:   
 
 
Date Sleep Record 
 Woke up at  
Slept at  
Time and Duration of nap  
(if any) 
 
 Woke up at  
Slept at  
Time and Duration of nap  
(if any) 
 
 Woke up at  
Slept at  
Time and Duration of nap  
(if any) 
 
 Woke up at  
Slept at  
Time and Duration of nap  
(if any) 
 
 Woke up at  
Slept at  
Time and Duration of nap  
(if any) 
 
 Woke up at  
Slept at  
Time and Duration of nap  
(if any) 
 
 Woke up at  
Slept at  










Subject Guidelines  
 
 
Dear (Subject’s name), 
 
Thank you for participating in a sleep onset evaluation study organized by the 
Neurosensors Laboratories, NUS. Please read the instructions as listed below. 
 
Background Information 
Feeling sleepy is especially dangerous when you are on the road. Sleepiness slows 
your reaction time, decreases awareness and impairs your judgment. The purpose of 
this study is to help us classify the stages of unintentional sleep onset in drowsy drivers, 
thus enabling us to identify the critical point of drowsiness.  
 
This study consists of 2 driving simulations and a bed-sleeping session. Each driving 
simulation will last approximately 1 hour. Throughout the experiment, a safe and 
highly sophisticated technology known as EEG will be used to monitor your brain 
activity. Safe and non-invasive electrodes will be placed on your head to record EEG 
signals during experimentation. 
 
One of the driving simulations, the day driving simulation, will be carried out at 3pm. 
A night driving simulation will be carried out at 12 midnight on a separate day. The 
bed-sleeping session will be conducted at 4pm on a separate day and will last for 30 
minutes.  
 
A video camera would be used to film you, particularly your facial and body 





1. You are required to co-operate with the investigator at all times of the study. Any 
failure to do so may result in your disqualification from the study. 
 
2. Note that punctuality must be observed at all times of the study. Any failure to 
observe punctuality may result in your disqualification from the study. 
 
3. You are required to adhere to the housing schedule upon confirmation of your 
availability. Last-minute requests for changes in schedule will not be entertained.  
 
4. You are to go to bed no later than 1am and wake up before 9 am the following day 
for 7 days before each experiment. This is necessary to ensure that your sleeping 
hours are regular. 
 
5. You are required to wake up at 7.00 am and have at least 7 hours of sleep on the 




6. You are required to report to the laboratory at least one hour before the scheduled 
experimenting time for pre-experimental preparation. The reporting times for each 
experiment are stated below: 
 
 Time of Experiment Reporting time 
Day driving simulation 3:00pm 2:00pm 
Night driving simulation 12:00am 11:00am 
Bed -sleeping session 3:00pm 2:00pm 
 
7. Please avoid fruit juices and caffeinated drinks such as coffee and tea on the day of 
experiment. 
 
8. Please refrain from using hair gel or hair lotion on the day of the experiment to 
facilitate the attachment of EEG electrodes. 
 
 
How can I benefit? 
Your volunteering contributes to the understanding of brain activity in drowsy drivers. 




All information gathered in the course of this study will be strictly confidential and 




Thank you for your co-operation. 
Appendix E 
 
Matlab Script for EEG Spectral Analysis  
 
NumCh=19; %No. of channels 
Window=334; %Window length (Hamming) 
Overlap=0; %Default 50% overlap 
NFFT=334; %No. of FFT pts to calculate PSD 
Fs=167; %Sampling frequency 
 
%Frequency window of spectrum 
StartFreq=2; %Set start freq 
EndFreq=25; %Set end freq 
P = zeros(NFFT/2+1,NumCh); 
for i=1:NumCh; 
    [P(:,i),F]=pwelch(EEG.data(i,:),Window,Overlap,NFFT,Fs); %FFT 
end 
M = mean(P',1); %Global mean 
M = log10(M); 












%Normalizing Global Mean Power(M) 
Mm = mean(M); 
Md = std(M); 
Mmed = median(M); 
Ms = sort(M); 
MQA = median(Ms(find(Ms<median(Ms)))); %25 percentile 
MQB = median(Ms(find(Ms>median(Ms)))); %75 percentile 
MIQR = MQB-MQA; % compute Interquartile Range (MIQR) 
MSID = MIQR/2; % compute Semi Interquartile Deviation (MSID) 
Mn = (M-Mm)/MSID; %normalized power 
 
%Normalizing Channel Power(P) for 28 channels 
for j=1:NumCh; 
    Pm(j) = mean(P(:,j)); 
    Pd(j) = std(P(:,j)); 
    Pmed(j) = median(P(:,j)); 
    S(:,j) = sort(P(:,j)); 
    PQA(j) = median(S((find(S(:,j)<Pmed(j))),j)); %25 percentile 
    PQB(j) = median(S((find(S(:,j)>Pmed(j))),j)); %75 percentile 
    % compute Interquartile Range (IQR) 
    PIQR(j) = PQB(j)-PQA(j); 
    % compute Semi Interquartile Deviation (SID) 
    PSID(j) = PIQR(j)/2; 








Quantification of sleep stage 1 episodes experienced by each subject under the respective experimental conditions. 
(Legend: SD = standard deviation, SS1 = sleep stage 1, ET = experiment time) 
 
Subject 






% of total 












% of total 
SS1 to ET 
(%) 









% of total 
SS1 to ET 
(%) 
No. of SS1 
events 
1 2 15 50.0 1  1 9 15.0 5  5 1 1.7 1 
2 2 10 33.3 1  2 5 8.3 3  1 12 20.0 5 
3 1 2 6.7 1  4 1 1.7 1  1 14 23.3 7 
4 2 2 6.7 1  4 3 5.0 2  1 5 8.3 3 
5 2 7 23.3 1  1 13 21.7 6  1 5 8.3 2 
6 3 16 53.3 1  4 9 15.0 2  7 1 1.7 1 
7 1 22 73.3 3  2 12 20.0 5  1 16 26.7 3 
8 3 17 56.7 1  3 7 11.7 3  5 5 8.3 2 
9 2 5 16.7 1  2 10 16.7 4  1 13 21.7 5 
10 3 7 23.3 1  4 1 1.7 1  1 18 30.0 9 
11 1 20 66.7 2  5 1 1.7 1  5 3 5.0 2 
12 2 22 73.3 2  4 1 1.7 1  1 4 6.7 2 
13 2 12 40.0 1  1 14 23.3 5  5 6 10.0 3 
14 1 7 23.3 1  3 1 1.7 1  1 10 16.7 4 
15 1 3 10.0 1  4 1 1.7 1  5 1 1.7 1 
16 1 8 26.7 1  2 15 25.0 3  6 1 1.7 1 
17 2 20 66.7 2  4 3 5.0 2  1 13 21.7 7 
18 3 3 10.0 1  3 1 1.7 1  1 12 20.0 6 
19 3 22 73.3 3  1 7 11.7 5  5 1 1.7 1 
20 3 25 83.3 3  1 8 13.3 5  1 15 25.0 8 
21 3 12 40.0 1  5 2 3.3 1  5 2 3.3 1 
22 3 16 53.3 1  1 9 15.0 5  1 13 21.7 5 
23 2 25 83.3 3  1 9 15.0 4  7 4 6.7 3 
24 2 18 60.0 1  3 1 1.7 1  5 1 1.7 1 
25 2 21 70.0 3  5 1 1.7 1  1 5 8.3 2 
26 2 20 66.7 3  4 1 1.7 1  1 6 10.0 5 
27 3 19 63.3 3  1 13 21.7 6  8 5 8.3 2 
28 3 24 80.0 3  4 6 10.0 3  7 4 6.7 2 
29 2 22 73.3 3  4 7 11.7 4  6 2 3.3 2 
30 2 21 70.0 3  1 11 18.3 5  1 5 8.3 5 
Mean 2.1 14.8 49.2 1.8  2.8 6.1 10.1 2.9  3.2 6.8 11.3 3.4 








Intentional Sleep Day Driving Night Driving 
1st score 2nd score 1st score 2nd score 1st score 2nd score 
1 4 4 4 3 0 0 
2 25 18 23 22 21 13 
3 13 12 20 18 5 8 
4 8 8 7 4 2 1 
5 66 54 0 0 2 0 
6 40 46 15 16 0 0 
7 36 40 1 1 11 8 
8 60 50 0 0 3 0 
9 50 55 31 32 14 10 
10 0 0 2 2 19 15 
11 20 12 6 3 25 20 
12 12 10 21 19 20 15 
13 45 49 36 32 11 13 
14 3 2 0 0 3 2 
15 0 0 0 0 0 0 
16 36 28 25 23 0 0 
17 2 2 2 2 1 1 
18 3 3 3 3 8 2 
19 6 4 16 10 0 0 
20 5 5 4 4 2 0 
21 3 3 0 0 0 0 
22 35 28 20 15 25 18 
23 5 5 25 19 1 1 
24 65 55 0 0 0 0 
25 3 3 0 0 12 7 
26 2 2 0 0 18 5 
27 45 36 32 33 9 3 
28 18 13 15 9 3 1 
29 39 30 0 0 0 0 
30 2 2 17 12 7 2 
Mean 21.7 19.3 10.8 9.4 7.4 4.8 





Graphical Representation of the Classification of each subject’s sleep 
onset periods during day and night driving simulations using the Driver 













Subject Day driving simulation session (60 min) 














































Subject Day driving simulation session (60 min) 














































Subject Night driving simulation session (60 min) 











































Subject Night driving simulation session (60 min) 
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