This paper explores empirically the first two moments of ratio of the partial sum of the first two sample eigenvalues to the sum of all eigenvalues when the population eigenvalues of a covariance matrix are all the same. Estimation of the first two moments can be practically crucial in assessing non-randomness of observed patterns on planar graphical displays based on lower rank approximations of data matrices. For derivation of the moments, exact and large sample asymptotic distributions of the sample ratios are reviewed but neither can be applicable to derivation of the moments. Therefore, I rely on simulations, where data matrices X with order n×m element-wise independent normal distribution with mean 0 and variance σ 2 are assumed, that is,
Introduction
Lower rank approximations of data matrices X (n rows for individuals, m columns for variables) are much used in data analysis. The closeness of their fit to X is frequently measured by the ratio of the sum of the first s (< m) eigenvalues of In particular, the rank s is usually chosen to be 2 for planar graphical displays, by which data analysts often want to see if they reveal any patterns in population expectations E(X) = Ξ and/or covariance structure.
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It has not been clear, however, how large value of 2 ) 2 ( r can play the role of a threshold for signaling non-random patterns on the planar displays, which are not overwhelmed by sampling variations. Furthermore, the threshold will depend on the order of data matrices, m and n. First, with respect to dependence on m, 2 ) 2 ( r has its algebraic minimum 2/m because the sample eigenvalues 2 2 2 1 2 , , , m l l l are ordered in a descending manner. Secondly, the larger n, the less will be sampling variations of the patterns of graphical displays. Therefore, observed patterns on graphical displays with 2 ) 2 ( r = 0.45 when m = 5 may be less meaningful than those with 2 ) 2 ( r = 0.45 when m = 30 for the same n -the former is relatively much closer to its minimum. One example of the latter case can be found in the biplot of n = 100 archetypal patients with m = 30 psychiatric variables (Strauss et al., 1979; Heo & Gabriel, 2001) , where five distinctive clusters of patients of the same diagnosis within each cluster are displayed well enough to convince a data analyst that the patterns on the biplot may indeed represent patterns of population expectation, despite of the moderate 2 ) 2 ( 
In this situation, planar displays of X show patterns solely due to random noise σ 2 , not due to E(X) = Ξ, and all the eigenvalues of E(X T X), 
Asymptotic distributions
Under the assumption of simplicity (or at least two different multiplicities) of the population eigenvalues, asymptotic (representations for) distributions of the sample eigenvalues were extensively discussed in the 1960s and 70s (e.g., Muirhead, 1978) . The joint distributions of sample eigenvalues, under that assumption, involve hypergeometric functions expressed in integral representations. On these integrals are focused the approximations, which are basically determined by the maximum values of the integrands involving 'linkage factors' of ( ) Asymptotic distributions of functions of sample eigenvalues were investigated by several authors (e.g., Fang & Krishiniah, 1982) . Fujikoshi (1980) , for example, showed that the distribution functions of functions of sample eigenvalues can be expanded up to the order of 2 1 − n , when certain assumptions (including the simplicity of the population eigenvalues) are met. Based on his approximation for the multivariate Gaussian X, E( Table 1 for ε = 0.001. It is clear from this table that the approximation formulae do not work for these settings of population eigenvalues.
It follows that either exact or asymptotic normal theory does not seem to be applicable to the case of equal eigenvalues. This inapplicability leads us to simulation-based studies, which are described in the following, for empirical exploration of the behavior of the expectation and SD of 2 ) 2 ( r under the null Gaussian model (1).
Results

Bias, standard deviation, and simulation fit
The n-by-m data matrices X with 3 ≤ m ≤ 30 and 30 ≤ n ≤ 1000 (m ≤ n) under the null Gaussian model (1) are randomly generated for 1000 times for each combination of n and m, and then 2 ) 2 ( r is computed for each data matrix X. It shows that B 2 seems to converge slowly to 1 as n increases and that the bias depends on the order of X; it goes down with n but up with m.
Fit of bias
I first fit averages of B 2 , an estimate of the expected bias β
(2 / ) E r m by taking n and m as factor levels. The biplot is used for a model diagnostic tool (Bradu & Gabriel, 1978) . The biplot of the data matrix of the averages of B 2 in Table 2 minus the grand mean of the averages is displayed in Figure 1 . Table 2 is virtually of rank 2 based on the goodness of fit greater than 0.99. Moreover, it is immediately seen that the sets of column and row markers are both collinear. This suggests that the data matrix must be closely fitted by means of Tukey's Degree of Freedom For Non-Additivity model (DOFNA; Tukey, 1949) , i.e., A summary graphic of the DOFNA model fit is shown in Figure 2 . The residual sum of squares is 0.0037 with df 29, which means that the fit is almost perfect. In short, Figure 2 shows that: (a) There exists a clear interaction between row and column effects, which means that the coefficient τ is significantly different from 0: τˆ=1.84, p<0.001; that is, the magnitude of the bias increases as m for a fixed n but the rate of increment is not constant over n; (b) β 2 seems to converge to 1 as n increases, as can be seen in Table 2 ; (c) Roughly, the effect of the number of columns is close to linear but that of the number of rows is not; the intervals between consecutive row effects are not constant when the magnitude of the number of rows is taken into consideration. 
The residual sum of squares of this fit is 0.036 with df 37 and the multiple R 2 is greater than 0.99. All of the fitted values of β 2 are greater than 1 over the ranges of m and n considered: 30 ≤ n ≤ 1000 and 3 ≤ m ≤ 30.
Fit of standard deviation
The biplot in Figure 3 with goodness of fit greater than 0.99 shows that the data matrix of SD(B 2 ) in Table 2 is also virtually of rank 2 and that the column markers are collinear. On the basis of Bradu and Gabriel (1976) , the data matrix of SD(B 2 ) must be closely fitted by Mandel's row regression model (Mandel, 1961) , that is, shows that this is an almost perfect fit. The biplot in Figure 3 , however, shows that the row markers are also virtually collinear. Furthermore, it was observed, thought not presented herein, that the a i 's and c i 's are very similar up to a scale factor. These strongly suggest that Tukey's DOFNA model in a form of (2) can be an alternative fit to the data matrix of SD(B 2 ) in Table 2 . The DOFNA fit results in a residual sum of squares of 1.75×10 −4 with df 29. A summary graphic of this DOFNA fit is presented in Figure 4 . (3) and (4) In sum, the present study shows that there are clear structural patterns of expectation and variance of 2 ) 2 ( r under the null Gaussian model (1) as the order of data matrix X varies. Construction of formulae for the expectations and standard deviations is elaborated through model diagnosis by use of the biplot. Similar application of the biplot diagnostic method can be extended to exploration of distributions of other ratios of partial sums of sample eigenvalues from data matrices with bigger orders. The simulation-based approach employed in this paper seems appealing, since any large sample asymptotic theory does not seem to be applicable when all the population eigenvalues are the same. Therefore, the estimated first two moments of 2 ) 2 ( r may be useful in judging non-randomness of patterns of population expectations of data matrices displayed in a 2-dimensional space.
