Statistical analysis in epidemiologic studies is often hindered by missing data, and multiple imputation is increasingly being used to handle this problem. In a simulation study, the authors compared 2 methods for imputation that are widely available in standard software: fully conditional specification (FCS) or ''chained equations'' and multivariate normal imputation (MVNI). The authors created data sets of 1,000 observations to simulate a cohort study, and missing data were induced under 3 missing-data mechanisms. Imputations were performed using FCS (Royston's ''ice'') and MVNI (Schafer's NORM) in Stata (Stata Corporation, College Station, Texas), with transformations or prediction matching being used to manage nonnormality in the continuous variables. Inferences for a set of regression parameters were compared between these approaches and a complete-case analysis. As expected, both FCS and MVNI were generally less biased than complete-case analysis, and both produced similar results despite the presence of binary and ordinal variables that clearly did not follow a normal distribution. Ignoring skewness in a continuous covariate led to large biases and poor coverage for the corresponding regression parameter under both approaches, although inferences for other parameters were largely unaffected. These results provide reassurance that similar results can be expected from FCS and MVNI in a standard regression analysis involving variously scaled variables. data interpretation; statistical; epidemiologic methods; imputation; incomplete data; missing data; simulations Abbreviations: FCS, fully conditional specification; MVNI, multivariate normal imputation.
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Multiple imputation has become increasingly popular for handling missing data in epidemiologic analysis (1, 2) . Initially, statistical models are used to obtain plausible substitutes for missing values, with the imputation process being repeated several times to allow for the uncertainty in the missing values. Analytic results are then obtained by combining the results of standard complete-data analyses across the multiple completed data sets in an appropriate manner (3, 4) . Implementation of the second stage of this process is straightforward, with software tools available to facilitate the awkward procedure of analyzing several copies of the original data set (5-7). However, the first stage is relatively complex, and although there is a range of software tools that perform imputation (8) , they each have limitations.
Missing data commonly occur in a general pattern (nonmonotone missingness), and there are currently 2 widely available methods of model-based imputation that are used with such data sets: multiple imputation based on the multivariate normal distribution (MVNI), originally implemented by Schafer (4) , and the method based on fully conditional specification (FCS), also known as ''chained equations'' or ''regression switching,'' implemented independently by van Buuren et al. (9) and Raghunathan et al. (10, 11 ) (see also Royston (12, 13) ). These 2 approaches are based on quite different theoretical assumptions and involve very different computational methods. However, it is unclear how important these differences are in practice, since both have features that in principle make their application invalid or potentially unreliable for particular problems. Although a number of comparisons between them have been published (14) (15) (16) , these have focused on aspects that may not be of primary importance in many epidemiologic applications, and each approach has not always been implemented in the best possible way.
In this paper, we compare MVNI and FCS approaches to multiple imputation in the context of estimating coefficients in a linear regression model (including adjustment for potential confounding), along the lines of a typical epidemiologic analysis. We were particularly interested in exploring whether the stricter model assumptions of MVNI make it less robust than the more flexible FCS. Simulated data were created from a realistically complex model, with missing data being subsequently imposed, and the results of the regression analyses under the alternative imputation methods were compared. We also examined the effects of different approaches to dealing with nonnormality in a continuous variable in these imputation methods.
BACKGROUND: OVERVIEW OF APPROACHES TO IMPUTATION METHODS

Multivariate normal imputation
The first widely available general-purpose imputation algorithm was published by Schafer (4) and made available in his stand-alone ''NORM'' package (17) . This method is now available within a number of statistical packages, including SAS (7) and Stata (18) . MVNI assumes that all variables in the imputation model jointly follow a multivariate normal distribution. Implementation uses a Bayesian approach (with a Markov chain Monte Carlo algorithm) to obtain imputed values from the estimated multivariate normal distribution, allowing appropriately for uncertainty in the estimated model parameters, as required for ''proper'' imputation (3). Clearly, the assumption of multivariate normality is often not plausible, especially in the presence of binary and categorical variables. However, Schafer (4) suggested that inference from MVNI may often be reasonable even if multivariate normality does not hold, and MVNI has been widely applied in contexts where data are clearly not multivariate normal (19, 20) .
Fully conditional specification
The fully conditional approach to imputation is a more flexible method that does not rely on the assumption of multivariate normality (9, 11) . Conditional distributions (regression models) are specified for each variable with missing values, conditional on all of the other variables in the imputation model. Imputations are generated by estimating each conditional distribution in turn, using observed cases for the variable being considered and imputed values for the other variables at that iteration and imputing missing values (again allowing for uncertainty in model parameters). The approach is appealing, since it does not restrict the conditional distributions to being normal, so that univariate regression models can be tailored appropriately-for example, using logistic regression for binary variables and ordered logistic regression for ordinal variables. However, it is possible for some of the conditional distributions to be incompatible with each other, potentially leading to unsound imputations (14) . The FCS approach is also available in a number of statistical packages, including Stata (13), SAS (11) , and R (21), and is increasingly appearing in practice (22, 23) .
Nonnormal continuous variables and prediction matching
In both approaches, continuous variables with clearly nonnormal (skewed) distributions are unlikely to be handled adequately without special treatment, since multivariate normality implies a normal marginal distribution for each variable and standard FCS draws imputed values for a continuous variable using a normal linear regression on the other variables specified. An alternative for FCS is to impute values using prediction matching (12, 24) , under which the missing value is replaced by the nonmissing value for the case whose predictive mean is closest to that of the case with the missing value. Within MVNI, a natural approach to skewness is to utilize (univariate) normalizing transformations; these can also be applied when using FCS.
METHODS
Simulated data set and target analysis
Simulated complete data sets were obtained by random sampling from a synthetic ''population'' of 971,327 girls created to resemble data from the US National Longitudinal Study of Adolescent Health (25) . The National Longitudinal Study of Adolescent Health is a study of 6,000 US girls in grades 7-11 who were recruited during the 1994-1995 school year. Full details on this synthetic population are presented elsewhere (25) . Variables in the data set resembled items from successive annual waves of the original study, with the primary outcome being a measure of emotional distress at wave II (continuous variable with range 0-3; higher scores represent greater distress). The primary covariate was a binary indicator for whether or not the girl had dieted in the previous 7 days at wave I, with a further 13 covariates including race (categorized as black, nonblack Hispanic, and other) and grade (ordinal variable with range 7-11). The variables were synthesized sequentially, beginning with drawing 1 million observations from the 3 3 5 contingency table of race and grade and then adding other variables one at a time using predictive simulation from regression models based on the original data set. At each step, the model conditioned on the previously generated values, incorporating them into complex regressions that included nonlinear relations and numerous interactions, with the aim of creating a ''population'' that had realistic complexity. To simplify the handling of logarithmic transformations in our study, we excluded cases with emotional distress scores of 0 at either wave I or wave II (2.9% of the original 1 million).
Data sets for this study were created by drawing random samples of 1,000 from the synthetic population. We focused on estimating the coefficient of the primary covariate, the dieting indicator, in a regression model for emotional distress at wave II. Other covariates included in the model were baseline emotional distress (continuous variable with range 0-3), race (2 indicator variables), grade, self-rated overall health (ordinal variable with range 1-5), and self-rated physical fitness (ordinal variable with range 1-5). Since the distress outcome was strongly positively skewed, we followed the standard approach of carrying out the analysis on the (natural) log scale, applying the same transformation to the outcome (wave II) and baseline (wave I) distress values. Thus, the analysis of interest was the linear regression model:
where ldistW1 and ldistW2 represent the log-transformed distress measures at waves I and II, respectively, diet is the dieting indicator, race 1 indicates black race, race 2 indicates nonblack Hispanic race, grade is an integer in the range 7-11, and health and fitness are the ordinal measures of health and physical fitness, the latter 3 fitted as linear effects.
The ''true values'' of the regression coefficients were defined to be the least-squares estimates obtained in the full synthetic population. In the original population, the (adjusted) effect of diet on emotional distress was very small (b 1 ¼ À0.028). In order to ensure that our findings were not limited by being restricted to a null hypothesis setting, for our main results we artificially inflated the diet effect to 10% on the log scale (b 1 ¼ À0.101), so that it was borderline statistically significant with the chosen sample size. As a sensitivity analysis, we also considered the original simulated data set with the very small diet effect.
Missing-data models
We considered 3 missing-data models, with a progressive increase in both the number of variables with missing data and the number of incomplete observations:
Model 1: Missing data on emotional distress at wave I only. Model 2: As for model 1, with missing data also on health and physical fitness. Model 3: As for model 2, with missing data also on diet.
For missing-data models 2 and 3, we assumed that self-rated health and physical fitness were questionnaires the students completed at the same time, so that data for both would be either missing or nonmissing. Missingness in diet and missingness in distress at wave I were assumed to occur independently of each other and of health and fitness. In each case, values were set to missing with a probability determined by a logistic regression model dependent on the outcome, emotional distress at wave II, race and grade (all fully observed), and diet:
For missing-data models 1 and 2, we fixed the coefficients of this logistic regression at a ¼ 3,
, and b 5 ¼ 0.3, chosen to create a substantial level of association between variables and whether an observation was missing, and a reasonable amount of missingness. For example, b 1 ¼ 1 corresponds to an odds ratio of 2.7, suggesting that girls who had dieted in the previous 7 days had more than double the odds of not responding as girls who had not dieted. The missing-data mechanism led to approximately 33% of values being missing for each variable, with both models 1 and 2 having data missing at random, since the missing-data mechanism depends only on fully observed variables. In model 3, we set b 1 ¼ 0 to remove dependence of the missingness on diet (itself subject to missingness in this model), in order to focus on imputation of diet without the complication of data being missing not at random.
Analysis methods
For each simulated data set, with missing data imposed according to the mechanisms described, we estimated the regression model of interest (equation 1) using completecase analysis-that is, restricting the data to cases where all required variables were observed, and using multiple imputation, performed with MVNI or FCS.
MVNI was performed using a Stata implementation of Schafer's NORM program (26) . Imputed health and fitness scores were rounded to the nearest value (range, 1-5). Similarly, the binary diet variable was imputed on a continuous scale and rounded to 0 or 1 by either simple or ''adaptive'' rounding, under which the cutoff to distinguish between 0 and 1 is based on a normal approximation to the binomial distribution, making use of the marginal proportion of 0's and 1's in the observed data (27) . FCS was carried out using the ice command in Stata (13) , with the default number of 10 cycles. The diet variable was imputed using logistic regression, and health and fitness were imputed using ordinal (proportional odds) logistic regression, with grade, health, and fitness included as categorical predictors in each of the regression models.
Both approaches to imputation assume normality for continuous variables, and we considered a range of methods to mitigate the potential effects of nonnormality in the highly skewed distress measure, which was sometimes missing at wave I. The default option was simply to ignore the nonnormality and use the raw values in the imputation model. Imputed values less than or equal to 0 were replaced with the smallest observed value in the sample, and values greater than 3 were truncated at 3. A second approach for both MVNI and FCS was to use a log transformation, as in the analysis model, again truncating at 3 on the raw scale. A further alternative was to use a log transformation with an offset such that the observed values of the transformed variable had zero skewness; that is, we imputed u ¼ ln(6x À k), choosing k and the sign of x so that u had zero skewness. This is convenient to implement in Stata using the lnskew0 command, and we refer to this as the ''log-skew0'' transformation. Again, imputed values were truncated at the smallest observed value in the sample and at 3 on the raw scale. With each of these approaches, we first transformed the observed values of distress at both wave I and wave II in the sample, performed imputation for unobserved values (at wave I), and then back-transformed to obtain imputed values on the original scale before proceeding to the regression analysis of interest. The target analysis used the simple log transformation for both distress variables, as would be likely in practice, to maximize interpretability of the regression coefficients.
Within the FCS framework, we also compared results obtained under the method of prediction matching, as described above.
For all imputation methods, all covariates used in the analysis model (equation 1), as well as the outcome, were included in the imputation model to ensure the maximum recovery of information about associations of interest (28) . Twenty imputed data sets were used for each analysis, with inferences for the regression coefficients being obtained by combining the results over the imputed data sets using Rubin's rules (3).
Comparisons
We compared the results of the complete-case analysis with results obtained using MVNI and FCS, with each of these methods having 3 variants according to the specification used for baseline distress (raw scale, log transformation, and log-skew0 transformation), and we also performed a further comparison with FCS using prediction matching. We assessed the properties of the regression coefficient estimates by analyzing results from 1,000 simulated data sets. We report the bias (average difference between estimate and population value) and the coverage of the estimated 95% confidence interval for each coefficient estimate. Based on the simulation sample size of 1,000, the standard error of the estimated coverage was 0.69% for a true coverage of 95%, implying that the estimated coverage should lie within the range 93.6%-96.4% (with 95% probability). We also report the average (estimated) standard error of each coefficient estimate, to give an indication of gains in precision due to recovery of information via imputation. All analyses were conducted in Stata, release 10 (29). Table 1 gives a summary of the variables in the complete synthetic data set. Girls who dieted tended to be more distressed at wave I, to be in a slightly higher grade, and to have higher self-reported health and fitness but had similar levels of distress at wave II.
RESULTS
Under missing-data model 1 (Table 2) , clear bias in the main effect of interest, for dieting, was apparent under complete-case analysis, as expected, and all imputation methods substantially ameliorated this bias. The method used to handle the missing distress variable had no substantial effect on the diet estimate, despite slightly larger bias when no transformation was used. All imputation approaches led to increased precision in the diet effect, due to the recovery of information from cases for whom the baseline distress information was missing.
The effect of the continuous predictor, emotional distress at wave I, was well estimated in the complete-case analysis, but when multiple imputation was used without due attention to the skewness problem, substantial biases were observed, leading to poor coverage. With both FCS and MVNI, use of log transformation only partially resolved the bias, but use of the log-skew0 scale produced much better results, as did prediction matching under FCS. Figure  1 displays imputed values obtained under each approach, showing that imputations using the raw data and the simple log transformation produced anomalies in the tails of the distribution for this variable.
The estimates for the categorical predictors of health and physical fitness were generally accurate for all analyses, even complete-case analysis, with similar results being obtained using FCS or MVNI irrespective of the transformation used for distress. Biases were minimal because these covariates were not associated with the missingness mechanism, but precision was gained by using multiple imputation.
Introducing missingness in the health and physical fitness variables (model 2) did not change the general pattern of the results (Table 3) , although the bias in the diet effect was more pronounced with complete-case analysis, and relative gains in precision under multiple imputation were greater because of the higher proportion of cases with missing data. Although bias was reduced and coverage was slightly improved for the diet effect under multiple imputation as compared with complete-case analysis, there was slight undercoverage with both FCS and MVNI. Addressing the skewness in the distress covariate again clearly improved the associated coefficient estimate and in this case also led to slight reductions in bias for the health and fitness estimates, although coverage was not as consistent for these variables as under the more conservative complete-case approach. Table 4 shows the results obtained when missingness was also introduced in the diet variable, with dependence of the missingness mechanism on diet removed (missing-data model 3). We again saw small biases in the diet effect with MVNI and FCS, irrespective of the transformation used for distress. As with missing-data models 1 and 2, there was large bias and poor coverage in the distress estimate when imputations were carried out on the raw or log scale for both FCS and MVNI, with the log-skew0 transformation and prediction matching only partially ameliorating the problem. Use of adaptive rounding under MVNI for the binary diet variable appeared to slightly improve coverage for all of the covariate effects.
The same general pattern of results was seen when simulations were carried out in the original data set, in which the diet effect was effectively null (results not shown).
DISCUSSION
Our primary aim was to investigate whether the MVNI approach to multiple imputation, with its reliance on an unrealistic multivariate normal modeling assumption, was inferior to the more flexible FCS approach in an analysis typical of those carried out in epidemiologic research. We found no evidence that MVNI performed less well; and in fact, somewhat surprisingly, it produced slightly better coverage than FCS, especially when used with adaptive rounding for the binary diet variable. The slight undercoverage seen for several parameters under both approaches to multiple imputation in models 2 and 3 is difficult to explain, particularly given the small biases. It appears to be due mainly to variation in the standard errors across simulations and to negative correlations between the estimates and their standard errors. It is unclear whether this pattern is likely to arise in general or whether it is specific to these simulation models.
The main advantage of MVNI in practice is the ease of specification of the imputation model, but many would-be users are concerned about the unrealistic nature of the multivariate normal assumption. On the other hand, FCS often requires more effort in model specification, since a separate regression model must be fitted for each variable in the imputation model (14) . Although the conditional regressions can be automatically specified in problems with a reasonably small number of variables, this becomes more difficult with large data sets, especially when there are many variables subject to missingness. In addition, there is the theoretical problem of potential incompatibility between the conditional specifications for each variable that is Abbreviations: IQR, interquartile range; SD, standard deviation. a A synthetic population was created to resemble data from the US National Longitudinal Study of Adolescent Health (25) . The primary covariate was a binary indicator for whether or not a girl had dieted in the previous 7 days at wave I.
b Possible range, 0-3. c Outcome after shifting of the diet effect.
imputed, although it is unclear how often this might lead to problems in practice (14) . Previous comparisons between the 2 approaches have produced mixed results. Yu et al. (16) and van Buuren (14) both showed that imputations under the multivariate normal assumption may not reflect the distribution of observed values and concluded that a conditional approach was more reliable. However, we have shown that a binary covariate can be imputed adequately using MVNI and that failure to reproduce the full distributional shape may not adversely affect inferences for regression coefficients of interest. Similarly, Demirtas et al. (30) found that MVNI performed well even if multivariate normality did not hold. Clearly, the ease of specification associated with MVNI may bring risks if results are highly sensitive to lack of normality, although we did not observe this in relation to the binary covariate of primary interest in our analysis.
However, we did observe substantial sensitivity to nonnormality in a highly predictive continuous covariate-a problem which affected the FCS approach as well. We explored the use of the log-skew0 transformation to produce a symmetric distribution in the imputation model and showed in our example that it dramatically improved the accuracy of estimation under both FCS and MVNI. An alternative option with FCS is prediction matching, which can deal with more general nonnormality than right-skewness. Although it was effective in this example, prediction matching may not always be reliable, especially if the study sample is small or there are strong dependencies between missingness and covariates (16, 31) . Our analysis illustrated the important point that a different transformation (in this case, log-skew0) can be used in the imputation model than in the analysis model and that this can improve the results. A further extension of the log-skew0 approach that would be worth exploring is the use of nonparametric normalizing transformations-for example, applying the inverse normal distribution function to the observed order statistics. A similar approach has been applied to normalize binary data (32) .
An advantage of the FCS approach is the natural handling of both ordinal and nominal variables. In this example, ordinal variables were imputed on the continuous scale and rounded to the required categories postestimation under MVNI, although there is ongoing research on how to categorize or whether it is necessary. Our analysis confirmed the benefits of adaptive rounding for imputing a binary variable, as proposed by Bernaards et al. (27) . An extension of this method to calibrate imputed categorical variables may be valuable (33) . We did not consider strictly categorical (nominal) variables in our analysis, although a suggested approach under MVNI is to use a set of dummy variables (34) . Further investigation of issues associated with the imputation of categorical variables is needed.
Beyond the comparison between MVNI and FCS, our results provided another clear illustration of the potential gains from multiple imputation over complete-case analysis, when the missing data mechanism is missing at random. In an additional analysis (not shown), we retained the dependence on diet in the third missing-data model, thus introducing an element of missingness not at random, and found substantially similar results. The imputation-based analysis readily corrected bias in the diet estimate and substantially improved precision in most of the covariate effects. Importantly, these gains mainly related to the recovery of cases for whom covariate values of interest were observed, not to the direct imputation of missing values for the target covariate of interest. However, such gains are not guaranteed, and they depend on a proper understanding of the missing-data mechanism as well as appropriate implementation of multiple imputation. For example, we showed that failure to impute on an appropriate scale could introduce bias that was not present in a complete-case analysis. It is always difficult to draw general conclusions from a single simulation study, but we believe this study provided a good setting for a comparison between MVNI and FCS. The simulations were designed to be both realistic, in terms of data structure and a moderate degree of complexity, and demanding, by including substantial nonnormality, a high frequency of missing data, and a strong dependency of the missing-data process on variables in the analysis model. Undoubtedly, further exploration in real data sets, where of course the missing-data model is unknown, and in other simulation models would be useful. Further extensions could be to explore the behavior of multiple imputation in the presence of a binary variable with very low prevalence and with a categorical variable for which a linear regression effect is not appropriate. In summary, multiple imputation using either FCS or MVNI will often provide a useful and more reliable approach than complete-case analysis in the presence of missing data, and MVNI appears to perform well even in the presence of binary and ordinal variables. However, transformation of skewed variables to a symmetric distribution is strongly recommended to ensure reliable estimation of associations with that variable and to avoid the introduction of biases in inferences for other variables.
