We provide an explicit canonical description of the perverse cohomology sheaves and of the primitive perverse cohomology complexes for the non-small resolution π :S → S of a special Schubert variety S. For such a resolution, we also discuss a way to obtain an explicit splitting of Rπ * ℚS, in the derived category, by means of Gysin morphisms and cohomology extensions.
Introduction
The decomposition theorem is a beautiful and very deep result about algebraic maps. In the words of MacPherson, "it contains as special cases the deepest homological properties of algebraic maps that we know" [23, 30] . In the literature one can find different approaches to the decomposition theorem [1, 5, 6, 26, 30] , which is a very general result but also rather implicit.
However, there are many special cases for which the decomposition theorem admits a simplified and explicit approach. One of these is the case of varieties with isolated singularities [8, 11, 25] . For instance, in our previous work with Di Gennaro [11] , we developed a simplified approach to the decomposition theorem for varieties with isolated singularities, in connection with the existence of a natural Gysin morphism, as defined in [10, Definition 2.3] .
Another case for which the decomposition theorem admits an explicit statement was developed in [12] , where we assumed X to be a complex, irreducible, quasi-projective variety with two strata, that is to say, equipped with a resolution consisting in a single blow-up of a smooth locus. Our main result was a short and explicit proof of the decomposition theorem [12, Theorem 3.1] , and an explicit way to compute the intersection cohomology of X by means of the cohomology of the exceptional locus. We also applied our formalism to special Schubert varieties with two strata [12, Section 4] and to general hypersurfaces containing a smooth threefold T ⊂ ℙ 5 .
What we are going to do in this paper is to extend a similar explicit approach to special Schubert varieties with an arbitrary number of strata.
Let S be a single condition Schubert variety or special Schubert variety of dimension n (see [2, p. 328 ] and [22, Example 8.4.9] ). As is well known, S admits two standard resolutions: a small resolution ξ : D → S (see [22, Definition 8.4.6] ) and a (usually) non-small one π :S → S (see [24, Section 3.4 and Exercise 3.4.10]).
We will describe both resolutions π and ξ in Section 2 and Section 3, respectively. By [18, Section 6.2] and [22, Theorem 8.4.7] , we have IC • S ≃ Rξ * ℚ D [n] in D b c (S), where IC • S denotes the intersection cohomology complex of S (see [13, p. 156] ) and D b c (S) is the constructible derived category of sheaves of ℚ-vector spaces on S.
One of the main consequences of the decomposition theorem is that the intersection cohomology complex of S is also a direct summand of Rπ * ℚS[n] in D b c (S). Specifically, the decomposition theorem says that there is a decomposition in D b c (S) (see [ ple local systems, supported in the smooth strata of S. Our variety S is equipped with a standard Whitney stratification:
where each ∆ p is a special Schubert variety as well and such that
is a smooth and proper fibration on ∆ 0 p , with fibre F p (see (2.2) ). In other words, the stratification (1.2) is a stratification of S adapted to π (see [2, 30] ).
The main aim of this paper is to determine the summands involved in (1.1) and to provide an explicit description of the splitting.
The discussion of the summands in (1.1), which is a somewhat easier task, is accomplished in Section 3. The starting point of our analysis stems from the remark that the semisimple local systems involved in the decomposition are constant sheaves supported in the smooth strata ∆ 0 p . In other words, the decomposition (1.1) takes the form
for suitable multiplicities m pq ∈ ℕ 0 . As explained in Section 3, this follows by just combining the decomposition theorem with the global invariant cycle theorem, taking also into account the resolution of the strata (1.3).
Owing to the splitting (1.4), the only thing we need to do is the computation of the occurring multiplicities m pq . This will be achieved in Theorem 3.5 by means of a combinatoric argument based on the dimension of the stalk cohomology groups
where ξ p : D p → ∆ p denotes the small resolution of the stratum ∆ p . On that basis, the proof of Theorem 3.5 reduces to a careful dimensional counting. It will turn out that the perverse cohomology sheaf supported on a given stratum ∆ p is completely controlled by the cohomology of a sub-Grassmannian T p of the fiber F p (cf. Notations 3.4). Also the relative hard Lefschetz theorem for perverse cohomology sheaves coincide with the classical hard Lefschetz theorem for T p (see (3.6) ).
The rest of the paper is devoted to a more subtle discussion of the splittings. We begin in Section 5, where we also provide a geometric explanation of the results of Section 3. Therein we describe the splitting (1.1) by means of the Gysin morphism and the Leray-Hirsch theorem. By the Leray-Hirsch theorem and a proper base change (Section 5 and [13, Theorem 2.3.26]), the complex Rπ * ℚS[n]| ∆ 0 p can be explicitly described as a direct sum of shifted trivial local systems on ∆ 0 p , with summand in one-to-one correspondence with the cohomology classes of F p :
Such a description is non-canonical and depends on the choice of a cohomology extension. In Remarks 5.1 and 5.2, we discuss the effect that a change of the cohomology extension has on the splitting (1.5). Furthermore, the Gysin morphism from a standard resolution of π −1 (∆ p ) allows us to define suitable maps (also depending on the cohomology extension)
where l := n − dim π −1 (∆ p ) and s := dim ∆ p . It will turn out that the image of the previous morphisms, with a varying among the cohomology classes of the fibre F p that are not killed by the top Chern class of the normal bundle of π −1 (∆ 0 p ) inS, generate the perverse cohomology sheaves, thus providing a canonical (i.e. independent of the cohomology extension) isomorphism (cf. Theorem 5.4, Remark 5.6 and (5.7)):
Along the way, we also obtain an explicit splitting (1.1), depending on the choice of the cohomology extensions (cf. Theorem 5.5).
Having defined an explicit non-canonical splitting, we will turn in Sections 6 and 7 to the task of defining a canonical one. In Section 6, we will prove that the primitive perverse cohomology complexes can be canonically defined by means of the primitive cohomology of the sub-Grassmannians T p . Furthermore, we will prove that the canonical morphism defined by Deligne in [7, Proposition 2.4] can be obtained as in Section 5 as soon as the cohomology extensions are defined appropriately (cf. Theorem 6.5). So, the first Deligne splitting ([7, 2.5.1]) can be obtained by means of the Gysin maps, up to a suitable choice of the cohomology extensions.
In Section 7, we will prove that there is a π-ample divisor h and a set of cohomology extensions for which the decomposition above is h-good (see [3, Definition 2.4.5] ). We recall that, in the paper [3] , de Cataldo constructed five distinguished mixed-Hodge theoretic good splittings of the hypercohomology of the derived direct image [3, Theorem 1.1.1]. In general, the five good splittings turn out to be pairwise distinct but there is a natural condition, the existence of an h-good splitting [3, Definition 2.4.5], under which they in fact coincide [3, Theorem 2.6.3]. Such a condition says that the cup product with h, the first Chern class of a relatively ample line bundle, is homogeneous of degree two (cf. [3, Section 2] and Section 7). We will prove that this is indeed the case for the splitting provided by the Gysin morphism if the π-ample divisor h and the cohomology extensions are defined appropriately.
The last issue we are concerned with is addressed in Section 8. It is well known that, in the decomposition by supports of the perverse cohomology sheaves p H i (Rπ * ℚS[n]) ≅ ⨁ r p H i (Rπ * ℚS[n]) ∆ r , the summands are canonically defined. Is it possible to identify the canonical summands of p H i (Rπ * ℚS[n])| ∆ 0 r ? In particular, is it possible to identify in the previous splitting the contribution of IC • S ≃ Rξ * ℚ D [n] in such a way to compare the two standard resolutions of S? We will prove in Theorem 8.6 that the splitting above leads to a canonical decomposition of the cohomology spaces of F p , where it is possible to "recognize" the summand coming from the fibre of the small resolution (cf. (3.17), Theorem 8.6 and Remark 8.7).
Notations and basic facts 2.1 Basic notations
From now on, unless otherwise stated, all cohomology and intersection cohomology groups are with ℚ-coefficients.
For a complex algebraic variety V, we denote by H l (V) and IH l (V) its cohomology and intersection cohomology groups (l ∈ ℤ). Let D b c (V) be the constructible derived category of sheaves of ℚ-vector spaces on V. For a complex of sheaves
where ℚ V is the constant sheaf ℚ on V. We denote by D ≤0 (V) and D ≥0 (V) (resp. D ≤0 and D ≥0 when no risk of confusion arises) the t-structure on D b c (V) associated with the middle perversity (see [1] , [17, Section IV.4 ] and [21, Section 10]), and by Perv(V) the abelian sub-category of perverse sheaves on V.
A resolution of V is a projective surjective map π :Ṽ → V such thatṼ is smooth and connected, and such that there exists an open dense subset U ⊆ V for which π induces an isomorphism π −1 (U) → U.
Special Schubert varieties
Fix integers i, j, k, l such that:
(the assumption k ≤ j is made for the sake of simplicity, in order to avoid to distinguish two cases in any statement of the paper [12, Section 4] ). Let k (ℂ l ) denote the Grassmann variety of k-planes in ℂ l . Let F ⊆ ℂ l denote a fixed j-dimensional subspace. Define
Now, S is called a single condition Schubert variety or a special Schubert variety [2, p. 328] .
Consider the following map [2, p. 328]: π :S → S,
The map π is a resolution of S. We have
and a Whitney stratification
For this reason, in what follows we are going to call S a special Schubert variety with r + 1 strata.
In the stratification (2.1), ∆ p is defined by
So each ∆ p is a special Schubert variety as well. In particular, ∆ 1 is smooth, and Sing ∆ p = ∆ p−1 for all p ∈ {2, . . . , r + 1}. The map π induces an isomorphism π −1 (S 0 ) ≅ S 0 , S 0 := S \ Sing(S).
Furthermore, every restriction
is a smooth and proper fibration on ∆ 0 p , with fibre
So the stratification (2.1) is a stratification ofS adapted to π (see [2, 30] ).
The standard resolution
Denote by S the tautological bundle on i (F) and consider the following short exact sequence of vector bundles on i (F):
where ℂ l is meant to be the trivial bundle of rank l on i (F) and K the cokernel of the bundle map S → ℂ l (observe that K is not the universal quotient bundle on i (F)).
Obviously, the projection f :S → i (F) allows us to identifyS with k−i (K), the Grassmannian of subspaces of dimension k − i of the bundle K. Furthermore, the projection f :S ≅ k−i (K) → i (F) is a smooth and proper fibration on i (F), with fibre k−i (ℂ l−i ).
AlsoS 0 := π −1 (S 0 ) surjects on i (F) via f and we have the following fibre square commutative diagram
The leftmost map f 0 :
Description of the strata
As we have previously observed, any stratum ∆ p ⊂ S is in turn a single condition Schubert variety, so we have a resolution of singularities, for all 2 ≤ p ≤ r + 1,
(of course we have put∆ r+1 =S and π r+1 = π). Similarly to above, we denote by
the tautological bundle on i p (F), which is a bundle of rank i p = k − p + 1. We consider the following short exact sequence of vector bundles on i p (F):
Then the projection f p :∆ p → i p (F) allows us to identify∆ p with p−1 (K p ), the Grassmannian of subspaces of dimension p − 1 of the bundle K p on i p (F). Furthermore, we have the following commutative diagram:
This shows that the fibration of equation (2.2) can be identified with the natural projection
Resolution of the strata
More generally, for all pairs (p, q) such that q < p ≤ r + 1, we have an inclusion of special Schubert varieties ∆ q ⊂ ∆ p . Hence we can extend everything we have said in the previous paragraph. We have the following commutative diagram: 
Some useful formulas
The following identities may be checked by simple, sometimes tedious, calculations:
, then the resolution π p is small for any p and we have IC
In this case the decomposition theorem is trivial for π p . Hence, from now on we assume c < k.
This section is devoted to the determination of the perverse cohomology sheaves in (1.1). The starting point of our analysis stems from the remark that the semisimple local systems involved in the decomposition are constant sheaves supported in the smooth locus of the strata ∆ 0 p = ∆ p \ ∆ p−1 . In other words, the decomposition (1.1) takes the following form:
for suitable multiplicities m pr ∈ ℕ 0 . As we are going to see, this follows by just combining the decomposition theorem with the global invariant cycle theorem, taking also into account the resolution of the strata described in Section 2.4. To this end, consider a fibre square commutative diagram:
where π is a resolution, ∆ is a locally closed subset of X and ρ is a smooth and proper fibration. Combining the base change property [19, p. 322 ] with [6, Remarks 1.5.1 and 1.6.2 (3)], we get the following isomorphisms (the second one is not uniquely determined), which will be extensively used in the sequel: 
implies that the fundamental group of ∆ acts trivially on the cohomology of F. Hence, the splitting (3.3) takes the following form:
In other words, the local system involved in (3. 3) are constant sheaves on ∆. (iii) We observe that the hypothesis of the previous remark is satisfied by the resolutions described in Section 2. In the meanwhile, we fix some notations. For all β ∈ ℤ, set 
Obviously, we have F pq ⊂ i p (F), as a Grassmann submanifold, and hence H • (F pq ) is canonically contained in H • ( i p (F)) and the hypothesis of (ii) is thus satisfied via pull-back from i p (F).
By Remark 3.1, the semisimple local systems involved in (1.1) are constant sheaves supported in the smooth part of the strata. Hence the decomposition theorem implies that the derived direct image Rπ * ℚS splits according to (3.1). So we are left with the computation of the occurring multiplicities m pr . This will be achieved in Theorem 3.5 (by downward induction on p) by means of a combinatoric argument based on the dimension of the stalk cohomology groups
where ξ p : D p → ∆ p denotes the small resolution of the stratum ∆ p (compare with the proof of (3.2)).
On that basis, the proof of Theorem 3.5 reduces to a dimensional counting (compare with formulas (3.12) and (3.13) ). We record the necessary ingredients in the following lemma. 
Proof. Recall from Section 2.5 that the morphism π −1 p (∆ 0 q ) → ∆ 0 q is a smooth fibration with fibre
Then the first formula follows just by combining (3.2) and (3.4) .
As for the second, we need to define the small resolution of the stratum ∆ p . Consider the map
which is another standard resolution of ∆ p . Similarly to Section 2.2, every restriction
is a smooth and proper fibration on ∆ 0 q , with fibre
because in 2.3 we assumed c < k. So the resolution ξ p is small and we have
Finally, by (3.2) and (3.4) we have
and we are done.
Remark 3.3. By (3.5), we have We set d α pq := dim D α pq .
Theorem 3.5. We have
Proof. We need to prove that
. The last statement is a consequence of the following claim.
Claim. In Perv(∆ p \ ∆ l ) we have the isomorphisms 
The proof proceeds now by induction on p − q. Since the starting case q = p is trivial, we can assume l + 1 = q < p, and we only need to prove
By Remark (3.1), we have
On the other hand, the decomposition theorem (with proper base change) says that
Furthermore, arguing by induction and recalling that ι pr * ∘ ι pr * = 1 (see [19, p. 110 ]), we get (for all q < r < p) 
By the hard Lefschetz theorem and (3.6), it suffices to prove (3.7) for every i ≥ 0. As IC • ∆ p satisfies the support condition, we obtain 
The normal bundle of∆ 0 pq ⊂∆ p
In this section, we are going to compute the normal bundle of the smooth subvariety∆ 0 pq of∆ p (compare with Section 2.5). In Section 2.4 we denoted by S q the tautological bundle of i q (F) (whose rank is i q = k − q + 1) and by K q the cokernel of the bundle map S q → ℂ l on i p (F). Similarly, we denote by S k the tautological bundle of k (ℂ l ).
By abuse of notation, we still denote by S p , S q , S k and K q their pull-back on∆ pq . By Remark 2.2, the bundles S p , S q , S k and K q are also well defined on∆ 0 pq ≅ ∆ 0 pq . Furthermore, again by Remark 2.2, we have S q ≡ S k ∩ F in ∆ 0 pq , So also S k + F and J pq := ℂ l /(S k + F) are well-defined vector bundles over∆ 0 pq ≃ ∆ 0 pq . We are now able to compute the normal bundle of∆ 0 pq in∆ p . Proof. Since both ∆ 0 pq and∆ p fiber over := i p (F), the normal bundle N pq of ∆ 0 pq ⊂∆ p coincides with the relative normal bundle with respect to .
The relative tangent bundles of∆ p is (see [14, p. 435, B.5.8] )
, and the relative tangent bundles of ∆ 0 pq fit in the following short exact sequence:
We have the following commutative diagram of vector bundles on :
where the leftmost column arises by applying Hom( ⋅ , ℂ l /S k ) to
and conclude in view of
On the general fiber F pq = i p (ℂ i q ) of the fibration π pq : ∆ 0 pq → ∆ 0 q (compare with (2.5)), both S q and J pq are constant vector bundles with ranks i q and c + 1 − q, respectively. Hence, Proposition 4.1 implies immediately the following corollary. 
Gysin morphisms
Our main aim in this section is to provide an explicit decomposition (1.1). Consider the commutative diagram (2.4) and set ȷ pq :=ι pq ∘π pq . Since∆ pq is smooth, the map ȷ pq induces a Gysin morphism
We are going to prove that it is possible to describe explicitly the decomposition (1.1) by means of the Gysin morphism above and the Leray-Hirsch theorem. Such a description is not canonical as it depends on the choice of a cohomology extension (cf. Remark 5.1). Further, we will describe in Remark 5.2 the effect that a change of the cohomology extension has on the splitting. The main point of the proof consists in showing that the Gysin morphism provides an isomorphism
which turns out to be canonical, namely independent of the cohomology extension (cf. Theorem 5.4). We also show in passing that the geometrical meaning of the isomorphism (5.1) is that the perverse cohomology sheaves are generated (via the Gysin morphism) by the cohomology classes of the fibre that are "divisible" by the top Chern class of the normal bundle described in Section 4 (cf. Remark 5.6). Let us come back to the fibre square commutative diagram of Section 3. Since∆ is smooth, the map ȷ also induces a Gysin morphism Rȷ * ℚ∆ → ℚ X [2d], d := dim X − dim∆ (cf. [15, p. 83] ). By the self-intersection formula (see [15, p. 92 ] and [20, 31] ), the composite of such a Gysin morphism with the pull-back morphism ℚ X → Rȷ * ℚ∆ coincides with the cup product with the top Chern class κ of the normal bundle of∆ ⊂ X: (see [27, p. 256-258] ). Furthermore, the splitting (3.2) can be viewed as a consequence of the Leray-Hirsch theorem (see [28, p. 182 and p. 195 ] and [9, Lemma 2.5 and its proof]):
The meaning of the isomorphism (5.3) is that to each cohomology class a ∈ H α (F) corresponds the morphism
The splitting (5.3) is not uniquely determined, rather it depends on the choice of a cohomology extension
Specifically, any other choice
would give a different splitting in (5.3) .
Fix now two cohomology extensions of the fibre θ, θ : H * (F) → H * (∆). Then the morphism γ above becomes
4)
If we fix a basis B of H • (F) and a cohomology class a ∈ B, then the Leray-Hirsch theorem implies that
for suitable and uniquely determined cohomology classes
. Then the cohomology class ω a b represents the "component" of the morphism (5.4) with respect to the basis elements a, b:
Remark 5.2. Similarly to above, we have
for uniquely determined cohomology classes
. The meaning of (5.6) is that to each cohomology class ρ * (ϵ a b ) ∪ θ(b) corresponds the compositum
In other words, we have θ = θ ∘ (ϵ a b ), with the matrix (ϵ a b ) lying in
Obviously we have ϵ a b = 0 if deg b > deg a. Furthermore, by the very definition of cohomology extension, the compositum of any
with the projection on H deg a (F) is the identity map. Thus we have
where k := deg a + dim ∆ − 1. In particular, the matrix (ϵ a b ) is upper triangular. has a canonical basis which is in one-to-one correspondence with all partitions λ = (λ 1 , . . . ,
(ii) Observe that partitions that are not contained in a (p − q) × (k − c + q − p)-rectangle give a basis for the kernel of the cup product c c+1−q pq
and that the composite
Consider again the commutative diagram (2.4) and set ȷ pq :=ι pq ∘π pq . As we said, the map ȷ pq induces a Gysin morphism Rȷ pq * ℚ∆ pq → ℚ∆ p [2d pq ] and, via composition with π p , an arrow 
Similarly, applying the Leray-Hirsch theorem to the compositum of π p with the pull-back morphism, we get 5.4) ).
On the other hand, the decomposition theorem tells us that IC • ∆ q [−m q ] is split embedded in Rπ q * ℚ∆ q . Thus we may define
(5.10)
In the following theorem, recall that δ pq = m p − m q − 2d pq (cf. Section 2.6). 
] is an isomorphism. Furthermore, the isomorphism above is independent of the cohomology extension.
Proof. We start the proof with the following claim.
Claim. For every θ pq there exists θ pq such that the map γ pq induces an isomorphism
q denotes the restriction to the smooth locus. We thus can define θ pq in such a way that
With notations as in (5.5), the component
is an isomorphism and any other component vanishes. In other words, if we look at the morphism
in matrix notations with respect to the bases B and c ∪ B, then it is represented by the identity matrix. The asserted claim follows at once. The intersection cohomology complex IC • ∆ q is a simple object in the abelian category Perv(∆ q ) (see [13, Theorem 5.2.12] ), so the claim just proved implies that the compositum Corollary 6.4. In
we have π p * (∪ω) ∘ σ pq = σ pq ∘ (ι pq ∘ π q ) * (M ω ).
Let h be the first Chern class of a π p -ample line bundle on∆ p . In the fundamental paper [7] , Deligne introduced a canonical splitting of Rπ p * ℚ∆ p [m p ] by means of the primitive perverse cohomology complexes:
). The following result shows how one can obtain a simple description of the primitive perverse cohomology complexes and of Deligne's splitting in terms of the morphisms σ pq described in (5.10).
Theorem 6.5. Let h be the first Chern class of a π p -ample line bundle on∆ p and let h| T pq be the pull-back of h to T pq .
(i) We have the following isomorphism: 
Finally, in view of Remark 6.2, we have
and we are done. The independence of the cohomology extension follows directly from Theorem 5.5. As for (ii), by [ 
vanishes. With notations as in (6.1) and by Remark 6.2, it is defined by matrix elements of the form
with b varying in B ∩ H δ pq +i+1 (T pq ). But such matrix elements must vanish since ω a b ∈ H 1 (∆ q ) = 0. In general, by induction it is enough to show that we can modify θ pq so that
