A interpretation of the Rogers-Zudilin approach to the Boyd conjectures is established. This is based on a correspondence of modular forms which is of independent interest. We use the reinterpretation for two applications to values of L-series and values of their derivatives.
Introduction
In [7] , Zudilin outlines a method he developed with M. Rogers on which their proof of Boyd's conjectures is based. Here we reinterpret that method in terms of a correspondence of modular forms which is of independent interest. We use this reinterpretation to deduce some relations among values of L-functions and some relations involving values of the first derivative of an L-function.
The correspondence associates to a pair of functions F 1 , F 2 and s ∈ C a new function s (F 1 , F 2 ) which, when F 1 and F 2 are connected to modular forms, satisfies properties related to modularity for special values of s (see Proposition 2.1). In the case where F 1 and F 2 are Eisenstein series, s (F 1 , F 2 ) is again an Eisenstein series for certain s and we make use of this fact in the two applications of our method described below.
Our main theorem, Theorem 3.2, connects the Mellin transform of the product F 1 F 2 with the Mellin transform of functions associated to F 1 and F 2 via our correspondence. This is achieved using a simple "duality" relation (Lemma 3.1), which reformulates a key integration by substitution in Rogers-Zudilin's method. The content of the main theorem can be summarized as: b j (n j )e 2πim j n j z and g j (z) = m j ,n j ≥1 a j (m j )e 2πim j n j z .
Then we have the following relation between Mellin transforms
where W N is the Fricke involution, | is the usual weight 0 "slash" operator and s ( f , g) is a certain function associated to f and g which will be described in Section 2.
We discuss two applications of this reinterpretation: Firstly we establish a relation among critical values of L-functions of products of Eisenstein series: 
with an analogous definition for E
where C is an explicit algebraic number given in section 4 and (E, s) denotes the completed L-function of E as in (2).
This is extended to a more general class of characters in the second author's PhD thesis (in preparation). Since the space of modular forms of weight k ≥ 4 is generated by products of such Eisenstein series when the level is prime [5] , this result implies relations among critical values of L-functions for more general classes of modular forms than is at first apparent. A further extension of the main theorem of [5] to modular forms of squarefree level is implied by work in preparation by M. Dickson and the second author. Besides the independent interest of relations among critical values of different L-functions, possible applications we are currently exploring include vanishing and algebraicity results for values of L-functions, and the formulation of a general result of this nature specifically for cusp forms.
A second application exhibits a relation between derivatives of L-function of weight 2 modular forms at 1 and values of L-functions of weight 1 modular forms at 1. The precise statement will be given in Theorem 5.2 but its content can be sketched in the following form.
Theorem 1.3. If E is in a certain subspace of the weight 2 Eisenstein space on
for an explicitly determined constant C and an explicit elementẼ in the weight 1 Eisenstein space.
We stress that since L-functions of Eisenstein series can be expressed in terms of Dirichlet L-functions, such relations, once identified, can be verified directly. However, the proof gives a method to determine, for each given series E, a linear combination of weight 1 Eisenstein series whose L-function at 1 satisfies an explicit relation with L (E, 1). This method is based on a combination of our reformulation of Rogers-Zudilin's method and Goldfeld's expression for derivatives of L-functions (cf. [3] ).
Furthermore the existence of an explicit, and fairly general relation between derivatives of L-functions and non-critical values of L-functions in the case of Eisenstein series, raises the question of whether analogous relations might exist in the case of cusp forms. In that case, such relations should not be possible to deduce by direct methods.
A correspondence of modular forms
We begin by fixing notation which will be used in the sequel. For a holomorphic function g which is exponentially decaying at 0 and ∞ we denote the Mellin transform of g by
If g is any function defined on the upper half plane H, k ∈ Z and a b c d ∈ SL 2 (R) then we define the weight k slash operator by
When we omit the index k we mean the weight 0 slash operator. The Fricke involution,
, acts on functions on the upper half plane via the slash operator.
It is well-known that W N preserves the space of modular forms of level N and weight k when it acts via the weight k slash operator. We also have the following elementary but useful relationship between the weight k and the weight 0 action on an arbitrary function on the upper half plane
Let g(z) = ∞ n=0 a(n)e 2πinz be a modular form for 1 (N). For Re(s) large enough the L-series L( g, s) = ∞ n=1 a(n)n −s converges absolutely and for such s we define the completed L-function of g by
According to ([4] , §7), ( g, s) has meromorphic continuation to s ∈ C with possible simple poles at 0 and k, with residues −a(0) and i k b(0) respectively, where b(0) is the constant term of g| k W N . If g decays exponentially at 0 and ∞ we have the formula
Let
e 2πim 2 z be functions on H. By applying the Möbius inversion formula we can rewrite f 1 and f 2 as double sums:
where a(n) := r|n α(r)μ(n/r) and b(n) := r|n β(r)μ(n/r). Indeed, with this definition of a(n), Möbius inversion formula implies that α(n) = d|n a(d) and thus
This construction leads to a correspondence on spaces of Eisenstein series (see section 4 for definitions): Let ψ and φ be non-trivial primitive Dirichlet characters mod N 1 and N 2 , respectively. Assume that ψ is odd and that the positive integer l satisfies φ(−1)
is an Eisenstein series of weight k+l−1. This fact will be used in the proof of Theorem 1.2.
An analogous construction can be carried out when f 1 and f 2 are cusp forms of weight 1, level N and Dirichlet characters v 1 and v 2 , respectively. Although we do not expect t ( f 1 , f 2 ) to be a modular form, Proposition 2.1 shows that if t is even then all its twisted L-series satisfy the functional equations of a weight t cusp form of level N 2 and character
Specifically, for each prime r N, consider a primitive character ψ of conductor r such that ψ(−1) = (−1) u (u = 0 or 1). For convenience ψ can also stand for the trivial character 1 mod 1. For Re(s) 0 consider
For the cusp forms f 1 and f 2 we define their L-series twisted by ψ in the standard way, i.e.
Note that if f 1 and f 2 are Hecke eigenforms this equality implies that
then we have 
is the Gauss sum of ψ.
Proof. We first express
where u = 0 or 1 is determined by ψ(−1) = (−1) u . We then have
We recall the functional equations for the L-functions which appear in the expression above:
and
, Thm. 7.5 and (12.7)). By using these functional equations we can rewrite the righthand side of (5) to obtain
The final version of the functional equation now follows from the identity
which is valid for even t and can be shown using standard properties of the Gamma function, including the reflection and duplication formulas. 1 , f 2 ) , s) has infinitely many poles (assuming the Grand Simplicity Hypothesis [6] ) and therefore t ( f 1 , f 2 ) can not be a modular form. However, the extension of the converse theorem of [1] to general levels implies that t ( f 1 , f 2 ) is a modular integral.
Remark. It follows immediately from (4) that L( t ( f

A reinterpretation of the method of Rogers-Zudilin
The method of [7] relies crucially on a simple change of variables in an integral of the product of two series which leads to a product of two different functions. This part of the method can be expressed as the following simple "duality relation" involving the functions rather than their Fourier expansions. For a function h on H and x ∈ Z, we set h (x) for the function defined by h (x) (z) := h(xz). 
Proof. From the growth conditions at infinity and 0 it follows that the product f · g|W N has exponential decay at both infinity and 0 and thus the Mellin transforms on both sides are well-defined. By the change of variables t → (n/m)t we see that
With the above lemma we obtain the following Theorem 3.2. Let F 1 , F 2 : H → C be given by the Fourier expansions
where we assume, additionally, that the coefficients a j (n) and b j (n) grow at most polynomially in n. If we define the functions
then we have the following relation between Mellin transforms
Proof. Set h j (z) := n j ≥1 b j (n j )e 2πin j z for j = 1, 2. By comparing with ∞ 1 x k e −yx dx, we see that for any positive integer k we have that ∞ n=1 n k e −ny is bounded by a constant times e −y as y → ∞ and by a constant times y −(k+1) as y → 0. It follows then from the growth conditions on b j (n) that h 1 and h 2 both have exponential decay at infinity and at most polynomial growth at 0. Hence Lemma 3.1 implies
The growth condition of b j justifies the interchange of integration and summation, so, upon the further change of variables t → (n 2 /m 2 )t we deduce that
The desired conclusion now follows from the fact that
An application to products of Eisenstein series
We recall the weight k Eisenstein series E ψ,φ k assigned to primitive Dirichlet characters ψ mod N 1 and φ mod N 2 which satisfy ψφ(−1) = (−1) k . Its Fourier expansion at infinity is given by
where the constant term is given by
For t ∈ R we also consider the function E
k (tz). In Section 4.8 of [2] it is shown that, for k = 1 and t ∈ N, each E ψ,φ,t k is a weight 1 modular form for 0 (tN 1 N 2 ) and character ψφ. Furthermore, for a fixed N ∈ N, these Eisenstein series give a basis of the Eisenstein subspace E 1 ( 1 (N) ). To be precise, if A is the set of ({ψ, φ}, t) such that ψ and φ are primitive Dirichlet characters modulo N 1 and N 2 such that (ψφ)(−1) = −1 and t is a positive integer such that tN 1 N 2 |N then the set
is a basis of E 1 ( 1 (N) ). For convenience we will often write E where 1 is the trivial character modulo 1 and we also consider the subspace
The analogous statement for k = 2 (Th. 4.6.2 of [2] ) involves the set B of (ψ, φ, t) such that ψ and φ are primitive Dirichlet characters modulo N 1 and N 2 with (ψφ)(−1) = 1, and t is a positive integer such that 1 < tN 1 N 2 |N. In this case the set ( 1 (N) ). We also consider the smaller subspace
In the sequel we will often use the following identity
which is valid for any t > 0 (see e.g. Th. 12. (7) that
Using the definition of the completed L-function and (1), we see that the right-hand side is
We are now in a position to apply Theorem 3.2 with Fourier expansions given by
and we conclude that M E
Finally, after another application of (7), we obtain the conclusion of Theorem 1.2:
where
Application to derivatives of L-functions
Let ψ and φ be odd, primitive Dirichlet characters modulo N 1 and N 2 respectively. Using the notation of the last section we set
The goal of this section is to evaluate a particular linear combination of the special values M f ψ,φ r (2) in two different ways thereby obtaining a relation between values and derivatives of certain L-functions. We first observe that for a fixed positive integer r we can write
Since we now have a weight 0 action in the right-hand side we can use Theorem 3.2 with
where δ r (n) = 1 if r|n and 0 otherwise. This implies that M f we deduce that
The integral above is well-defined since E ψ,φ 2 decays exponentially at both ∞ and 0. The decay at infinity is immediate since ψ is not trivial and the decay at 0 follows from (7). By using (7) to rewrite fφ ,ψ r it follows from (9) that
It is clear from (10) that we can find a linear combination of F ψ,φ r 's such that the exponentials inside the logarithm on the right-hand side are eliminated:
We will now proceed to evaluate the two sides of (11) separately.
The right-hand side of (11)
We first recall the principle behind Goldfeld's expression for derivatives of L-functions (cf. [3] ):
Proposition 5.1. Let f and g be holomorphic functions on H such that for some N ∈ N:
for some c ∈ C. This equality, together with ∞ 0 f (z)dz = 0, implies the conclusion.
Since Proposition 5.
By using Proposition 5.1 together with (3) we can express the the right-hand side of (12) as
If h is a modular form of weight 2 and level N it is easy to see from the functional equation of (h, s) that (h| 2 (1 + W N ), 1) = 2 (h, 1) . It follows that the right-hand side of (11) equals
The left-hand side of (11)
To compute the left-hand side of (11) 
We can rewrite f ψ,φ r (it) as a linear combination of functions that decay exponentially at ∞ as follows
where b φ is the constant term of the Fourier expansion of E φ,r 1 |W N . Here we have used the fact that E 
For the last equality we again used (7) and we have an analogous expression for M fφ
,ψ r (s).
We will now compute the value of the linear combination
at s = 2 by considering each of the three summands of (16) and the analogue for fφ 
By using the trivial fact
combined with E 
(s).
Secondly, to compute the contribution of the terms coming from E which implies that the contribution of these terms to (17) at s = 2 is 0. We are now left with
where E ψ,φ is given by E ψ,φ := L(φ, 0)E 
In the following theorem we extend the identity (21) to the spaces spanned by the Eisenstein series that occur in it. We denote by j the map from E 2 ( 1 (N) ) to E 1 ( 1 (N) ) ⊗ E 1 ( 1 (N) 
