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1On Matched Filtering for Statistical Change Point Detection
Kevin C. Cheng, Shuchin Aeron, Michael C. Hughes, Eric L. Miller
Non-parametric and distribution-free two-sample tests have been the foundation of many change point detection algorithms.
However, noise in the data make these tests susceptible to false positives and localization ambiguity. We address these issues by
deriving asymptotically matched filters under standard IID assumptions on the data for various sliding window two-sample tests.
In particular, in this paper we focus on the Wasserstein quantile test, the Wasserstein-1 distance test, maximum mean discrepancy
(MMD) test, and the Kolmogorov-Smirnov (KS) test. To the best of our knowledge this is the first time an matched filtering has
been proposed and evaluated for these tests or for change point detection. While in this paper we only consider a subset of tests, the
proposed methodology and analysis can be extended to other tests. Quite remarkably, this simple post processing turns out to be
quite robust in terms of mitigating false positives and improving change point localization, thereby making these distribution-free
tests practically useful. We demonstrate this through experiments on synthetic data as well as activity recognition benchmarks. We
further highlight and contrast several properties such as sensitivity of these tests and compare their relative performance.
Index Terms—Change point detection, matched filter, Wasserstein distance, Human activity data
I. INTRODUCTION
The foundational work by [1] and [2], later summarized by
[3] formed the basis of many change point detection (CPD)
methods today. Broadly classified, statistical CPD methods are
either parametric, where changes are detected in the parameter
space of some parametric model of the data which is either
assumed apriori [4] or learned from data [5]), or non-parametric,
where the test statistic is derived directly from the samples.
Early work in parametric methods such as CUSUM detected
change points by fitting some distributional model (e.g. Gaus-
sian) to the data and developed tests to detect changes in
the respective parameters. Another realm of parametric CPD
methods consider ARMA-type dynamical models with state-
space generalizations [6]. Generally, parametric methods are
effective when the modelling assumptions hold and capture
the data’s key characteristics.
More recently, there has been a growing interest in non-
parametric CPD methods for applications where the charac-
teristics marking the states or state transitions are unknown
or cannot be modeled due to complexity or limited access
to data. Applications to time series data are vast including
human activity [7], ECG [8], EEG [9], speech signals [10],
and climate data [11].
Classical non-parametric two-sample tests such as the
Kolmogorov-Smirnov (KS), Cramer-von Mises, and Mann-
Whitney statistics, have been applied to change point detection
[12], [13]. Other methods use the family of f-divergences,
such as the KL-divergence as a dissimilarty measure between
empirical distributions. Recently, statistical two-sample tests
belonging to the broader family of integral probability metrics
[14] such as the maximum mean discrepancy (MMD) [15]
and the Wasserstein-1 distance [16], have also been applied to
change point detection [10].
These non-parametric change point methods often employ
sliding windows of a fixed size to compute a test statistic that
can be interpreted as a change point score as a function of time,
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where candidate change points are peaks of this function [17].
In tests that are distribution-free, the distribution of the test
statistic under the null hypothesis that empirical windows
are drawn from the same distribution is independent of data
distribution. Therefore, threshold values that correspond to
statistical confidence levels for change points can be applied
universally.
In practice, basing change point decisions solely based on
the local maxima of the two sample test can be insufficient to
control false positives and difficulty with precise localization
of a change point. In the current literature, this problem is
avoided by considering only single change points [10] or using
metrics such as AUC [18].
Our goal is to overcome these concerns while providing a uni-
fying framework for understanding non-parametric distribution-
free tests for change point detection. Our main contributions
are:
• We propose the application of matched filtering to CPD
to improve detection and localization of change points.
In algorithms that employ sliding windows, the effects
of a change point on the test statistic will be reflected in
an interval around the change point. Therefore, we can
derive a asymptotically matched filter from this expected
response on this interval.
• We derive the asymptotically matched filters for the
Kolmogorov-Smirnov (KS), maximum mean discrepancy
(MMD), Wasserstein quantile (WQT), and Wasserstein-1
distance (WDT-M1) tests.
• We propose the sliced Wasserstein quantile test (SWQT),
an extension of the WQT (which only applies to univariate
observations) to multivariate observations.
• Even though the IID assumptions under which our
asymptotically filter is derived are generally not satisfied,
we show improvements in change point localization and
false positive reduction when applied to real world data.
• We provide practical insight into fundamental differences
between two-sample and quantile-quantile (Q-Q) tests in
terms of sensitivity to data transformations, suggesting
how application-specific criteria may drive which test is
preferred.
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2The remainder of this paper is organized as follows. In
Sec. II-A we introduce the CPD problem and required technical
background. In Sec. III-A we motivate and outline the simple
approach of matched filtered two-sample tests applied to CPD.
In Sec III-A we state the main theorems for the asymptotically
matched filters for WQT, MMD, KS, and WDT-M1 tests. In
Sec. IV we demonstrate the performance of our method on
simulated data as well as the commonly used human activity
data set (HASC) [19] and dancing honeybees (Beedance) [20].
Finally, in Sec. V we illustarate and discuss of main differences
between Q-Q and two-sample tests.
II. CHANGE POINT DETECTION
A. Problem Statement
We are given time series data, X[t] ∈ Rd, t = 1, 2, ..., with
the following model.
1) The data consists of distinct time segments [0, τ1], [τ1 +
1, τ2], ..., [τk + 1, τk+1], ... with τ1 < τ2 < ..., such that
within each time segment, X[t], t ∈ [τk + 1, τk+1] are IID
samples from a fixed but unknown distribution.
2) The distributions in successive time segments are different
but in general two non-adjacent segments can have
samples from the same distribution.
The time points τ1, τ2, .., are referred to as the change
points (CP). Given these conditions, the problem of Change
Point Detection (CPD) is to estimate τ1, τ2, ... without any
information and assumptions (priors or parametric models) on
the number and location of CPs.
Note that this approach to CPD is fundamentally an unsu-
pervised machine learning problem. Related supervised CPD
problems exist when some training data sequences are provided
with labeled segment boundaries.
The IID assumption governing data within a segment greatly
simplifies some of our later theoretical analysis, though it may
inevitably be unrealistic for most real datasets. However, we
demonstrate that our matched filter methods can be successfully
deployed with their desirable properties intact (e.g. few false
positives) even on real data where this assumption may be
violated.
B. Notation
Given a collection of iid samples X = {x1, x2, ..., xn}, xi ∼
P we denote the estimated empirical distribution as Pn ,
1
n
n∑
i=1
1Xi≤t, the quantile function P
−1
n (t) , inf{x : Pn(x) ≥
t} and the Q-Q function Pn(Q−1m ). Also, →w denotes weak
convergence or convergence in distribution.
C. Statistical CPD with Matched Filter
Our general framework to addressing this problem is to use
statistical two-sample tests comparing adjacent sliding windows
of a constant size as our test statistic for CPD.
Given time-series X[t] on a compact domain C ⊂ Rd, we
define two empirical CDFs at each time t ≥ n; one generated
from the sum of dirac-delta functions supported on a window
of size n to the left of t, Fn(t) ← {X[t − n], X[t − n +
Fig. 1. Result of change point detection using the WQT on sliding windows.
The noisy unfiltered change point signal can cause false detections, and
complicate localization of change points.
1], .., X[t− 1]} and the other from the n samples to the right
Gn(t) ← {X[t + n], X[t + n − 1], .., X[t + 1]}. A statistical
test D∗(Fn, Gn)1 is then applied to these windows. With a
slight abuse of notation, we define the test statistic over the
pair of sliding windows D∗(t) = D∗(Fn(t), Gn(t)).
The nominal approach for identifying change points given a
test statistic is to label local maxima of a computed statistic
above some threshold parameter [10]. However, as evident
in Fig. 1, noise in the signal can push the statistic above
the threshold causing false detections. Furthermore in the
presence of change points, multiple peaks ambiguate the exact
localization of change points.
In signal processing detection and estimation, these issues
are address by deriving a matched filter, commonly known as
the time flipped conjugate version of the signal to be detected,
which is statistically optimal given additive white Gaussian
noise (AWGN) [21]. While the AWGN does not apply in our
problem, the motivation for signal detection still applies.
Since for two-sample tests, the test statistics can be inter-
preted as confidence levels for rejection the null hypothesis,
the matched filtering process should be peak preserving. We
call such a filter peak preserving if the expected value of the
unfiltered is equal to filtered signal at an expected change
point.
For a given matched filter h[t], the peak preserving constant
α =
(∑
t h[t]
2
)−1
, the resulting filtered statistic is then:
F∗[t] = D∗[t]~ αh[t], (1)
where ~ denotes the convolution operation.
III. MATCHED FILTERS FOR STATISTICAL TESTS
In this section we outline the general framework used to
derive the asymtotically matched filters and state the main
results for the various statistical tests. Interested readers can
find the complete proofs in the supplemental material.
In the following we will assume that X = {X1, X2, ..., Xn}
are IID ∼ P , and Y = {Y1, Y2, ..., Ym} IID ∼ Q. When they
are supported on R their respective empirical measures are
denoted by Pn and Qm respectively.
Generally, two-sample tests are applied by directly comput-
ing the distance between measures. Q-Q tests are a subset of
two-sample tests that compute the distance between the Q-Q
1Here we use D∗ as a general statistical test and it can be substituted for
the various statistical tests defined in Sec. III-A
3Fig. 2. The main insight and idea for deriving the form of asymptotically
matched filtering for various tests. The change point statistic starting at t = τ
moving right will have its right window drawn from distribution Q, and its
left window drawn from a mixture distribution pi1P + (1 − pi1Q) where
pi1 =
t−τ
n
map Fn(G−1m ) and the uniform measure
2. We consider both
types of statistical tests.
A. Asymptotically Matched Filter
To derive the asymptotically matched filter we consider a
change point at t = τ , where samples when t < τ are generated
IID from some distribution P , and samples when t > τ are
generated IID from some distribution Q (Fig. 2). Without loss
of generality (given that we show these tests to be symmetric),
starting at t = τ going to the right, the left window will be
drawn from a mixture distribution Fn ∼ pi1P +(1−pi1)Q with
mixture proportion pi1 = 1− (t−τ)n whereas the distribution of
the right window remains constant, Gn ∼ Q. In this setup, the
change point will affect the test statistic as we slide across the
interval from t ∈ [τ, τ + n] or pi1 ∈ [1, 0].
To derive the matched filter we prove that 1) each statistical
test D∗(·, ·) is symmetric, and 2) that for a given P and Q, as
n→∞, the test statistic converges to a deterministic function
of the form f(pi1)d∗(P,Q). That is, a distribution independent
function of pi1, times a distribution dependent constant.
We then apply these asymptotic results to construct a peak-
preserving matched filter as a function of pi1 in the case with
finite n. While in this paper we only consider a subset of the
selection of two-sample and Q-Q tests this analysis can be
applied to any statistical test under this framework.
B. Wasserstein-1 Distance Test (WDT-M1)
Given two probability distributions P,Q on Rd the
Wasserstein-p distance, or earth mover’s distance Wp(P,Q) is
defined as
Wp(P,Q) =
(
min
pi∈Π(P,Q)
Epi [||X − Y ||p2]
) 1
p
, (2)
where Π(P,Q) denotes the set of all joint distributions with
marginals P,Q.
For d = 1, p = 1, (2) has the closed form [?], [23],
Dwdt-m1(Pn, Qm) =
∫ 1
0
|P−1n (x)−Q−1n (x)|dx
=
∫
C
|Pn(x)−Qn(x)|dx. (3)
2For any CDF Qm, Q−1m (t) , inf{x : Qm(x) ≥ t}
We have the following theorem.
Theorem. 1: Given the setup and assumptions in Sec. III-A,
and constant dwdt-m1(P,Q) =
∫
C||(P (x)−Q(x))|dx
Dwdt-m1(Pn, Qn)→w pi1dwdt-m1(P,Q) (4)
Assuming the data lives on a compact set, it follows that
E[Dwdt-m1(Pn, Qn)] = pi1dwdt-m1(P,Q). Thus for a given
P,Q, dwdt-m1(P,Q) is constant, the resulting matched filter
for when n is sufficiently large (but finite) is linear respect to
pi1, thus h[t] = (1− |t|n )
C. Wasserstein Quantile Test
The Wasserstein Quantile Two-Sample Test (WQT) is a
distribution-free variant of the WDT that measures the Wasser-
stein distance of the Q-Q function of Pn, Qm to the uniform
measure [22].
Dwqt(Pn,Qn) =
n
2
W2(PnQ
−1
n , U [0, 1])
2
=
n
2
∫ 1
0
(Pn(Q
−1
n (x))− x)2dx (5)
From this we can state the following,
Theorem. 2: Given the setup and assumptions in Sec. III-A,
and dwqt(P,Q) = 12
∫ 1
0
(P (Q−1(x)− x)2dx
1
n
Dwqt(Pn, Q) →wpi21dwqt(P,Q) (6)
For finite n, when using the WQT, the peak preserving
matched filter (to be applied as stated in (1)) can be approxi-
mated by h[t] = (1− |t|n )2.
For the WQT, the theorem is stated with 1/n that essentially
removes an distribution dependent O(1) term in the WQT.
In the operational case, we approximate this term to be∫ 1
0
B2(x)dx, where B(x) is the standard Brownian bridge on
[0, 1]. This acts as a constant bias term that is removed from
the signal prior to matched filter convolution when using the
WQT. The details of this can be found in the supplemental
material.
D. Sliced Wasserstein Quantile Test
Since the WQT is only defined in one dimension, the naive
approach for to extension to multiple dimensions to average the
WQT across each dimension independently. Alternatively, we
can use the approach taken for the sliced Wasserstein distance
[24]. Formally this is
Swqt(Fn, Gm) =
∫
Sd−1
DWQT (F
θ
n , G
θ
m)dθ (7)
Where dθ is a uniform measure on Sd−1, the unit sphere in
Rd, and F θn , Gθn are the respective CDFs given the Rd → R
projection of the samples according the unit vector θ.
With this definition we state the following,
Theorem. 3: Given the setup and assumptions in Sec. III-A,
and dswqt(P,Q) =
∫
Sd−1 dwqt(P
θ, Qθ)dθ
1
n
Dswqt(Pn, Qm)→w pi21dswqt(P,Q) (8)
4Test WQT SWQT WDT-M1 KS MMD
Family of Test Q-Q Q-Q 2-Sample Q-Q, 2-Sample 2-Sample
Distribution
Under Null DF
1 DF not DF2 DF DF
3
(constant kernel)
Data Dimension R1 Rd R1 R1 Rd
Computation Complexity O(n log(n)) O(Kn log(n)) O(n log(n)) O(n log(n)) O(n2)
Matched filter
h[t], t ∈ [−n, n]
(our contribution)
(1− |t|
n
)2 (1− |t|
n
)2 1− |t|
n
1− |t|
n
(1− |t|
n
)2
TABLE I
SUMMARY TABLE OF TWO-SAMPLE TESTS DISCUSSED IN THIS PAPER. DF: DISTRIBUTION-FREE, Q-Q: QUANTILE-QUANTILE, K: TOTAL NUMBER OF
SLICED LINEAR PROJECTIONS, 1[22], 2[16], 3 [15]
Therefore, the peak preserving filter for the the SWQT test
can be approximated (to be applied as stated in (1)) by (1) has
h[t] = (1− |t|n )2
Operationally, when using the SWQT we remove a bias term
identical to the WQT for the same reason as described in D.
E. Kolmogorov-Smirnov
The two-sample KS [25] test computes the maximum
deviation between respective empirical distribution functions
DKS(Pn, Qn) = sup
x
|Pn(x)−Qn(x)| (9)
With a simple change of variables y = Gn(x) we can also
show that the KS test is a Q-Q test [26].
DKS(Fn, Gn) = sup
y
|Fn(G−1n (y))− y| (10)
We note the following theorem for the KS test.
Theorem. 4: Given the setup and assumptions in Sec. III-A,
and dKS(P,Q) = supx|P −Q|
DKS →w pi1dKS(P,Q) (11)
Under the null hypothesis DKS → 0, the peak preserving
matched filter for the the KS test can be approximated (to be
applied as stated in (1)) by h[t] = (1− |t|n )
F. Maximum Mean Discrepancy
The MMD represents the largest difference in expectations
over functions in the unit ball of a reproducing kernel Hilbert
space (RKHS) with kernel k(x, y).
MMD2(k, P,Q) = sup
f∈RKHS(k):‖f‖k≤1
(
EP [f ]− EQ[f ]
)2
When this kernel is bounded, the MMD is known to be
distribution-free. [15].
For this case we note the following theorem.
Theorem. 5: Given the setup assumptions in Sec. III-A,
and dmmd(P,Q) = EP×P [k(x1, x2] + EQ×Q[k(y1, y2] −
2EP×Q[k(x1, y2]
E[MMD2(Pn, Qm, k)] = pi21dmmd(P,Q) (12)
Given that under the null hypothesis, E[Dmmd] = 0, the
peak preserving matched filter (to be applied as stated in (1))
has h[t] = (1− |t|n )2, µ = 0
IV. EVALUATION
A. Simulation Data
We first verify our proposed matched filters on simulated data.
Given two known distributions P and Q, we simulate exactly
the mixture scenario in Fig. 2 where Fn ∼ pi1P + (1− pi1)Q
and Gn ∼ Q. We vary the mixture proportion pi1 and compute
the test statistic D∗(Fn, Gn) for various window sizes n. Each
test was averaged over 100 repetitions using different random
seeds.
The performance of the matched filters are evaluated in for
the univariate (for the tests that are only defined on univariate
data), and multivarate case.
For the univariate case, we generate 40 IID data sequences
of length 800 with a single change point randomly distributed
between [300,500]. Samples prior to the change point are
drawn from distribution P ∼ N(0, 1), whereas samples after
the change point are drawn from Q ∼ N(0.25, 1). Change
points are detected as peaks that exceed a threshold with
significance level of 5%.
For the multivariate case, when we observe 2-dimensional
data vectors again simulating 40 sequences of length 800 with
a single change point between [300, 500]. We define a common
covariance matrix Σ with unit diagonal and high correlation
(0.9), and then define P and Q so they differ in mean:
P ∼ N
([−0.12
+0.12
]
,Σ
)
, Q ∼ N
([
+0.12
−0.12
]
,Σ
)
,
Σ =
[
1 0.9
0.9 1
]
.
With these datasets, we compare the performance between
the filtered and unfiltered test statistics for various window
lengths. Change point localization is measured by the area
under the precision recall curve (AU-PRC), and false positives
are measured by the average number peaks above the detection
threshold. For a given window size n peaks are labeled as
true positives if they fall within n samples of a true change
point. To be fair to the unfiltered tests, duplicate peaks within
n samples are ignored.
To validate the performance of the sliced Wasserstein quantile
test (SWQT) as an appropriate extension of the WQT to
higher dimensions, we compare it to the naiive approach of
simply averaging WQT over each dimension independently. The
SWQT is computed via Monte Carlo simulations by randomly
sampling vectors θ ∼ Sd−1, and averaging the results over
each linear project. For the MMD we define the kernel k(x, y)
as the Gaussian kernel with unit variance.
5Fig. 3. Empirical results of simulating the filter for the WDT-M1 (top-left), WQT (top-middle), SWQT (top-right), KS (bottom left) and MMD (bottom right)
test statistics for various window sizes as a function of the mixture parameter pi1. Each test converges to their respective derived filters (black).
AU-PRC Avg #Peaks Detected
n=50 100 150 50 100 150
WQT 0.52 0.76 0.90 3.4 2.3 1.5
F-WQT 0.54 0.80 0.93 1.4 1.1 0.90
MMD 0.47 0.75 0.88 7.3 3.4 2.0
F-MMD 0.53 0.78 0.89 3.7 1.8 1.1
MW1 0.51 0.78 0.89 3.7 2.1 1.5
F-MW1 0.54 0.89 0.94 2.6 0.83 0.93
KS 0.53 0.70 0.86 2.9 1.9 1.3
F-KS 0.54 0.88 0.98 2.9 0.75 0.95
TABLE II
SIMULATED MATCHED FILTER RESULTS FOR STATISTICAL TESTS ON R1 .
AU-PRC OF PRECISION-RECALL AND THE TOTAL NUMBER OF CHANGE
POINTS DETECTED IN THE FILTERED AND UNFILTERED TEST STATISTICS
GIVEN THE PROBLEM SETUP IN IV-A. THE INCREASE IN PR-AUC SHOWS
THE IMPROVEMENT IN CHANGE POINT LOCALIZATION WHILE MITIGATION
OF FALSE POSITIVES IS SHOWN BY THE DECREASE IN DETECTIONS
B. Simulated Results
Fig. 3 plots the value of the average test statistic as a function
of pi1 for P and Q. These plots confirm the results from our
theorems and show the convergence of each of the statistical
tests to the expected distribution fit.
In the simulated change point tests on R1 (Tab. II), and R2
(Tab. III) we see that applying our proposed matched filters to
the corresponding test statistic yields consistent improvement
in both change point localization (as shown by higher AU-
PRC value), as well as a decrease in the false detection rate.
As expected, when window size increases overall detection
performance also increases.
The results also show that when extending to multiple dimen-
sions, the SQT greatly outperforms the results from averaging
the WQT over independent dimensions, demonstrating the
SWQT is a suitable extension of the WQT to higher dimensions.
In this controlled setting, the performance across all four
AU-PRC Avg #Peaks Detected
n=50 100 150 50 100 150
WQT 0.20 0.38 0.65 3.3 1.8 1.5
F-WQT 0.22 0.53 0.84 0.97 0.64 0.88
MMD 0.19 0.56 0.90 8.0 4.3 2.73
F-MMD 0.27 0.81 0.97 4.9 2.5 1.65
SWQT 0.52 0.95 0.97 2.9 2.0 1.7
F-SWQT 0.73 1.0 1.0 1.2 1 1
TABLE III
SIMULATED PERFORMANCE OF MATCHED FILTER ON R2 GIVEN THE
EXPERIMENTAL SETUP DESCRIBED IN IV-A. THE WQT HAS TROUBLE
DETECTING THE CHANGE POINT COMPARED TO THE MMD AND SWQT.
ALL METHODS HAVE IMPROVED LOCALIZATION AND REDUCED FALSE
POSIVES WITH THE MATCHED FILTER.
possible statistical tests is relatively consistent in the univariate
case. In contrast, in the two-dimensional case the SWQT has
a better overall performance compared to the MMD across all
window sizes.
We also highlight that since the data matches all of our
assumptions, we are also able to verify the peak preserving
property of the matched filter (Fig. 1).
C. Real World Data
The only hyperparameters required for the non-parametric
statistical change point methods described in this paper are the
window size n and detection threshold parameter. Since the
selection of threshold value varies between tests, we choose
to show the precision-recall plots on the real world datasets
to allow assessment of performance across possible thresholds.
Given domain knowledge of the dataset, we choose the window
size n based on the scale at which change points should be
detected, and a detection window δ which defines the maximum
6Fig. 4. Precision vs recall of change points for the HASC and Beedance data
sets for the unfiltered (dotted) filtered (solid) SWQT, WDT, MMD, and KS
statistical tests, compared with the M-Statistic. For fair comparison in the
unfiltered statistics. Applying the matched filter improves precision over all
tests.
distance to ground truth for change points to be labeled true
positives.
To compare effectively to prior work, we also report area
under the receiver operator curve (AU-ROC). The AU-ROC is
computed purely based on the test statistic scores and ground
truth change point labels. Notably, here we do not apply the AU-
ROC as defined in [7] as the monotonicity gauranteed. Rather
we follow the AU-ROC computation as described in [18].
Ultimately, if we consider the problem of multiple CPD as a
binary classification problem (CP vs no CP), the AU-ROC is
a poor metric for assessing classification performance under
severe class imbalance, as we have in CPD where only a small
fraction of timesteps will generally be true changepoints. We
recommend using the precision-recall curve (and the AU-PRC)
instead, but report AU-ROC to engage with prior work.
We compare the filtered and unfiltered versions of the
statistical tests described in this paper with the M-statistic [7],
an unsupervised MMD based sliding window CPD algorithm
to which we apply identical windowing parameters. Under
the AU-ROC metric we also compare three supervised CPD
methods. First, KL-CPD [18] applies the MMD with a kernel
trained as a neural network. Next, KLIEP [27] and RuLSIF
[7] use density ratio tests as the basis for CPD.
We evaluate on the following datasets:
HASC-PAC2016: [19] consists of over 700 three-axis
accelerometer sequences of subjects performing six actions:
’stay’, ’walk’, ’jog’, ’skip’, ’stairs up’, and ’stairs down’. We
evaluate on the 100 longest sequences where each of the actions
are represented. A window size of 200 samples (2 seconds)
and a detection window of δ = ±150 samples were chosen.
Beedance: [20] movements of dancing honeybees who
communicate through three actions: ”turn left”, ”turn right”
and ”waggle”. The data, taken from images uses X, Y pixel
location as well as angle θ of the bee. We use the gradient
of the original data, with a window size of 12 samples, and
detection window of δ = ±10 samples.
Given that both datasets belong in R3, methods inherently
defined in R1 are extended to higher dimensions by averaging
their respective test statistic over each dimension.
D. Real World Results
In Tab. IV, our reported AU-ROC on Beedance for the WDT-
M1 tests exceeds that the other proposed methods. On HASC,
Method Bee HASC Method Bee HASC
F-WQT 0.53 0.72 mStat 0.56 0.52
F-SWQT 0.53 0.73 KL-CPD* 0.68 0.65
F-WDT-M1 0.72 0.76 KLIEP* 0.90
F-KS 0.53 0.74 RuLSIF* 0.98
F-MMD 0.56 0.77
TABLE IV
AU-ROC for Beedance and HASC datasets comparing our unsupervised
statistical tests with prior work. Our methods perform within the range of the
values reported by supervised methods(*).
our unsupervised methods are well within the range of reported
AU-ROC metrics even for supervised methods.
Fig. 4 shows the precision-recall precision curves for both
the unfiltered and filtered change point statistics across both
datasets. Since only peaks of the statistic are considered, this
is not a standard binary hypothesis test and therefore the
precision-recall may not necessarily always reach 100% recall.
For fairer comparisons we did not count duplicate peaks within
the detection window in the unfiltered statistic. Consistent with
the simulated results we see that with the matched filter applied,
all tests show an improvement in precision which suggests
better change point localization.
Furthermore, since there is only a slight improvement in the
SWQT versus the WQT in both HASC and Beedance, this
is indicative that change points observed by the WQT can be
observed in the independent dimensions.
The Beedance dataset is a test of the asymptotic properties of
our statistical tests. Due to the low sampling rate in proportion
to the frequency of change points, the selected window size
of 12 samples negatively impacts the KS and WQT tests the
most.
Especially in the HASC precision-recall curve, we see that
the performance of the statistical tests reported vary widely.
WDT-M1 and MMD have the highest precision, KS is a middle
ground, and the WQT and SWQT generally have the lowest
precision for a given recall. This is indicative of that the Q-Q
tests on the HASC data false alarm more often compare to
the two-sample tests (Fig. 5). Following this we can learn how
Q-Q tests behave differently from two-sample test and when
we can leverage those differences.
V. QUANTILE-QUANTILE VS TWO-SAMPLE TESTS
These differences can be traced to the structure of Q-Q
tests versus two-sample tests. Fundamentally, Q-Q tests will be
invariant to transformations where the Q-Q map stays constant.
For example if we scale two distributions with the same factor,
the resulting Q-Q map will not change and thus the statistic
under a Q-Q test will also stay constant. Furthermore, since
Q-Q maps are monotone and bounded from [0, 1]→ [0, 1] the
resulting testing statistic will also be bounded. For example
for a finite window size, WQT has a maximum value, which
is achieved when the 0-th quantile of P maps to the 100-th
quantile of Q (see supplement). Conversely, two-sample tests
like MMD and WDT-M1 are not bounded and will scale as a
function of distance between the distributions.
This highlights the different regions of sensitivity of Q-Q and
two-sample tests. We see this dichotomy clearly in the WQT
and WDT-M1 (Fig. 6) when comparing uniform distributions
7Fig. 5. Sample output for HASC-PAC2016 human activity accelerometer data sequence (grey) with the filtered (solid) and unfiltered (dashed) SWQT (blue),
and MW1 (purple). For comparison, the SWQT and MW1 are normalized based on their peak value over the sequence. While it appears that the WQT false
alarms frequently, the right insert shows a small shift in mean that is dected by WQT but not WDT-M1.
Fig. 6. Comparison of sensitivity for Q-Q (red) and 2-sample (purple) tests.
We compare two uniform distributions of shifting supports (left) as well as
two normal distributions with varying mean and variance parameters (right).
In both cases the WQT has higher sensitivity to small changes in support
but quickly saturates whereas the WDT scales indefinitely as the distributions
diverge.
with shifting supports and normal distributions with shifting
means and variances. The WQT is highly sensitive to small
changes, especially changes in the mean parameter, but also
quickly saturates, whereas the sensitivity of the WDT remains
constant in all regions.
Fig. 5 shows an example of these differences in human
activity data. The different regions of sensitivity are highlighted
in the fact that the WQT generally has peaks of equal height
whereas the peaks of the WDT-M1 scale with the observed
magnitude of change. Furthermore, while it appears that the
WQT false alarms in the stationary regions, closer inspection
into one of these regions shows that the signal has a slight
shift in mean. Since the signal is relativelystable in those
regions, the shift causes a change in support which triggers the
WQT to alarm. This change is not reflected in the WDT-M1
because the scale of the change is dwarfed in scale by the other
changes in the signal. In the HASC data, these small changes
are not labeled as change points, which contributes to the
poor precision of the Q-Q tests. However, whether or not such
subtle shifts in mean should be flagged as true change points
is application specific. Depending on the desired behavior, a
practitioner may prefer either Q-Q tests (more sensitive to
subtle shifts) or 2-sample tests (less sensitive).
VI. CONCLUSION AND FUTURE WORK
While many methods of change point detection have
been proposed over the years, the issue of change point
localization for a noisy distribution-free statistic not been
properly addressed. To overcome this issue we introduce
asymptotically matched filters. We derive these filters for
various non-parameteric two-sample and Q-Q tests, that have
been used as the foundation of many CPD algorithms, under
the simple setup that sliding windows over a change point will
cause samples from one window to be drawn from a mixture
distribution. Clearly this analysis can be applied beyond the
statistical tests discussed in this work.
While simple in concept, the advantages of change point
detection under this framework is that there are the very
limited amount of hyperparameters required for model selection
(window size and detection threshold), and the statistical
guarantees that come with the analysis.
Despite the fact that the derivation for the filters in this paper
assume that the data is IID, based on real world results, we
see that the benefits still hold on non-IID data. Nonetheless,
in future work, we hope to consider analysis under non-IID
conditions, and the derivation of matched filters for other
change point tests.
Lastly, we illustrate some fundamental differences in sen-
sitivity between two-sample tests versus Q-Q tests. These
insights could be leveraged to properly select the appropriate
test for an application, and certainly motivate further rigorous
investigation.
APPENDIX
In this supplement we prove the individual theorems that are
used to derive the asymptotically matched filters for two-sample
change point detection by computing the expected value of
the two-sample test in the region around a change point in the
limit as the window length n goes to infinity. We use these
asymptotic results to design a peak-preserving filter that can
be applied in the case where n is finite.
In Sec. A we present the problem setup and assumptions,
and in Sec. B we provide some mathematical background. We
then prove Thm. 1 from the main paper for the Wasserstein-1
distance test with Minkowski metric (WDT-M1) in Sec. C,
8Fig. 7. Diagram of problem setup for the derivation of the asymptotically
matched filter.
Thm. 2 for the Wasserstein quantile test (WQT) in Sec. D,
Thm. 3 for the sliced Wasserstein quantile test (SWQT) in
Sec. E, Thm. 4 for the Kolmogorov-Smirnov (KS) in Sec. F,
and lastly, Thm. 5 for the maximum mean discrepancy (MMD)
in Sec. G.
A. Derivation Assumptions and Setup
We consider a discrete-time, stochastic sequence X[t] with
a change point at t = τ , such that samples are drawn IID
from a distribution P for (τ − 2n) ≤ t < τ , and from another
distribution Q for τ ≤ t < (τ + 2n) (Fig. 7). This requirement
for the 4n samples around τ stems from the sliding window
framework, where the change point will be included in either
Fn[t] or Gn[t] for (τ − n) ≤ t < (τ + n), thus drawing
from samples for (τ − 2n) ≤ t < (τ + 2n). We also assume
distributions P and Q are continuous and are supported on a
compact domain C.
At each point, we define two empirical measures derived
from the n points prior to and after t. That is, the n samples
to the left of t are used for Fn[t] ← {X[t − n], X[t − n +
1], .., X[t− 1]}, and the n samples to the right of t generate
Gn[t] ← {X[t], X[t + 2], .., X[t + n − 1]}. A statistical two-
sample test D∗[t] = D∗(Fn[t], Gn[t])3 is then applied to this
pair of sliding windows.
Without loss of generality (as long as we show D∗ to be sym-
metric), we consider the case where we start at t = τ and slide
the window to the right such that the change point is located
in the left set of samples. In this setup, the left window will be
drawn from a mixture distribution Fn[t] ∼ (pi1P + (1− pi1)Q)
with mixture proportion pi1 =
(
1− (t−τ)n
)
as we slide
across the interval from t ∈ [τ, τ + n], which corresponds
to pi1 ∈ [1, 0]. The distribution of the right window remains
constant, Gn[t] ∼ Q. With a slight abuse of notation, we
reference these windows as Fn, Gn, where t is implied from
the mixture proportion pi1.
In signal detection theory, a matched filter is statistically
optimal given white Gaussian noise, and is commonly known
to be the time reversed copy of the signal to be recognized
[21]. While AWGN assumption does not apply in this case, the
motivation for matched filtering to improve signal detection
still applies.
Therefore, after showing that each two-sample test D∗
is symmetric, the asymptotic matched filter is equal to
E [D∗(Fn, Gn)] as n → ∞ for pi1 ∈ [1, 0]. This is the main
3Here we use D∗ as a general statistical test and it can be substituted for
the various statistical tests defined in Sec. A
result for each of our theorems that form the basis for the
matched filter.
Furthermore, we show that these filters have the form,
h˜(pi1, P,Q) = d∗(P,Q)h(pi1) (13)
where we normalize h(pi1) such that h(pi1 = 1) = 1
(corresponding to t = τ ). We observe that only the scale
of the response d∗(P,Q) depends on the distributions P,Q,
and the time dependent component, h(pi1), is distribution
independent. These properties are necessary for the resulting
operational matched filter to be distribution-free and peak-
preserving. We define a filter to be peak-preserving if for
g(t) = αh(t), g(0) = (g(t)~ h(t))(0). We apply these results
in the asymptotic case for the continuous function h(pi1) for
the operational case when n is finite h[t]. With a slight abuse
of notation,
Asymptotic: h(pi1) = h
(
1− t−τn
)
pi1 ∈ [1, 0]
Operational: h[t− τ ] = h
(
1− |t−τ |n
)
t = (τ − n), . . . , (τ + n).
(14)
Therefore, we can define the discrete-time matched filter h[t]
as,
h[t] =
{
h
(
1− |t|n
)
t = −n, (−n+ 1), . . . , n
0 else
(15)
As described in the main paper (Eq. 1), with a peak-preserving
scale factor α
(∑
t∈[−n,n] h[t]
2
)−1
, the matched filtered test
statistic is computed by,
F∗[t] = D∗[t]~ αh[t].4 (16)
.
To prove the peak-preservation property, we know that from
(13) and (14),
E [D∗ [t = τ ]] = d∗(P,Q). (17)
Therefore, the filtered test statistic at t = τ as defined in (16)
is,
E [F∗ [t = τ ]] = d∗(P,Q)α
∑
t∈[−n,n]
h[t]h[−t]
= d∗(P,Q) (18)
since h[t] is symmetric.
B. Notation and Mathematical Preliminaries
Given probability distribution functions P and Q, we use
the following definitions for the empirical distribution function
(19), quantile function (20), and quantile-quantile function (21).
9Pn(t) ,
1
n
n∑
i=1
1Xi≤t C → [0, 1]
(19)
P−1n (t) , inf{x : Pn(x) ≥ t} [0, 1]→ C
(20)
Pn(Q
−1
m )(t) ,
1
n
n∑
i=1
1Xi≤inf{x:Qn(x)≥t} [0, 1]→ [0, 1].
(21)
It is well known that the empirical distribution function has
the property, [[28] pg. 265]
√
n (Fn(·)− F (·))→w B(F (·)) (22)
where B is the standard Brownian bridge on [0, 1], and →w
signifies weak convergence or convergence in distribution of a
stochastic process [29]. In plain speak, it means that given a
set of stochastic processes X , the distribution LHS stochastic
process over X is equal to the distribution of the RHS process
over X as n→∞.
Billingsly [30] (chapter 1) discusses in depth the weak
convergence on metric spaces which we can apply here. The
set X of all ca`dla`g functions over a compact domain, (D[0, 1]
in the case of (22)) with the Skohorod metric is a separable
metric space). We can assign a measure S over X to create
a Borel σ-field (X ,S). Convergence in distribution is defined
as:
Definition. Pn →w P iff Pnf → Pf for all bounded
continuous real functions f
where Pn is a sequence of probability measures on (X ,S).
The empirical CDF, quantile function, and QQ function are all
considered a sequence of probability distributions over a set
of stochastic processes on their respective domains.
To relate the convergence of in distribution over stochastic
sequences to other domains, we utilize the continuous mapping
theorem.
Theorem. A.1: [2.7 from [30]], Continuous Mapping The-
orem:
Suppose there exists a sequence of measures Pn and P that
belong to a measurable metric space S. Given a mapping h
from S to S′ such that h(Pn), h(P ) ∈ S′, and Dh is the set
of discontinuities in S, if Pn →w P , and PDh = 0, then
Pnh
−1 →w Pn−1h
Theorem. A.2: [1.4.7 from [31]], Slutsky’s theorem: If
Xn →w X and Yn →w c where X ∈ S is seperable, and c is
a constant, then (Xn, Yn)→w (X, c). Furthermore, if S is a
topological vector space then,
(i) Xn + Yn →w X + c
(ii) XnYn →w cX
(iii) Xn/Yn →w X/c provided c 6= 0.
Cadlag functions on a compact domain represent a topologi-
cal vector space under the Skohorod metric (**Verify)
Theorem. A.*:[2.1 from [30]]Portmanteau theorem:
(i) Xn →w X
(ii) E[f(Xn)] → E[f(Xn)] for all bounded uniformly con-
tinuous f 5
With this background, we also state some recent results for
the Wasserstein quantile test.
Theorem. A.3: [From [22]]
For CDF’s F, G with respective densities f,g such that
g(F−1(x))
f(F−1(x)) ≤ C, for all x ∈ [0, 1], and for empirical
distributions Pn and Qm of n,m samples respectively, where
n
m = λ ∈ [0,∞) as n,m→∞,√
nm
n+m
(
Gm(F
−1
n (·))−G(F−1(·))
)→w√
λ
λ+ 1
B1(G · F−1(·)) +
√
1
1 + λ
g(F−1(·))
f(F−1(·))B2(·) (23)
where B1(x),B2(x) are independent Brownian bridges .
To show the symmetric property of the Wasserstein quantile
test, we also use the inverse function theorem.
Theorem. A.4: [From [32]], Inverse Function Theorem:
Suppose that r : [a, b] → [r(a), r(b)] is monotone and
continuous, then∫ r(b)
r(a)
r−1(y)dy = br(b)− ar(a)−
∫ b
a
r(x)dx. (24)
Lastly, we state the Glivenko-Cantelli theorem often used
in conjunction with the Kolmogorov-Smirnov test. Here, →as
denotes almost-sure convergence which is a stronger condition
than weak convergence.
Theorem. A.5: [19.1 from [28]], Glivenko-Cantelli Theo-
rem:
If X1, X2, . . . are IID random variables with distribution
function F, then ||Fn − F ||∞→as 0.
With this background we prove the asymptotic results for
our various statistical two-sample tests.
C. Proof for Wasserstein-1 Distance in R with Minkowski
metric
Here we prove Thm. 1 for the asymptotically matched filter
for the Wasserstein-1 distance test with Minkowski metric.
Theorem. 1: Given the setup and assumptions in Sec. A, and
constant dwdt-m1(P,Q) =
∫
C |(P (x)−Q(x))|dx
Dwdt-m1(Fn, Gn)→w pi1dwdt-m1(P,Q). (25)
Proof. The WDT-M1 can be expressed as,
DMW1(Fn, Gm) =
∫
C
|Fn(x)−Gn(x)︸ ︷︷ ︸
An(x)
|dx. (26)
We expand A(x) as,
An = (Fn − F )− (Gn −G) + (F −G) . (27)
5the full statement of the other conditions can be found in [30]
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By the Glivenko-Cantelli theorem, (Thm. A.5)
sup
x
|An(x)− (F (x)−G(x))| →as 0 (28)
|An| →as |(F −G)| (29)
= |pi1(P −Q)| (30)
Since almost sure convergence implies weak convergence, we
can apply the continuous mapping theorem for the function∫
C f(x)dx (Thm. A.1)
DMW1(Fn, Gm) =
∫
C
|An(x)|dx
→w pi1
∫
C
|(P (x)−Q(x))|dx
= pi1dwdt-m1(P,Q). (31)
Since Fn, Gn map from C → [0, 1], the distance (26) is also
bounded. By Thm. 1 and the Portmaneau theorem, it follows
that,
E [Dwdt-m1(Fn, Gn)]→w pi1dwdt-m1(P,Q). (32)
Lastly, we see that the WDT-M1 is symmetric since |Fn(x)−
Gn(x)|= |Gn(x)− Fn(x)|.
We can then use these asymptotic results for the expected
value of the WDT-M1 around a change point, to compute the
matched filter as shown in the paper for the case of a finite
length window.
D. Proof for Wasserstein Quantile Test
For the Wasserstein quantile test, we prove the following
theorem as the basis for the asymptotically matched filter.
Theorem. 2: Given the setup and assumptions in Sec. A, and
the constant dwqt(P,Q) = 12
∫ 1
0
(
P
(
Q−1(x)
)− x)2 dx
1
n
Dwqt(Fn, Gn)→w pi21dwqt(P,Q). (33)
Proof. By definition, the WQT [22] between two empirical
CDFs of n samples is,
1
n
Dwqt(Fn, Gn) =
1
2
∫ 1
0
(Fn(G
−1
n (x))− x)2dx
=
1
2
∫ 1
0
((
Fn(G
−1
m (x))− F (G−1(x))
)︸ ︷︷ ︸
An(x)
+
(
F (G−1(x))− x)︸ ︷︷ ︸
B(x)
)2
dx
(34)
For a given P and Q, B(x) is deterministic. To An we apply
Thm. A.3,√
n
2
An(·)→w
√
1
2
B1(G ◦ F−1(·)) +
√
1
2
g(F−1(·))
f(F−1(·))B2(·).
(35)
Given that the sequence
√
2
n → 0, we apply Slutsky’s theorem
to (35),
An →w 0n (36)
An +Bn →w F (G−1(x))− x. (37)
Therefore, by the continuous mapping theorem for the contin-
uous function
∫ 1
0
(f(x))2dx,
1
n
Dwqt(Fn, Gn) =
1
2
∫ 1
0
(A(x) +B(x))
2
dx
→w 1
2
∫ 1
0
(F (G−1(x)− x))2dx (38)
Lastly, since F = pi1P + (1− pi1)Q, and G = Q,
1
n
Dwqt(Fn, Gn)
→w 1
2
∫ 1
0
((
(pi1P + (1− pi1)Q) ◦Q−1
)
(x)− x)2 dx
=
1
2
∫ 1
0
(
pi1P
(
Q−1 (x)
)
+Q
(
Q−1 (x)
)
− pi1Q
(
Q−1 (x)
)− x)2dx
=
pi21
2
∫ 1
0
(
P
(
Q−1(x)
)− x)2 dx
= pi21dwqt(P,Q). (39)
Once again, since the WQT is bounded, assuming that
Fn, Gn : C → [0, 1], by Thm. 2 and the Portmanteau Theorem,
it follows that,
E
[
1
n
Dwqt(Fn, Gn)
]
→ pi21dwqt(P,Q). (40)
This suggests that for a finite window size n,
E [Dwqt(Fn, Gn)] = npi21dwqt + O(1). Here, the O(1)
term comes from Thm. A.3 and is the expected value of the
square integral of (23). We note that this is not distribution-free,
but is bounded given that the conditions of the theorem are
met.
Operationally, we estimate the O(1) term by considering
where dwqt(P,Q) = 0 (or P = Q), since it is under this
condition where its effect is most prominent. [22] shows that
under the null hypothesis that P = Q, Dwqt(Pn, P ′n) →w∫ 1
0
B(x)2dx and [33], shows that E[∫ 1
0
B(x)2dx] = µB2 ≈
0.166. In our simulation and real world tests, we use this as
the estimate for the O(1) term.
Therefore, the expected asymptotic behavior of the WQT
can be approximated as follows,
E [Dwqt(Fn, Gn)] ≈ npi21dwqt + µB2 (41)
To prove the symmetric property of the Wasserstein
two-sample test we follow the same steps as (34) to (38) when
the arguments are swapped to show that 1nDwqt(Gn, Fn)→w
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1
2
∫ 1
0
(
G
(
F−1(x)
)− x)2 dx. Thus by showing that∫ 1
0
(
F
(
G−1(x)
)− x)2 dx = ∫ 1
0
(
G
(
F−1(x)
)− x)2 dx,
we prove that the WQT is asymptotically symmetric.
To do this, we define the function r(x) = F (G−1(x))2, the
square of the quantile-quantile function. By definition, this
function is a monotone map from [0, 1] → [0, 1]. Therefore,
r(0) = r−1(0) = 0, r(1) = r−1(1) = 1, where r−1(x) =
G(F−1(
√
x)). By the inverse function theorem (Thm. A.4),∫ 1
0
G
(
F−1 (
√
y)
)
dy = 1−
∫ 1
0
F
(
G−1 (x)
)2
dx. (42)
With a change of variables of y = x2,∫ 1
0
G
(
F−1 (x)
)
2xdx = 1−
∫ 1
0
F
(
G−1 (x)
)2
dx. (43)
We follow the identical steps of equations 42, 43 for a second
function s(x) = G(F−1(x))2 and conclude that,∫ 1
0
F
(
G−1 (x)
)
2xdx = 1−
∫ 1
0
G
(
F−1 (x)
)2
dx (44)
Combining 43 with 44, and adding
∫ 1
0
x2dx to both sides,∫ 1
0
F (G−1(x))2dx−
∫ 1
0
F (G−1(x))2xdx
=
∫ 1
0
G(F−1(x))2dx−
∫ 1
0
F (G−1(x))2xdx∫ 1
0
F (G−1(x))2 − 2xF (G−1(x)) + x2dx
=
∫ 1
0
G(F−1(x))2 − 2xF (G−1(x)) + x2dx∫ 1
0
(F (G−1(x))− x)2dx =
∫ 1
0
(G(F−1(x))− x)2dx.
(45)
Thus the WQT is asymptotically symmetric.
E. Proof for Sliced Wasserstein Quantile Test
The result from Thm. 2 can be extended to prove the
following theorem for the sliced Wasserstein quantile test
(SWQT). We denote the uniform measure over unit circle
in Rd as Sd−1, and a corresponding unit vector in Rd as θ.
Theorem. 3: Given the setup and assumptions in Sec. A, and
constant dswqt(P,Q) =
∫
Sd−1 dwqt(P
θ, Qθ)dθ,
1
n
Dswqt(Fn, Gm)→w pi21dswqt(P,Q). (46)
Proof. From the definition of the SWQT,
1
n
Dswqt(Fn, Gm)
=
∫
Sd−1
1
2
∫ 1
0
((
F θn ◦
(
Gθn
)−1)
(x)− x
)2
dxdθ
(47)
where F θn , G
θ
n denotes the one-dimensional CDF attained from
projecting X[t] onto θ. Once again, given that F = pi1P +
(1− pi1)Q and G = Q, we apply Thm. 2 to the inner integral,
1
n
Dswqt(Fn, Gn)
→w
∫
Sd−1
pi21
2
∫ 1
0
((
P θ ◦ (Qθ)−1) (x)− x)2 dxdθ
= pi21
∫
Sd−1
dwqt(P
θ, Qθ)dθ
= pi21dswqt. (48)
Here we use the same reasoning as in Sec. D for
the operational case where the window size n is finite,
E[Dswqt(Fn, Gn)] = npi21dswqt(P,Q) + O(1). We estimate
the O(1) term by considering the expected value of the
WQT under the null hypothesis that P = Q. In this case,
E[dwqt(P θ, P
′θ)] = µB2 for all θ.
Therefore, the expected asymptotic behavior of the SWQT
can be approximated as follows,
E [Dswqt(Fn, Gn)] ≈ npi21dswqt + µB2 (49)
F. Proof for Kolmogorov-Smirnov Test
In this section, we compute the expected response of the
Kolmogorov-Smirnov test (KS) around the change point by
analysis of its asymptotic behavior as a function of mixture
proportion.
Theorem. 4: Given the setup and assumptions in Sec. A, and
constant dKS(P,Q) = supx|P (x)−Q(x)|
DKS(Fn, Gn)→w pi1dKS(P,Q). (50)
Proof. The two-sample KS test is defined by:
DKS(Fn, Gn) = sup
x
|Fn(x)−Gn(x)|. (51)
By the Glivenko-Cantelli theorem (Thm. A.5),
DKS(Fn, Gn)→as sup
x
|F (x)−G(x)|. (52)
Then, since F = pi1P + (1− pi1)Q and G = Q,
DKS(Fn, Gn)→as pi1 sup
x
|P (x)−Q(x)|
= pi1dKS(P,Q). (53)
Therefore, it follows that the expected value of the KS tests
converges to,
E [DKS(Fn, Gn)]→ pi1dKS(P,Q) (54)
The symmetric propoerty of the KS tests is easily seen since
|Pn(x)−Qn(x)|= |Qn(x)−Pn(x)|. We note that the matched
filter for the KS test matches that of the WDT-M1.
12
G. Proof for Maximum Mean Discrepancy
Here we continue by computing the expected response of the
maximum mean discrepancy (MMD) distance in the presence
of a change point. Since it is defined in Rd, the MMD is
computed between the two sets of samples rather than their
respective empirical measures.
Theorem. 5: Given the setup and assumptions in
Sec. A where {Fn} = {X[t − n], . . . , X[t − 1]},
{Gn} = {X[t], . . . , X[t + n − 1]}, and dmmd(P,Q) =
EP×P [k(pi, pj)] + EQ×Q[k(qi, qj)] − 2EP×Q[k(pi, qj)],
where pi ∼ P and qi ∼ Q then,
E[Dmmd({Fn}, {Gn}, k)] = pi21dmmd(P,Q). (55)
Proof. Given a symmetric kernel, k(x, y), the MMD dis-
tance between two samples X = {x1, x2, . . . , xn}, Y =
{y1, y2, . . . , yn}f
MMD2(X,Y ) =
1
n2 − n
( ∑
i=1...n
j=1...n
i 6=j
k(xi, xj)
− 2
∑
i=1...n
j=1...n
i 6=j
k(xi, yj) +
∑
i=1...n
j=1...n
i 6=j
k(yi, yj)
)
.
(56)
Once again, for two windows of n samples Fn will have
pi1n samples drawn from P and (n− pi1n) samples drawn
from Q whereas Gn will have all n samples drawn from Q.
Since pi1 =
(
1− t−τn
)
, pi1n is always an integer for integer
values of t. We denote samples that are drawn from P as pi
and samples drawn from Q as qi. Therefore, since {Fn} =
{p1, . . . , ppi1n, qpi1n+1, . . . , qn}, and {Gn} = {q′1, . . . , q′n},
we decompose the empirical MMD distance of the mixture
distribution as visualized in Fig. 8.
Dmmd({Fn}, {Gn})
=
1
n2 − n
[( ∑
i=1...pi1n
j=1...pi1n
i6=j
k(pi, pj) +
∑
i=1...pi1n
j=pi1n+1...n
k(pi, qj)
+
∑
i=pi1n+1...n
j=1...pi1n
k(pi, qj) +
∑
i=pi1n+1...n
j=pi1n+1...n
i 6=j
k(qi, qj)
)
− 2

∑
i=1...pi1n
j=1...n
i 6=j
k(pi, q
′
j) +
∑
i=pi1n+1...n
j=1...n
i 6=j
k(qi, q
′
j)

+

∑
i=1...n
j=1...n
i 6=j
k(q′i, q
′
j)

]
. (57)
We define E[k(pi, pj)] = dpp, E[k(pi, qj)] = E[k(qi, pj)] =
dpq, and E[k(qi, qj)] = dqq. The expectation of the estimator
becomes:
E
[
Dmmd({Fn}, {Gn})
]
=
1
n2 − n)
( [
(pi1n)
2 − pi1n
]
dpp +
[
2pi1(1− pi1)n2 − 2(pi1n2 − pi1n)
]
dpq
+
[
(1− pi1)2n2 − (1− pi1)n− 2((1− pi1)n2 − (1− pi1)n) + (n2 − n)
]
dqq
)
=
(
n2pi21 − pi1n
)
(n2 − n) (dpp + dqq − 2dpq)
)
(58)
lim
n→∞E
[
Dmmd({Fn}, {Gn})
]
= pi21 (dpp + dqq − 2dpq)
= pi21dmmd(P,Q). (59)
The symmetric property of the MMD follows from the
symmetry of the kernel as E[k(pi, qj)] = E[k(qi, pj)].
From the definition of the WQT,
Dwqt(Fn, Gn) =
n
2
∫ 1
0
(
Fn
(
G−1n (x)
))− x)2dx. (60)
The quantile-quantile map F (G−1(x)) is a monotone function
where F (G−1(0)) = 0 and F (G−1(1)) = 1. Therefore, the
WQT is maximized in two cases: when F (G−1(x)) ≡ 0 for
all x ∈ [0, 1) or F (G−1(x)) ≡ 1 for all x ∈ (0, 1]. In each
case,
Wwqt =
n
6
. (61)
This occurs only when the 0-th quantile of F maps to the
100-th quantile of G or vice versa.
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