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Abstract The main aim of this paper is to propose an efficient soft computing based methodology to
achieve optimal shape design of arch dams subjected to natural frequency constraints. Genetic Algorithm
(GA) and Particle Swarm Optimization (PSO) as two popular metaheuristics are employed to perform
optimization task. As in the present paper fluid–structure interaction is considered, computing the natural
frequencies by Finite Element Analysis (FEA) during the optimization process is time consuming. In
order to reduce the computational burden, Back Propagation (BP) and Radial Basis Function (RBF) neural
networks are used to predict the arch dam natural frequencies. The numerical results show that PSO
incorporating BP provides the best results.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
It is obvious that the natural frequencies are important
parameters which affect the dynamic behavior of arch dams.
By imposing some constraints on the natural frequencies, the
dynamic behavior of arch dam may be improved and the
eventual resonance phenomenon during earthquake can be
also eliminated. This aim can be reliably implemented by
employing optimization techniques [1]. In the last years, some
progress has been made in optimum design of arch dams.
Almost all of themhave used conventionalmethods for analysis
approximation and optimization [2–6]. The main disadvantage
of these methods is to require calculating function derivatives
and may also trap into local optima.
Metaheuristic algorithms are computationally efficient in
comparison with gradient based methods [7–10]. In this
study, an efficient method is presented to optimize double
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with constrained natural frequencies utilizing metaheuristics.
Two powerful metaheuristics, Genetic Algorithm (GA) and Par-
ticle Swarm Optimization (PSO), are utilized to achieve opti-
mization task. The concrete volume of dam body is selected as
objective function. The design variables are principal geometric
parameters of the arch damand the design constraints are taken
as limits on natural frequencies, as well as some geometric
requirements.
The nature of the numerical optimization methods is such
that great number of function evaluations is required to achieve
the optimal solution. In particular, to extract the natural
frequencies of the arch dam-water system, each function eval-
uation requires an unsymmetrical damped eigenproblem anal-
ysis. Moreover, the stochastic nature of metaheuristic search
techniques makes the convergence of the process slow. There-
fore, complete optimization of arch dams for frequency con-
straints requires disproportionate computer work. In order to
accelerate the optimization process and reduce the computa-
tional effort, the natural frequencies of arch dams are predicted
using two popular neural networks instead of direct evalua-
tion. Back Propagation (BP) andRadial Basis Function (RBF) neu-
ral networks are employed for this purpose. Many successful
applications of BP and RBF neural networks were reported in
the literature [11–17].
The numerical results demonstrate the computational
advantages of the proposed methodology for optimum shape
design of arch dams. It is also observed that the optimumdesign
obtained by PSO, using the BP, is better than that of the other
methods.
S. Gholizadeh, S.M. Seyedpoor / Scientia Iranica, Transactions A: Civil Engineering 18 (2011) 1020–1027 10212. Geometrical model of arch dam
Selecting an appropriate geometrical model is one of the
most important stage of shape optimization of arch dams. In
this study, a geometric model for double-curvature arch dams
based on practical requirements is presented in two stages. At
first, the shape of a central vertical section is determined, and
then the shape of horizontal sections at various elevations is
specified.
2.1. Shape of central vertical section
For the central vertical section of a double-curvature arch
dam one polynomial of nth order can be used to determine the
curve of upstream boundary and another polynomial can be
used to determine the thickness [2,4].
In this study, for the curve of upstream face a polynomial of
2nd order is considered as:
y(z) = b(z) = −sz + sz2/(2βh), (1)
where h and s are the height of the dam and the slope of at crest,
respectively. The point where the slope of the upstream face
equals to zero is z = βh.
By dividing the height of the dam into n segments, the
thickness of central vertical section can be expressed as:
tc(z) =
n+1−
i=1
fi(z)tci, (2)
in which tci is the thickness of the central vertical section at ith
level. Also, fi(z) is Lagrange interpolation function associated
with ith level and can be defined as:
fi(z) =
n+1∏
k=1
(z − zk)
n+1∏
k=1
(zi − zk)
k ≠ i, (3)
where zi denotes the z coordinate of ith level in the central
vertical section.
2.2. Shape of horizontal section
For the purpose of symmetrical canyon and arch thickening
from crown to abutment, the shape of the horizontal section of
a parabolic dam is determined by the following two parabolic
surfaces [2]:
At the upstream face of dam:
yu(x, z) = 12ru(z)x
2 + b(z). (4)
At the downstream face of dam:
yd(x, z) = 12rd(z)x
2 + b(z)+ tc(z), (5)
where ru and rd are radii of curvature corresponding to up-
stream and downstream curves, respectively and the functions
of nth order, with respect to, z can be used for those radii.
ru(z) =
n+1−
i=1
fi(z)rui, (6)
rd(z) =
n+1−
i=1
fi(z)rdi, (7)
where rui and rdi are the values of ru and rd at ith level,
respectively.3. Finite element model of arch dam reservoir system
In fluid-structure problems, the discretized structural dy-
namic equation and fluid equation need to be considered si-
multaneously. The governing equation in the fluid domain is
acoustic wave equation as follows [18–21]:
1
c2
∂2p
∂t2
−∇T∇p = 0, (8)
where c is speed of pressure wave, p = p(x, y, z, t) is acoustic
pressure and t is time. Furthermore,∇T = {∂/∂x ∂/∂y ∂/∂z} in
the above relation is Laplas operator.
Some boundary conditions are imposed on Eq. (8) from
which the following boundary conditionmust be considered on
the interface:
NT∇p = −ρwNT ∂
2U
∂t2
, (9)
where N is a unit normal vector to the interface, U is
displacement vector of the structure at the interface and ρw
is mass density of water. At the fluid boundaries, a condition
is required to account for the dissipation of energy due to
damping as:
∂p
∂N
= −κ
c
∂p
∂t
, (10)
where 0 ≤ κ ≤ 1 is a boundary absorption coefficient.
At the free surface, when the surface wave is neglected,
boundary condition is easily defined as:
P = 0, (11)
Eqs. (8)–(11) can be discretized to get the matrix form of wave
equation as:
Mf P¨e + Cf P˙e + Kf Pe + ρwQT (U¨e + U¨g) = 0. (12)
where Mf , Cf and Kf are fluid mass, damping and stiffness
matrices, respectively, and Pe, U¨e and U¨g are nodal pressure,
acceleration and ground acceleration vectors, respectively. Also,
ρwQT in the above relation is often referred to as coupling
matrix.
The discretized structural dynamics equation for ground
motion can be formulated using the finite elements as:
MsU¨e + CsU˙e + KsUe = −MsU¨g + QPe, (13)
whereMs, Cs and Ks are structural mass, damping and stiffness
matrices, respectively, and Ue is nodal relative displacement
vector. Also, QPe term in Eq. (13) represents nodal force vector
associated with hydrodynamic pressure produced by reservoir.
Eqs. (12) and (13) describe the complete finite element dis-
cretized equations for the fluid-structure interaction problem
and are written in assembled form as:[
Ms 0
Mfs Mf
]
U¨e
P¨e

+
[
Cs 0
0 Cf
]
U˙e
P˙e

+
[
Ks Kfs
0 Kf
]
Ue
Pe

=
−MsU¨g
−MfsU¨g

, (14)
whereMfs = ρwQT and Kfs = −Q.
Eq. (14) can also be written alternatively in a more compact
form:
MU¨ + CU˙ + KU = F(t), (15)
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where M, C and K are mass, damping and stiffness matrices of
dam-reservoir system, respectively. Obviously,M and K are not
symmetric matrices. Since the system damping matrix needs
to be included in modal analysis, the eigenproblem becomes a
quadratic eigenvalue problem as:
(λ2i M+ λiC+ K)φi = 0 i = 1, . . . , ndf . (16)
The above equation needs to be solved to get the complex
eigenvalues λi given by:
λi = σi ± ωij i = 1, . . . , ndf , (17)
where σi and ωi are the real and imaginary parts of the
eigenvalue and j = √−1. In this case, natural frequencies are
calculated as:
fri =

σ 2i + ω2i
2π
, i = 1, . . . , ndf . (18)
In the present study, the finite element model of double-
curvature arch dam, considering fluid-structure interaction is
employed based on thementioned theory and assumptions. The
arch dam is treated as a 3D-linear structure. An eight-nodded
solid element is utilized to mesh the dam body. The reservoir is
assumed to be uniform shape, and eight-nodded fluid element
is used to discretize the fluid medium and the interface of the
fluid-structure interaction problem [20]. The element has four
degrees of freedom per node: translations in the nodal x, y
and z directions and pressure. The translations, however, are
applicable only to the nodes that are on the interface. In this
study, interaction between dam and the foundation rock is not
considered and it is assumed to be rigid to avoid the extra
complexities that would otherwise arise. Interaction between
the fluid and foundation rock is approximately considered
through a damping boundary condition applied along the
bottom and sides of the reservoir. The finite element model of
arch dam-water system is depicted in Figure 1.
In order to validate the finite element model with the
employed assumptions an idealized symmetric model of
Morrow Point arch dam [18] is created. The first three natural
frequencies of the symmetric mode of Morrow Point dam are
determined from the frequency response function for the crest
displacement, and the results are comparedwith those reported
in the literature [22,23]. As demonstrated in [14], there is a good
agreement between the results of themodel and those reported
in the literature. Therefore the finite element is verified and can
be reliably used.
4. Arch dam optimization
The optimization problem is formally stated as follows:
Minimize w(X),
Subject to gj(X) ≤ 0, j = 1, . . . ,m, (19)where X is the design variable vector with n unknowns, gj
(j = 1, . . . ,m) are inequality constrains including the side con-
straints, andw(X) represents the objective function that should
be minimized.
4.1. Design variables
The most effective parameters for creating the arch dam
geometry were mentioned in Section 2. These parameters can
be adopted as design variables:
XT = s β tc1 · · · tcn+1 ru1 · · · run+1 rd1 · · · rdn+1 , (20)
where x vector may have 3n + 5 components involving shape
parameters of arch dam.
4.2. Design constraints
Design constraints are divided into some groups including
the behavior, geometric and stability constraints. The behavior
constraints are limits on natural frequencies that may be
defined as follows:
fr lk ≤ frk ≤ fruk ⇒

g lbk(X) = 1−
frk
fr lk
≤ 0
gubk(X) =
frk
fruk
− 1 ≤ 0
k = 1, 2, . . . , nfr , (21)
where frk, fr lk and fr
u
k are the kth natural frequency, lower and
upper bounds on kth natural frequency, respectively. Also, nfr is
the number of natural frequencies that may be considered.
The most important geometric constrains are those that
prevent from intersection of upstream and downstream faces
as:
rdi ≤ rui ⇒ ggi(X) = rdirui − 1 ≤ 0,
i = 1, . . . , n+ 1, (22)
where rdi and rui are radii of curvature at the downandupstream
faces of the dam in ith position in z direction. The geometric
constraint that is applied for facile construction is defined as:
s ≤ sall ⇒ gc(X) = ssall − 1 ≤ 0, (23)
where s is the slope of overhang at the upstream face of dam
and sall is its allowable value. Also sall is taken as 0.3.
The constraints ensuring the sliding stability of the dammay
be expressed as:
φ l ≤ φi ≤ φu ⇒

gusi(X) =
φi
φu
− 1 ≤ 0
g lsi(X) = 1−
φi
φ l
≤ 0
i = 1, . . . , n+ 1, (24)
where φi is the ith central angle of arch dam and usually 90 ≤
φi ≤ 130.
4.3. Objective function
In the present work, the concrete volume of arch dam
body is considered as objective function that is determined by
integrating dam surfaces as:
w(X) = vol(X) =
∫∫
Area
|yd(x, z)− yu(x, z)|dxdz, (25)
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of design variable vector, and Area is an area produced by
projecting the dam body on xz plane. In this study, exterior
penalty function method is employed to transform constrained
dam optimization problem into unconstrained one as follows:
θ(X, γp) = w(X)

1+ γp
m−
j=1
max

gj(X), 0
2
, (26)
in which θ(X, γp) is pseudo objective function and γp is penalty
multiplier.
In this paper, metaheuristic algorithms are employed to
achieve optimization task. In the next section, the employed
algorithms are briefly described.
5. Metaheuristics
Nature-inspired metaheuristics are designed to solve com-
plex optimization problems where other methods have lost
their effectiveness. These methods are now recognized as one
of the most practical approaches for solving many real-world
complex problems. Genetic Algorithm (GA) and Particle Swarm
Optimization (PSO) are two efficient metaheuristics, and many
successful applications of them are reported. In the present pa-
per, computationalmerits of GA and PSO are compared in shape
optimization of arch dams.
5.1. Genetic algorithm
TheGAs are stochastic search algorithms based on principles
of natural genetic rules. The principles of GA are based on
natural competitions of beings for appropriating the limited
natural sources. Superiority of winner beings is due to their
individual characteristics that normally depend on their genes.
Reproduction of superior beings makes their genes spread. By
successive selection of superior individuals and reproducing
them, the population will be led to obtain more natural
sources. The GA simulates this process and calculates the
optimum of objective functions. Standard GA is not generally
convenient to find the solution of complex problems. Virtual
Sub-Population (VSP)method [11] is an alternative to overcome
this shortcoming of GA. In the VSP, an initial small population
is selected, all of the necessary operations of the genetic are
carried out, and an optimal solution is achieved. As the size of
the population is not adequate, the VSP algorithm converges to
a pre-mature solution. In each generation, the best individual
is saved. Then, the best solution is repeatedly copied to create
a new population. In the new population, the majority of
the individuals are the best repeated solution of the previous
results, and the remaining are randomly selected. Thereafter,
the optimization process is repeated using standard GA with a
reduced population to achieve a new solution. The process is
continued until the method converges. In the VSP process, two
stopping criteria, called inner and outer criteria, are designated.
If the algorithm does not converge within 10 inner loops, the
inner loop is terminated, and the outer loop is performed until
the optimal solution is met. Therefore, the number of inner and
outer loops varies, but the total number of generations is fixed.
The flowchart of VSP employed in this study is illustrated in
Figure 2.
5.2. Particle swarm optimization
The PSO has been proposed by Kennedy [24] to simulate the
graceful motion of bird swarms as a part of a socio-cognitiveFigure 2: The flowchart of VSP algorithm.
study. The PSO involves a number of particles, which are
randomly initialized in the search space. These particles are
referred to as swarm. Each particle of the swarm represents a
potential solution of the optimization problem. The particles fly
through the search space and their positions are updated based
on the best positions of individual particles and the best of the
swarm in each iteration. The objective function is evaluated for
each particle and the fitness values of particles are obtained to
determine the best position in the search space [25]. In iteration
k, the swarm is updated using the following equations:
V k+1i = ωkV ki + c1r1(Pki − Xki )+ c2r2(Pkg − Xki ), (27)
Xk+1i = Xki + V k+1i , (28)
where Xi and Vi represent the current position and the velocity
of the ith particle, respectively; Pi is the best previous position of
the ith particle (pbest) and Pg is the best global position among
all the particles in the swarm (gbest); r1 and r2 are two uniform
random sequences generated from interval [0, 1]; c1 and c2 are
the cognitive and social scaling parameters, respectively. The
inertia weight used to discount the previous velocity of particle
preserved is expressed by ω.
Due to the importance of ω in achieving efficient search
behaviour, the optimal updating criterion is taken as:
ω = ωmax − ωmax − ωminkmax .k, (29)
whereωmax andωmin are themaximum andminimum values of
ω, respectively. Also, kmax, and k are the numbers of maximum
iterations and present iteration, respectively.
The flowchart of the typical PSO is shown in Figure 3.
Optimum design of arch dams for constrained frequencies
is a time consuming process because a huge number of
eigenproblems should be solved. Therefore, the computational
burden of the optimization by VSP and PSO algorithms is
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very high. In order to reduce the computational effort, neural
networks are used to predict the required natural frequencies
during the optimization process.
6. Neural networks
In the present paper, in order to reduce the mentioned
computational burden, two powerful neural network models
are utilized to perform prediction. The selected neural network
models, RBF and BP, are explained in the following sections.
6.1. RBF neural networks
RBF neural networks due to their fast training, generality
and simplicity are popular. They are two layers feed forward
networks. The hidden layer consists of RBF neurons with
Gaussian activation functions. The outputs of RBF neurons have
significant responses to the inputs only over a range of values
called the receptive field.
The radius of the receptive field allows the sensitivity
of the RBF neurons to be adjusted. During the training, the
receptive field radius of RBF neurons is such determined as the
neurons could cover the input space properly. The output layer
neurons produce the linear weighted summation of hidden
layer neurons responses.
To train the hidden layer of RBF networks, no training is
accomplished and the transpose of training input matrix is
taken as the layer weight matrix [26].
WRBF1 = 3T , (30)
where WRBF1 and 3
T are input layer weight and training input
matrices, respectively. In order to adjust output layer weights,a supervised training algorithm is employed. The output layer
weight matrix is calculated from the following equation:
WRBF2 = 1−1T, (31)
in which T is the target matrix, 1 is the outputs of the hidden
layer andWRBF2 is the output layer weight matrix.
6.2. BP neural networks
Standard BP [27] is a gradient descent optimization algo-
rithm, which adjusts the weights in the steepest descent direc-
tion, according to the following equation:
WBPk+1 = WBPk − ηkGk, (32)
where WBPk and Gk are the weight and the current gradient
matrices, respectively, and ηk is the learning rate.
Levenberg–Marquardt (LM) [28] algorithm was designed
to approach second-order training speed without having to
compute the Hessian matrix. In the LM algorithm, the weights
updating is achieved as follows:
WBPk+1 = WBPk − [JT J+ µI]−1JTE, (33)
where J is the Jacobian matrix that contains first derivatives of
the network errors with respect to theweights, and E is a vector
of network errors. Also,µ is a correction factor. The value ofµ is
decreased after each successful step and is increased only when
a tentative step would increase the performance function [28].
One of the problems that occur during network training is
Overfitting. In this case, the error on the training set is small, but
by presenting new data to the network the error is large. One of
the techniques used to prevent overfitting is regularization [27]
in which the performance function of the network is modified
by adding a term that consists of themean of the sumof squares
of the network weights as follows:
msereg = γ

1
m
m−
i=1
E2i

+ (1− γ )
n
n−
j=1

W BPj
2
, (34)
where γ and n are the performance ratio and number of
network weights, respectively. Also,m is the size of Ei.
7. Outlines of the methodology
In this paper, arch dam optimization for frequency con-
straints is implemented by metaheuristics incorporating neu-
ral networks. Neural network training is the first stage of the
presented methodology. In this case, a number of arch dams
based on their geometric parameters are randomly selected and
their natural frequencies are evaluated by conventional finite
element analysis using ANSYS [19]. Considering the geometric
parameters of the generated dams as the inputs and their corre-
sponding natural frequencies as the targets, the RBF and BP net-
works are trained using MATLAB [29]. In the second stage, the
optimization task is achieved by GA and PSO according to the
flowcharts of Figures 2 and 3. In these cases, the necessary nat-
ural frequencies of the dams are predicted by the trained neu-
ral networks and during the optimization processes the modal
analysis of the dams is not required. This makes the methodol-
ogy more efficient.
8. Numerical results
In order to assess the effectiveness of the proposed
methodology, the optimization of Morrow Point arch dam, as
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Metric Network Error (%) Ave.
fr1 fr3 fr5 fr7 fr9
Mean error RBF 2.0999 1.9295 0.6551 2.3570 2.6959 1.9475BP 0.9506 0.9194 0.5120 0.8540 1.4166 0.9305
Max. error RBF 7.0498 5.6769 1.8198 9.9876 8.8495 6.6767BP 3.6059 3.5939 1.3714 4.2425 4.7331 3.5094a real-world structure, is examined. The dam structure is 143
m high, with a crest length of 221 m. The thin arch structure
ranges in thickness from 3.7 m at the crest to 16 m at the
base. The dam construction required 273,600 m3 of concrete.
To create the dam geometry, three fifth-order functions are
considered for tc(z), ru(z), and rd(z). So, by accounting for two
shape parameters needed to define the curve of upstream face
b(z), the dam can be modeled by 20 shape design variables as:
XT = s β tc1 tc2 tc3 tc4 tc5 tc6
ru1 ru2 ru3 ru4 ru5 ru6
rd1 rd2 rd3 rd4 rd5 rd6

. (35)
The lower and upper bounds of design variables required in
optimization process can be determined using preliminary
design methods [30]:
0. ≤ s ≤ 0.3 0.5 < β ≤ 1
3 m ≤ tc1 ≤ 10 m, 100 m ≤ ru1 ≤ 135 m, 100 m ≤ rd1 ≤ 135 m,
5 m ≤ tc2 ≤ 15 m, 85 m ≤ ru2 ≤ 115 m, 85 m ≤ rd2 ≤ 115 m,
10 m ≤ tc3 ≤ 20 m, 70 m ≤ ru3 ≤ 100 m, 70 m ≤ rd3 ≤ 100 m,
15 m ≤ tc4 ≤ 25 m, 60 m ≤ ru4 ≤ 80 m, 60 m ≤ rd4 ≤ 80 m,
20 m ≤ tc5 ≤ 30 m, 45 m ≤ ru5 ≤ 60 m, 45 m ≤ rd6 ≤ 60 m,
25 m ≤ tc6 ≤ 35 m, 30 m ≤ ru6 ≤ 45 m, 30 m ≤ rd6 ≤ 45 m,
(36)
According to presented results in [14] natural frequency
constraints are as follows:
fr1 ≥ 2.0 Hz, fr3 ≥ 2.5 Hz, fr5 ≥ 3.0 Hz,
fr7 ≥ 3.5 Hz, fr9 ≥ 4.0 Hz. (37)
The errors between exact and approximate frequencies are
calculated as follows:
error =
 frap − frexfrex
× 100, (38)
where frap and frex represent the approximate and exact
frequencies, respectively.
With the mentioned conditions, the optimization is carried
out by VSP and PSO employing the following methods:
(a) Exact analysis (EA).
(b) Approximate analysis by RBF network (RBF).
(c) Approximate analysis by BP network (BP).
Optimization process is performed by a coreTM 2Duo 2GHz CPU
and the time of all computations is evaluated in CPU time.
8.1. Neural networks training
For neural network training, inputs and outputs are the de-
sign variables of the arch dams and their corresponding natu-
ral frequencies, respectively. 200 training pairs are randomlygenerated and 160 and 40 samples are used for training and
testing the networks, respectively. As the spent time to each
sample analysis is 0.125 min, the total time spent to data gen-
eration phase is equal to 25 min.
Using the mentioned data RBF and BP neural networks are
trained. The spent times to train the RBF and BP are 0.005 and
1.5 min, respectively. The numbers of hidden layer neurons
in RBF and BP networks are 150 and 8, respectively. It should
be noted that the number of RBF neurons is equal to the
number of training samples, but the number of BP neurons is
determined by trial and error. In this case, the number of BP
neurons is changed and the testing errors are monitored. The
best results are observed in the case of 8 hidden layer neurons.
The size of RBF and BP networks is 20-150-5 and 20-8-5,
respectively. Training results are given in Table 1. It is observed
that both the networks possess appropriate generalization and
can be employed in the optimization process. These results
demonstrate also that the BP network is better than the RBF
network.
8.2. Optimization results
In this paper, the number of individuals for the VSP and par-
ticles for the PSO is considered to be 30. Also, the maximum
number of generations is 1000. Results of arch dam optimiza-
tion by the various methods are given in Table 2. As observed
in this table, the solutions found by PSO are better than that of
VSP and the best solution is attained by PSO incorporating BP
network. Also, it is observed that the overall time of optimiza-
tion by neural networks is 0.0071 times that of optimization by
EA. This demonstrates that the overall time of optimization can
be significantly reduced using neural networks.
The errors of approximate frequencies of optimum designs
predicted by the RBF and BP networks are compared with their
corresponding accurate ones (obtained from finite elements
analysis) in Table 3. It can be observed that although the
accuracy of approximate frequencies obtained by all the
methods is high, the accuracy of results obtained by PSO, using
BP network, is higher.
9. Concluding remarks
Shape optimization of arch dams for constrained frequencies
is achieved in this paper. For this purpose hybridmethodologies
are presented by combination of metaheuristics and neural
networks. VSP and PSO metaheuristics are employed for
optimization. The computational burden of the optimization
using metaheuristics is usually high. In order to mitigate this
difficulty RBF and BP neural networks are trained to predict the
required natural frequencies during the optimization process.
Neural network testing results show that mean and max errors
of RBF are 1.9475 and 6.6767, respectively, while these values
for BP are 0.9305 and 3.5094. These results demonstrate that
BP is superior to RBF. Results of optimization by VSP and PSO
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Variable no. Optimum design
VSP PSO
Exact RBF BP Exact RBF BP
1 0.2999 0.2858 0.2750 0.2999 0.2991 0.2998
2 0.5219 0.7843 0.5298 0.6947 0.5160 0.5155
3 4.6574 6.0612 6.3963 6.1672 5.4086 5.9755
4 7.0115 7.7083 6.5279 6.1673 5.7099 5.9807
5 13.6145 12.7407 12.5317 12.4629 12.8612 12.0880
6 17.6295 16.5000 17.8409 17.0227 17.8769 16.7978
7 20.1103 20.0413 21.3141 20.0000 20.2559 20.0029
8 34.9258 34.9096 30.4450 31.8335 25.4234 26.5262
9 117.3292 111.1720 113.9780 104.4904 114.2867 111.4166
10 98.6615 101.0291 104.2424 100.9819 103.0090 105.7608
11 83.9818 89.2355 91.0641 93.9109 89.4789 94.9474
12 71.4023 76.6612 75.6576 77.5043 73.2069 77.3438
13 48.2445 48.7862 58.1460 45.5906 55.7948 57.7257
14 41.4219 41.4688 41.6742 41.9360 41.8266 38.7295
15 100.2810 111.1639 103.1934 104.0740 113.4527 102.3784
16 96.9862 100.8533 102.2870 100.9819 97.1300 102.3218
17 83.9565 89.1002 85.9613 83.8124 82.4762 84.7974
18 67.2637 76.5022 72.8285 65.6551 69.0673 69.4996
19 48.2199 48.6498 58.0564 45.5901 55.7311 57.6994
20 31.5909 31.4888 35.9020 36.4202 40.6737 38.7172
Volume (m3) 242466.30 247572.50 244711.65 229668.34 234277.55 231115.72
Constraints violation 0.0 0.0 0.0 0.0 0.0 0.0
Optimization time (min) 3750.0 0.3 0.3 3750.0 0.3 0.3
Training time (min) – 25.0 26.5 – 25.0 26.5
Overall time (min) 3750.0 25.3 26.8 3750.0 25.3 26.8Table 3: Error percentage of approximate frequencies of optimum dams.
Frequency no. VSP PSO
RBF BP RBF BP
1 8.2603 0.3124 9.6612 2.4363
2 2.8511 2.2988 2.1821 1.2751
3 0.9941 0.8580 4.1756 2.8496
4 3.9694 3.7180 8.4388 2.8577
5 0.5727 2.4738 2.8062 0.5843
Ave. 3.3295 1.9322 5.4528 2.0006
incorporating the trained RBF and BP reveal that however the
found solutions by both the algorithms are proper, but PSO
achieves better solutions than VSP. Also it is observed that
in the case of both metaheuristics, the results obtained using
BP is better than those of RBF. The best dam volume found
by PSO (PSO+ BP) is 5.56% less than that of VSP (VSP+ BP).
It should be noted that however the solutions found by EA
is better than those of the neural networks, but the spent
time in the case of neural networks is about 0.7% of the
time required for optimization using EA. The numerical results
demonstrate the efficiency and computational merits of the
proposed methodologies for shape optimization of arch dams.
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