A proof method for a system of logic is more powerful than another to the degree that it simplifies the task of producing derivations for theorems. One measure of the relative complexity of proof systems is offered by the notion polynomial simulation [Cook 1971 ]. Intuitively speaking, if any proof α of a tautology T in proof system A can be transformed into a proof β of T in system B such that the length of β is a polynomial function of the length of α then system B p-simulates system A. Conversely, if one can show that proof system A cannot p-simulate system B by showing that there are tautologies that are hardto-prove for A are but not hard-to-prove for B then B is strictly more powerful than A.
Introduction
A proof method for a system of logic is more powerful than another to the degree that it simplifies the task of producing derivations for theorems. One measure of the relative complexity of proof systems is offered by the notion polynomial simulation [Cook 1971 ]. Intuitively speaking, if any proof α of a tautology T in proof system A can be transformed into a proof β of T in system B such that the length of β is a polynomial function of the length of α then system B p-simulates system A. Conversely, if one can show that proof system A cannot p-simulate system B by showing that there are tautologies that are hardto-prove for A are but not hard-to-prove for B then B is strictly more powerful than A.
The polynomial simulation relation imposes a partial ordering among proof systems for the propositional calculus, and, although several simulation relations are known [Cook and Reckhow 1979] , there are still a number of gaps in the literature. In this paper we describe the clash restricted improved analytic tableau method for the propositional calculus (section 2) and show (section 3) that it is equivalent to (p-simulates and is p-simulated by) SL-resolution [Kowalski and Kuehner 1971] . It has also be shown elsewhere [Vellino 1989 ] that SL-resolution is equivalent in complexity to the connection method [Bibel 1982 ]. We start, in section 1, by establishing some preliminary definitions that will be used in subsequent sections.
Definitions
Firstly we say that the symbols of the propositional calculus belong either to the set of logical constants, comprising the unary operator ~ and the binary connectives: 
..}.
A literal in PC is either a propositional variable l or its negation ~l. The comple-ment of a literal ~l (l) is l (~l). A formula is either a literal or an expression of the form α ⊗ β, where α and β are formulas and ⊗ is one of the binary connectives. Since the literals contained in a clause are all related by the same connective ∨, we will often represent the clause α ∨ β either in the abbreviated form αβ or as a set of literals
A set of clauses {A,B,C...} is considered to be a conjunction of clauses, or equivalently, a formula in Conjunctive Normal Form (CNF).
The variables S contained in a clause C may be given a truth value assignment (tva) by a map T : S -> {true,false}. Let V be a tva to the variables S in C. Then the truth value of C is a function ℑ(V) into the set {true,false}. The total number of tva's to C is 2 n where n is the number of variables in C, |S|. A complete listing of all the possible tva's to variables of a clause C and their transformation by the truth-functional connectives of C is the truth-
A clause C (or a set of clauses Σ) is satisfied by a tva V to the variables in C (Σ) iff ℑ(V)=true. C (Σ) is satisfiable if there is some tva that satisfies C (Σ). If all the possible tva's for C (Σ) satisfy C (Σ), then C (Σ) is a tautology. C (Σ) is falsified by a tva V to the variables S in C (Σ) iff ℑ(V)=false. If all the tva's falsify C (Σ), then C (Σ) is inconsistent or unsatisfiable. If Σ is an inconsistent set of clauses and ℑ(V) is a tva to the variables S in Σ then ℑ(V) is critical for a clause C ∈ Σ if ℑ(V) satisfies all the clauses in Σ except C. Σ is minimally inconsistent if there exists a critical tva for every clause in Σ.
Analytic Tableaux Methods
An analytic tableau θ for a set of propositional clauses Σ, is a tree such that all the nodes in θ other than the root node are labelled by literals occurring in Σ and for each interior node k in the tree, the set of literals labelling the children of k is a formula in Σ. The root node of any analytic tableau for formulae will be designated by the special symbol ϑ. It is worth noting here that, with respect to worst case complexity, the analytic tableau method and the truth table method are incomparable. As D'Agostino points out in [Dagostino 1990] there is indeed a class of problems that is more difficult to prove with tableaux than with truth-tables. Specifically, the class of 2 n clauses formed from the literals {p 1, p 2, ..., p n } such that every clause contains exactly one (positive or negative) occurence of each literal produces minimal tableaux proofs whose size is on the order of factorial(n), whereas the minimal truth tables for these example have only 2 2n entries (rows plus columns 
Clash Restricted Analytic Tableau
The search for the smallest tableau refutation (closed tableau), particularly for sets of non-minimally inconsistent formulae (a set of formulae all of which are necessary to prove inconsistency), can be quite inefficient if the tableau method has no built-in heuristic. The general tableaux method can be restricted to reduce the number of clauses from which to choose by imposing the rule that each formula chosen for decomposition closes a branch in the tableau. This is equivalent to the condition that the formula decomposed at each node k in the tableau contain at least one literal that clashes with (i.e. is the complement of) a literal labelling k or an ancestor of k. We will call such a tableau an ancestor clash restricted (ACR) analytic tableau. For example, figure 2.1.i shows a clash restricted tableau for the same set of clauses as the unrestricted tableau in figure 2.i.
Figure 2.1.i
A more stringent clash restriction is to specify that some literal in every decomposed formula clash with the literal labelling the parent node, i.e. that every non-leaf node k in the tableau is labelled with a literal that clashes with a literal labelling a child of k. We say that such a tableau is parent clash restricted (PCR). containing n negative occurrences of literals in S. The resulting tableau T n has (n + 2)2 n -2 nodes.
For instance, the tableau on figure 2.1.iii are minimal and all the PCR or ACR tableaux for those sets of formulae are larger. Since each formula in these minimally inconsistent sets is decomposed exactly once, by construction, the class of tableau T n is minimal for n Š 3. If either the PCR or ACR restriction is placed on the construction of such a tableau then the same formula must be decomposed more than once because the symmetry of the literal clashes in the tree is broken. This is illustrated by observing the start of an ACR tableau for T 3. Given the start formula ab, the next formula beneath a must be one of the four formulae containing ~a, say ~a~c~g. The branch containing ~c can be closed by cd in a parent clash decomposition (right hand side of figure 2.1.iv) or after some ancestor clash (left hand side of the figure). In either case there are still two more formulae containing ~c and ~d which have yet to be decomposed (since the set is minimally inconsistent) and whose branches must be closed by another decomposition of cd. 
Improved Analytic Tableau
There is a simple extension to the analytic tableau method that increases its efficiency as a method for proving theorems and produces a considerable improvement in the complexity of its proofs.
We will say that an analytic tableau for a set of formulae Σ is improved if it is completed or checked which we define simultaneously by induction as follows:
(i)A subtableau is completed if it is closed.
(ii)If a branch of a subtableau ends in a literal l and there is an ancestor of this node that has a child also labelled with l which is at the top of a completed subtableau then the branch ending in l is checked.
(iii)A subtableau is completed if all its branches are closed or completed.
For example, a completed I-analytic tableau for the formulae {ab,~ab,~b} is given in figure 2.2.i. Compare this with the tableau in figure 2.1.ii. To show the soundness of this method it is sufficient to observe that any completed I-analytic tableau can be transformed into a closed tableau by replacing every check mark by a closed sub-tableau containing no check marks (check-marks cannot justify each other cyclically). Without loss of generality, we will assume that I-analytic tableau are constructed so that the check marks occur to the left of the nodes by which they are justified. This is always possible since the literals in each formula are not order sensitive.
Notice that checking a branch that ends in a literal l simply has the effect of reporting (or delaying) the justification for closing that branch to the decomposition of formulae on another branch ending in l, provided that both occurrences of the literal have the same ancestor. The checking of a literal always reports its decomposition to a literal belonging to an ancestor formula and effectively merges nodes in the tableau, allowing them to share 
Linear Resolution
In this section we examine a refinement of resolution that has been studied extensively in the field of automatic theorem proving: linear resolution. We show that the SL refinement of resolution p-simulates and is p-simulated by the parent clash-restricted improved analytic tableau.
SL-Resolution
A linear resolution proof is a resolution proof where each resolvent is one of the parents of the next resolvent and the other parent is either an input clause or a previous resolvent. Resolvents neither of whose parents are input clauses are said to follow by reduction.. The SL refinement of linear resolution-linear resolution with selection functionwas first introduced in [Kowalski and Kuehner 1971] .. SL-resolution is also a general form of OL (ordered linear) resolution [Chang and Lee 1973, p. 144-159] .
The strategy underlying SL-resolution is derived from considerations common to semantic resolution and set of support resolution (see [Chang and Lee 1973, Chapter 6] ).
The idea with both of these restrictions is to force a choice of resolutions that will yield a contradiction quickly by imposing a strict order on the elimination of the literals. Since a partial tva that satisfies a group of clauses also satisfies all its resolvents it follows that a good strategy is to separate a (minimally) inconsistent set of clauses into two classes of selfconsistent but mutually inconsistent clauses and resolve the clauses from each set against one another.
Applied to linear resolution, this insight means that the tva assigned to the literals of the set of input clauses S, must be critical for the start clause of the linear proof: that is, make the start clause false and each of the other input clauses true. The choice of start clause in a linear proof therefore imposes an order on the resolutions of clauses with one another. A further restriction on the progression of resolutions is to specify the order in which literals in a resolvent should be annihilated. In SL-resolution the literal scheduled for the next resolution on the vine is the right-most literal of the current clause.
To avoid redundant sub-proofs, it is useful to keep track of the previous resolutions representing a clash of tva's. This means that a certain amount of syntactic overhead must be grafted onto each clause in a linear resolution in order to maintain a record of both the ordering of the literals in the clauses and the previously resolved literals, the proof then verifies that no tva can be consistently assigned to all the clauses in S-{start clause} U {start clause}. We ignore the method of choosing appropriate tva's and set of support. The results below are independent of such heuristic mechanisms.
To keep track of each literal which is resolved on from an input clause and to ensure that the next resolvent inherits the semantic information about the previously resolved literal until the information is no longer necessary, every resolved literal in an SL-resolution proof is kept track of by framing the resolved literal in the position in which it occurs in the previous resolvent. ( [Kowalski and Kuehner 1971] We call each sequence of contiguous unframed literals in a chain a cell. Thus a chain is a sequence of cells. Note that while the order of the elements in a cell is immaterial, the order of cells in the chain is significant since it partially determines the order in which literals are resolved. Now, if any resolvent contains both a literal framed and its complement unframed, the reduction operation is trivial: it consists in simply deleting the unframed literal. On the other hand, a framed literal indicates that its resolution has already been performed. Therefore a resolution on a framed literal is equivalent to using the resolvent immediately prior to the framing of that literal, thus forming an arc in the vine (linear proof tree). If the rightmost cell is empty, it may be discarded (retention of the information that previous resolutions on these literals has been performed is no longer necessary).
The choice of literal for resolution depends on a selection function which picks out a literal from the right-most cell containing a non-framed literal. The question of which literal is to be selected on for resolution does not affect the results below.
We can now define an SL-resolution [Kowalski and Kuehner 1971] proof of C from a set of chains (clauses) Σ as a sequence of C 1 ...C n of chains such that:
(1) C n =C.
(2) C 1 is an input clause (3) C k , 1 < k ð n is obtained from C k-1 by one of extension (with an input chain) or reduction (with a previous resolvent). 
Linear Resolution and Analytic Tableaux
In this section we show that SL-resolution and the improved parent clash restricted (IPCR) analytic tableau method exactly simulate each other.
Let θ be a IPCR analytic tableau for the set of clauses Σ. Since the decomposition of the literals in a clause can be performed in any order, we can assume that the tableau is constructed in such a way that, at each decomposition stage, the literals are ordered so that the parent clashed literal is always right-most in the extension step. However, the tableaux are constructed depth-first from left to right. For example, in the tableau shown in figure 3.2.i, C' = b~ac~ae, C''=b<a><~c>~ae and C = b<a><~c>e.
1. A postorder traversal of a tree traverses the subtrees of the first (left-most) subtree, visits the root and then traverses the remaining subtrees [Knuth 1968, p.316] . 
Conclusion
The PCR improved tableau method described in section 2.2 provides tableau proofs 
