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Re´sume´
A partir d’une de´composition en coˆnes de l’espace directeur d’un appartement d’un immeuble affine localement
fini, on de´finit une compactification de l’immeuble semblable a` la compactification de Satake d’un espace syme´trique.
Comme cas particuliers de cette construction, on retrouve la compactification polygonale classique telle que de´crite
dans [Lan96] ou ses ge´ne´ralisation de´crites dans [Wer07]. Un inte´reˆt de la construction pre´sente´e ici est qu’elle est
totalement ge´ome´trique : elle est inde´pendante de l’existence d’un groupe agissant sur l’immeuble. On prouve au pas-
sage plusieurs re´sultats permettant d’identifier certaines parties de l’immeuble qui sont incluses dans un appartement,
par exemple on prouve que deux facettes de quartier sont, quittes a` eˆtre re´duites, incluses dans un meˆme appartement.
Abstract
We define a compactification of an affine building I indexed by a family of partitions of the director space ~A
of one of its appartments A. This compactification is similar to Satake’s compatification of a symetric space, and it
generalizes the quite well known polygonal compactification of an affine building in the sense that it is independant of
the action of a group on the building, and that it allows some variations depending on the choice of the partition of ~A.
The different choices will mainly lead to different subgroups of the Weyl group acting on the border of A. Along the
proofs, we get some results to help one find subsets of the building wich are included in an apartment, for exemple we
prove that two sector facets can always be reduced so that they fit in one apartment.
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8.2.2 ÎF comme re´union de fac¸ades de I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2
1 Introduction
Le but de cet article est de pre´senter une construction purement ge´ome´trique de la compactification polygonale
d’un immeuble affine localement fini, comme celle de´crite par Landvogt [Lan96]. On s’affranchit totalement de l’usage
d’un groupe agissant sur l’immeuble, ce qui permet de de´finir une compactification pour les quelques immeubles qui
pourraient ne pas eˆtre associe´s a` un groupe muni d’une BN-paire.
On propose e´galement une ge´ne´ralisation : on de´finit toute une famille de compactifications, indexe´e par l’ensemble
des partitions de l’espace directeur d’un appartement en coˆnes assujettis a` certaines conditions. Parmi elles se trouvent
la compactification polygonale classique de´finie dans [Lan96] ou [GR06] ainsi que celles de´crites par Annette Werner
dans [Wer07].
De´crivons rapidement l’espace obtenu. L’adhe´rence de chaque appartement sera l’espace compact obtenu en ra-
joutant a` l’infini un polygone, dont chaque face sera un complexe de Coxeter avec comme groupe un sous-groupe du
groupe de Weyl de l’immeuble. On peut choisir n’importe quel polygone stable par le groupe de Weyl vectoriel, mais
pour un choix quelconque, la structure de complexe de Coxeter sera triviale sur de nombreuses faces. La compactifi-
cation de l’immeuble est obtenue en e´tendant la compactification d’un appartement de re´fe´rence, d’une manie`re qu’on
prouvera eˆtre unique dans la majorite´ des cas. Le bord ainsi rajoute´ a` l’immeuble est en fait une re´union d’immeubles
affines, dont les groupes de Coxeter sont des sous-groupes du groupe de Coxeter de l’immeuble de de´part. Le choix
de la de´composition en coˆnes au de´part de´termine lesquels de ces sous-groupes interviennent.
Par ailleurs, quelques re´sultats interme´diaires peuvent avoir leur inte´reˆt propre, certains sont valides dans le cadre
d’un immeuble quelconque. Il s’agit principalement des re´sultats de la partie 4, qui donnent des crite`res pour s’as-
surer qu’une partie d’un immeuble est incluse dans un seul appartement. On prouve notamment que deux galeries
tendues sont, quitte a` eˆtre re´duites, incluse dans un meˆme appartement (du syste`me complet d’appartements), puis
on ge´ne´ralise au cas d’une galerie tendue et d’une chemine´e. Ceci prouve par exemple que deux facettes de quartiers
quelconques contiennent des sous-facettes incluses dans un meˆme appartement, ge´ne´ralisant le re´sultat similaire de´ja`
connu pour les quartiers (voir par exemple la proposition (9.5) de [Ron89]). Quelques re´sultats classiques sur l’enclos
d’une partie sont e´galement prouve´s, dans le cas d’une partie ne coupant aucune chambre.
Dans la partie, 2, on e´nonce et on analyse brie`vement les conditions requises sur une de´composition en coˆnes de
l’espace directeur d’un appartement pour de´finir une compactification de l’immeuble. Dans la partie suivante, on de´finit
la compactification d’un appartement. L’interlude de la partie 4 permet d’e´noncer les quelques re´sultats ne´cessaires a`
la suite qui peuvent avoir un inte´reˆt propre. La partie 5 de´finit l’ensemble qui sera l’immeuble compactifie´, la partie
6 de´finit la topologie sur cet ensemble et prouve les proprie´te´s attendues, en particulier la compacite´. Dans la partie
7, on ve´rifie que la compactification de l’immeuble ainsi de´finie est unique lorsqu’une compactification d’un apparte-
ment est fixe´e et que l’immeuble provient d’un groupe muni d’une donne´e radicielle. Cela fournit un moyen simple
de comparer cette compactification avec d’autres, comme celles de´finies dans [Lan96],[GR06] et [Wer07]. Enfin, la
partie 8 de´crit le bord qu’on vient de rajouter a` l’immeuble : il s’agit d’une re´union d’immeubles affines de dimensions
infe´rieures.
2 La donne´e initiale
2.1 Conventions, notations
Un immeuble I sera vu a priori comme un complexe simplicial ve´rifiant les axiomes classique ([Bro89], [Tit74]),
ou comme un complexe polysimplicial comme dans [BT72]. Chaque appartement A est un complexe de Coxeter, dont
on note W(A) le groupe de Coxeter. Ce groupe est inde´pendant de A a` isomorphisme pre`s. Lorsqu’on choisit une
chambre c de A, les re´flexions par rapport aux cloisons de c forment une partie S (c) de W(A) telle que (W(A), S (c))
est un syste`me de Coxeter. La classe d’isomorphisme de W(A) est caracte´rise´e par un diagramme appele´ diagramme
de Coxeter. Son ensemble de sommets est en bijection avec S (c), et les sommets correspondant aux re´flexions s et t
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sont relie´s si s et t ne commutent pas. On pre´cise alors sur l’areˆte l’ordre de st. Ce diagramme ne de´pend pas du choix
de A ni de c.
On de´finit sur l’ensemble des facettes le type, c’est une fonction a` valeur dans P(S (c)) qui permet de caracte´riser
les orbites des facettes d’un appartement sous l’action du groupe de Weyl. Les isomorphismes entre appartements
pre´servent le type, par de´finition.
L’ensemble des chambres de I est muni d’une distance a` valeur dans W(A), appele´e W-distance. En fait, I est tota-
lement de´termine´ par l’ensemble de ses chambres muni de sa W-distance, c’est d’ailleurs le point de vue adopte´ dans
[Ron89].
Nous nous inte´ressons principalement aux immeubles affines. Dans ce cas, on identifieI a` sa re´alisation ge´ome´trique
affine, qui est un espace me´trique complet dans laquelle les appartements sont des espaces affines euclidiens, les
groupes de Coxeter des groupes de transformations orthogonales affines, et les isomorphismes entre appartements des
isome´tries. Voir [Bro89], chapitre VI, [BT72], [Tit86], [Par00],[Rou08]. C’est cet espace qu’on se propose de compac-
tifier. Si A est un appartement, le groupe W(A) est engendre´ par les re´flexions orthogonales par rapport a` des hyperplans
appele´s murs ([Bou68]). Les murs de´finissent une partition de A dont les parties sont identifie´es aux facettes de A, les
chambres e´tant les facettes de dimension maximale.
On note ~A l’espace directeur de A, c’est lui aussi un complexe de Coxeter dont le groupe W(~A) est l’ensemble des
parties vectorielles des e´le´ments de W(A). Il est engendre´ par les re´flexions orthogonales par rapport aux murs de ~A,
qui sont les espaces directeurs des murs de A. Les murs de ~A de´finissent une partition de ~A en coˆnes convexes appele´s
facettes de Weyl ou facettes vectorielles. Ces parties sont identifie´es aux simplexes du complexe de Coxeter ~A.
Il existe un syste`me de racine φ ⊂ ~A∗ tel que les murs de ~A sont les noyaux des racines et dont W(A) est le groupe de
Coxeter affine associe´, au sens de [Bou68], 2.5.
Si on fixe une chambre de Weyl C ⊂ ~A, on note, pour s ∈ S (C) αs la racine correspondante (donc ker(αs) = Fix(s)).
Alors {αs}s∈S (C) est une base de φ et C = {x ∈ ~A | ∀s ∈ S (C), αs(x) > 0}. De plus, dans le diagramme de Coxeter de ~A,
deux sommets s et t sont relie´s si et seulement si αs n’est pas orthogonale a` αt. En conside´rant ce diagramme comme
un simple graphe, on de´finit les notions de connexite´ habituelles.
Lorsqu’on passe du point de vue complexe simplicial au point de vue ge´ome´trique d’un immeuble affine, le voca-
bulaire change un peu :
Un complexe simplicial est en particulier un ensemble muni d’une relation d’ordre. On notera ge´ne´ralement ⊏ cette
relation, et on dira que c est inclus dans d lorsque c ⊏ d. Mais lorsque c ⊏ d dans un immeuble affine, alors dans la
re´alisation ge´ome´trique c est inclus dans l’adhe´rence de d, avec c ⊂ d si et seulement si c = d. En ge´ne´ral, c ⊂ ∂d.
De plus, dans un complexe simplicial, la facette maximale infe´rieure a` c et a` d, note´e c ∧ d est appele´e l’intersec-
tion de c et d. Dans la re´alisation ge´ome´trique, l’adhe´rence de c∧ d est e´gale a` l’intersection des adhe´rences de c et d,
mais c∧d ne s’exprime pas de manie`re directe en fonction de c et d (en fait, c∧d est l’inte´rieur de c¯∩ ¯d dans Vect(c¯∩ ¯d)).
Si M est un mur et c une chambre dans un syste`me de Coxeter A, on notera D(M, c) le demi-appartement ferme´
de´limite´ par M et contenant c. Sauf pre´cision, un demi-appartement signifiera un demi-appartement ferme´. Un demi-
appartement peut aussi eˆtre de´fini a` l’aide de deux chambres adjacentes c et d, ou d’une racine α (on voit a priori les
racines comme des formes affines sur un appartement) et d’un entier k : on notera D(c, d) la re´union des chambres
ferme´es plus proches de c que de d, et D(α, k) = {x|α(x) + k ≥ 0}.
Soient D+ et D− les deux demi-appartements de´finis par un mur M dans un appartement A. On dira que deux par-
ties α et β de A sont se´pare´es par M si α ⊂ D+ et β ⊂ D−, ou l’inverse. On notera alors α|Mβ (Donc par exemple,
α ⊂ M ⇒ α|Mβ quel que soit β). On dira que ces parties sont se´pare´es strictement par M si en outre α 1 M et β 1 M.
L’enclos d’une partie E dans un appartement A est l’intersection de tous les demi-appartements ferme´s de A conte-
nant E. On la note ClA(E).
Lorsque A et B sont deux appartements ayant au moins une chambre en commun, on peut naturellement identifier
~A avec ~B. Lorsque la dimension de A∩B est moindre, on ne peut qu’identifier un sous-espace de ~A avec un sous-espace
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de ~B, voici comment on proce`de :
Les sous-espaces Vect{ ~xy ∈ ~A | x, y ∈ A ∩ B} ⊂ ~A et Vect{ ~xy ∈ ~B | x, y ∈ A ∩ B} ⊂ ~B sont canoniquement isomorphes.
On identifie alors ces deux sous-espaces, et on note l’espace obtenu ~A ∩ ~B. Cet espace ve´rifie la proprie´te´ suivante : si
E est un troisie`me appartement, si φ : A ∼−→ E et ψ : B ∼−→ E sont deux isomorphismes qui coı¨ncident sur un ensemble
b ⊂ A ∩ B, alors l’espace directeur ~b de Aff(b) est inclus dans ~A ∩ ~B, et pour tout ~v ∈ ~b, on a ~φ(~v) = ~ψ(~v).
Cette ”intersection des espaces directeurs” ne ve´rifie pas l’associativite´, en fait l’e´criture (~A∩ ~B)∩ ~C n’a meˆme aucun
sens, car ~A ∩ ~B n’est pas uniquement de´fini au moyen de la structure vectorielle de ~A et ~B, mais bien de la structure
d’espaces affines de A et B. (Une notation comme A~∩B serait sans doute plus approprie´e.)
Remarque: Dans la suite, ~b ne signifiera pas en ge´ne´ral l’espace directeur de Aff(b).
2.2 Coˆnes convexes
Dans cet article, tous les coˆnes seront suppose´ convexes a priori. Un coˆne vectoriel convexe dans un R-espace
vectoriel ~E est un sous-ensemble de ~E stable par addition et multiplication par un scalaire strictement positif. Tout
coˆne vectoriel contient 0 dans son adhe´rence. Si E est un espace affine dirige´ par ~E, un coˆne convexe affine de E est
un sous-ensemble de E de la forme f = s + ~f ou` s ∈ E et ~f est un coˆne convexe de ~E.
Lorsque ~f est un coˆne de ~E ne contenant pas de droite (on dit aussi ”coˆne pointu”), alors l’e´criture f = s + ~f est
unique, ce qui permet de de´finir s comme e´tant le sommet de f , note´ s( f ).
Le coˆne vectoriel ~f est quand a` lui toujours bien de´termine´, on l’appelle la direction de f . Deux coˆnes ayant la meˆme
direction sont dit paralle`les. Si g est un coˆne paralle`le a` f et g ⊂ f , alors g est un sous-coˆne paralle`le de f , et on abre`ge
”sous-coˆne paralle`le” en ”scp”.
Remarque: Dans [BT72], deux parties d’un appartement e´gales a` translation pre`s sont appele´es e´quipollentes au
lieu de paralle`les.
2.3 De´composition d’un appartement en coˆnes
On fixe de´sormais un appartement A0. On notera W = W(A0) son groupe de Coxeter, et Wv = W(−→A0) son groupe
de Coxeter vectoriel. On choisit un ensemble F de parties non vides de −→A0 ve´rifiant les proprie´te´s suivantes :
(H1) −→A0 = ⊔ ~f∈F ~f . (Le symbole ⊔ signifie ”re´union disjointe”.)
(H2) F est fini.
(H3) {0} ∈ F .
(H4) Chaque e´le´ment de F est de´crit par un syste`me d’e´quations et d’ine´quations line´aires : pour tout ~f ∈ F , il
existe n ∈ N, α1, ..., αn ∈
−→A0∗, r ∈ N tels que ~f = {x ∈ −→A0|αi(x) = 0, ∀i ∈ ~1, r, etα j(x) > 0, ∀i ∈ ~r + 1, n}. En
particulier, chaque e´le´ment de F est un coˆne convexe, ouvert dans son support.
(H5) Le bord d’un coˆne ~f de F est une re´union d’autre coˆnes de F , qu’on appelle les faces de ~f .
(H6) Si ~f , ~g ∈ F et si ~f est une face de ~g, alors ~f = Vect( ~f ) ∩ ~g.
Lorsqu’on parle du bord d’un coˆne, on sous-entend ici le bord dans l’espace vectoriel qu’il engendre. Pour un coˆne
~f ve´rifiant (H4), qui est donc ouvert dans Vect( ~f ), on a ∂ ~f = ~f \ ~f .
A partir de ces donne´es, on va de´finir une compactification de A0. De`s qu’on voudra l’e´tendre en une compactification
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de I, il faudra en outre supposer :
(H7) F est stable par le groupe de Weyl vectoriel Wv.
2.4 Conse´quences directes des hypothe`ses sur F
Chaque e´le´ment de F est un coˆne convexe, ouvert dans l’espace vectoriel qu’il engendre. De plus, {0} est le seul
coˆne a` contenir 0, donc aucun e´le´ment de F ne contient de droite, ce qui permet de de´finir les sommets des coˆnes
affines de direction un e´le´ment de F .
Remarque: La condition (H3) a en fait pour unique but de permettre de de´finir le sommet d’un coˆne pour faciliter
les raisonnements dans la suite, mais elle semble superflue. ´Etudions brie`vement le cas ge´ne´ral. Soit f ∈ F le coˆne
contenant 0. Comme f est un coˆne ouvert dans Vect( f ), on a f = Vect( f ), c’est-a`-dire que f est un espace vectoriel.
Comme l’adhe´rence de tout coˆne vectoriel contient 0, par (H5) on voit que f est dans le bord de chaque e´le´ment de
F . On ve´rifie alors que chacun de ces e´le´ments est stable par addition par f , on peut donc tout quotienter par f pour
obtenir un espace vectoriel muni d’une de´composition en coˆnes ve´rifiant cette fois toutes les hypothe`ses (H1) - (H6).
Si ∂(A0/ f ) est le bord qu’on va de´finir dans la section 3, alors la meˆme proce´dure applique´e a` A0 et F conduirait a`
rajouter exactement le meˆme bord. En fait, la condition (H3) impose de rajouter a` A0 un bord de codimension 1 et non
supe´rieure.
Lorsque (αi)i∈I⊔J est une famille de formes line´aires de´finissant ~f comme dans la quatrie`me hypothe`se sur F , on
notera juste
~f = {αi > 0, α j = 0, i ∈ I, j ∈ J}
La famille (αi)i∈I⊔J est ne´cessairement ge´ne´ratrice de −→A0∗ sans quoi ~f ou une de ses faces contiendrait un sous-espace
vectoriel de −→A0 non re´duit a` {0}.
Lorsque ~g est une face de ~f , alors il existe une famille (αi)i∈I⊔J⊔K telle que : ~f = {αi > 0, α j = 0, i ∈ I ⊔ J, j ∈ K}~g = {αi > 0, α j = 0, i ∈ I, j ∈ J ⊔ K}
2.5 Exemples
Un premier exemple de telle de´composition de −→A0 en coˆnes est la de´composition en facettes de Weyl, note´e F ∅.
Les coˆnes affines dont les directions sont dans F ∅ sont les facettes de quartier, et la compactification qu’on obtiendra
alors est la compactification polygonale classique, de´crite dans [Lan96].
Un exemple un peu plus ge´ne´ral est celui conside´re´ par Annette Werner dans [Wer07], ou` il s’agit grosso modo d’en-
lever a` la de´composition en facettes de Weyl les cloisons d’un certain type. C’est cet exemple que je de´veloppe ici.
2.5.1 De´compositions en coˆnes obtenues a` partir d’une partie de S
On fixe une chambre de Weyl C0 ⊂
−→A0, soit S l’ensemble des re´flexions par rapport aux cloisons de C0, de sorte
que les facettes de −→A0 sont type´es par les parties de S . Soit J une partie de S , l’ide´e est de rassembler les chambres
se´pare´es par une cloison de type { j} avec j ∈ J. Pour assurer la convexite´, il faut penser a` rajouter alors les facettes
de dimension plus petite qui se trouvent entre plusieurs chambres rassemble´es. Pour s’assurer que (H5) et (H6) seront
ve´rifie´es, il faut aussi rassembler les facettes bordant plusieurs chambres rassemble´es, lorsqu’elles engendrent le meˆme
espace vectoriel. On arrive a` la de´finition suivante :
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De´finition 2.5.1 Si f une facette de Weyl de −→A0 de type I ⊂ S , on note ¯f J la re´union de f et des facettes de son bord
de type inclus dans I ∪ (J ∩ I⊥).
Si h et f sont deux facettes d’une meˆme chambre ferme´e, avec h de type I′ et f de type I, alors h est incluse dans
¯f J si et seulement si I′ est la re´union de I et d’une partie de J disconnecte´e de I. Donc une facette h n’est incluse dans
aucun ¯f J , avec f , h si et seulement si son type ne contient aucune composante connexe incluse dans J. Une telle
facette sera dite admissible. On dira e´galement que son type est admissible, de sorte qu’une facette est admissible ssi
son type est admissible.
De´finition 2.5.2 Si f est une facette admissible de C0, on pose J. f = WvJ∩I⊥ . ¯f J .
On pose ensuite F J = Wv.{J. f | f facette admissible de C0}.
Remarque: Conforme´ment a` la notation de´ja` introduite, l’ensemble des facettes de Weyl est F ∅.
Proposition 2.5.3 L’ensemble F J est un ensemble de coˆnes, qui ve´rifie les hypothe`ses (H1)-(H2) et (H4-H7). Chaque
facette de Weyl f est incluse dans un unique coˆne de F J , qu’on notera J. f . Lorsque J ne contient aucune composante
connexe de S , alors F J ve´rifie e´galement (H3).
De´monstration:
Les points (H2), et (H7) sont e´vidents, (H3) est vrai si et seulement si {0} est une facette admissible, ce qui e´quivaut
bien au fait que J ne contient aucune composante connexe de S . Il est e´galement clair que ~A = ⋃ f∈F J f , et pour
prouver (H4) et (H5), il suffit de conside´rer des e´le´ments de F J du type J. f , avec f une facette admissible de C0.
On commence par (H4). Soient {αi}i∈S l’ensemble des racines de´limitant C0. Soit I ⊂ S et f la facette de C0 de
type I, alors
f = {αi = 0, α j > 0, i ∈ I, j ∈ S \ I},
et
¯f J = {αi = 0, αk > 0, αl ≥ 0, i ∈ I, l ∈ J ∩ I⊥, k ∈ S \ (I ∪ (J ∩ I⊥))}.
Notons L = J ∩ I⊥ et K = S \ (I ∪ (J ∩ I⊥)). Montrons que J. f = {αi = 0, w(αk) > 0, i ∈ I, k ∈ K, w ∈ WvJ∩I⊥ }. En
attendant, notons E ce dernier ensemble. C’est un ensemble de´limite´ par des murs, donc une re´union de facettes. De
plus, pour tout w ∈ WvJ∩I⊥ et tout i ∈ I, w(αi) = αi, on voit donc que E est stable par WvJ∩I⊥ .
Pour montrer que J. f ⊂ E, il suffit donc de montrer que ¯f J ⊂ E. Soit x ∈ ¯f J , il ve´rifie de´ja` les conditions αi(x) = 0,
i ∈ I. Soit k ∈ K et w ∈ WvJ∩I⊥ . On sait que {αs}s∈S est une base du syste`me de racines de
−→A0. Or, w ∈ WJ∩I⊥ = WL, et
L ∩ K = ∅. Donc w(αk) = αk +∑l∈L nlαl, avec nl ∈ N. Il apparaıˆt ainsi que w(αk)(x) > 0. Donc x ∈ E.
Montrons l’inclusion inverse. Soit x ∈ E, il existe w ∈ WL tel que ∀l ∈ L, αl(w.x) ≥ 0. Comme E est stable par w,
w.x ∈ E, et ainsi w.x ve´rifie toutes les ine´galite´s prouvant qu’il appartient a` ¯f J . Donc x ∈ WL. ¯f J = J. f .
A pre´sent, prouvons que chaque facette de Weyl est incluse dans un unique coˆne de F J. Ceci impliquera directe-
ment (H1) car les e´le´ments de F J sont des re´unions de facettes de Weyl.
Soit f ∈ F ∅ une facette de Weyl, incluse dans deux e´le´ments de F J, disons w1.J.g1 et w2.J.g2. En translatant tout par
un e´le´ment de Wv, on peut supposer f ⊂ ¯C0. Soit I1 le type de g1 et I2 celui de g2. Il existe v1 ∈ WvJ∩I⊥1 et v2 ∈ WJ∩I⊥2
tels que f ⊂ w1v1g¯J1 et f ⊂ w2v2g¯J2. Comme f , g1 et g2 sont des facettes de ¯C0, ceci implique en fait f ⊂ g¯J1 ∩ g¯J2. Le
type de f s’e´crit donc I′ = I1 ⊔ J1 = I2 ⊔ J2 ou` J1 et J2 sont des parties de J disconnecte´es respectivement de I1 et
de I2. Soit K une composante connexe du type de f , elle est incluse soit dans I1 soit dans J1. De deux choses l’une :
soit K ⊂ J et alors K ne peut eˆtre incluse dans I1 car g1 est admissible, soit K 1 J et alors elle ne peut eˆtre incluse
dans J1. On voit donc que J1 est la re´union des composantes connexes de I′ incluses dans J, I1 est la re´union des
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autres composantes connexes. Le meˆme raisonnement est valable pour I2 et J2, ce qui prouve I1 = I2 et J1 = J2. D’ou`
g1 = g2 et J.g1 = J.g2. Il reste a` regarder w1 et w2. On sait que w1v1 ∈ Fix( f ) = WI′ , et I′ = I1 ∪ J1 ⊂ I ∪ (J ∩ I⊥).
D’ou` w1v1 ∈ WvI∪(J∩I⊥), d’ou` w1J.g1 = J.g1. De meˆme, w2J.g2 = J.g2 = J.g1 = w1J.g1. Ce qui prouve que f est incluse
dans un unique coˆne de F J.
Prouvons (H5). Soit f ∈ F ∅ une facette de Weyl admissible qu’on peut supposer incluse dans C0, soit I son type.
Comme J. f est une union de facettes de Weyl, son bord l’est aussi. Soit g une facette de Weyl bordant J. f . Quitte a`
translater g par un e´le´ment de WvJ∩I⊥ qui stabilise J. f , on peut supposer g ⊂ ¯C0, et donc g ⊂ ¯f . Comme J. f est ouvert
dans Vect(J. f ), on a meˆme g ⊂ ¯f \ ¯f J . Notons J.g le coˆne de F J contenant g, il s’agit de prouver que J.g ⊂ ∂J. f . Soit
I′ le sous ensemble de S obtenu en retirant au type de g toutes ses composantes connexes incluses dans J. Soit h la
facette de ¯C0 de type I′, alors h est admissible et g ⊂ ¯hJ ⊂ J.h, donc J.g = J.h. Si J1 est une composante connexe de
type(g) incluse dans J alors J1 ∩ I est une re´union de composantes connexes de I incluses dans J, d’ou` J1 ∩ I = ∅ car
I est admissible. Ceci prouve que I ⊂ I′, et donc h ⊂ ¯f . Ensuite, J.h = WvJ∩I′⊥ .¯hJ ⊂ J. f car WvJ∩I′⊥ ⊂ WvJ∩I⊥ et ¯hJ ⊂ ¯f .
Et comme J.h , J. f car g ⊂ J.h, on a J.h ∩ J. f = ∅ d’ou` J.h ⊂ ∂J. f .
Il ne reste plus qu’a` prouver (H6). Soit J.h une face d’un coˆne J. f . Comme dans le paragraphe pre´ce´dent, on peut
supposer que h et f sont des facettes admissibles de ¯C0. Soit I le type de f et I′ le type de h. Nous proce´dons par
re´currence sur Card(I′ \ I), en commenc¸ant par montrer l’he´re´dite´.
On suppose donc Card(I′ \ I) ≥ 2. Comme h 1 ¯f J , il existe l ∈ I′ \ (I ∪ (J ∩ I⊥). Soit g la facette de ¯C0 de type
I ∪ {l}, elle est admissible. Par re´currence on a J.g = J. f ∩ Vect(J.g). De plus, J.h est une face de J.g, diffe´rente de J.g
car h est admissible et ne peut donc eˆtre incluse dans g¯J. Donc par re´currence, J.h = J.g ∩ Vect(J.h). La combinaison
des deux e´galite´s donne bien J.h = J. f ∩ Vect(J.h).
Traitons maintenant le cas Card(I′ \ I) = 1. Dans l’e´galite´ J.h = Vect(J.h) ∩ J. f , l’inclusion ” ⊂ ” est e´vidente.
Soit x ∈ Vect(J.h) ∩ J. f , cela signifie, d’apre`s la description de J. f obtenue pour prouver (H4) :
– pour tout i ∈ I′, αi(x) = 0
– pour tout w ∈ WvJ∩I⊥ et k ∈ S \ (I ∪ (J ∩ I⊥)), w.αk(x) ≥ 0.
Et le but est de prouver :
– pour tout i ∈ I′, αi(x) = 0
– pour tout w ∈ WvJ∩I′⊥ et k ∈ S \ (I′ ∪ (J ∩ I′⊥)), w.αk(x) ≥ 0.
Parmi ces ine´galite´s, celles qui ne sont pas directement dans la liste des hypothe`ses sont les w.αk(x) ≥ 0 lorsque :
k ∈ (S \(I′∪(J∩ I′⊥))) \ (S \(I∪(J∩ I⊥))) = (I∪(J∩ I⊥))\(I′∪(J∩ I′⊥)) = (J∩ I⊥)\(I′∪(J∩ I′⊥)) = (J∩ I⊥)\(I′∪ I′⊥)
et lorsque w ∈ WvJ∩I′⊥ .
Soit k un tel indice et w ∈ WvJ∩I′⊥ . En particulier, k ∈ W
v
J∩I⊥ . Soit l tel que I
′ \ I = {l}. Comme I′ est admissible,
l < J ∩ I⊥.
Alors wk ∈ WvJ∩I⊥ , et l ∈ S \ (I ∪ (J ∩ I⊥)) d’ou` d’apre`s les hypothe`ses wk.αl(x) ≥ 0. Mais :
wk.αl(x) = αl(kw−1x) = αl(w−1 x − 2αk(w−1x).α∨k ) = αl(w−1x) − 2wαk(x).〈αk|αl〉
Comme l ∈ I′ et w−1 x ∈ Vect(J.h), on a αl(w−1x) = 0. Il reste donc −2wαk(x).〈αk |αl〉 ≥ 0.
Mais k , l car l ∈ I′ et k < I′. De plus, si k e´tait orthogonal a` l, il serait orthogonal a` I′, ce qui est exclus. Ainsi,
〈αk |αl〉 < 0, ce qui entraıˆne wαk(x) ≥ 0. 
2.5.2 Comparaison avec [Wer07]
On peut de`s a` pre´sent ve´rifier de fac¸on e´le´mentaire que les partitions de −→A0 en parties convexes de´finies dans
[Wer07] sont pre´cise´ment du type pre´ce´dent. Ces parties sont de´finies, pour l’immeuble de Bruhat-Tits d’un groupe
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G(K) avec K un corps local, a` partir d’une repre´sentation line´aire ρ fide`le et de dimension finie de G(K), mais ne
de´pendent en fait que de la facette de Weyl de A∗0 dans laquelle se trouve le plus haut poids λ0(∆) de ρ une fois fixe´e
une base ∆ du syste`me de racine ([Wer07] the´ore`me 4.5). Soit J le type de cette facette (il est inde´pendant de ∆).
Comme ρ est fide`le, J ne contient pas de composante connexe de S . Pour ∆ la base du syste`me de racines correspon-
dant a` la chambre C0, on a J = {s ∈ S | 〈αs|λ0(∆)〉 = 0}. Nous allons ve´rifier que la partition Σ(ρ) de −→A0 de´finie dans
[Wer07] est F J .
Soit ∆ une base du syste`me de racines et Y ⊂ ∆. Il est imme´diat d’apre`s la de´finition donne´e dans [Wer07] (de´finition
1.1) que Y y est dit admissible si et seulement si il existe I ⊂ S admissible (au sens de´fini plus haut) tel que Y = {αi}i∈I .
Les parties de´finies dans [Wer07] sont note´es F∆Y pour ∆ une base du syste`me de racines et Y ⊂ ∆ une partie ad-
missible. Ce sont des re´unions de facettes de Weyl ([Wer07], proposition 4.4), ouvertes dans leur support, qui re´alisent
une partition de −→A0 stable par le groupe de Weyl Wv. Soit ∆ la base correspondant a` C0, et Y ⊂ ∆ une partie admissible.
Soit f la facette de C0 de type I, avec Y = {αi}i∈I , nous allons voir que F∆Y = J. f . Pour commencer, la proposition
[Wer07] 4.4 montre que F∆Y ∩ C0 = ¯f J = J. f ∩ C0.
Montrons que F∆Y est stable par WJ∩I⊥ . Soit s ∈ J ∩ I⊥, alors la facette de C0 de type I ∪ {s} est incluse dans C0 ∩ F∆Y .
Or F∆Y est ouverte dans son support, qui est
⋂
i∈I ker(αi) et donc qui est stable par s. Alors F∆Y doit contenir la facette
s. f . D’ou` F∆Y ∩ s.F∆Y , ∅, d’ou` s stabilise F∆Y . On de´duit de ceci que J. f ⊂ F∆Y .
Pour l’autre inclusion, soit x ∈ F∆Y . En choisissant y ∈ f de manie`re ge´ne´rique, on peut s’assurer que [x, y] ne rencontre
que des facettes de dimension dim( f )−1. Soit g la premie`re facette diffe´rente de f rencontre´e par ce segment en partant
de y. Comme [x, y] ⊂ F∆Y , par convexite´ de F∆Y , on obtient que g ⊂ ¯f ∩ F∆Y = ¯f J . Comme g est de codimension 1 dansf , le type de g est I ∪ {s}, avec s ∈ J ∩ I⊥. Alors la facette s f est incluse dans J. f , et elle contient ”la suite” du segment
[x, y], c’est a` dire un intervalle ouvert ]u, v[ tel que ]u, v[∪([x, y] ∩ g) ∪ ([x, y] ∩ f ) est connexe. On a J. f = J.(s f ),
et F s∆
sY = s.F
∆
Y = F
∆
Y (car ces deux coˆnes contiennent la facette s f ). On peut appliquer la proposition [Wer07] 4.4,
dans la chambre s.C0, on obtient que F∆Y ∩ s ¯C0 = J. f ∩ s ¯C0 est la re´union des facettes de s. f de type inclus dans
I ∪ (J ∩ I⊥). Alors la prochaine facette rencontre´e par le segment [x, y] est de type I ∪ {t}, avec t ∈ J ∩ I⊥, elle est bien
incluse dans J. f , la facette de dimension maximale suivante est st. f qui est aussi dans J. f car st ∈ WJ∩I⊥ . Ainsi de
suite, on ve´rifie que tout le segment [x, y] est inclus dans J. f (puisque [x, y] ne rencontre qu’un nombre fini de facettes).
2.5.3 Dessins, autres exemples
Voici les dessins de quelques de´compositions en coˆnes de l’appartement vectoriel de type A2. On note s et t les
re´flexions par rapport aux cloisons de la chambre de base.
Fig. 1 – De´composition en facettes de Weyl. Je la laisse en arrie`re-plan dans les exemples suivants.
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Fig. 2 – De´composition de type F {s} : on retire les cloisons de type s.
Fig. 3 – Un autre exemple de de´composition ve´rifiant (H1)-(H7).
3 Compactification de A0
3.1 L’ensemble A0
De´finitions 3.1.1 – Un F -coˆne affine dans A0 est un coˆne dont la direction est dans F . On note FA0 l’ensemble
des F -coˆnes affines de A0.
– Deux F -coˆnes affines sont e´quivalents lorsqu’ils sont paralle`les et que leur intersection est non vide. L’inter-
section contient alors un autre F -coˆne affine, paralle`le aux deux premiers. On note f ∼A0 g, ou juste f ∼ g
lorsqu’il n’y a pas d’ambiguı¨te´.
Proposition 3.1.2 La relation ”eˆtre e´quivalent” est une relation d’e´quivalence sur FA0 .
Remarquons e´galement que les relations ”eˆtre un sous-coˆne” et ”eˆtre un sous-coˆne paralle`le” sont des relations d’ordre.
De´finition 3.1.3 On pose ¯A0 = FA0/ ∼A0 . Pour f ∈ FA0 , on note [ f ]A0 , ou juste [ f ] lorsqu’aucune confusion n’est
possible, la classe de f . Et si x = [u + ~f ]A0 avec u ∈ A0, ~f ∈ F , on appelle ~f le coˆne directeur ou la direction de x (il
est uniquement de´termine´).
Pour ~f ∈ F , on note A0 ~f l’ensemble des points de A0 de coˆne directeur ~f , c’est la ”fac¸ade” de type ~f de l’appartement
A0. La projection A0 → A0 ~f est note´e pA0, ~f ou juste p ~f . Lorsqu’un coˆne f de direction ~f est fixe´, on pourra noter pour
simplifier A f = A ~f .
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Proposition 3.1.4 Soit ~f ∈ FA0 . La fac¸ade A0 ~f est un espace affine isomorphe a` A0/Vect( ~f ), et son espace vectoriel
directeur est −−→A0 ~f ≃
−→A0/Vect ~f .
Lorsqu’un coˆne vectoriel ~f ∈ F s’e´crit ~f = {αi > 0, α j = 0, i ∈ I, j ∈ J} avec (αi)i∈I⊔J une famille de formes
line´aires, alors les α j, j ∈ J s’identifient a` des formes line´aires sur −−→A0 ~f , elles forment meˆme une famille ge´ne´ratrice de
−−→A0 ~f
∗
. Quand aux αi, i ∈ I, on sait qu’elles envoient tout repre´sentant de tout point de A0 ~f sur un voisinage de +∞ dans
R, on dira donc qu’elles prennent la valeur +∞ sur A0 ~f .
3.2 Topologie sur A0
3.2.1 De´finitions
De´finition 3.2.1 Soit U l’ensemble des voisinages de 0 dans −→A0 stables par le groupe de Weyl Wv. Pour U un tel
voisinage, et g ∈ FA0 , on pose :
VA0 (g,U) = {x ∈ ¯A0 | ∃h ∈ x tq h ⊂ g + U}
C’est l’ensemble des points de ¯A0 ayant un repre´sentant inclus dans g + U.
Lorsqu’il n’y aura pas d’ambiguı¨te´, je noterai juste V(g,U).
Remarque: Comme le produit scalaire de −→A0 est Wv-invariant, les boules de centre 0 sont des exemples d’e´le´ments
de U.
Proposition 3.2.2 Il existe une unique topologie sur ¯A0 telle que pour tout x ∈ ¯A0, l’ensemble des VA0 (g,U) pour
U ∈ UA0 et g ∈ x soit une base de voisinage de x.
De´monstration:
Il suffit de ve´rifier que pour tout x ∈ ¯A0, U,V ∈ UA0 , g, g′ ∈ x, il existe W ∈ UA0 et h ∈ x tels que VA0 (h,W) ⊂
VA0 (g,V) ∩ VA0 (g′,U). Mais comme g ∼A0 g′, g ∩ g′ contient un autre repre´sentant h de x. Soit W = U ∩ V , alors
h +W ⊂ g + U ∩ g′ + V , d’ou`VA0 (h,W) ⊂ VA0 (g,V) ∩VA0 (g′,U). 
Remarque: La fonction VA0 ainsi de´finie est croissante en les deux variables : si U ⊂ V et f ⊂ g alors V( f ,U) ⊂
V( f ,V) et V( f ,U) ⊂ V(g,U).
On remarque aussi qu’on peut remplacer U par n’importe quelle base de voisinages de 0 dans −→A0, on obtiendra alors
encore une base de la meˆme topologie sur A0. On peut notamment choisir une base de´nombrable de voisinages de
0, ensuite si on se limite par exemple aux coˆnes dont les coordonne´es du sommet sont rationnelles, on obtient une
base de´nombrable de la topologie de A0 : A0 est a` base de´nombrable d’ouverts, les caracte´risations par des suites sont
possibles.
Afin de pouvoir raisonner a` l’aide de suites dans la suite, on va donner une caracte´risation des suites convergentes.
Commenc¸ons par le lemme suivant :
Lemme 3.2.3 Soit ~f ∈ F et soit {αi = 0, α j > 0, i ∈ I, j ∈ J} un syste`me d’e´quations et d’ine´quations de´terminant ~f .
Soit U ∈ U. Soit (xn)n une suite dans A0 telle que αi(xn) →n→∞ 0 pour i ∈ I, et limn→∞ α j(xn) = +∞ pour j ∈ J.
Alors a` partir d’un certain rang, les xn sont dans U + ~f .
Preuve du lemme:
La seule difficulte´ provient du fait que {αi}i∈I∪J est une famille ge´ne´ratrice mais pas force´ment libre de A∗0. Soit I
′ ⊂ I
maximal tel que {αi}i∈I′ soit libre. Soit ensuite J′ ⊂ J tel que {αi}i∈I′∪J′ soit une base de A∗O. Il existe ǫ tel que
U ′ := {x| |αi(x)| < ǫ ∀i ∈ I′ ∪ J′} ⊂ U.
Pour n assez grand, on a |αi(xn)| < ǫ pour i ∈ I′. Soit alors yn ∈ A0 tel que αi(yn) = αi(xn) pour i ∈ I′ et α j(yn) = 0
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pour j ∈ J′. Le point yn est alors dans U, et il suffit de ve´rifier que xn − yn ∈ ~f .
Or pour tout i ∈ I′, αi(xn − yn) = 0. Comme tout αi, i ∈ I est combinaison line´aire des α j, j ∈ I′, on obtient que
αi(xn − yn) = 0 pour tout i ∈ I. Enfin, U ′ est borne´, donc pour tout j ∈ J, α j(yn) aussi. Comme α j(xn) tend vers ∞, on
ve´rifie bien que α j(xn) − α j(yn) est positif de`s que n est assez grand. 
Il est maintenant facile de prouver la caracte´risation des suites convergentes suivante :
Proposition 3.2.4 Soit (xn)n∈N une suite de A0 dont tous les e´le´ments ont la meˆme direction ~f . Soit l = [a + ~g] ∈ A0.
Alors (xn)n converge vers l si et seulement si les deux conditions suivantes sont re´alise´es :
–
~f est une face de ~g.
– Pour toute famille {αi}i∈I⊔J⊔K ⊂ A∗0 de formes line´aires telle que ~g = {x|αi(x) = 0, α j(x) > 0 , i ∈ I, j ∈ J ⊔ K} et
~f = {x|αi(x) = 0, α j(x) > 0 , i ∈ I ⊔ J, j ∈ K} on a limn→∞ αi(xn) = αi(a) pour i ∈ I et limn→∞ α j(xn) = ∞ pour
j ∈ J. (Il existe une telle famille {αi} car ~f est une face de ~g).
De´monstration:
On commence par supposer que (xn) tend vers l. Si ~f n’est pas une face de ~g, alors il existe une forme line´aire α telle
que α( ~f ) ⊂ R+ et α(~g) ⊂ R−, et un vecteur ~v ∈ ~f tel que α(~v) > 0. Donc α( ~f ) contient un voisinage de l’infini (dans
R ∪ {±∞}), et il en va de meˆme de tous les α(h) pour h un repre´sentant d’un xn. Il est donc impossible qu’un tel h soit
inclus dans un ensemble de la forme U +a+~g de`s que U est borne´, il est alors impossible que xn soit dans le voisinage
V(a + ~g,U) de l correspondant. Et U contient bien des e´le´ments borne´s, prendre par exemple des boules.
Soit ensuite un ensemble de formes line´aires {αi}i∈I⊔J⊔K ⊂ A∗0 tel que ~g = {x|αi(x) = 0, α j(x) > 0 , i ∈ I, j ∈ J ⊔ K}
et ~f = {x|αi(x) = 0, α j(x) > 0 , i ∈ I ⊔ J, j ∈ K}. Soit i ∈ I, montrons que αi(xn) tend vers αi(a). Soit ǫ > 0, il existe
U ∈ U tel que αi(U) ⊂]− ǫ, ǫ[. Et pour n assez grand, xn ∈ V(a+~g,U) donc xn a un repre´sentant inclus dans U+a+~g.
Mais αi(U + a+ ~g) ⊂]αi(a)− ǫ, αi(a)+ ǫ[, car αi(~g) = {0}. On en de´duit que |αi(a)− αi(xn)| < ǫ. On a ainsi prouve´ que
limn→∞ αi(xn) = αi(a)
Soit j ∈ J, ve´rifions que α j(xn) tend vers l’infini. Soit m ∈ R. Comme α j(~g) est un voisinage de l’infini, il existe ~v ∈ ~g
tel que α j(a+~v) > m+ 1. Soit U ∈ U tel que α j(U) ⊂]− 1, 1[. Comme a+~v+ ~g est un autre repre´sentant de l, a` partir
d’un certain rang, xn doit eˆtre dans V(a + ~v + ~g,U). Et cela implique α j(xn) > m.
A pre´sent, supposons que les deux conditions sont ve´rifie´es par la suite (xn) et montrons qu’elle converge alors
vers l.
Comme αk( ~f ) contient un voisinage de ∞ pour tout k ∈ K, on peut choisir yn un point d’un repre´sentant de xn pour
tout n, de sorte que les suites αk(yn) tendent vers ∞. Les suites αi(yn) pour i ∈ I et α j(yn) pour j ∈ J tendent quand
a` elle obligatoirement vers les αi(a) et ∞, respectivement. Soit U ∈ U, qu’on peut supposer ouvert, et soit a′ + ~g un
repre´sentant de l, on peut supposer a′ ∈ a + ~g. On a pour tout i ∈ I, αi(a) = αi(a′) car a et a′ diffe`rent d’un e´le´ment
de ~g. Alors le lemme indique que yn est dans U + a′ + ~g a` partir d’un certain rang. Mais comme yn est un point d’un
repre´sentant de xn, yn + ~f est un repre´sentant de xn. Et yn ∈ U + a′ + ~g, avec U + a′ + ~g un ouvert, et ~f ⊂ ~g implique
que yn + ~f ⊂ U + a′ + ~g. D’ou` xn ∈ V(a′ + ~g,U).
Ceci e´tant vrai pour tout U ∈ U ouvert, et pour tout a′ ∈ a + ~g, cela prouve la proposition. 
3.2.2 Se´paration
Proposition 3.2.5 L’espace topologique ¯A0 est se´pare´.
De´monstration:
Soient x et y dans ¯A0, x , y, et soient f ∈ x, g ∈ y des repre´sentants. Il faut trouver U,V ∈ UA0 , f ′ ∼A0 f et g′ ∼A0 g
tels que VA0 ( f ′,U) ∩VA0 (g′,V) = ∅. D’apre`s la de´finition de VA0 , il suffit de s’assurer que f ′ + U ∩ g′ + V = ∅.
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Pour commencer, supposons que ~f = ~g, c’est-a`-dire que f et g sont paralle`les. Alors f ∩ g = ∅ car sinon on aurait
f ∼A0 g puis x = y. Soient {αi}i∈I et {β j} j∈J des formes line´aires sur A0 telles que ~f = {z|∀i, αi(z) = 0 et ∀ j, β j(z) > 0}.
Soit ǫ > 0 tel que ∃i ∈ I, |αi(x)−αi(y)| > 2ǫ, soit B une boule centre´e en 0 telle que αi(B) ⊂]− ǫ, ǫ[. Alors U = V = B,
f ′ = f et g′ = g conviennent.
´Etudions maintenant le cas ou` ~f , ~g. Alors ~f ∩ ~g = ∅. Les adhe´rences de ces deux coˆnes ne sont pas e´gales,
supposons par exemple ~f 1 ¯~g, soit ~u ∈ ~f − ¯~g. Pour tout λ > 0, f + λ~u ⊂ f . Soit α une forme line´aire se´parant ~f et ~g :
supposons par exemple α( ~f ) ⊂ R− et α(~g) ⊂ R+. Alors α(~u) < 0, et pour λ assez grand, f + λ~u et g sont se´pare´s par un
hyperplan α−1(k), k ∈ R. Quitte a` choisir λ encore un peu plus grand, on peut supposer que ∀z ∈ f +λ~u, α(z) ≤ k− 1 et
∀z ∈ g, α(z) ≥ k. Soit alors U ∈ UA0 tel que α(U) ⊂]−1/2, 1/2[, on a f +λ~u+U∩g+U = ∅, ce qui ache`ve la preuve.
3.2.3 L’inclusion canonique
De´finition 3.2.6 Soit i: A0 →
¯A0
x 7→ [{x}]A0
. Cette fonction est bien de´finie car {0} ∈ F . Il est imme´diat qu’elle est
injective. On l’appelle l’injection canonique de A0 dans ¯A0.
Proposition 3.2.7 L’injection canonique est continue, ouverte, d’image dense dans ¯A0. De plus, pour U ∈ U, et
f ∈ FA0 , i−1(V( f ,U)) = f + U.
De´monstration:
L’assertion i−1(V( f ,U)) = f + U de´coule directement des de´finitions. On voit alors que si U est ouvert, i−1(V( f ,U))
est ouvert. Comme une base de la topologie de A0 est constitue´e des V( f ,U) pour U ∈ U ouvert, ceci prouve que i
est continue.
L’image est dense : si f ∈ FA0 , U ∈ U alors pour tout x ∈ f + U, {x} ∈ i(A0) ∩V( f ,U)
Enfin i est ouverte car les ensembles de la forme x + U, x ∈ A0, U ∈ U forment une base de voisinages de A0 et ont
pour image les V({x},U). 
On identifie donc au moyen de i A0 a` un ouvert dense de ¯A0. Une fois cette identification faite, on peut remarquer
l’e´galite´ suivante : ∀U ∈ U, f ∈ FA0 ,
VA0 ( f ,U) = f + U
3.2.4 Compacite´
Proposition 3.2.8 L’espace topologique A0 est compact.
De´monstration:
Il reste a` montrer que toute suite admet une valeur d’adhe´rence. Soit donc (xn)n∈N une suite dans A0. Comme F est
fini, on peut supposer que tous les xn ont une meˆme direction ~f . Fixons une origine 0 ∈ A0 et identifions −→A0 et A0.
Alors chaque xn a un repre´sentant inclus dans un coˆne de F . Comme F est fini, on peut supposer qu’il existe F ∈ F
tel que chaque xn a un repre´sentant dans F. On a force´ment ~f ⊂ ¯F.
Choisissons un syste`me d’ine´quations pour F :
F = {x ∈ A0 |αi(x) > 0∀i ∈ I, αi(x) = 0∀i ∈ J}
les {αi}i∈I∪J e´tant une famille ge´ne´ratrice de A∗0. Un syste`me d’ine´quations de ~f est alors de la forme :
~f = {x ∈ A0 |αi(x) > 0∀i ∈ I1, αi(x) = 0∀i ∈ J ∪ I2}
ou` I = I1⊔ I2 est une partition de I. Pour i ∈ J, on a αi(xn) = 0 pour tout n puisque les xn ont un repre´sentant inclus
dans F. Et pour i ∈ I1, on a αi(xn) = ∞.
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Quitte a` extraire une sous-suite de (xn), on peut supposer que pour tout i ∈ I2, soit αi(xn) converge vers une limite λi,
soit αi(xn) tend vers ∞. Soit C = {i ∈ I2| limn∞ αi(xn) = λi} et N = {i ∈ I2| limn∞ αi(xn) = ∞} (C pour ”convergent” et
N pour ”non convergent”).
Posons
~g = {x ∈ A0 |αi(x) > 0∀i ∈ I1 ⊔ N, αi(x) = 0∀i ∈ J ⊔C}.
Nous allons maintenant montrer qu’il existe u ∈ A0 tel que ∀i ∈ C, αi(u) = λi, puis que g := u+~g ∈ FA0 puis enfin que
la suite {xn} converge vers [g]A0 . Nous aurons besoin du lemme suivant :
Lemme 3.2.9 Soit E un espace vectoriel de dimension finie, (αi)i∈I⊔J une famille ge´ne´ratrice finie dans E∗, (xn)n une
suite dans E ve´rifiant ∀i ∈ I, (αi(xn))n est borne´e, et ∀ j ∈ J, α j(xn) tend vers ∞. Alors il existe z ∈ E tel que ∀i ∈ I,
αi(z) = 0 et ∀ j ∈ J, α j(z) > 0.
Preuve du lemme:
On montre le lemme par re´currence sur |J| le cardinal de J. On peut supposer que les coordonne´es des xn selon J sont
toujours non nulles.
Si |J| = 0 alors z = 0 convient.
Si |J| = 1, soit j l’e´le´ment de J. Soit zn = xnα j(xn) . Alors pour i ∈ I, αi(zn) → 0, et α j(zn) = 1 pour tout n. Tous les αi(zn)
convergent donc, et comme la famille des αi est ge´ne´ratrice de E∗, la suite zn admet une limite dans E. Et cette limite
ve´rifie clairement les conditions requises.
Supposons maintenant |J| = k > 1. Quitte a` prendre une sous suite de (xn)n, il existe une e´nume´ration J = {α j1 , ..., α jk}
telle que :
– ∀n ∈ N, α j1 (xn) ≤ ... ≤ α jk (xn).
– ∀u ∈ ~1, k, la suite ( α ju (xn)
α jk (xn)
)n converge.
On pose alors zn = xnα jk (xn) , la suite (zn) converge vers une limite z∞ ∈ E. Cette limite ve´rifie αi(z∞) = 0 pour tout i ∈ I,
et elle a au moins une coordonne´e (α jk ) strictement positive. Soit J1 = { j ∈ J|α j(z∞) > 0}.
En retirant aux xn un multiple convenable de z∞, et en prenant e´ventuellement encore une sous suite, on peut rendre
borne´es un ensemble non vide {α j} j∈K de nouvelles coordonne´es, avec K ⊂ J1, sans changer les αi(xn), i ∈ I, et en
s’assurant que les α j, j ∈ J1 −K qui ne sont pas devenue borne´es tendent toujours vers l’infini. Alors par hypothe`se de
re´currence, il existe z1 ∈ E qui annule les αi, i ∈ I ⊔ K et tel que α j(z1) > 0 pour j ∈ J − K. Alors z = z1 + z∞ convient,
ce qui prouve le lemme. 
montrons l’existence d’un tel u :
Posons λi = 0 pour i ∈ J. Si la famille {αi}i∈J⊔C est libre, l’existence de u ne pose aucun proble`me. Soit K ⊂ J ⊔C
tel que {αi}i∈K soit une sous famille libre maximale de {αi}i∈J⊔C . On peut alors trouver u tel que αi(u) = λi pour i ∈ K.
Si i ∈ (J ⊔ C) \ K alors αi est combinaison line´aire des α j, j ∈ K. Disons αi = ∑ j∈K a jα j. En appliquant cette e´galite´
aux xn et en passant a` la limite, on obtient λi =
∑
j∈K a jλ j. Donc αi(u) =
∑
j∈K a jα j(u) =
∑
j∈K a jλ j = λi. Ainsi, u
convient bien.
montrons que g ∈ F :
Pour montrer que g = u + ~g ∈ FA0 , il faut montrer que ~g ∈ F . On a ~g ⊂ ¯F, et ~g est l’inte´rieur de Vect(~g) ∩ F. Donc
~g est une des faces de F, d’apre`s les hypothe`ses faites sur F . En fait, la seule difficulte´ est de montrer que ~g , ∅. On
va pour ce faire construire directement un point de ~g a` partir de la suite (xn).
Pour tout n ∈ N, on peut choisir tn ∈ A0 un point d’un repre´sentant de xn de sorte que tn ∈ F et αi(tn) →n→∞ ∞ pour
tout i ∈ I1. On a alors αi(tn) → ∞ pour i dans I1 ⊔ N, αi(tn) → λi pour i ∈ C et αi(tn) = 0 pour i ∈ J. Alors le lemme
prouve l’existence d’un point de ~g.
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Montrons que la suite (xn)n converge vers [u + ~g]A0 :
Re´sumons : on dispose d’une famille ge´ne´ratrice (αi) de A∗0, indexe´e par I1 ⊔ C ⊔ N ⊔ J, avec :
– αi(xn) = 0 pour i ∈ J.
– αi(xn) tend vers λi pour i ∈ C.
– αi(xn) = ∞ pour i ∈ I1.
– αi(xn) tend vers ∞ pour i ∈ N.
De plus ~g = {x|αi(x) > 0, α j(x) = 0∀i ∈ I1 ⊔ N, j ∈ J ⊔ C} et ~f = {x|αi(x) > 0, α j(x) = 0 ,∀i ∈ I1, j ∈ j ⊔ N ⊔ C}, et
donc ~f ⊂ ~g.
Nous sommes donc exactement dans la situation de la proposition 3.2.4, et la suite (xn)n∈N tend vers [u + ~g]A0 . 
3.3 Structure du bord de ¯A0
3.3.1 Prolongement des automorphismes
Pour que les automorphismes de A0 se prolongent en des home´omorphismes de A0, il est ne´cessaire de supposer que
F est stable par le groupe de Weyl vectoriel Wv (hypothe`se (H7)), ce que nous ferons dore´navant. Un tel prolongement
est force´ment unique puisque A0 est dense dans A0.
Proposition 3.3.1 Soit w ∈ W, et soit w˜: A0 → A0[ f ]A0 7→ [w( f )]A0 . Alors w˜ est un home´omorphisme bien de´fini de A0
qui prolonge w, c’est donc l’unique prolongement continu de w a` A0.
De´monstration:
Si f = x + ~f ∈ FA0 , alors w( f ) = w(x) + ~w( ~f ) ∈ FA0 car ~w ∈ Wv pre´serve F . Donc W pre´serve FA0 . On voit e´galement
que W pre´serve la relation d’e´quivalence ∼A0 donc w˜ est bien de´fini. Comme de plus w est bijectif sur FA0 , on obtient
que w˜ est bijectif.
Soit x = [ f ]A0 ∈ A0, et V( f ,U) un voisinage de x, montrons que w˜−1(V( f ,U)) contient un voisinage de w˜−1(x) =
[w−1( f )]. On calcule : w˜−1(V( f ,U)) = {[w−1(g)]|g ⊂ f + U} = {[g]|w(g) ⊂ f + U} = {[g]|g ⊂ w−1( f + U)}. Mais
w−1( f + U) = w−1( f ) + U donc w˜−1(V( f ,U)) = V(w−1( f ),U}, qui est un voisinage de w˜−1(x). Donc w˜ est continue.
Comme A0 est compact (donc en particulier se´pare´), w˜ est automatiquement ferme´e, c’est donc un home´omorphisme.
Bien entendu, l’action de Wv sur −→A0 s’e´tend elle aussi de la meˆme manie`re en une action par home´omorphismes
sur
⊔
~f∈F
−−→A0, ~f . L’action affine et l’action vectorielle sont compatibles au sens suivant : si w ∈ W envoie A0 ~f sur A0~g, si
~w ∈ Wv est sa partie vectorielle, alors ~w envoie −−→A0 ~f sur
−−→A0~g et ~w|−−→A0 ~f
est bien la partie vectorielle de w|A0 ~f .
3.3.2 Coeurs de coˆnes
Pour faire le lien entre les coˆnes de F et les facettes de Weyl vectorielles, la notion du coeur d’un coˆne de´veloppe´e
dans ce paragraphe est utile. Il s’agit d’attacher a` un coˆne de F une facette vectorielle, ou une partie de facette vecto-
rielle, qui le caracte´rise.
rappel : Dans un complexe de Coxeter abstrait, si f est une facette, alors f ∗ est le complexe de Coxeter forme´ de
toutes les facettes g supe´rieures a` f , c’est-a`-dire telles que f ⊏ g.
Pour de´finir la notion similaire dans le cadre de la re´alisation ge´ome´trique d’un immeuble abstrait, nous prenons les
conventions suivante : si ~δ ⊂ ~A est un coˆne inclus dans une facette de Weyl, on appelle e´toile de ~δ dans A et ~δ∗A (parfois
juste ~δ∗) l’union de toutes les chambres ferme´es contenant ~δ. C’est un coˆne convexe ferme´ d’inte´rieur non vide. L’e´toile
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de ~δ a la proprie´te´ que tout mur coupant son inte´rieur doit contenir ~δ. De plus, si φ : A → B est un isomorphisme alors
~φ(~δ)∗B = ~φ(~δ∗A).
Si f = x + ~f avec ~f un coˆne inclus dans une facette de Weyl, on pose f ∗A = x + ~f ∗A .
De´finition 3.3.2 Soit ~f ∈ F , soit Wv
~f = StabWv ( ~f ) le stabilisateur de ~f . On pose δ( ~f ) := ~f
Wv
~f = {x ∈ ~f | ∀w ∈
Wv
~f , w(x) = x} = ~f ∩ FixA0 (W
v
~f ), c’est le coeur de ~f .
Voici quelques proprie´te´s simples du coeur d’un coˆne. Remarquons qu’on obtient des informations non triviales
sur les coˆnes de F , en particulier sur leurs stabilisateurs dans Wv.
Proposition 3.3.3 Soit ~f ∈ F . Alors :
1. ∀w ∈ Wv, δ(w. ~f ) = w.δ( ~f ).
2. δ( ~f ) est un coˆne vectoriel convexe non vide.
3. Si ~f , ~g ∈ F , alors δ( ~f ) ∩ δ(~g) = ∅.
4. δ( ~f ) est inclus dans l’intersection des murs coupant ~f , et Wv
~f contient les re´flexions par rapport a` ces murs.
5. Wv
~f = FixWv (δ( ~f )), c’est a` dire qu’un e´le´ment de W
v stabilise ~f ssi il fixe δ( ~f ).
6. δ( ~f ) est inclus dans une facette de Weyl.
7. ~f ⊂ δ( ~f )∗.
8. (ame´lioration de 4.) δ( ~f ) est e´gal a` l’intersection de ~f et des murs coupant ~f , et Wv
~f est le sous groupe de
Coxeter engendre´ par les re´flexions selon ces murs.
9. Si ~g ∈ F et si ~f ⊂ ~g, alors il existe une facette de Weyl ~h telle que δ( ~f ) ∪ δ(~g) ⊂ ~h.
De´monstration:
1. Comme Wv
w ~f = wW
v
~f w
−1
, les points fixes de Wv
w. ~f sont w.FixA0 (W
v
~f ). D’ou` δ(w. ~f ) = w. ~f ∩ w.FixA0 (W
v
~f ) =
w.( ~f ∩ FixA0 (Wv~f ) = w.δ( ~f ).
2. L’ensemble des point fixes d’une application line´aire est un coˆne vectoriel convexe. Et ~f aussi. Donc δ( ~f ) est
une intersection de coˆnes vectoriels convexe, c’en est donc un aussi. Soit z ∈ ~f . Comme Wv
~f est fini, on peut
de´finir g comme le barycentre de {w(z)|w ∈ Wv
~f }. Par convexite´ de
~f , g ∈ ~f , et c’est un point fixe pour Wv
~f . Donc
δ( ~f ) , ∅.
3. Ceci est clair car δ( ~f ) ⊂ ~f .
4. Soit ~M un mur coupant ~f , soit σ la re´flexion selon ~M. Comme F est stable par Wv, σ( ~f ) ∈ F . Mais σ fixe au
moins un point de ~f , donc ~f ∩ σ( ~f ) , ∅, donc σ( ~f ) = ~f et σ ∈ Wv
~f . Alors δ( ~f ) ⊂ Fix ~f (σ) = ~M ∩ ~f .
5. Soit w ∈ Wv. Si w ∈ Wv
~f alors w fixe δ( ~f ) par de´finition. Re´ciproquement, si w fixe δ( ~f ), alors w fixe au moins
un point de ~f , donc w( ~f ) = ~f (on a de´ja` fait ce raisonnement).
6. Il s’agit d’abord de prouver que pour tout mur vectoriel ~M, δ( ~f ) est soit inclus dans ~M, soit inclus dans un des
deux demi-appartements ouverts de´limite´s par ~M. Mais c’est une conse´quence de la convexite´ de δ( ~f ) et du
quatrie`me point. Ensuite, d’apre`s le point pre´ce´dent, il suffit de ve´rifier que FixWv (δ( ~f )) = FixWv (~g), ou` ~g est la
facette de Weyl contenant δ( ~f ). Ceci de´coule du fait que Wv pre´serve l’ensemble des facettes de Weyl, et que si
w ∈ Wv stabilise une facette, alors il la fixe.
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7. Soit C une chambre ferme´e coupant ~f . Montrons que C contient δ( ~f ). Supposons par l’absurde qu’il existe
y ∈ δ( ~f ) \ C. Soit x ∈ C ∩ ~f , alors [x, y] ⊂ ~f . Soit z tel que C ∩ [x, y] = [x, z]. On a z , y car y < C. Alors z est
dans un mur ~M qui borde C et qui ne contient par [x, y]. Mais z ∈ ~f , donc ~M coupe ~f , donc d’apre`s le quatrie`me
point, δ( ~f ) ⊂ ~M. En particulier, y ∈ ~M, d’ou` [x, y] ∈ ~M, ce qui est une contradiction.
8. Notons ~g la facette de Weyl contenant δ( ~f ). Alors Wv
~f = FixWv (~g), c’est un sous groupe de Coxeter de W
v
,
engendre´ par les re´flexions selon les murs contenant~g. Mais ces murs sont justement les murs coupant ~f (utiliser
4.), d’ou` la seconde partie de 8. On sait alors de plus que ~g est l’ensemble des points fixes de Wv
~f , et aussi
l’intersection des murs contenant ~g. On obtient alors que δ( ~f ) = ~g ∩ ~f puis que δ( ~f ) et l’intersection de ~f et des
murs coupant ~f .
9. Si ~f ⊂ ~g, alors δ( ~f ) ⊂ ~g ⊂ δ(~g)∗, d’ou` le re´sultat. 
Lorsque ~f ∈ F , ~f n’est pas forcement inclus dans une facette de Weyl. On peut ne´anmoins poser ~f ∗ = δ( f )∗. Ceci
contient ~f , par le point 7. de la proposition. On notera alors, si f ∈ FA0 , f ∗ = s( f ) + ~f ∗.
Exemples
– Dans le cas ou` F = F ∅ est l’ensemble des facettes de Weyl de ~A0, on a δ( ~f ) = ~f , pour tout ~f ∈ F .
– Dans le cas ou` F = F J comme dans 2.5, si ~f est une facette admissible de ~C0 de type I, alors par de´finition,
WvJ∩I⊥ ⊂ Stab(J. ~f ). D’autre part, il est clair que WvI = Stab( ~f ) ⊂ StabJ. ~f . Il est facile de ve´rifier qu’en fait
Stab(J. ~f ) = WvI∪(J∩I⊥ . De`s lors, le coeur de J. ~f est la facette de ~C0 de type I∪ (J∩ I⊥). De manie`re plus ge´ne´rale,
si ~f est une facette admissible, alors δ(J. ~f ) est la sous-facette de Weyl de ~f de type I ∪ (J ∩ I⊥).
– La figure 4 repre´sente les coeurs des coˆnes de la de´composition du troisie`me exemple de 2.5.3. Les coeurs de
dimension 2 sont hachure´s, ceux de dimension 1 sont en pointille´. Pour faciliter la lecture, la figure de gauche
rappelle cette de´composition en coˆnes.
Fig. 4 – Les coeurs d’un autre exemple de de´composition en coˆnes.
Pour finir, de´finissons le coeur d’un coˆne affine :
De´finition 3.3.4 Soit f = x + ~f un coˆne affine. On de´finit alors δ( f ) = x + δ( ~f ), c’est le coeur de f .
Le coeur d’un coˆne affine est toujours caracte´ristique du coˆne :
Proposition 3.3.5 L’ensemble des coeurs de coˆne affine possibles est {x + ~δ | x ∈ A0, ~δ ∈ δ(F )}. Et chacun de ces
coeurs est le coeur d’exactement un coˆne affine.
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De´monstration: Il est e´vident que chacun des x + ~δ, pour x ∈ A0 et ~δ le coeur d’un coˆne vectoriel est le coeur d’un
coˆne affine. ´Etudions l’unicite´. Supposons δ( f ) = δ(g) avec f , g ∈ FA0 . Comme δ( f ) et δ(g) sont des sous-coˆnes de f
et g, ils ne contiennent pas de sous-espace vectoriel non trivial et ont donc chacun un unique sommet, tout comme f
et g. On peut alors conclure, d’apre`s la de´finition du coeur d’un coˆne, que le sommet de f est aussi celui de δ( f ), de
meˆme pour g. Comme δ( f ) = δ(g), on obtient que tous ces sommets sont e´gaux. D’ou` δ( ~f ) = δ(~g), puis ~f = ~g d’apre`s
l’e´tude du cas vectoriel, d’ou` enfin f = g. 
De´finition 3.3.6 Soit δ ∈ δ(FA0) un coeur de coˆne dans A0. On appelle coˆne affine de A0 engendre´ par δ l’unique
f ∈ FA0 tel que δ( f ) = δ.
Voici quelques proprie´te´s imme´diates du coeur d’un coˆne affine :
Proposition 3.3.7 Soit f ∈ FA0 . Alors :
– Si δ est un coeur tel que ~δ ⊂ δ( ~f ) et δ ⊂ f , alors le coˆne engendre´ par δ est inclus dans f . Si ~δ ⊂ δ( ~f ) et δ ⊂ ¯f ,
alors le coˆne engendre´ par δ est inclus dans ¯f .
– Pour tout w ∈ W, w( f ) = f si et seulement si w fixe δ( f ).
3.3.3 Structure de complexe de Coxeter vectoriel sur une fac¸ade
Fixons un coˆne ~f ∈ F . Dans ce paragraphe, on notera F := A0 ~f la fac¸ade de A0 de type f . C’est un espace affine
dont l’espace directeur est ~F = −→A0/Vect( ~f ). On munit ~F du produit scalaire obtenu en l’identifiant avec ( ~f )⊥. Nous
commenc¸ons par e´tudier la structure de ~F. Notons p = pA0, ~f la projection sur F, et ~p :
−→A0 → ~F sa partie vectorielle.
Soit Mv l’ensemble (fini) des murs vectoriels contenant ~f . Si ~M ∈ Mv, alors p( ~M) est un hyperplan de ~F. Nous
dirons que les p( ~M), pour ~M ∈ Mv sont les murs de ~F. La fonction pMv : M
v → {murs de ~F}
~M 7→ p( ~M) est injective, nous
permettant d’identifier Mv a` l’ensemble des murs de ~F. Cet ensemble de murs fait de ~F un complexe de chambres,
nous voulons prouver qu’il s’agit en fait d’un complexe de Coxeter. Il nous reste donc a` trouver un groupe de Coxeter
agissant simplement transitivement sur l’ensemble des chambres de ~F.
Rappelons que le groupe Wv agit sur ∪ ~f∈F ~A0 ~f et que le stabilisateur de ~f est Wv~f = {w ∈ W
v|w( ~f ) = ~f }. Pour
w ∈ Wv
~f , on note p(w) l’application induite sur ~F. Le groupe p(W
v
~f ) pre´serve M
v et le produit scalaire de ~F, c’est le
candidat naturel comme groupe de Coxeter de ~F. Montrons que c’est effectivement un groupe de Coxeter et qu’il agit
simplement transitivement sur l’ensemble des chambres de ~F. On observe la suite exacte courte :
0 → FixWv
~f
( ~f⊥) → Wv
~f
p
→ p(Wv
~f ) → 0
D’apre`s le paragraphe pre´ce´dent, Wv
~f est le fixateur dans W
v de δ( ~f ), ou encore le fixateur de la facette de Weyl
contenant δ( ~f ). Choisissons une chambre C contenant δ( ~f ) dans son adhe´rence, soit S le syste`me ge´ne´rateur de Wv
forme´ des re´flexions par rapport aux murs de C. Alors il existe I ⊂ S tel que Wv
~f = WI =< s|s ∈ I >. De plus,
I = {s ∈ S |s(δ( ~f )) = δ( ~f )}.
Comme Wv pre´serve le produit scalaire sur −→A0, les e´le´ments de Wv~f stabilisent Vect( ~f ) et ( ~f )
⊥
. Dans une base
adapte´e, leurs matrices sont du type Mat(w) =
[
ψ(w) 0
0 φ(w)
]
, ou` ψ(w) est la matrice de w restreint a` Vect( ~f ) et φ(w)
est la matrice de w restreint a` ( ~f )⊥, c’est aussi la matrice de p(w).
Soit s ∈ I, s est diagonalisable et pre´serve les espaces Vect( ~f ) et ( ~f )⊥. On peut donc choisir une base adapte´e comme
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pre´ce´demment en imposant en plus que ψ(s) et φ(s) soient diagonales. Le spectre de s est compose´ d’un seul −1 et les
autres valeurs propres sont 1, donc soit ψ(s) est une re´flexion et φ(s) = id, soit φ(s) est une re´flexion et ψ(s) = id.
Notons I1 l’ensemble des re´flexions de I se trouvant dans le premier cas, c’est-a`-dire qui agissent sur ~f et fixent ~f⊥.
Notons I2 l’ensemble des re´flexions se trouvant dans le second cas, qui fixent ~f et donnent une re´flexion sur ~f⊥.
Alors WI2 ⊂ FixWv ( ~f ), WI1 ∩WI2 = {id}, et p|WI2 est injective. De plus, tout e´le´ment de WI1 commute avec tout e´le´ment
de WI2 et Wv~f = WI = WI1⊔I2 est engendre´ par WI1 et WI2 .
Par conse´quent, Wv
~f ≃ WI1 ×WI2 , avec WI2 ≃ FixWv ( ~f ) ≃ p(W
v
~f ) (I1 et I2 sont deux parties disjointes du diagramme de
Coxeter de ~A0). En particulier, p(Wv~f ) est un groupe de Coxeter.
A pre´sent, on ve´rifie que le complexe de chambres de´fini par Mv sur ~F est isomorphe au complexe de Coxeter
WI2 .C. On dispose d’une fonction WI2 -e´quivariante de WI2 .C dans les chambres de ~F : il s’agit de la fonction pC qui a
une chambre D dans WI2 .C associe la chambre de ~F contenant p(D).
Cette fonction est injective car les murs de WI2 .C contiennent tous les points fixes de WI2 donc en particulier ~f , donc
ce sont tous des e´le´ments de M. Deux chambres distinctes dans WI2 .C sont donc se´pare´es par un mur de Mv, elles
donnent donc deux chambres distinctes dans ~F.
Enfin ve´rifions que pC est surjective. Toutes les re´flexions par rapport a` un mur de Mv sont des e´le´ments de WI2 .
Comme ces dernie`res agissent transitivement sur les chambre de ~F et comme pC est WI2 -invariante, on obtient bien la
surjectivite´.
Re´sumons :
Proposition 3.3.8 Soit ~f ∈ F , alors l’espace vectoriel directeur de la fac¸ade A0 ~f est muni d’une structure de complexe
de Coxeter ou` :
– les murs sont les hyperplans du type p( ~M) ou` ~M est un mur de ~A0 contenant ~f .
– le groupe de Coxeter est p(Wv
~f ) ≃ FixWv ( ~f ) (isomorphe a` WI2 avec les notations pre´ce´dentes).
Si C est une chambre ferme´e contenant δ( ~f ), alors ce complexe de Coxeter est isomorphe a` FixWv ( ~f ).C, via l’applica-
tion pC : w.C 7→la chambre de ~F contenant p(w.C).
Remarque: Ce complexe de Coxeter n’est pas force´ment essentiel. Le cas extreˆme est atteint lorsque ~f est une
droite, incluse dans une chambre. Alors I = ∅, donc A0 ~f est trivial comme complexe de Coxeter, et pourtant il est de
dimension dim(I) − 1.
En fait, A0 ~f est essentiel ⇔ FixA0 (WI2 ) = Vect( ~f ) ⇔ Vect( ~f ) = Vect(Cl( ~f )).
En particulier, A0 ~f est essentiel si ~f est une re´union de facettes de Weyl.
Dans la de´composition Wv
~f ≃ WI1 × WI2 , le premier facteur est donc le groupe de Coxeter de
~F. Concernant le
deuxie`me facteur, on montre facilement le re´sultat suivant :
Proposition 3.3.9 Soit ~E le supple´mentaire orthogonal de Vect(δ( ~f )) dans Vect( ~f ), de sorte qu’en identifiant ~F avec
~f⊥, on a ~A0 = Vect(δ( ~f )) ⊕ ~E ⊕ ~F, et la somme est orthogonale.
Alors les murs de ~A0 contenant δ( ~f ) contiennent soit ~E, soit ~F. On sait de´ja` que les premiers induisent les murs de ~F,
les second de´finissent un complexe de Coxeter sur ~E, dont le groupe de Coxeter est WI1 . Ce complexe de Coxeter est
essentiel.
En terme de diagrammes de Dynkin, disons que si D est le diagramme de A0, I (qu’on identifie a` un sous-
diagramme de D) est obtenu en enlevant les noeuds de D correspondant au type de la facette de Weyl contenant
δ( ~f ). Le diagramme obtenu est se´pare´ en deux parties non relie´es, le digramme I1 de ~E et le diagramme I2 de ~F.
Notons que si le diagramme de A
δ( ~f ) est connexe, alors ~E ou ~F doit eˆtre trivial, c’est-a`-dire sans mur, ce qui correspond
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aux situations suivantes :
–
~E trivial ⇔ I1 = ∅ ⇔ StabWv ( ~f ) = StabWv (δ( ~f )) ⇔ ~f ⊂ Cl(δ( ~f )). Comme δ( ~f ) = Cl(δ( ~f )) ∩ ~f , ceci e´quivaut
en fait a` ~f = δ( f ) donc a` ~E = {0}.
–
~F trivial ⇔ I2 = ∅ ⇔ FixWv ( ~f ) = {e} ⇔ Cl( ~f ) contient une chambre.
3.3.4 Structure de complexe de Coxeter affine sur une fac¸ade
A pre´sent, soit M = {M mur de A0 | ~M ∈ Mv}. Alors M est un ensemble discret d’hyperplans.
Le sous-groupe de W qui stabilise la fac¸ade F = A0 ~f est W ~f = {w ∈ W |~w ∈ W
v
~f } = {w ∈ W |~w( ~f ) = ~f }. Ce sous-
groupe contient les syme´tries par rapports aux murs de M, il pre´serve la structure euclidienne de F et cet ensemble
d’hyperplans. En notant p(w) l’e´le´ment de Isom(F) induit par w, on voit donc que p(W ~f ) agit sur F en pre´servant M,
et qu’il contient les re´flexions orthogonales par rapport aux hyperplans de M.
Ceci suffit a` prouver que M de´finit un complexe de Coxeter affine sur F, et que p(W ~f ) contient le groupe de Coxeter
correspondant.
De´finition 3.3.10 L’ensemble des facettes de ¯A0 est la re´union des ensembles de facettes de chacune de ses fac¸ades.
3.4 Compactification de chaque appartement
Soit A un appartement de I soit φ : A0 → A un isomorphisme et ~φ :
−→A0 → ~A sa partie line´aire.
On notera encore F l’ensemble des ~φ( ~f ), ~f ∈ F . Comme deux isomorphismes entre A0 et A diffe`rent d’un e´le´ment
du groupe de Weyl W, le choix de φ n’intervient pas dans cette de´finition. De la meˆme manie`re, on notera encore U
l’ensemble des ~φ(U), U ∈ U, ou si l’on pre´fe`re, l’ensemble des voisinage de 0 dans ~A stables par W(~A).
Comme dans la partie pre´ce´dente, on de´finit FA l’ensemble des coˆnes affines de A, ¯A le compactifie´ de A, {A ~f | ~f ∈ F }
l’ensemble des fac¸ades de ¯A, VA la fonction qui a` un coˆne de FA et un e´le´ment de U associe un voisinage dans ¯A, le
coeur d’un coˆne, etc...
Un isomorphisme ψ : A ∼−→ B entre deux appartements induit un isomorphisme entre chacun de ces objets pour
A et l’objet correspondant pour B. Il s’e´tend notamment en un unique home´omorphisme de ¯A sur ¯B, note´ encore ψ.
Explicitement, on a φ([ f ]A0) = [φ( f )]A.
Pour toute fac¸ade A ~f de A, ψ induit une isome´trie entre A ~f et B~ψ( ~f ), cet home´omorphisme induit une bijection entre les
murs de A ~f et ceux de B~ψ( ~f ), c’est donc un isomorphisme de complexes de Coxeter.
Dans la suite, on appellera isomorphismes d’appartements compactifie´s les applications telles φ qui sont des home´omorphismes
entre deux appartements compactifie´s qui induisent sur chaque fac¸ade un isomorphisme de complexe de Coxeter.
4 Quelques re´sultats ge´ne´raux sur les immeubles
Le but principal de cette section est de donner des crite`res permettant de s’assurer qu’une partie de I est incluse
dans un appartement. Les re´sultats de 4.1 sont vrais dans un immeuble quelconque, nous cesserons donc pour cette
partie de supposer I affine.
A de´faut d’une re´alisation affine, il sera toujours possible d’utiliser la re´alisation comme coˆne de Tits d’un complexe
de Coxeter Σ quelconque. Il s’agit d’un coˆne convexeC dans un espace vectoriel de dimension finie V dont le sommet
est 0. Les murs de Σ correspondent a` des hyperplans vectoriels de V (qui rencontrent l’inte´rieur de C), les facettes sont
des coˆnes convexes de sommet 0, les facettes de dimension i sont des coˆnes ouverts dans un sous-espace vectoriel de
dimension i (voir [Bou68] 4.6).
La notation 〈 f 〉 pour une facette f dans un complexe de Coxeter Σ repre´sentera l’intersection des murs de Σ qui
contiennent f . Si Σ est un complexe de Coxeter affine, identifie´ a` sa repre´sentation affine, alors 〈 f 〉 = Aff( f ), et si Σ
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est un complexe de Coxeter quelconque identifie´ a` son coˆne de Tits, alors 〈 f 〉 = Vect( f ).
On rappelle d’abord quelques re´sultats classiques, sur lesquels s’appuie toute la suite :
Proposition 4.0.1 Soit I un immeuble, de syste`me de Coxeter (W, S ). Son syste`me complet d’appartement est l’en-
semble des parties de I isomorphes au complexe de Coxeter de (W, S ).
A partir de cette proposition, on montre le re´sultat fondamental suivant (voir [Ron89], the´ore`me 3.6 page 31) :
The´ore`me 4.0.2 Soit Z un ensemble de chambre de I, isome´trique pour la W-distance de I a` une partie de Σ(W, S ).
Alors il existe un appartement du syste`me complet d’appartements de I contenant Z.
On note imme´diatement deux conditions e´quivalentes a` celle donne´e par le the´ore`me :
Corollaire 4.0.3 Soit Z un ensemble de chambres dans I. Les conditions suivantes sont e´quivalentes :
– Pour tout c, d, e ∈ Z, δ(c, e) = δ(c, d)δ(d, e), ou` δ est la W-distance de I.
– Trois chambres quelconques de Z sont incluses dans un meˆme appartement.
– Il existe un appartement contenant Z.
Voici deux situations particulie`res ou` s’applique ce the´ore`me :
Corollaire 4.0.4 – Si Z est une galerie tendue (pas force´ment finie), alors Z est contenu dans un appartement du
syste`me complet d’appartements de I.
– Si D est un demi-appartement de´limite´ par un mur M, et si c est une chambre de I dont une cloison est incluse
dans M, alors D ∪ c est inclus dans un appartement du syste`me complet d’appartements de I.
Enfin, voici une version assez ge´ne´rale du re´sultat parfois appele´ « lemme fondamental des immeubles » :
Lemme 4.0.5 Soient Σ et Σ′ des complexes de chambres. On suppose que dans Σ′, toute cloison est dans au plus deux
chambres. Soit c une chambre de Σ et d une chambre de Σ′. Alors il existe au plus un morphisme de complexes de
chambres injectif de Σ dans Σ′ qui envoie c sur d.
En particulier, si Σ ⊂ Σ′ et c = d, un tel morphisme est force´ment l’inclusion.
4.1 Parties closes dans un appartement
Voici quelques rappels sur la notion de partie close, principalement issus de [BT72] pour le cas affine. Pour le cas
ge´ne´ral conside´re´ ici, on peut se reporter a` [Re´02] 5.4.3. On donne une preuve de deux re´sultats classiques, a` savoir la
cloˆture de l’intersection de deux appartements et l’existence d’un isomorphisme entre deux appartements fixant leur
intersection dans le cas ge´ne´ral ou` l’intersection des appartements ne contient pas force´ment de chambre.
De´finition 4.1.1 (rappel) Une partie Z dans un appartement A est dite close si c’est une intersection de demi-
appartements de A. Si Z est une partie quelconque de A, on note ClA(Z) (ou juste Cl(Z)) et on appelle enclos de
Z la plus petite partie close contenant Z. C’est aussi l’intersection de tous les demi-appartements de A contenant Z.
Proposition 4.1.2 Si Z est la fermeture d’un ensemble E de chambres, alors Z est clos si et seulement si E contient
toutes les galeries minimales entre deux e´le´ments de E.
De´monstration:
Le sens ⇒ est clair. Pour l’autre sens, il s’agit de montrer que si c est une chambre de A qui n’est pas dans E, alors il
existe un mur se´parant c de toutes les chambres de E.
Soit d1, ..., dk, c une galerie minimale de E a` c. Alors d1 ∈ E et d2 < E. Soit M le mur entre d1 et d2. Soit e ∈ E, si M
se´parait d1 et e alors il existerait une galerie minimale entre e et d1 passant par d2, ce qui impliquerait que d2 ∈ E, ce
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qui est impossible. Donc M se´pare c et E. 
Cette proposition permet une de´finition de la cloˆture dans I, pour des ensembles de chambres, cohe´rente avec la
pre´ce´dente :
De´finition 4.1.3 Un ensemble de chambres de I est dit clos s’il contient toutes les galeries minimales entre deux de
ses chambres. L’enclos d’un ensemble de chambres est le plus petit ensemble de chambres clos le contenant.
La proposition pre´ce´dente prouve que si Z est un ensemble de chambres inclus dans un appartement A, alors Z est clos
(au sens 4.1.3) si et seulement si ¯Z est clos dans A (au sens 4.1.1).
L’enclos d’une partie, meˆme convexe, d’un appartement n’est pas toujours e´vidente. Par exemple dans un appar-
tement de type ˜B2 on trouve facilement des parties convexes de toute dimension non nulle, dont l’enclos contient des
chambres qui n’ont aucun point en commun avec la partie de de´part.
4.1.1 Projection
Pour e´tudier la cloˆture d’ensembles de facettes qui ne sont pas forcement l’adhe´rence d’un ensemble de chambre,
la notion de projection est tre`s utile. Rappelons-en les principales proprie´te´s.
De´finition 4.1.4 Soit Σ un complexe de chambres, soient c et d deux simplexes de Σ. On appelle projection de d sur c
et on note projc(d) l’intersection des chambres finales de toutes les galeries minimales de d a` c.
Proposition 4.1.5 Soit Σ un complexe de Coxeter, et c, d deux simplexes de Σ. Alors :
– projc(d) ⊂ Cl(c ∪ d)
– Soit g la chambre terminale d’une galerie minimale de d a` c, et soit M l’ensemble des murs contenant c et d.
Alors projc(d) est l’intersection de g et des murs de M.
– L’e´toile de projc(d) est forme´e des chambres terminales des galeries tendues de d a` c et des intersections de ces
chambres. Son groupe de Coxeter, c’est-a`-dire FixW(Σ)(projc(d)) est le groupe engendre´ par les re´flexions selon
les murs de M.
– dim(pro jc(d)) ≥ dim(d) avec e´galite´ si et seulement si c ⊂ 〈d〉Σ.
Remarque: La dimension d’une facette f dans un complexe de Coxeter Σ est son nombre de sommet. Ceci coı¨ncide
avec la dimension de Vect( f ) dans le coˆne de Tits, et avec la dimension de Aff( f ) plus 1 dans une re´alisation affine si Σ
est de type affine et irre´ductible. Dans le cas non irre´ductible, la repre´sentation affine de Σ contient des polysimplexes
qui engendrent un espace de dimension moindre que leur nombre de sommets moins 1.
Cependant, la proposition est encore vraie dans ces cas si on remplace la dimension d’une facette par la dimension de
l’espace affine qu’elle engendre.
De´monstration:
Pour le premier point, soit M+ un demi-appartement de´limite´ par le mur M et contenant c et d. Soit Γ une galerie
minimale de d a` c, si Γ n’est pas incluse dans M+, alors en la pliant le long de M on obtient une autre galerie minimale
de d a` c qui elle est incluse dans M+. La chambre finale de cette galerie contient projc(d), d’ou` projc(d) ⊂ M+. Ceci
prouve que projc(d) ⊂ Cl(c ∪ d).
Passons au second point. Soit Γ = g0, ..., gk une galerie tendue de d a` c avec gk = g et k = d(c, d). Soit M ∈ M, no-
tons σM la re´flexion selon M. Alors σM(Γ) est aussi une galerie minimale de d a` c, donc projc(d) ⊂ g∧σM(g) = g∧M.
Nous prouvons ainsi que projc(d) ⊂ g ∧
∧
M∈M M.
Pour montrer l’inclusion re´ciproque, il s’agit de prouver que toute galerie tendue de d a` c se termine par une chambre
contenant g ∧
∧
M∈M M. Soit Θ = h0, ..., hk une telle galerie. Il suffit de prouver que les murs se´parant g de hk sont
dans M. Si N est un tel mur, il contient g ∧ hk donc en particulier c. De plus, il ne peut couper ni Γ ni Θ sans quoi on
pourrait re´duire ces galeries par un pli le long de N. Donc N se´pare g0 de h0, donc contient g0 ∧ h0, et en particulier d.
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Ceci prouve que N ∈ M, et conclut la de´monstration du second point.
Notons T l’ensemble des chambres terminales de galeries tendues de d a` c. Notons aussi W′ le groupe engendre´
par les re´flexions selon un mur de M. Nous venons de voir que tout mur se´parant deux chambres de T est dans M.
Nous avons vu juste avant que W′ stabilise T . Ceci entraıˆne que T = W′.g, et que T contient toutes les galeries ten-
dues entre deux de ses e´le´ments. De plus, l’action de W′ sur T est simplement transitive puisque celle de W(Σ) sur les
chambres de Σ l’est. Soit S ′ l’ensemble des re´flexions selon les murs de M bordant T . Si w ∈ W′, soit Λ une galerie
tendue de g a` wg, elle est incluse dans T . Le premier mur qu’elle rencontre correspond a` une re´flexion s ∈ S ′, et alors
l(sw) < l(w). On prouve ainsi par re´currence que W′ est engendre´ par S ′, c’est donc le sous-groupe parabolique de
W(Σ) correspondant a` la chambre g et aux re´flexions S ′. C’est donc le fixateur de la facette de g fixe´e par S ′. Mais
FixΣ(S ′) = FixΣ(W′) = ⋂w∈W′ wg, c’est l’intersection des chambres de T , et par de´finition, c’est projc(d). Au final,
W′ = FixW(Σ)(projc(d)), et T = W′.g est l’ensemble des chambres de (projc(d))∗. Ceci prouve le troisie`me point.
Pour le dernier point, on conside`re la re´alisation ge´ome´trique C ⊂ V de Σ comme coˆne de Tits.
SoitMg l’ensemble des murs deM qui bordent g, ils correspondent a` une famille d’hyperplans line´airement inde´pendants
(au sens ou` les formes line´aires les de´finissant sont inde´pendantes). Nous avons vu que projc(d) est l’intersection de g
et des murs de Mg, d’ou` Codim(projc(d)) = Card(Mg) = Codim(
⋂
M∈Mg M). Comme tous ces murs contiennent d, on
a d ⊂ ⋂M∈Mg M, d’ou` dim d ≤ dim(⋂M∈Mg M) = dim(projc(d).
Le cas d’e´galite´ est atteint lorsque tous les murs contenant d contiennent e´galement projc(d). On a alors c ⊏ projc(d) ⊂
〈d〉Σ. Re´ciproquement, si c ⊂ 〈d〉Σ, alors tous les murs contenant d contiennent aussi c et donc sont dans M.
Au vu du point pre´ce´dent, M est l’ensemble des murs contenant projc(d). On a donc 〈d〉Σ = 〈projc(d)〉Σ d’ou`
dim d = dim(projc(d)). 
4.1.2 Les parties closes sont des complexes de chambre
Proposition 4.1.6 Une partie close dans un complexe de Coxeter est un complexe de chambre.
De´monstration:
Soit E une partie close dans un complexe de Coxeter Σ.
Soit c un simplexe de E, choisissons d un simplexe de dimension maximale dans E. La proposition 4.1.5 montre que
projc(d) est inclus dans E et est de dimension supe´rieure a` celle de d. Comme d est de dimension maximale, les di-
mensions sont en fait e´gale, ceci prouve que c est inclus dans un simplexe de dimension maximale.
Il reste a` prouver qu’entre deux simplexes de E de dimension maximale existe une galerie dans E. Soient c et d
deux tels simplexes, on proce`de par re´currence sur la distance, dans Σ, entre c et d.
Si d(c, d) = 0, cela signifie que c et d sont inclus dans une meˆme chambre C de Σ. Soit alors c∨ d la plus petite facette
de C contenant c et d, elle est incluse dans Cl(c, d) donc dans E. Comme c et d sont de dimension maximales dans E,
on a dim(c ∨ d) = dim(c) = dim(d), d’ou` c = c ∨ d = d. La galerie de longueur 0 forme´e uniquement de la chambre c
relie c a` d.
Si d(c, d) > 0, soit Γ = g0...gk, k ≥ 1, une galerie tendue dans Σ de d a` c. Comme c a gk−1, le simplexe σ := c ∧ gk−1
est de codimension 1 dans c (c’est une cloison de E). Maintenant projσ(d) est une chambre de E adjacente a` c et
strictement plus proche dans Σ de d que c. Ce qui conclut la re´currence. 
Le cas particulier d’une intersection de murs est inte´ressant, puisqu’on prouve alors qu’il s’agit d’un complexe de
chambre ”au plus mince” :
Lemme 4.1.7 Une intersection de murs dans un complexe de Coxeter est un complexe de chambres dans lequel une
cloison est incluse dans au plus deux chambres.
De´monstration:
Soit M un ensemble de murs dans un complexe de Coxeter Σ, et E leur intersection. En particulier, c’est une partie
close de Σ donc un complexe de chambres.
23
Soit σ une cloison de E. On conside`re la re´alisation ge´ome´trique C comme coˆne de Tits du complexe de Coxeter σ∗
forme´ des simplexes de Σ contenant σ. La facette minimale de σ∗ est σ, elle correspond a` {0} dans le coˆne de Tits. Les
chambres de E contenant σ correspondent a` des demi-droites issues de 0. Nous voulons montrer qu’il ne peut y avoir
qu’au plus deux telles demi-droites.
Les demi-appartements de Σ contenant E soit contiennent σ∗ soit contiennent σ dans le mur qui les bordent et in-
duisent alors un demi-appartement de σ∗. Ceci prouve que E ∩σ∗ est e´gale a` l’intersection des demi-appartements de
σ∗ induits par les demi-appartements de Σ contenant E ∩ σ∗ et dont le bord contient σ. Donc E ∩ σ∗ est une partie
close de σ∗. Dans V , c’est l’intersection de C avec des demi-espaces, c’est donc un convexe. Donc si d est une chambre
de E contenant σ, alors E ∩ σ∗ ⊂ Vect(d), en identifiant E ∩ σ∗ et d a` leurs images dans V . Ainsi les chambres de
E contenantσ sont, dans V , des demi-droites issues de 0 incluse dans la droite Vect(d) : il n’y en a que deux possibles.
Ce dernier re´sultat permet de prouver la caracte´risation ge´ome´trique des parties closes suivante :
Proposition 4.1.8 Soit Σ un complexe de Coxeter, C ⊂ V sa re´alisation comme coˆne de Tits dans l’espace vectoriel
V. Soit E un ensemble de facettes dont l’image dans C est ferme´e et convexe. Alors E est une partie close.
Remarque:
– Re´ciproquement, une partie close de Σ est clairement convexe et ferme´e dans C, et e´gale a` une union de facettes.
– Ce re´sultat est encore vrai dans le cadre d’un complexe de Coxeter affine en remplac¸ant la re´alisation comme
coˆne de Tits par la re´alisation comme espace affine (et en remplac¸ant dans la preuve Vect( f ) par Aff( f ) ).
Preuve du lemme:
On identifie E a` son image dans C. Soit f ⊂ E une facette de dimension maximale. Soit x ∈ f . Pour tout y ∈ E, le
segment [x, y] est contenu dans E. Comme f est une facette maximale de E, ce segment doit rester, au voisinage de x,
dans f . Donc [x, y] ⊂ Vect( f ). Ceci prouve que E ⊂ Vect( f ).
A pre´sent, soit g ⊂ Vect( f ) une facette qui n’est pas incluse dans E, montrons qu’il existe un mur M tel que E|Mg.
Soit x ∈ f , y ∈ g. Comme E est ferme´e, il existe z ∈ [x, y] tel que [x, y] ∩ E = [x, z]. Quitte a` de´placer le point x
dans f , on peut supposer que z est dans une facette h ⊂ Vect( f ) de dimension dim( f ) − 1. Il existe un mur M tel que
h = M ∩ Vect( f ), ve´rifions que M convient. S’il existait un point a ∈ E tel que x|Ma, alors le segment [a, z] serait
inclus dans E. Mais il existe au plus deux facettes de dimension dim( f ) incluses dans Vect( f ) et contenant z dans leur
adhe´rence, par le lemme 4.1.7. Or [x, z] et [a, z] coupent deux telles facettes distinctes. Ceci prouve qu’il y en a deux,
et qu’elles sont dans E. Mais ceci contredit la de´finition de z car l’adhe´rence de leur re´union contient un voisinage de
z dans Vect( f ) inclus dans E. 
4.1.3 Intersection de deux appartements
Proposition 4.1.9 L’intersection de deux appartements A et B est une partie close de A et de B.
De´monstration:
Soit f une facette maximale dans A ∩ B, c’est a` dire une facette qui n’est incluse dans l’adhe´rence d’aucune autre
facette incluse dans A ∩ B. Montrons que A ∩ B ⊂ 〈 f 〉A.
Soit g une facette dans A ∩ B. Soient ΓA = a1, ..., ak et ΓB = b1, ..., bk deux galeries minimales de f a` g, l’une dans
A l’autre dans B (deux galeries minimales entre deux facettes ont force´ment la meˆme longueur). Soit ∆ = (a1 =
d1, ..., dl = b1) une galerie minimale de a1 a` b1 et Z un appartement la contenant. On a a1 ∧ b1 = f puisque f est une
facette maximale dans A ∩ B, et toutes les chambres de ∆ contiennent f .
Soit ρ = ρA,a1 , ρ(ΓB) est une galerie minimale entre f et g dans A. Si φ est l’isomorphisme de Z sur A fixant a1, les
murs se´parant a1 et ρ(b1) sont les images par φ des murs de Z se´parant a1 et b1. Si M est un tel mur, M ne se´pare
pas f et g puisque f ⊂ M. Donc g ⊂ M, sans quoi une des galeries ΓA ou ρ(ΓB) traverserait M et ne serait donc pas
minimale. Il reste donc a` prouver que l’intersection de ces murs est 〈 f 〉A, ou de manie`re e´quivalente, que l’intersection
des murs de Z traverse´s par ∆ est 〈 f 〉Z .
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Soit S le syste`me ge´ne´rateur du groupe de Coxeter W de Z forme´ par les re´flexions selon les cloisons de a1. Soit
I ⊂ S le type de f , WI =< I > le fixateur de f dans W. Soient M1, .., Ml les murs traverse´s par ∆, σ1, ..., σl les
re´flexions correspondantes, et U le groupe qu’elles engendrent. Il suffit de montrer que U = WI . Pour commencer,
σ1 ∈ I puisque M1 est un mur de a1 et que σ1 fixe f . Notons s1 = σ1. Ensuite, on a σ2 = σ1 ◦ s2 ◦ σ1, avec s2 ∈ S .
On constate alors que s2 fixe f . En continuant ainsi jusqu’a` σl, on constate que U =< s1, s2, s3, ..., sl > ou` les si sont
des e´le´ments de S qui fixent f , c’est a` dire des e´le´ments de I. Il ne reste plus qu’a` prouver que chaque e´le´ment de I
apparaıˆt dans {s1, ..., sl}. Soit s ∈ I, supposons par l’absurde que s < {s1, ..., sl}. Soit h la facette de type I − {s}, c’est
une facette strictement plus grande que f , et elle est fixe´e par toutes les si. Elle est donc fixe´e par toutes les σi, mais
ceci entraıˆne que h ⊂ a1 ∧ b1, et cela contredit l’hypothe`se de maximalite´ sur f .
Nous avons ainsi prouve´ que A ∩ B ⊂ 〈 f 〉A. On peut conclure par re´currence sur la longueur l de ∆.
Si l = 0, alors f est une chambre. Il est alors bien connu que dans ce cas, A ∩ B est l’adhe´rence d’un ensemble de
chambres, et que toute galerie minimale entre deux chambres de A ∩ B est incluse dans A ∩ B. Donc A ∩ B est clos.
Si l > 0, utilisons le corollaire 4.0.4 pour trouver un appartement A1 contenant un demi-appartement de A de´limite´ par
d1 ∧ d2 ainsi que d1 et d2. Cet appartement contient le mur de A de´finit par d1 ∧ d2, il contient donc en particulier 〈 f 〉A,
donc A∩ B. Donc A∩ B = (A∩ A1)∩ (B∩ A1). Par hypothe`se de re´currence, A∩ A1 et A1 ∩ B sont deux parties closes
de A1, donc (A ∩ A1) ∩ (B ∩ A1) est close dans A1. Mais il existe un isomorphisme de A1 sur A qui fixe A ∩ A1, donc
en particulier (A ∩ A1) ∩ (B∩ A1), ce qui conclut la preuve. 
4.1.4 Isomorphisme entre deux appartements
Proposition 4.1.10 Soient A et B deux appartements, alors il existe un isomorphisme φ : A ∼−→ B fixant A ∩ B. De
plus, si ψ : A ∼−→ B est un isomorphisme fixant une facette de dimension maximale de A ∩ B, alors ψ fixe A ∩ B.
De´monstration:
Par 4.1.9 et 4.1.6, A ∩ B est un complexe de chambre. Soit d une chambre de A ∩ B. Soient C et D des chambres de A
et B, respectivement, contenant d. Soit Z un appartement contenant C ∪ D. En composant un isomorphisme de A sur
Z fixant C puis un isomorphisme de Z sur B fixant D, on obtient un isomorphisme φ : A ∼−→ B fixant d. Montrons que
φ fixe A ∩ B.
Le dernier point de la proposition 4.1.5 montre que A ∩ B ⊂ 〈d〉A et A ∩ B ⊂ 〈d〉B. Or φ(〈d〉A) = 〈d〉B, d’ou`
φ(A ∩ B) ⊂ 〈d〉B. Comme 〈d〉B est un complexe de chambre ”au plus mince”, par 4.1.7, et que φ induit un mor-
phisme injectif entre A ∩ B et 〈d〉B le ”lemme fondamental des immeubles” 4.0.5 montre que φ fixe A ∩ B. 
4.2 Chemine´es
La notion de chemine´e permettra d’utiliser pleinement le the´ore`me 4.5.2 (ci-dessous). Nous en donnons ici une
de´finition ainsi que les proprie´te´s e´le´mentaires. On suppose dore´navant que I est affine.
Lemme 4.2.1 Soit A un appartement, c une facette de A, ~f une facette de ~A. Alors les points de Cl(c + ~f ) restent a`
distance borne´e de c + ~f .
De plus, si d est une autre facette de A, ~g une autre facette de ~A telles que Cl(d + ~g) ⊂ Cl(c + ~f ), alors ~g ⊂ ~f .
Preuve du lemme:
Soit {αi}i∈I⊔J des formes affines sur A telles que {~αi}i∈I⊔J soit une base du syste`me de racines de ~A avec ~f = {~αi > 0, :
~α j = 0, i ∈ I, j ∈ J} et telles que les murs de A de direction kerαi sont les α−1i ({n}) pour n ∈ Z. Alors :
c + ~f ⊂ {αi > in fc(αi), α j ∈ α j(c), i ∈ I, j ∈ J} ⊂ {αi ≥ ni, : α j ∈ [n j,m j], i ∈ I, j ∈ J}
en appelant, pour i ∈ I ⊔ J, ni la partie entie`re de infc(αi) et pour j ∈ J, m j le plus petit entier supe´rieur a` supc(α j).
Le troisie`me ensemble est une intersection de demi-appartements donc une partie close, donc contient Cl(c+ ~f ). Il est
25
de plus e´gal a` b + ~f avec b = {αi = ni, α j ∈ [n j,m j]}. Comme {~αi}i∈I⊔J est une base de ~A∗ et qu’elle reste borne´e sur b,
on de´duit que b est borne´. Mais c est e´galement borne´, on voit alors facilement que les points de b + ~f sont a` distance
borne´e de c + ~f . Et ceci reste en particulier vrai pour les points de Cl(c + ~f ).
Maintenant si ~g 1 ~f , cela signifie qu’il existe ~v ∈ ~g \ ~f . Alors d(~v, ~f ) > 0. Pour x un point de d, les points de la
forme x+λ~v sont dans Cl(d+~g) et peuvent eˆtre rendus arbitrairement e´loigne´s de c+ ~f , car c est borne´. Ceci contredit
que Cl(d + ~g) ⊂ Cl(c + ~f ). 
De´finition 4.2.2 – Une chemine´e dans un appartement A est une partie de A de la forme R = Cl(c + ~f ), ou` c est
une facette de A et ~f une facette de ~A. La facette ~f est uniquement de´termine´e par R d’apre`s le lemme 4.2.1, on
l’appelle la direction de R.
– Soient R et R′ deux chemine´es. On dira que R′ est une sous-chemine´e de R lorsque R′ ⊂ R. On dira que R′ est
une sous-chemine´e pleine, abre´ge´ en scp, lorsque de plus R et R′ ont la meˆme direction et Aff(R) = Aff(R′).
On abre`ge de la meˆme manie`re sous-chemine´e pleine et sous-coˆne paralle`le, mais les deux notions ont a` peu pre`s
le meˆme sens, l’une dans le cadre des coˆnes affines et l’autre dans le cadre des chemine´es.
Proposition 4.2.3 Soit R = Cl(c+ ~f ) une chemine´e dans A, soit d une facette de A incluse dans R. Alors Cl(d+ ~f ) ⊂ R,
c’est donc une sous-chemine´e de R.
De´monstration:
Soit D un demi-appartement de A contenant R, montrons qu’il contient d + ~f . Ceci n’est pas tout a` fait e´vident car d,
et donc d + ~f n’est pas force´ment incluse dans c + ~f . Soit α ∈ A∗, k ∈ Z tels que D = D(α, k) = {x ∈ A|α(x) ≥ k}.
Nous savons de´ja` que d ⊂ R ⊂ D. Soit ~v ∈ ~f , x ∈ d, montrons que x + ~v ∈ D. Dans le cas contraire, nous aurions
α(x) ≥ k et α(x+~v) < k, d’ou` ~α(~v) < 0. Choisissons alors un point quelconque y ∈ c, on aura α(c) ≥ k car c ⊂ D, mais
α(c + λ~v) < 0 pour λ un re´el assez grand. ceci contredit le fait que c + ~f ⊂ D. Donc x + ~v ∈ D. 
Le lemme suivant permet dans certains cas de se ramener a` des chemine´es dont la base est une chambre.
Lemme 4.2.4 Soit R = Cl(x + ~f ) une chemine´e. Soit x une chambre dont l’adhe´rence contient c, et R1 = Cl(x + ~f ).
Alors toute sous-chemine´e pleine de R1 contient une sous-chemine´e pleine de R.
Preuve du lemme: Soit R′1 = Cl(y + ~f ) une scp de R1. Le coˆne y + ~f ∗ contient une scp R′ de R, et pour montrer que
R′ ⊂ R′1, il suffit de prouver qu’aucun mur dont la direction contient ~f ne se´pare strictement R de R′1. Soit M un tel
mur. Comme R et R′1 sont deux parties incluse dans R1 = Cl(x + ~f ), si M se´pare strictement R de R′1, alors M doit
se´parer strictement deux parties de x + ~f . Mais c’est impossible pour un mur dont la direction contient ~f . 
De´finition 4.2.5 Soit R = Cl(c + ~f ) une chemine´e. Une demi-droite caracte´ristique de R est une demi-droite δ dont
l’extre´mite´ est dans c et dont la direction est incluse dans ~f (en particulier, δ ⊂ R).
Remarque: Si δ est une demi-droite, alors Cl(δ) est une chemine´e dont δ est caracte´ristique.
Proposition 4.2.6 Soit R = Cl(c + ~f ) une chemine´e dans un appartement A. Soit δ une demi-droite caracte´ristique de
R. Alors :
– R = Cl(δ)
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– Aff(Cl(δ)) est l’intersection des murs contenant δ
– Si δ′ est une demi-droite incluse dans δ, alors Cl(δ′) est une scp de R.
De´monstration:
Pour le premier point, la proposition 4.2.3 prouve que Cl(δ) ⊂ R. Pour montrer l’autre inclusion, soit D = D(α, k) un
demi-appartement contenant δ, montrons qu’il contient R. Soit x le sommet de δ, ~δ sa direction, de sorte que δ = x+~δ.
Le fait que x est dans c prouve que D contient c. Et le fait que D contient une demi droite dirige´e par ~δ prouve que
α(~δ) ⊂ [0,∞[. Mais ~δ est inclus dans ~f , et α est une racine, d’ou` α( ~f ) ⊂ [0,∞[. On obtient alors c+ ~f ⊂ D, d’ou` R ⊂ D.
Pour prouver le second point, soit Mδ l’ensemble des murs contenant δ. Soit M ∈ Mδ, alors δ est dans les deux
demi-appartements de´limite´s par M, donc Cl(δ) est dans l’intersection de ces deux demi-appartements, c’est-a`-dire
dans M. Ceci prouve que Aff(Cl(δ)) ⊂ ⋂M∈Mδ M.
Pour l’inclusion re´ciproque, comme la re´partition des murs de A est discre`te, il existe x ∈ δ qui n’est inclus dans aucun
autre mur que ceux de Mδ. Soit ǫ la distance minimale entre x et un mur n’appartenant pas a` Mδ, on a ǫ > 0 encore
par la re´partition discre`te des murs. Alors la boule dans ⋂M∈Mδ M de centre x et de rayon ǫ est incluse dans Cl(δ), ce
qui prouve que
⋂
M∈Mδ M ⊂ Aff(Cl(δ)).
Enfin pour le troisie`me point, il faut montrer que Aff(Cl(δ)) = Aff(Cl(δ′)). Ceci provient directement du point
pre´ce´dent. 
Remarque: Guy Rousseau de´finit les chemine´es comme l’enclos dans A d’une demi-droite, et d’un germe de seg-
ment de meˆme origine. Dans le cas d’un immeuble ou` les murs sont re´partis de manie`re discre`te, c’est une de´finition
e´quivalente au vu de la proposition qui pre´ce`de.
Ainsi, une chemine´e peut-eˆtre caracte´rise´e par une demi-droite. Nous allons maintenant voir qu’une demi-droite
est incluse dans une galerie tendue, ce qui permettra de ramener les raisonnements sur les chemine´es a` des raisonne-
ment sur les galeries tendues.
Proposition 4.2.7 Soit δ une demi-droite et s son origine, ou δ un segment et s une extre´mite´ de δ. Alors pour toute
chambre c0 contenant s dans son adhe´rence, il existe une galerie tendue commenc¸ant par c0 contenant δ dans son
adhe´rence. De plus, l’adhe´rence de toute chambre ou cloison de cette galerie rencontre δ.
Preuve du lemme:
Soit M l’ensemble fini des murs contenant δ. Soit E l’intersection de tous les demi-appartements D(M, c0) pour
M ∈ M. La demi-droite δ est incluse dans E. Elle est de´coupe´e en segments d’inte´rieur non vide (pour la topologie
induite sur δ), et chacun de ces segments est inclus dans une unique chambre ferme´e incluse dans E. En effet, si un
tel segment est inclus dans deux chambres, alors il existe un mur M se´parant ces chambres et contenant ce segment.
Comme le segment est d’inte´rieur non vide, M contient δ, donc M ∈ M, donc au plus une des deux chambres est dans
E. Soient (Ik)k∈N ces segments, range´s de manie`re que le sommet de δ soit dans I0 et que ∀k, Ik ∩ Ik+1 , ∅. Soient
(ck)k∈N les chambres correspondantes, c0 est bien la chambre donne´e dans l’e´nonce´. Pour k ∈ N, soit Γk une galerie
minimale entre ck et ck+1. C’est une galerie incluse dans E car E est clos. On de´finit enfin Γ comme la concate´nation
des Γk auxquels on a retire´ leurs dernie`res chambres, c’est a` dire ck+1, pour e´viter qu’elles n’apparaissent deux fois de
suite. Cette galerie contient bien δ, il reste a` ve´rifier qu’elle est tendue.
Remarquons pour commencer que puisque Γ ⊂ E, les murs de M ne se´parent pas les chambres de Γ. Supposons qu’il
existe un mur M coupant deux fois Γ, entre d1 et d2 puis entre e1 et e2. Il existe k et l tels que d1∪d2 ⊂ Γk et e1∪e2 ⊂ Γl.
Toutes les chambres de Γk contiennent dans leur adhe´rence le point de Ik ∩ Ik+1, donc M contient aussi ce point. De
meˆme M contient le point de Il ∩ Il+1. Mais M ne peut contenir deux points distincts de ∆ sans contenir ∆, donc k = l.
Alors M coupe Γk deux fois, mais c’est impossible puisque Γk est une galerie minimale. 
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4.3 Inclusion d’une partie d’appartement et d’une chambre dans un appartement
On suppose dore´navant I munit de son syste`me complet d’appartements.
Conside´rons une galerie tendue Γ = c1, ..., cn de longueur n. Soit A1 un appartement contenant c1, le but est
d’e´tudier quelles parties de A1 sont incluses dans un appartement contenant e´galement cn. On peut supposer que c2
n’est pas dans A1. Soit M1 le mur de A1 contenant la cloison c1 ∧ c2. Alors d’apre`s le corollaire 4.0.4, chacun des
deux demi-espaces de A1 de´limite´s par M1 est inclus dans un appartement contenant e´galement c2. Soit A2 un tel
appartement contenant un demi-appartement de A1 et c2. On de´finit M2 comme e´tant le mur de A2 contenant la cloi-
son c2 ∧ c3. Alors chacun des demi-appartements de A2 peut eˆtre inclus dans un appartement contenant c3. Mais ces
demi-appartements contiennent en quelque sorte des quarts d’appartement de A1. En continuant ainsi jusqu’au bout de
la galerie Γ, on prouve la :
Proposition 4.3.1 Soit A un appartement et c une chambre. Soit n la longueur minimale entre une chambre de A et c.
Alors il existe un de´coupageP ⊂ P(A) de A en 2n parties ferme´es, (certaines pouvant eˆtre vides) tel que
– P est obtenu en coupant A en deux le long d’un mur, puis en coupant chacun des demi-appartements obtenus
encore en deux le long d’autres murs, et en re´pe´tant cette ope´ration encore n − 2 fois
– chaque e´le´ment de P est inclus dans un appartement contenant e´galement c.
Remarque: Cette proposition est vraie dans un immeuble quelconque.
Voici deux re´sultats qui seront tre`s utiles par la suite directement obtenus graˆce a` cette proposition.
Corollaire 4.3.2 – Soit Γ = c0, c1, ... une galerie tendue infinie. Soit d une chambre de I. Alors il existe n0 ∈ N et
un appartement A contenant d et tous les ci pour i ≥ n0.
– Soit f une facette de quartier, et c une chambre. Alors il existe un scp de f qui est inclus dans un appartement
contenant e´galement c.
Pour prouver ce corollaire, il suffit de remarquer que si A est un appartement contenant Γ, si M est un mur de A alors
un des deux demi-appartements de A de´finis par M contient tous les ci a` partir d’un certain rang, car une galerie tendue
ne peut eˆtre coupe´e deux fois par un meˆme mur.
Et de la meˆme manie`re, si A contient f , alors un des demi-appartements de´finis par M contient un scp de f . 
Nous voulons maintenant pre´ciser la proposition 4.3.1, en de´terminant certaines zones de A qui seront obligatoire-
ment incluses dans un e´le´ment de la partition P. Pour cela, il s’agit d’identifier des parties de A qui ne seront jamais
coupe´es par un mur ”se´parant A de c”. Commenc¸ons par donner un sens pre´cis a` ceci :
Proposition 4.3.3 Soit A ∈ A, soit Γ = (ci)i∈I une galerie tendue telle que c0 ∈ A, avec I un intervalle de N contenant
0. Soit Z un appartement contenant Γ, et φ : Z ∼−→ A un isomorphisme fixant c0. Soit β une partie de A, connexe,
contenant c0, telle qu’aucun φ(M) pour M un mur de Z traverse´ par Γ ne se´pare strictement deux points de β.
Alors il existe un appartement contenant Cl(β) ∪ Γ.
De´monstration:
On construit par re´currence une suite d’appartements (Yi)i∈I telle que pour tout i ∈ I, on ait β ∪ c0 ∪ c1 ∪ ... ∪ ci ⊂ Yi.
Pour i = 0, Y0 = A convient. Supposons a` pre´sent Yi construit, avec i ∈ I tel que i + 1 ∈ I. Soit Mi le mur de Yi
contenant ci ∧ ci+1. Si nous prouvons que Mi ne coupe pas β alors ceci entraıˆnera que β ∪ c1 ∪ ... ∪ ci ⊂ D(Mi, ci), et
le corollaire 4.0.4 prouvera l’existence d’un Yi+1 convenable.
Supposons par l’absurde que Mi rencontre β. Soit χi : Yi
∼
−→ A l’isomorphisme fixant β (il est unique car β contient
la chambre c0). Alors χi(Mi) rencontre β. Mais χi(Mi) = φ ◦ ψi(Mi), ou ψi : Yi ∼−→ Z est l’isomorphisme fixant c0. Et
ψi(Mi) est un mur de Z coupant Γ. Ceci contredit les hypothe`ses, et prouve donc l’existence de Yi+1.
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Chaque Yi contient en fait Cl(β), car A∩Yi est une partie close. Et Cl(β) est e´gal a` l’adhe´rence de l’ensemble de ses
chambres car il contient une chambre. A pre´sent, pour tout triple (c, d, e) de chambres incluse dans Cl(β) ∪ Γ, il existe
Yi contenant c∪d∪e. Ceci prouve, en utilisant le corollaire 4.0.3 l’existence d’un appartement Y contenant Cl(β)∪Γ.
Passons a` pre´sent a` quelques situations particulie`res ou` s’applique ce re´sultat.
De´finition 4.3.4 Soit A un appartement et ~δ un coˆne inclus dans une facette de ~A. Soit δ = a + ~δ un coˆne de direction
~δ. On appelle base de δ, et on note b(δ) l’intersection de δ et des demi-appartements contenant un voisinage de a pour
la topologie induite sur δ.
Cette de´finition est inde´pendante de l’appartement A contenant δ choisi. De plus, comme les murs de A sont re´partis
de manie`re discre`te, b(δ) contient un voisinage de a pour la topologie induite sur δ. En particulier, la base de δ contient
une base affine de AffB(δ), pour tout appartement B contenant δ. Dis autrement, AffB(b(δ)) = AffB(δ). Enfin, b(δ) est
inclus dans une facette de A.
Remarque: Cette de´finition sera utilise´e en 6 pour de´finir la topologie sur l’immeuble compactifie´.
Proposition 4.3.5 Soit A un appartement, ~δ une facette de ~A non triviale, a ∈ A, on note δ := a + ~δ. Soit b la base de
δ. Soit B un autre appartement contenant b, et ψ : A ∼−→ B un isomorphisme fixant b. Soit x une facette de B incluse
dans a − ~ψ(~δ∗A) et telle qu’aucun mur dont la direction contient ~δ ne se´pare strictement a de x.
Alors pour toute chambre ~C ⊂ ~A incluse dans ~δ∗A, il existe un appartement Z contenant (a + ~C) ∪ {x}.
En particulier, pour tout point t de δ∗A, il existe un appartement contenant t, a et x.
Remarque:
– ψ(δ) et ~ψ(~δ) sont inde´pendants du choix de ψ.
– Comme b ⊂ A ∩ B contient une base affine de δ, on a en fait ~δ ⊂ ~A ∩ ~B. Cependant, pour les de´monstrations de
cette sous-partie, il me parait plus clair de ne pas faire cette identification, c’est-a`-dire de distinguer ~δ de ~ψ(~δ).
– Dans la suite, on pourra noter −δ = a−~δ le coˆne oppose´ a` δ, et de manie`re ge´ne´rale si f est un coˆne ne contenant
pas de droite, − f = s( f ) − ~f .
De´monstration:
Soit c0 une chambre de A, coupant a + ~C et dont l’adhe´rence contient b. Soit Γ = c0, ..., ck une galerie tendue entre c0
et x. Si Z est un appartement contenant Γ, et ψZ : A
∼
−→ Z un isomorphisme fixant b, alors x est une facette de Z, les
seuls murs de Z dont la direction contient ~ψZ(~δ) et qui se´parent a de x contiennent a ou x, et enfin x ∈ −ψZ(δ)∗. On est
ainsi ramene´ au cas ou` l’intersection des deux appartements conside´re´s contient la chambre c0.
Soit β = (a+ ~C) ∪ c0, c’est un connexe contenant c0, il faut maintenant ve´rifier que pour tout mur M de Γ, ψ−1Z (M)
ne coupe pas β.
Soit M un tel mur. Alors ψ−1Z (M) se´pare strictement c0 et x, donc coupe −δ∗. Si en plus ψ−1Z (M) coupe β alors il coupe
a + ~C donc en particulier l’inte´rieur de δ∗. Ceci implique ~δ ⊂
−−−−−−→
ψ−1Z (M) puis ~δ ⊂ ~M. Mais alors x ⊂ M ou a ∈ M. Le
premier cas est exclus car M se´pare strictement x de c0. Quand au second cas, il implique δ ⊂ M, ce qui empeˆche que
M coupe a + ~C. 
Dans la variante suivante de ce re´sultat, on veut obtenir un appartement contenant δ∗ ∪ x. Pour cela on peut renfor-
cer l’hypothe`se sur les murs dont la direction contient ~δ, en imposant par exemple que les seuls murs se´parant b de x
contiennent x.
Cependant, nous nous contenterons de l’hypothe`se x ⊂ −ψ(δ), qui pre´sente l’avantage qu’en poussant un tout petit peu
le raisonnement, on arrive a` trouver un appartement contenant non seulement x, mais en fait δ∗ ∪−ψ(δ). Ceci donne le
re´sultat :
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Proposition 4.3.6 Soient A, δ, a, b, B, ψ comme pre´ce´demment.
Alors il existe un appartement contenant δ∗A ∪ −ψ(δ)
De´monstration:
On commence, comme pour la preuve pre´ce´dente, par se ramener au cas ou` A ∩ B contient une chambre. Soient c et
d deux chambres contenant b, incluses respectivement dans A et B. Soit Λ = d, d1, ..., dk, c une galerie entre d et c.
En utilisant k + 1 fois le corollaire 4.0.4, on trouve une suite B0 = B, B1, ..., Bk+1 d’appartements tels que di ⊂ Bi (en
notant d0 = d et dk+1 = c) et tels que Bi ∩ Bi+1 contient un demi-appartement de´limite´ par le mur Mi de Bi contenant
di ∧ di+1. Or ce mur contient b, on ve´rifie alors par une simple re´currence que pour tout i, Mi contient −ψ(δ).
Soit Z = Bk+1 : cet appartement contient −ψ(δ) et une chambre c de A ∩ Z. Soit φ : Z ∼−→ A fixant c, alors
−ψ(δ) = −φ−1(δ).
Soit l une demi-droite dans Z passant par a, dont la direction est inte´rieure a` −~φ−1(~δ), et dont l’origine est dans b.
Elle est donc incluse dans −ψ(δ) ∪ b. Soit Γ = (ci)i∈N une galerie tendue le long de l, donne´e par la proposition 4.2.7
telle que c0 = c. Soit β = Cl(c0∪ δ∗A) ⊂ A. Pour pouvoir appliquer la proposition 4.3.3, il nous reste a` prouver que pour
tout mur M traverse´ par Γ, φ(M) ne coupe pas β.
Soit M un tel mur, il coupe l sans la contenir, donc ~l 1 ~M, d’ou` ~φ−1(~δ) ∩ ~M = ∅ et ~M ne peut couper ~φ−1(~δ∗).
Notons ~M+ et ~M− les deux demi-appartements de ~Z de´limite´s par ~M en choisissant ~φ−1(~δ∗) ⊂ ~M+. Soient M+ et
M− les demi-appartements de Z correspondants, nous avons alors c0 ⊂ M+. Passons du coˆte´ de A : nous savons que
c0 ⊂ φ(M+) et ~δ∗ ⊂ ~φ( ~M+). Donc β ⊂ Cl(c0 + ~δ∗) ⊂ φ(M+). Ainsi, φ(M) ne coupe pas β.
D’apre`s la proposition 4.3.3, il existe un appartement Y contenant β ∪ Γ. Alors l ⊂ Y ∩ Z d’ou` Cl(l) ⊂ Y ∩ Z. Mais
Cl(l) ⊃ −φ−1(δ) : c’est une conse´quence de la proposition 4.2.6 (en fait Cl(l) est e´gal a` la chemine´e ClZ(b − ~φ−1(~δ))).
Comme −φ−1(δ) = −ψ(δ), la proposition est prouve´e. 
4.4 Re´tractions par rapport a` deux chambres adjacentes
Nous e´tudions ici comment change une re´traction lorsqu’on remplace la chambre de base par une chambre adja-
cente.
Proposition 4.4.1 Soient c1 et c2 deux chambres adjacentes dans un appartement A. Soit f la cloison c1 ∧ c2 et M le
mur de A contenant f , σ la re´flexion selon M. Soient encore ρ1 = ρc1,A et ρ2 = ρc2,A. Alors pour toute chambre d ⊂ I,
– ρ2(d) = ρ1(d) ou bien ρ2(d) = σ ◦ ρ1(d).
– Si ρ1(d) est du meˆme coˆte´ de M que c1 alors ρ2(d) = ρ1(d).
– Si ρ1(d) est du meˆme coˆte´ de M que c2 alors les deux possibilite´s peuvent survenir, et on a ρ2(d) = ρ1(d) si et
seulement si c1 est dans l’enclos de d et c2.
on peut aussi e´noncer un re´sultat un peu moins pre´cis mais plus clair :
Corollaire 4.4.2 On reprend les hypothe`ses de la proposition. Alors ρ2(d) = ρ1(d) si et seulement si il existe un
appartement contenant c1, c2 et d.
Remarque: Le sens ⇐ du corollaire est de toute fac¸on une conse´quence directe de la de´finition d’une re´traction.
De´monstration:
Soit B un appartement contenant c1 et d, soit φ : B → A l’isomorphisme fixant c1. Alors ρ1(d) = φ(d).
Si ρ1(d) est du meˆme coˆte´ de M que c1 alors d est du meˆme coˆte´ de φ−1(M) que c1. En vertu du corollaire 4.0.4, il
existe un appartement Z contenant d, c1 et c2, ce qui prouve que ρ1(d) = ρ2(d).
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Dans l’autre situation, appelons c′2 la chambre adjacente a` c1 le long de f dans B. Cette chambre c′2 est donc dans
l’enclos de c1 et de d. Si c′2 = c2 alors c1, c2 et d sont dans un meˆme appartement, d’ou` ρ1(d) = ρ2(d) et c2 est bien
dans l’enclos de c1 et de d. Il ne reste donc qu’a` ve´rifier que si c2 , c′2 alors ρ2(d) = σ ◦ ρ1(d) et c′2 n’est pas dans
l’enclos de c1 et d. Le deuxie`me point est prouve´ car nous disposons d’un appartement, B qui contient c1 et d, mais
pas c2 sans quoi il y aurait trois chambres contenant f dans B.
Pour prouver le premier point, constatons que la formule ρ2(x) = σ ◦ ρ1(x) est vraie lorsque d = c′2. Soit B+ le
demi appartement de´limite´ par φ−1(M) et contenant c′2, donc e´galement d. Par le corollaire 4.0.4, il existe un autre
appartement B′ contenant B+ et c2. Si φ′ : B′ → A est l’isomorphisme correspondant, alors ρ2(d) = φ′(d) et l’e´galite´
ρ2(c2) = σ ◦ ρ1(c2) devient φ′(c2) = σ ◦ φ(c2). Restreignons σ ◦ φ et φ′ a` B+ : nous obtenons deux morphismes de
complexe de chambre injectifs de B+ dans A, qui coı¨ncident en c2. Comme B+ est convexe, ceci entraıˆne que φ′ et
σ ◦ φ coı¨ncident sur B+. 
4.5 Inclusion de deux galeries tendues dans un appartement
4.5.1 Le the´ore`me
De´finition 4.5.1 Soit Γ = (ci)i∈I une galerie. Une sous-galerie de Γ est une galerie obtenue en enlevant un nombre fini
de chambres a` Γ. Dans le cas ou` I = N et ou` Γ est tendue, une sous-galerie de Γ est donc de la forme (ci)i≥i0 pour un
i0 ∈ N.
The´ore`me 4.5.2 Soient Γ = (ci)i∈N et ∆ = (di)i∈N deux galerie tendues. Alors il existe une sous-galerie de Γ et une
sous-galerie de ∆ qui sont incluses dans un meˆme appartement.
De´monstration:
Notations :
Soit A un appartement contenant Γ. Pour i ∈ N, soit ρi = ρci,A, Mi le mur de A entre ci et ci+1, σi la re´flexion selon
Mi, de sorte que pour tout i et pour toute chambre c de I, on a en vertu de la proposition 4.4.1 ρi+1(c) = ρi(c) ou
ρi+1(c) = σi ◦ ρi(c). Remarquons que par continuite´ de ρi+1, la meˆme formule s’applique pour le calcul de ρi+1 pour
deux chambres adjacentes, sauf dans le cas ou` ces deux chambres sont projete´es par ρi sur des chambre adjacentes a`
Mi.
Choisissons un point spe´cial 0 pour identifier A et ~A. Quitte a` re´duire Γ, cette galerie est incluse dans une chambre
vectorielle C. Graˆce a` la proposition 4.3.1, on voit que, quitte a` la re´duire, la re´traction d’une galerie tendue est
une galerie tendue. En particulier, ρi(∆) est incluse a` translation pre`s dans une chambre vectorielle. Choisissons Di
une chambre vectorielle a` distance maximale de C contenant un translate´ de ρi(∆). Notons enfin δi la distance entre la
chambre C et Di. Comme le complexe de Coxeter vectoriel est fini, les δi sont majore´es par une certaine constante δmax.
plan de la preuve :
Pendant cette de´monstration, nous allons e´tudier en quoi ρi peut diffe´rer de ρi+1. Nous verrons qu’il y a trois cas a` dis-
tinguer : soit ρi et ρi+1 coı¨ncident sur presque toutes les chambres de ∆, soit elles diffe`rent sur un nombre infini de ces
chambres et δi+1 > δi, soit elles diffe`rent sur un nombre infini de ces chambres et δi+1 = δi. Nous allons commencer par
traiter le cas ou` seul le premier cas intervient (pre´liminaire 1). Ensuite, nous allons ve´rifier que les trois cas cite´s sont
effectivement les seuls possibles, nous en profiterons pour analyser un peu plus en de´tail le deuxie`me cas (pre´liminaire
2). Alors nous verrons qu’on peut re´duire Γ pour se ramener a` une situation ou` le deuxie`me cas n’apparaıˆt pas, puis
qu’on peut la re´duire une seconde fois pour que le troisie`me cas n’apparaisse plus non plus.
Pre´liminaire 0 : le cas tre`s facile :
Supposons que pour tout i ∈ N et pour toute chambre d de ∆, ρi(d) = ρi+1(d) = ρ(d). Cela implique par le corollaire
4.4.2 que d, ci et ci+1 sont inclus dans un meˆme appartement pour tout i et d. Par ailleurs, quitte a` re´duire ∆, on peut
supposer que ∆ est incluse dans un appartement contenant aussi c1. L’e´galite´ des W-distances δ(a, c) = δ(a, b)δ(b, c)
est alors re´alise´e dans le cas ou` {a, b, c} = {c1, d, d′}, avec d, d′ ∈ ∆, et dans le cas ou` {a, b, c} = {ci, ci+1, d}, avec i ∈ N
et d ∈ ∆ (et bien suˆr aussi dans le cas {a, b, c} ⊂ Γ ou {a, b, c} ⊂ ∆). Le cas {a, b, c} = {ci, c j, d}, i, j ∈ N et d ∈ ∆,
s’obtient aise´ment par re´currence sur |i − j|. Le dernier cas est {a, b, c} = {d, d′, ci} avec d, d′ ∈ ∆, il se traite a` partir
des cas pre´ce´dents : δ(d, d′) = δ(d, c1)δ(c1, d′) = δ(d, ci)δ(ci, c1)δ(c1, ci)δ(ci, d′) = δ(d, ci)δ(ci, d′).
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Il ne reste plus qu’a` appliquer le the´ore`me 4.0.2 : Γ et ∆ sont incluses dans un meˆme appartement.
Pre´liminaire 1 : le cas facile :
Supposons que pour tout i, ρi(d) = ρi+1(d) = ρ(d) pour toutes les chambres d de ∆ sauf un nombre fini (ce nombre
pouvant a priori varier avec i). Nous allons construire par re´currence une sous-galerie ∆′ de ∆ de sorte que Γ et ∆′
soient dans la situation tre`s facile du pre´liminaire 0. Plus pre´cise´ment, nous allons construire pour tout i ∈ N une
sous-galerie ∆i de ∆ telle que ∀k < i, ∀d ∈ ∆i, ρk(d) = ρk+1(d). Pour des raisons techniques, nous allons imposer en
outre que ρi(∆i) = ρ1(∆i) est une galerie tendue. Ensuite, nous ve´rifierons que la suite (∆i) est stationnaire a` partir d’un
certain rang, alors la ”limite” de cette suite conviendra.
Commenc¸ons par choisir pour ∆1 une sous galerie de ∆ telle que ρ1(∆1) est tendue. Supposons ensuite construite ∆i,
et construisons ∆i+1. Supposons qu’il existe dk ∈ ∆i tel que ρi+1(dk) = σi ◦ ρi(dk). Par la proposition 4.4.1, ρi(dk)
est dans le demi-appartement D(Mi, ci+1). Comme par hypothe`se seul un nombre fini de chambres e de ∆ ve´rifient
ρi+1(e) = σi ◦ ρi(e), il existe dl ∈ ∆i tel que ρi+1(dl) = ρi(dl). Nous pouvons choisir dk et dl adjacentes, c’est a` dire
l = k ± 1. Alors ρi(dk), ρi(dl) = ρi+1(dl), ρi+1(dk) est une galerie de longueur 2 dans A, donc d(ρi(dk), ρi+1(dk)) ≤ 2.
Mais ρi+1(dk) = σi(ρi(dk)) donc d(ρi(dk), ρi+1(dk)) est impair. En effet σi induit une involution sur l’ensemble des murs
se´parant ρi(dk) et ρi+1(dk), et cette involution n’a qu’un point fixe, Mi, car un mur stabilise´ par σi ne peut se´parer un
point et son image par σi. Il y a donc un nombre impair de murs se´parant ρi(dk) et ρi+1(dk).
Ainsi d(ρi(dk), ρi+1(dk)) = 1, les deux chambres ρi(dk) et ρi+1(dk) sont de part et d’autre de Mi, et ρi+1(dk) = ρi+1(dl) =
ρi(dl). Comme ρi(∆i) est tendue, elle ne peut couper Mi une autre fois : k et l sont donc les seuls indices adjacents
tels que ρi+1(dk) = σi ◦ ρi(dk) et ρi+1(dl) = ρi(dl). Nous en de´duisons que la premie`re formule est vraie pour tous
les indices infe´rieurs a` k, et la seconde pour tous les indices supe´rieurs a` k (en particulier, l = k + 1). Nous avons
donc une description pre´cise de la situation : une partie finie de ρi(∆) est dans le demi-appartement D(Mi, ci+1), et
c’est pre´cise´ment cette partie qui va eˆtre de´place´e lors du passage a` ρi+1. On pose ∆i+1 = (d j) j≥k, et cela conclut la
construction de la suite (∆i).
Il reste a` ve´rifier qu’au cours de cette construction, il n’y a qu’un nombre fini d’e´tapes ou` on a re´ellement retire´ des
chambres a` ∆i pour obtenir ∆i+1. Soit I l’ensemble des indices i tel que ∆i+1 est diffe´rent de ∆i. Nous allons montrer
qu’il ne peut y avoir deux indices i et j dans I tels que ~Mi = ~M j, ce qui prouvera que I est fini puisque l’ensemble des
murs vectoriels est fini. Supposons par l’absurde l’existence de tels i et j, avec i < j. Lors de la construction de ∆i+1,
on a fait en sorte que ρi+1(∆i+1) soit inclus dans D(Mi, ci). Comme Γ est tendue et ~Mi = ~M j, D(Mi, ci) ⊂ D(M j, c j).
D’apre`s la construction, la galerie ρ j(∆ j) est une sous galerie de ρi(∆i), elle est donc incluse dansD(M j, c j). Mais cela
implique alors que ρ j+1|∆ j = ρ j|∆ j et cela contredit le fait que j ∈ I. Ce qui prouve le cas facile.
Pre´liminaire 2 : que se passe-t-il lorsque ρi , ρi+1 pour un nombre infini de chambres de ∆ ?
Il s’agit a` pre´sent d’e´tudier ce qui se passe lorsque ρi+1 , ρi pour un nombre infini de chambres de ∆, c’est a` dire pour
toutes les chambres de ∆ a` partir d’un certain rang, puisque ρi(∆) est tendue a` partir d’un certain rang. Supposons que
δi+1 ≤ δi (c’est le seul cas qu’il est utile d’e´tudier, comme nous allons le voir).
Tout d’abord, ρi(∆) est a` partir d’un certain rang dans le demi appartementD(Mi, ci+1).
Par ailleurs, ρi+1(∆) est alors a` translation pre`s dans la chambre ~σi(Di), donc d(C, Di) ≥ d(C, ~σi(Di)). Cela signifie que
~Mi se´pare C et Di. Mais Mi est un translate´ de ~Mi dans la direction de C. (Pour re´sumer les placements des diffe´rentes
parties e´tudie´es par rapport aux deux murs Mi et ~Mi, je note : Γ, ci+1, ρi(∆)|Mi ci| ~Mi Di, ou` |M symbolise le mur M.) Le
point qui nous inte´resse est celui-ci : un translate´ de ρi(∆) est dans D(Mi, ci+1) donc dans D( ~Mi,C) et un autre trans-
late´ est dans Di donc dans −D( ~Mi,C). Cela implique que ρi(∆) reste a` distance borne´e de ~Mi, au sens ou` il existe un
majorant M a` la distance entre une chambre de ρi(∆) et Mi.
Alors 2M est un majorant de la distance entre ρi(d) et ρi+1(d) pour les chambres d ∈ ∆. Ceci implique que ρi+1(∆) est
incluse a` translation pre`s dans la meˆme chambre vectorielle que ρi(∆), c’est-a`-dire dans Di. Mais comme δi+1 ≤ δi, on
trouve que δi+1 = δi et on peut choisir Di+1 = Di.
le coeur de la de´monstration :
Lorsque ρi = ρi+1 pour presque toutes les chambres de ∆, il est clair que δi = δi+1, et qu’on peut choisir Di+1 = Di.
Lorsque ρi , ρi+1 pour un nombre infini de ces chambres, nous venons de voir que δi+1 ≤ δi implique que δi+1 = δi et
qu’on peut encore supposer Di+1 = Di. Donc la fonction i 7→ δi est croissante. Comme elle est borne´e par δmax, elle
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est constante a` partir d’un certain rang. Quitte a` raccourcir Γ, on peut la supposer constante. Nous sommes alors pour
tout i soit dans le cas e´tudie´ dans le pre´liminaire 2, soit dans le cas ρi = ρi+1 pour presque toutes les chambres de ∆. En
particulier on peut supposer que pour tout i, Di = D1. Il s’agit bien suˆr de se ramener a` pre´sent au cas du pre´liminaire 1.
Soit F la facette vectorielle e´gale a` l’intersection de tous les murs vectoriels a` distance borne´e desquels reste ρ1(∆).
Soit M l’ensemble des murs vectoriels contenant F, soit WvF = {w ∈ Wv |wF = F}. Nous allons montrer que pour tout
i, M est e´gal a` l’ensemble des murs a` distance borne´e desquels reste ρi(∆).
Commenc¸ons par i = 1. Soient M1, .., Mk les murs a` distance borne´e desquels reste ρ1(∆), il s’agit en fait de ve´rifier
que M = {M1, ..., Mk}. Soient α1, .., αk des formes line´aires tels que M j = kerα j. Soit M = kerα un mur dans M.
Alors α est combinaison line´aire des α j. Mais chaque α j est borne´e sur ρ1(∆), donc α est e´galement borne´e sur ρ1(δ),
c’est a` dire que ρ1(∆) reste a` distance borne´e de M.
Supposons a` pre´sent le re´sultat vrai au rang i. Si ρi et ρi+1 ne diffe`rent que sur un nombre fini de chambres de ∆, le
re´sultat reste e´videmment vrai au rang i+ 1. Sinon, nous sommes dans le cas e´tudie´ dans le pre´liminaire 2. Donc ρi(∆)
reste a` distance borne´e de Mi, et par hypothe`se de re´currence, ~Mi ∈ M, et σi ∈ WvF . L’ensemble des murs a` distance
borne´e de ρi+1(∆) est donc σi(M), mais ceci vaut M puisque σi fixe F.
On utilise maintenant la compactification de A de´finie par F = {facettes vectorielles de Weyl} (c’est a` dire la
compactification polygonale classique). Soit p la projection de A sur l’espace affine AF ≃ A/Vect( ~F). On prend p(0)
comme origine dans AF pour l’identifier a` son espace vectoriel directeur. L’ensemble M s’identifie (via p) a` l’en-
semble des murs vectoriel de AF , WvF = StabWv (F) est le groupe de Coxeter vectoriel. L’ensemble des murs affines de
AF est {p(M)|M mur affine de A et ~M ∈ M}, et si M ∈ M on notera encore M au lieu de pF(M). Enfin, si w ∈ W
ve´rifie ~w ∈ WvF alors w agit sur AF en pre´servant les murs, notons w˜ ∈ GA(AF) l’automorphisme affine induit par w sur
AF . (Attention : la fonction w 7→ w˜ n’est pas injective et w˜ n’est pas forcement dans le groupe de Coxeter de AF .)
Chaque galerie ρi(∆) est tendue a` partir d’un certain rang, et reste a` distance borne´e des murs de M, elle ne coupe
donc qu’un nombre fini de murs paralle`les a` un mur de M. Donc a` partir d’un certain rang, sa projection sur AF reste
dans une unique chambre de AF , notons cette chambre gi. Les chambres vectorielles C et D1 sont e´galement projete´es
dans des chambres vectorielles de AF (de manie`re pas ne´cessairement surjective a priori), qu’on notera encore C et
D1 pour simplifier. Nous avons vu lors du pre´liminaire 2 que ~Mi se´pare C et D1, si ρi+1 , ρi pour un nombre infini de
chambres de ∆. Comme ~Mi ∈ M, Mi est un mur de AF , et la relation ”Mi se´pare D1 et C” est encore vraie dans AF .
On a de plus dans ce cas que gi+1 = σ˜i(gi). Mais Mi est un translate´ de ~Mi dans la direction de C, donc Mi se´pare gi et
D1. Ceci entraıˆne que gi+1 est strictement plus proche de D1 que gi, au sens ou` pour toute chambre e incluse dans D1,
d(e, gi+1) < d(e, gi).
Et s’il existe i tel que gi ∈ D1, alors la suite des gk est constante pour k ≥ i. Car si gk ⊂ D1, il n’est plus possible que
Mk se´pare D1 de gk, donc plus possible que gk+1 = σ˜k(gk).
Nous avons donc prouve´ que la suite (gi) est finalement stationnaire. Nous pouvons raccourcir Γ de sorte qu’elle soit
comple`tement stationnaire. Cela implique que pour tout i, ρi , ρi+1 seulement pour un nombre fini de chambres de ∆.
Mais c’est pre´cise´ment le cas, facile, du pre´liminaire 1 : la preuve est faite. 
4.5.2 Conse´quences
Nous voici en mesure d’e´noncer les re´sultats les plus forts de cette partie. Nous allons voir par exemple qu’e´tant
donne´s deux coˆnes affines f et g, il existe un appartement A contenant non seulement des sous-coˆnes paralle`les de
f et g, mais encore un ”e´paississement” de ces sous-coˆnes paralle`les. Pre´cise´ment, A contiendra des chemine´es de
direction ~f et ~g, contenant des scp de f et g et dont les bases sont des chambres (4.5.4).
Pour commencer, le the´ore`me permet de prouver que deux demi-droites peuvent eˆtre re´duites pour eˆtre incluses
dans un meˆme appartement :
Proposition 4.5.3 Soient δ1 et δ2 deux demi-droites. Alors il existe δ′1 et δ′2 deux demi-droites incluses respectivement
dans δ1 et δ2 et un appartement Z tel que δ′1 ∪ δ′2 ⊂ Z. De`s lors, Z contient Cl(δ′1) ∪ Cl(δ′2).
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preuve : Cela de´coule de la proposition 4.2.7 et du the´ore`me 4.5.2 
Ceci permet de traduire le the´ore`me en terme de chemine´es :
Proposition 4.5.4 Soient R1 et R2 deux chemine´es, dans les appartement respectifs A1 et A2. Alors il existe R′1 scp R1
et R′2 scp R2 deux sous chemine´es pleines qui sont incluses dans un meˆme appartement.
De´monstration:
Soient δ1 et δ2 des demi-droites caracte´ristiques de R1 et R2. Soit B contenant une demi-droite δ′1 incluse dans δ1 et
une demi-droite δ′2 incluse dans δ2. Alors B contient Cl(δ′1) qui est une scp de R1 et Cl(δ′2) qui est une scp de R2. 
Le meˆme proce´de´ permet quelques variations :
Proposition 4.5.5 1. Soit R une chemine´e et c une chambre, alors il existe un appartement contenant c et une scp
de R
2. Soient deux coˆnes f = x + ~f et g = y + ~g ou` ~f ⊂ ~A et ~g ⊂ ~B sont inclus dans des facettes de Weyl. Alors il existe
un appartement contenant des sous-coˆnes paralle`les f ′ et g′ de f et g.
3. Soit f = x + ~f comme au point pre´ce´dent, et soit c une chambre, alors il existe un appartement contenant c et
un scp de f .
De´monstration:
1. Soit δ une demi-droite caracte´ristique de R, Γ une galerie tendue la contenant dans son adhe´rence. D’apre`s 4.3.2,
il existe Z ∈ A contenant c et une sous-galerie de Γ, alors Z contient c et une scp de R.
2. Soit δ1 = x + ~δ1 et δ2 = y + ~δ2 avec ~δ1 ⊂ ~f et ~δ2 ⊂ ~g. Soit B ∈ A et δ′1, δ′2 des sous-demi-droites de δ1 et δ2
tels que δ′1 ∪ δ
′
2 ⊂ B. Alors Cl(δ′1) ∪ Cl(δ′2) ⊂ B. Mais nous savons que Cl(δ′1) = Cl(c1 + ~h1) ou` c est la facette
affine contenant le sommet de δ′1 et ~h1 est la facette vectorielle contenant la direction de δ
′
1, c’est-a`-dire ~δ1. Alors
~f ⊂ ~h1. De plus, c1 contient le sommet s1 de δ′1, qui est un point de f . Donc au final, Cl(c1 +~h1) contient un scp
s1 + ~f de f . De meˆme, Cl(δ′2) contient un scp de g.
3. Ce point est semblable aux pre´ce´dents.

Faisons tout de suite le lien avec les coeurs de coˆnes affines :
Corollaire 4.5.6 Soient f ∈ FA et g ∈ FB deux coˆnes affines. Alors il existe un appartement Z contenant un scp de
δ( f ) et un scp de δ(g).
Ceci provient du fait que Cl(δ( f )) et Cl(δ(g)) sont des chemine´es.
Remarque: Tout ceci ge´ne´ralise le fait bien connu que deux quartiers contiennent des sous-quartiers inclus dans un
meˆme appartement ([Ron89] proposition 9.5 page 121).
4.6 Syste`mes d’appartements
Rappelons que selon les conventions adopte´es ici, un immeuble est muni par de´finition d’un syste`me d’appar-
tements, de sorte que rigoureusement, l’immeuble e´tudie´ devrait eˆtre de´note´ par (I,A), I n’e´tant que l’ensemble
sous-jacent. Si la de´finition des facettes est inde´pendante du syste`me d’appartements choisis, celle des quartiers et
autres coˆnes lui est au contraire tre`s lie´e.
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Jusqu’ici, nous avons toujours suppose´ que A e´tait le syste`me complet d’appartements, mais il peut eˆtre inte´ressant
de noter que les re´sultats pre´ce´dents sont encore vrais pour d’autres syste`mes d’appartements (la construction d’un
compactifie´ de I ne sera cependant possible qu’en munissant I de son syste`me complet d’appartements). Nous al-
lons e´tudier ici le cas d’un syste`me d’appartements A′ qui permet la de´finition d’un immeuble sphe´rique a` l’infini
(I,A′)∞, c’est-a`-dire que deux quartiers de (I,A′) contiennent toujours des sous-quartiers contenus dans un meˆme
appartement de A′. Un tel syste`me d’appartements pourra eˆtre qualifie´ de ”cohe´rent” ou ”double” car c’est le type de
syste`me d’appartement qui provient d’un syste`me de Tits double selon la terminologie de [BT72] 5.1.3.
Fixons avant tout un peu de formalisme (A est toujours le syste`me complet d’appartements) :
De´finition 4.6.1 Un syste`me d’appartements pour (I,A) est un sous-ensemble A′ de A tel que deux chambres de I
sont toujours incluses dans un e´le´ment de A′.
La proposition suivante est alors imme´diatement ve´rifie´e :
Proposition 4.6.2 – Si A′ est un syste`me d’appartements pour (I,A), alors (I,A′) est un immeuble.
– Soit A ∈ A et B une partie borne´e de A. Alors il existe A′ ∈ A′ contenant B.
De´finition 4.6.3 Un syste`me d’appartementsA′ pour (I,A) est dit double, ou cohe´rent, si pour tous quartiers Q1 et
Q2 de (I,A′), il existe des sous-quartiers Q′1 et Q′2 ainsi qu’un appartement A ∈ A′ tels que Q′1 ∪ Q′2 ⊂ A.
D’apre`s la proposition 4.5.5, le syste`me complet d’appartementsA est double.
Pour tout syste`me double d’appartements, on peut de´finir l’immeuble sphe´rique a` l’infini (I,A′)∞, voir [Wei09].
On fixe a` pre´sent un syste`me double d’appartements. La proposition suivante est la proposition 10.28 de [Wei09]
(ou` un syste`me d’appartements est par de´finition double, et ou` un syste`me ”plein” est un syste`me ou` la conclusion de
la proposition suivante est vraie), elle affirme que le deuxie`me point du corollaire 4.0.4 est encore vrai dans (I,A′) :
Proposition 4.6.4 Soit α un demi-appartement de (I,A′), et c une chambre ayant une cloison dans ∂α, alors il existe
A ∈ A′ tel que α ∪ c ⊂ A.
Voici les grandes lignes de la de´monstration :
Soit m la cloison de c incluse dans ∂α, on peut supposer que m contient un sommet spe´cial o. Alors l’immeuble a`
l’infini (I,A′)∞ est isomorphe a` l’ensemble des facettes de quartier de sommet o, et l’application p : (I,A′)∞ → o∗
est un morphisme surjectif.
Soit Z contenant α, soient x et y les chambres de Z contenant m, avec x ∈ α, y ∈ −α. Soit d la chambre oppose´e a` y
dans o∗ ∩ Z.
Soient Qx, Qy, Qd les quartiers inclus dans Z, de sommet o, contenant x, y et d respectivement, ces quartiers de´finissent
des chambres a` l’infini x∞, y∞ et d∞. L’intersection de x∞ et y∞ est la cloison m∞ de (I,A′)∞ correspondant au coˆne
inclus dans ∂α, de sommet o et contenant m.
Nous voulons a` pre´sent montrer qu’il existe une chambre c∞ ∈ (m∞)∗ telle que p(c∞) = c. Ceci provient de [Wei09]
29.53, on reproduit ici l’argument.
Soit Y ∈ A′ contenant x et c, soit x′ l’oppose´e de x dans Y, donc il existe une galerie minimale Γ de x a` x′ passant par
c, de longueur e´gale au diame`tre d de o∗ et de (I,A′)∞. Soit x′∞ ∈ (I,A′)∞ telle que p(x′∞) = x′. Comme p est un
morphisme de complexes de chambres, on a d(x, x′) ≤ d(x∞, x′∞), mais comme d(x, x′) = d est de´ja` maximale, on a
en fait e´galite´. Donc x∞ et x′∞ sont oppose´es, et il existe une galerie Γ∞ reliant x∞ a` x′∞ de meˆme type que Γ. Cette
galerie est alors envoye´e par p sur Γ, par conse´quent on peut choisir pour c∞ sa deuxie`me chambre.
Ensuite, il existe A tel que l’appartement a` l’infini A∞ contient c∞ et d∞, donc A contient des scp de Qc et Qd.
Comme ces quartiers sont oppose´s en o, A contient en fait Qc ∪ Qd et donc en particulier c. D’autre part, A∞ contient
toute galerie tendue de d∞ a` c∞, et il en existe une qui passe par x∞. Donc A contient un scp de Qx, mais comme A
contient le sommet o de Qx, on obtient Qx ⊂ A. Alors par cloˆture de A ∩ Z, α ⊂ A. 
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Corollaire 4.6.5 Le re´sultat de 4.3.1 est encore vrai pour un immeuble muni d’un syste`me double d’appartements.
Les corollaires de la proposition 4.3.1 sont eux aussi encore vrais pour un syste`me double d’appartements, si on part
d’une galerie tendue ou d’une facette de quartier de´ja` incluse dans un appartement de A′ :
Corollaire 4.6.6 – Soit Γ une galerie tendue incluse dans un appartement de A′ et c une chambre, alors il existe
A ∈ A′ contenant c et une sous-galerie de Γ.
– Soit f une facette de quartier dans un appartement de A′ et c une chambre, alors il existe A ∈ A′ contenant c
et un scp de f .
La proposition 4.5.4 reste elle aussi vraie dans un syste`me double d’appartements :
Proposition 4.6.7 Soient R1 et R2 deux chemine´es de (I,A′), alors il existe A ∈ A′ contenant des sous-chemine´es
pleines de R1 et R2.
De´monstration:
Soient A1, A2 ∈ A′ des appartements contenant R1 et R2, respectivement. Quitte a` raccourcir R1 et R2, il existe un
appartement Z dans le syste`me complet A d’appartements tel que R1 ∪ R2 ⊂ Z. Par le lemme 4.2.4, on peut supposer
que R1 et R2 ont pour bases des chambres, disons R1 = Cl(c1 + ~f1) et R2 = Cl(c2 + ~f2). Soient δ1 = s1 + R+~v1 et
δ2 = s2 + R
+~v2 des droites caracte´ristiques pour R1 et R2 ; le fait de supposer que les bases de ces chemine´es sont des
chambres entraıˆne que Ri contient un voisinage de δi, pour i ∈ {1, 2}. En particulier, Z ∩ Ai contient un ouvert, ce qui
fournit un isomorphisme canonique entre ~Z et ~Ai.
Notons Mit = si + t~vi, pour i ∈ {1, 2} et t ∈ R+. Quitte a` de´placer s2 a` l’inte´rieur de c2, on peut supposer que pour t
assez grand,
−−−−−→
M1t M2t =
−−→s1 s2 + t(~v2 − ~v1) est dans une chambre ~D de ~Z. En raccourcissant δ1 et δ2, on peut supposer que
c’est le cas pour tout t ∈ R+.
Soit ~Di la chambre correspondant a` ~D dans ~Ai. Alors s1 + ~D1 et s2 − ~D2 sont deux quartiers de (I,A′), et il existe
A ∈ A′ contenant des sous-quartiers s′1 + ~D1 et s
′
2 −
~D2. Montrons que A contient δ1 ∪ δ2.
Soit t ∈ R+. Il existe N1t , N2t ∈]M1t , M2t [ tels que [M1t , N1t [⊂ A1 ∩ Z et ]N2t , M2t ] ⊂ A2 ∩ Z. On peut donc prolonger de
manie`re unique le segment [M1t , M2t ] en un ensemble Dt, dans l’appartement A1 d’un coˆte´ et dans A2 de l’autre, de
sorte que Dt ∩ A1 et Dt ∩ A2 soient des demi-droites. Comme
−−−−→
M1t N1t ∈ ~D1 et
−−−−→
M2t N2t ∈ −~D2, on voit que Dt ∩ (s′1 + ~D1)
et Dt ∩ (s′2 − ~D2) sont deux demi-droites (non vides).
Montrons que Dt est une droite. On note Di = Dt ∩ Ai et DZ = Dt ∩ Z, donc Di ∩ DZ est un segment non trivial.
Soit i ∈ {1, 2}, on commence par montrer que Di ∪ DZ est une ge´ode´sique.
Soit c une chambre de Z ∩ Ai telle que c¯ contient un segment non trivial de Di ∩ DZ , et soit ρ la re´traction ρc,Z . Alors
ρ(Di ∪ DZ) est une demi-droite dans Z. Soient x, y ∈ Di ∪ DZ , notons lDt (x, y) (resp. lρ(Dt)(ρ(x), ρ(y)) ) la longueur
de la partie de Dt entre x et y (resp. de ρ(Dt) entre ρ(x) et ρ(y)). Alors, en utilisant successivement que ρ(Di ∪ DZ)
est une demi-droite, que ρ induit une isome´trie sur Di et sur DZ et que ρ diminue les distances : d(ρ(x), ρ(y)) =
lρ(Dt)(ρ(x), ρ(y)) = lDt (x, y) ≥ d(x, y) ≥ d(ρ(x), ρ(y)). Par conse´quent, d(x, y) = d(ρ(x), ρ(y) pour tous x, y ∈ Di ∪ DZ .
Comme ρ(Di∪DZ) en est une, ceci prouve que Di∪DZ est une ge´ode´sique, graˆce a` l’e´galite´ [x, y] = {z | d(x, z)+d(z, y) =
d(x, y)}.
Ainsi, D1 ∪ DZ et D2 ∪ DZ sont des ge´ode´siques. Soit d une chambre de Z telle que ¯d contient un segment non trivial
de DZ , alors ρd,Z(D1 ∪ DZ ∪ D2) est une droite de Z. Le meˆme raisonnement que pre´ce´demment prouve maintenant
que Dt = D1 ∪ DZ ∪ D2 est une ge´ode´sique, donc une droite.
Comme A contient deux demi-droites oppose´es de Dt, il contient Dt, donc en particulier [M1t , M2t ]. Donc δ1 ∪ δ2 ⊂
A, d’ou` R1 ∪ R2 ⊂ A. 
Corollaire 4.6.8 – Soit R une chemine´e de (I,A′), et c une chambre, alors il existe A ∈ A′ contenant c et une
scp de R.
– Soient f et g deux coˆnes de direction incluse dans une facette de Weyl, alors il existe A ∈ A′ contenant un scp
de f et un scp de f .
36
– Soient Γ1 et Γ2 deux galeries, chacune incluse dans un appartement de A′. Alors il existe A ∈ A′ contenant des
sous-galeries de Γ1 et Γ2.
De´monstration: Les deux premiers points forment l’analogue de 4.5.5, ils sont clairs. Le troisie`me point est l’ana-
logue de 4.5.2 a` ceci pre`s qu’il faut bien supposer Γ1 et Γ2 incluse a` priori dans des appartements de A′. Pour le
prouver, il suffit de montrer le lemme suivant :
Lemme 4.6.9 Soit Γ = c0, c1, ... une galerie tendue infinie dans un appartement A. Alors il existe une chemine´e R
contenant une sous-galerie de Γ et telle que toute scp de R contient une sous-galerie de Γ.
Preuve du lemme:
Pour toute racine vectorielle ~α, une et une seule des trois possibilite´s suivantes est ve´rifie´e (les racines sont vues ici
comme des demi-appartements) :
1. Il existe une racine α de direction ~α contenant une sous-galerie de Γ, et toute racine de direction −~α ne contient
qu’une nombre fini de chambres de Γ.
2. Il existe une racine −α de direction −~α contenant une sous-galerie de Γ, et toute racine de direction ~α ne contient
qu’une nombre fini de chambres de Γ.
3. Il existe une racine α de direction ~α telle que α et −α − 1 contiennent des sous-galeries de Γ. Une telle racine α
est alors unique.
Soit N l’ensemble des racines affines obtenues dans le cas 3., soit i0 le premier indice tel que ci0 ⊂
⋂
α∈N(α∩ (−α−1)).
Pour chaque racine vectorielle ~β dans le cas 1., soit β la plus petite racine contenant {ci}i≥i0 , soit P l’ensemble de ces
racines. Soit la facette vectorielle ~f = {~α = 0 et ~β > 0, ∀α ∈ N, β ∈ P}. Alors la chemine´e R := Cl(ci0 + ~f ) =
⋂
α∈N∪P α
convient. 
4.7 Paralle´lisme
La notion de chemine´e permet, graˆce a` la proposition 4.5.4, d’e´tendre la notion de paralle´lisme a` des coˆnes qui ne
sont pas force´ment dans le meˆme appartement :
De´finition 4.7.1 Soient f et g deux coˆnes chacun inclus dans une facette de quartier, de sorte qu’il existe un appar-
tement contenant des scp f ′ et g′ de f et g. On dit que f et g sont paralle`les lorsque f ′ est paralle`le a` g′ dans cet
appartement.
On ve´rifie facilement que la de´finition est inde´pendante des scp et de l’appartement choisi : si f et g sont paralle`les,
alors de`s que deux scp f ′ et g′ sont inclus dans un meˆme appartement A, f ′ est un translate´ de g′.
Nous savons qu’il existe toujours un appartement contenant des scp de f et g lorsque f et g sont (inclus dans) des
facettes de quartiers. Lorsque f ∥ g, on peut encore ame´liorer ce re´sultat : il existe un appartement contenant un des
deux coˆnes en entier. On peut meˆme remplacer un des deux coˆnes par une chemine´e.
Proposition 4.7.2 Soient f , g deux facettes de quartier paralle`les, et R = Cl(c + ~f ) ou` c est une chambre c contenant
s( f ) dans son adhe´rence (donc f ⊂ ¯R). Alors il existe un appartement contenant R et un scp de g.
De´monstration:
Soit Z un appartement contenant une scp R′ = Cl(c′ + ~f ) de R et un scp g′ de g. Soit f ′ un scp de f inclus dans R′.
Comme ~g′ = ~f ′, et que f ′∗Z est un coˆne d’inte´rieur non vide, g′ doit couper f ′∗Z . Soit y ∈ g′∩ f ′∗Z . Soit ~C ⊂ ~Z une chambre
vectorielle, contenant ~f ′ dans son adhe´rence et telle que y ∈ f ′+ ~C. Alors y+~g′ = y+ ~f ′ ⊂ f ′+ ~C. Or, par la proposition
4.3.5, il existe un appartement X contenant c ∪ ( f ′ + ~C), donc en particulier, y + ~g′ est un scp de g inclus dans X. Si
A est un appartement contenant f , la cloˆture de A∩X implique que R = Cl(c∪(x′+ ~f ′)) est e´galement incluse dans X.
Remarque: Si f et g ne ve´rifient pas ~f = ~g mais seulement ~f ⊂ ~g, alors le re´sultat de la proposition est encore vrai.
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Proposition 4.7.3 Le paralle´lisme est une relation d’e´quivalence.
De´monstration:
Il est e´vident que le paralle´lisme est une relation re´flexive et syme´trique, montrons la transitivite´. Soit f ∥ g et g ∥ h
trois coˆnes inclus dans des facettes de quartiers. On peut supposer f et g inclus dans un appartement A, et h inclus dans
un appartement B contenant un scp g′ de g. Montrons que f ∥ h. On remarque que puisque le paralle´lisme a` l’inte´rieur
d’un appartement fixe´ est une relation d’e´quivalence, s’il existe un appartement contenant un scp de chacun des trois
coˆnes f , g et h alors le re´sultat est vrai.
Soit x le sommet de f et z celui de h. Soit Γ = c1, ..., cl une galerie minimale entre une chambre de A contenant x dans
son adhe´rence et une chambre de B contenant z dans son adhe´rence. On raisonne par re´currence sur la longueur l de Γ.
Si l = 1, alors x et z sont dans une meˆme chambre ferme´e c ⊂ A ∩ B. Alors A ∩ B ⊃ {x} ∪ g′. Mais la cloˆture de
ceci dans A contient f , d’ou` f ⊂ A∩ B. Alors B contient f , h et g′, et dans B, f est translate´ de g′ et g′ est translate´ de
h. Ceci implique que f ∥ h.
Supposons l > 1. Soit x′ ∈ c1 ∧ c2 et f ′ le coˆne de A paralle`le a` f (et donc a` g) de sommet x′. Soit A2 contenant
c2 et un scp g2 de g. Alors A ∩ A2 ⊃ g2 ∪ {x′}, d’ou` par convexite´, f ′ ⊂ A2. Alors la galerie c2, ..., cl est de longueur
l − 1, elle part d’une chambre de A2 contenant le sommet de f ′, et f ′ ⊂ A2, nous pouvons utiliser l’hypothe`se de
re´currence pour obtenir que f ′ ∥ h. Enfin, si R est la chemine´e Cl(c1 + ~f ) dans A, il existe Z ⊃ R ∪ h2, avec h2 un
scp de h (proposition 4.7.2). Par convexite´ de A∩Z, f ′ ⊂ Z. Et par transitivite´ du paralle´lisme a` l’inte´rieur de Z, f ∥ h.
5 Construction de I
On proce`de de la meˆme manie`re que pour la construction de A0 : l’ensembleI sera un ensemble de coˆnes quotiente´
par la relation d’e´quivalence signifiant que deux coˆnes ont une intersection de dimension maximale. Ensuite ces coˆnes,
le´ge`rement e´largis, fourniront une base de voisinage de la topologie.
5.1 Pre´liminaires
Voici regroupe´s quelques re´sultats techniques qui serviront plusieurs fois dans la suite.
Lemme 5.1.1 Soient A, Z, Z′ ∈ A, soient φ : Z ∼−→ A et φ′ : Z′ ∼−→ A deux isomorphismes qui coı¨ncident sur une facette
b ⊂ Z ∩ Z′. Alors il existe w ∈ WA qui fixe φ(b) et tel que ∀x ∈ Z ∩ Z′, φ(x) = w.φ′(x).
Preuve du lemme:
Soit ξ : Z′ ∼−→ Z fixant Z′ ∩ Z. Alors pour tout x ∈ Z ∩ Z′, on a φ(x) = φ ◦ ξ ◦ φ′−1 ◦ φ′(x). On pose w = φ ◦ ξ ◦ φ′−1 : w
fixe bien φ(b) = φ′(b), donc w convient. 
Proposition 5.1.2 Soient A ∈ A, x ∈ A, ~γ ⊂ ~A un coˆne inclus dans une facette de Weyl, et b une partie d’une facette
de A. On suppose que b est incluse dans x + ~γ, contient une base affine de Aff(x + ~γ) et que x ∈ ¯b.
On conside`re un point t ∈ I inclus dans un appartement Z tel que b ⊂ A ∩ Z. On suppose que t est envoye´ par un
isomorphisme φ : Z ∼−→ A fixant b dans une partie de A de la forme x + ~g, ou` ~g ⊂ ~A est convexe et incluse dans ~γ∗A. On
suppose e´galement que 0 ∈ ~g et ~g est stable par le fixateur de ~γ dans W~A, qu’on note W~γ.
Si b′ est une autre partie incluse dans une facette, telle que ~γ ⊂ −−−−−→Aff(b′), et b′ ⊂ b − ~γ∗, si Z′ est un appartement
contenant b′ et t et si φ′ est un isomorphisme Z′ ∼−→ A fixant b′, alors φ′(t) ∈ x + ~g.
Remarque: Par continuite´, on obtient directement que si t ∈ ¯Z ve´rifie φ(t) ∈ x + ~g, alors φ′(t) ∈ x + ~g.
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Dans le cas ou` b et b′ sont des chambres (c’est le cas essentiel comme on va le voir de`s le de´but de la preuve), cette
proposition s’exprime beaucoup plus clairement :
Corollaire 5.1.3 Soient x, ~γ et ~g comme dans la proposition. Soit c une chambre de A telle que x ∈ c¯ et c′ une autre
chambre telle que c′ ⊂ x − ~γ∗. Soit t un point de I tel que ρc,A(t) ∈ x + ~g alors ρc′ ,A(t) ∈ x + ~g.
De´monstration de la proposition
Soit Γ = c1, ..., ck une galerie tendue de b a` b′, notons ρi = ρA,ci la re´traction sur A centre´e en ci. Comme b contient une
base de x + ~γ, x + ~g est stable par FixWA (b). On de´duit alors du lemme pre´ce´dent que ρ1(t) ∈ x + ~g, et que le re´sultat
sera prouve´ si nous prouvons que ρk(t) ∈ x + ~g. Montrons par re´currence que pour tout l ∈ ~1, k, ρl(t) ∈ x + ~g, le cas
l = 1 est de´ja` vu.
Soit l ∈ ~2, k, supposons ρl−1(t) ∈ x + ~g. Soit Ml le mur de A contenant cl ∧ cl−1. Si Ml se´pare, pas force´ment
strictement, cl et ρl−1(t), alors on est dans la disposition : cl |Ml cl−1, ρl−1(t). Alors la proposition 4.4.1 affirme que
ρl(t) = ρl−1(t) ∈ x + ~g.
Dans l’autre cas, on a b′, cl, ρl−1(t) |Ml cl−1, b, et ρl−1(t) < Ml. Notons σl la re´flexion selon Ml, les deux possibilite´s
ρl(t) = ρl−1(t) ou ρl(t) = σl ◦ ρl−1(t) sont alors possibles. Dans le premier cas, on a e´videmment ρl(t) ∈ x + ~g, e´tudions
le second cas. On note y = ρl−1(t), donc ρl(t) = σl(y).
Soit ~α ∈ ~A∗ tel que ~Ml = ker(~α). Comme Ml est un mur d’une galerie minimale entre b et b′, il ne peut contenir b′,
donc il existe u ∈ b′ tel que ~α( ~xu) , 0, on peut supposer ~α( ~xu) > 0. Par ailleurs, avec ce choix de signe pour ~α, on a
~α( ~xy) > 0. Mais ~xu ∈ −~γ∗ et ~xy ∈ ~γ∗. Ceci entraıˆne que ~Ml coupe ~γ∗, et donc que ~γ ⊂ ~Ml. En particulier, ~σl ∈ W~γ et
donc ~σl(~g) = ~g.
Soit z l’unique point de l’intersection [x, y] ∩ Ml (le cas ou` {x, y} ⊂ Ml est trivial, on a alors ρl(t) = ρl−1(t)). Par
convexite´ de ~g et comme 0 ∈ ~g, z ∈ x + ~g. Nous savons que ~σl( ~xy) ∈ ~g, et donc que x + ~σl( ~xy) ∈ x + ~g. Ensuite
σl(y) = z + ~σl(~zy) = z + λ~σl( ~xy) pour le scalaire λ ∈ [0, 1] ade´quat. C’est alors une simple application du the´ore`me de
Thale`s que de ve´rifier que σl(y) ∈ [y, x + ~σl( ~xy)], d’ou` σl(y) = ρl(t) ∈ x + ~g par convexite´. 
Lemme 5.1.4 Soit Z un appartement, f , g ∈ FZ avec g un scp de f . Alors g coupe le coeur δ( f ), et donc il existe un
scp g′ de g dont le coeur est un scp de δ( f ).
Preuve du lemme:
Soit x = s( f ) et y = s(g) les sommets des deux coˆnes. Soit W ~f ⊂ Gl(~Z) le stabilisateur de ~f dans le groupe de
Weyl de ~Z. On de´finit une action de W ~f sur Z en imposant que x est un point fixe. Alors δ( f ) = f ∩ FixZ(W ~f ). Soit
z = x+
∑
w∈W ~f
w( ~xy). Le point z est bien W ~f − f ixe. Comme ~xy ∈ ~f , il est dans f , et l’e´criture z = x+ ~xy+
∑
w∈W ~f−{e}
w( ~xy)
prouve qu’il est aussi dans g. donc z ∈ δ( f ) ∩ g, ce qui prouve le lemme. 
5.2 Coˆnes dans l’immeuble
De´finition 5.2.1 Soit A un appartement, et f ∈ FA. Le coˆne de I correspondant au coˆne f de A est :
˜f =
⋃
B∈A,δ( f )⊂B
φB( f )
ou` φB est un isomorphisme quelconque de A sur B fixant δ( f ).
On note FI l’ensemble de tous ces coˆnes pour tous les choix de A et de f possibles.
Le choix de φB dans la de´finition n’importe pas puisque deux choix diffe`rent d’un automorphisme de A fixant δ( f )
donc stabilisant f .
Il est clair que si f ∈ FA et g ∈ FB sont des coˆnes tels que δ( f ) = δ(g), alors ˜f = g˜ : le coeur du coˆne affine suffit a`
de´terminer le coˆne de l’immeuble. Dit autrement, si B contient δ( f ), alors ˜f = g˜ ou` g est le coˆne de B de coeur δ( f ).
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Nous verrons plus tard que re´ciproquement, un coˆne d’immeuble de´finit un unique coeur de coˆne affine.
Lemme 5.2.2 Soit F = ˜f ∈ FI, avec f ∈ FA. Soit Z un appartement contenant δ( f ), et φ : A → Z un isomorphisme
fixant δ( f ). Alors Z ∩ ˜f = φ( f ).
Preuve du lemme:
L’inclusion ⊃ est vraie par de´finition de ˜f . Montrons ⊂.
Soit y ∈ Z ∩ ˜f . Par de´finition, il existe un appartement Y contenant y et δ( f ) et tout isomorphisme de Y sur A fixant
δ( f ) envoie y dans f . Soit ψ : Y → Z un isomorphisme fixant y et δ( f ). Alors φ−1 ◦ ψ : Y → A est un isomorphisme
fixant δ( f ). Donc φ−1 ◦ ψ(y) ∈ f , donc y = ψ(y) ∈ φ( f ). 
Lemme 5.2.3 Soient f , g ∈ FA tels que f est un scp de g. Alors ˜f ⊂ g˜.
Preuve du lemme:
Remarquons que pour montrer qu’un point t ∈ ˜f appartient a` g˜, il suffit de trouver un appartement contenant
{t} ∪ δ( f ) ∪ δ(g).
Soit x le sommet de f et y celui de g. Il n’y a qu’un nombre fini de murs paralle`les a` δ( ~f ) se´parant strictement x et
y, soit n ce nombre. On raisonne par re´currence sur n.
Si n = 0, soit t ∈ ˜f , et Y un appartement contenant {t} ∪ δ( f ). Comme f ⊂ δ( f )∗A, le lemme pre´ce´dent indique que
˜f ∩Y ⊂ δ( f )∗Y , en particulier, t ∈ δ( f )∗Y . De`s lors, on peut trouver une chambre ~C de ~Y telle que δ( f )∪ {t} ⊂ x + ~C et la
proposition 4.3.5 prouve qu’il existe Z ∈ A contenant {t} ∪ δ( f ) ∪ {y}. Par convexite´ et fermeture de Z ∩ A, Z contient
aussi x + δ( ~f ) = δ(g) (car ~f = ~g dans ~A). On conclut que t ∈ g˜.
Si n > 0, soit M un mur paralle`le a` δ( ~f ) se´parant strictement x et y. Soit z = [x, y] ∩ M, alors z + ~f est scp de g,
et f est scp de z + ~f . De plus, le nombre de murs paralle`les a` δ( ~f ) se´parant strictement y et z est strictement infe´rieur
a` n, de meˆme que le nombre de murs paralle`les a` δ( ~f ) se´parant strictement z et x. Donc par hypothe`se de re´currence,
˜
z + ~f ⊂ g˜ et ˜f ⊂˜z + ~f , d’ou` le re´sultat. 
Remarque: Il n’est pas vrai que ˜f ⊂ g˜ si f ⊂ g sans que ~f = ~g.
5.3 Coeur d’un coˆne d’immeuble
Lemme 5.3.1 Soit f ∈ FA, et γ un scp de δ( f ). Soit B un appartement contenant γ, soit ξ : B → A un isomorphisme
fixant γ. Soit x ∈ B ∩ ˜f , alors ξ(x) ∈ f . Plus pre´cise´ment, si Z contient x et δ( f ), alors il existe un isomorphisme de Z
sur A, fixant δ( f ) et envoyant x sur ξ(x).
Preuve du lemme:
Soit Z ⊃ {x} ∪ δ( f ). Soit φ : Z → B un isomorphisme fixant l’intersection Z ∩ B. Alors ξ ◦ φ est un isomorphisme de
Z sur A qui ve´rifie ξ ◦ φ(x) = ξ(x). Il suffit donc de prouver que ξ ◦ φ fixe δ( f ) pour prouver le lemme. Mais ξ ◦ φ fixe
γ, donc −−−→ξ ◦ φ fixe ~γ = δ( ~f ) ⊂ ~Z ∩ ~A. Donc ξ ◦ φ fixe Z ∩ A ∩ (γ + Vect(δ( ~f ))), ce qui contient δ( f ). 
Proposition 5.3.2 Si f ∈ FA et g ∈ FB sont deux coˆnes tels que ˜f = g˜, alors δ( f ) = δ(g) ⊂ A ∩ B.
De´monstration:
D’apre`s la proposition 4.5.4, il existe un appartement Z contenant des scp δ1 et δ2 de δ( f ) et δ(g). Soient f ′, g′ ∈ FZ
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les coˆnes engendre´s par δ1 et δ2. Nous allons commencer par montrer que ~g′ = ~f ′.
Supposons par l’absurde que ce n’est pas le cas, donc ~f ′ ∩ ~g′ = ∅. Il est alors impossible que ~f ′ ⊂ ~g′ et ~g′ ⊂ ~f ′,
d’apre`s les hypothe`ses mises sur F . on peut donc supposer qu’il existe ~v ∈ ~g′ \ ~f ′.
Soit y le sommet de g, y′ celui de g′. Soit φ : Z ∼−→ B un isomorphisme fixant δ2, alors φ(g′) est le coˆne de B engendre´
par δ2, c’est donc un scp de g. Par le lemme 5.2.3, φ˜(g′) ⊂ g˜, mais φ˜(g′) = g˜′, d’ou` g˜′ ⊂ g˜.
De la meˆme manie`re, soit ψ : Z → A un isomorphisme fixant δ1. Alors ψ( f ′) est un scp de f , et on obtient que
˜f ′ ⊂ ˜f = g˜.
Nous de´duisons en particulier que ∀λ ∈ R+, y′ + λ~v ∈ g˜. Et comme ψ( f ′) est un scp de f , ~ψ( ~f ′) = ~f . Pour tout re´el λ,
ψ(y′ + λ~v) = ψ(y′) + λ~ψ(~v). Comme ~v < ~f ′, on a ~ψ(~v) < ~f . Donc pour lambda assez grand, ψ(y′ + λ~v) < f .
Comme y′ + λ~v ∈ g˜ = ˜f , il existe un appartement X contenant δ( f )∪ {y′ + λ~v}. Soit η : X → Z un isomorphisme fixant
X ∩ Z, en particulier η fixe δ1 et y′ + λ~v. Alors ψ ◦ η : X → A est un isomorphisme qui fixe δ1, et donc AffX(δ1) ∩ A,
ce qui contient δ( f ). Nous savons dans cette situation que X ∩ ˜f = (ψ ◦ η)−1( f ), d’ou` y′ + λ~v ∈ (ψ ◦ η)−1( f ), mais
ψ ◦ η(y′ + λ~v) = ψ(y′ + λ~v) < f , d’ou` la contradiction.
Nous avons donc prouve´ que ~f ′ = ~g′, nous allons maintenant montrer que les sommets x et y de f et g coı¨ncident.
En utilisant la proposition 4.7.2, on peut supposer que Z contient δ( f ) en entier, donc ˜f = ˜f ′, on peut meˆme supposer
que Z = A. On peut e´galement supposer que B contient un scp γ1 de δ( f ). En re´sume´, A∩ B contient un scp γ1 de δ( f )
et un scp δ2 de δ(g), et ces deux scp sont paralle`les. L’e´galite´ δ( ~f ) = δ(~g) a donc un sens (et est vraie), dans ~A ∩ ~B.
Soit ξ : B → A un isomorphisme fixant A ∩ B. D’apre`s le lemme pre´ce´dent, ξ(y) ∈ f et ξ−1(x) ∈ g. La seconde e´galite´
implique x ∈ ξ(g) = ξ(y)+ ~ξ(~g). Or ~ξ(~g) est un coˆne vectoriel de coeur ~ξ(δ(~g)) = δ( ~f ), puisque ξ fixe δ2 et δ(~g) = δ( ~f ).
Donc ~ξ(~g) = ~f , et x ∈ ξ(y) + ~f .
Nous arrivons ainsi aux deux relations : x ∈ ξ(y) + ~f et ξ(y) ∈ x + ~f . Par unicite´ du sommet de f , ceci implique
x = ξ(y). On utilise enfin la version pre´cise du lemme pre´ce´dent : soit T un appartement contenant δ( f ) et y, il existe
un isomorphisme ζ : T → A fixant δ( f ) et tel que ζ(y) = ξ(y). Mais ζ−1(x) = x puisque x ∈ δ( f ), d’ou` x = y.
En particulier, x = y ∈ A ∩ B, et par convexite´ de A ∩ B, δ( f ) ⊂ A ∩ B et δ(g) ⊂ A ∩ B, et enfin on peut calculer, dans
A ou dans B : δ( f ) = x + δ( ~f ) = y + δ(~g) = δ(g). 
Cette proposition permet les de´finitions suivantes :
De´finitions 5.3.3 – Le coeur d’un coˆne ˜f de l’immeuble I est δ( f ). On le note δ( ˜f ).
– On appelle sommet de ˜f le sommet de δ( f ), on le note s( ˜f ).
– Deux coˆnes F,G ∈ FI sont dit paralle`les lorsque δ(F) ∥ δ(G), ceci de´finit une relation d’e´quivalence sur FI.
– Si G, F ∈ FI sont deux coˆnes paralle`les avec F ⊂ G, on dit que F est un sous-coˆne paralle`le de G, et on abre`ge
sous-coˆne paralle`le en scp. Ceci de´finit une relation d’ordre sur FI.
Lemme 5.3.4 Soient F,G ∈ FI tels que G est scp de F. Alors il existe un appartement contenant δ(F) ∪ δ(G).
Preuve du lemme:
Nous savons de´ja` qu’il existe (proposition 4.7.2) un appartement A1 contenant δ(G) et un scp δ de δ(F). Il existe aussi
A2 contenant δ(F)∪ {s(G)}, ceci car s(G) ∈ F. Alors A1 ∩A2 ⊃ {s(G)} ∪ δ, d’ou` par convexite´, A1 ∩A2 ⊃ δ(G), et donc
A2 ⊃ δ(F) ∪ δ(G). 
5.4 ´Equivalence de coˆnes, l’ensemble I
Nous de´finissons maintenant une relation d’e´quivalence sur l’ensemble des coˆnes de l’immeuble d’une manie`re
tout a` fait semblable a` la de´finition de la relation d’e´quivalence sur l’ensemble des coˆnes affines de A0.
De´finition 5.4.1 Deux coˆnes F,G ∈ FI sont e´quivalents lorsqu’il existe H ∈ FI qui est un scp de F et de G. On note
alors F ∼ G.
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Le lemme 5.2.3 montre que si f , g ∈ FA alors f ∼A g ⇒ ˜f ∼ g˜.
Lemme 5.4.2 Soient F,G ∈ FI, alors F ∼ G si et seulement si F ∥ G et F ∩G , ∅.
Preuve du lemme:
Si F ∼ G, il est clair que F ∩G , ∅ et que F ∥ G (car F ∥ H ∥ G).
Supposons maintenant que F∩G , ∅ et que F ∥ G. Soit x ∈ F∩G, soit A et B des appartements tels que δ(F)∪{x} ⊂ A
et δ(G) ∪ {x} ⊂ B. Nous pouvons alors construire deux coˆnes : δ1 := x + −−−→δ(F) ⊂ A et δ2 := x + −−−→δ(G) ⊂ B. Ces deux
coˆnes sont paralle`les, donc il existe Z contenant δ1 et un sous-coˆne paralle`le δ′2 de δ2. Par convexite´ de Z ∩ B, on voit
qu’en fait δ2 ⊂ Z. Donc δ1 et δ2 sont deux coˆnes paralle`les, inclus dans Z et de meˆme sommet : δ1 = δ2. Soit H ∈ FI
tel que δ(H) = δ1. Il est a` peu pre`s clair que H ⊂ F ∩G, mais je de´taille quand meˆme le raisonnement :
Soit f ∈ FA tel que δ( f ) = δ(F). Alors x ∈ f , puis δ1 ⊂ f . Soit h1 ∈ FA tel que δ(h1) = δ1, alors H = ˜h1 et h1 ⊂ f .
Comme F = ˜f , on conclut par le lemme 5.2.3 que H ⊂ F. On proce`de de meˆme pour prouver que H ⊂ G. 
Proposition 5.4.3 La relation ”eˆtre e´quivalent” est une relation d’e´quivalence sur FI.
De´monstration:
Cette relation est syme´trique et re´flexive, montrons qu’elle est transitive. Soient F1, F2, F3 ∈ FI tels que F1 ∼ F2 et
F2 ∼ F3. Soit G1 un scp de F1 et F2, et G2 un scp de F2 et F3. Il nous suffit de trouver un coˆne H ∈ FI qui soit
un scp de G1 et de G2. Et comme nous savons de´ja` que G1 ∥ G2, graˆce au lemme pre´ce´dent, il suffit de prouver que
G1 ∩G2 , ∅.
Quitte a` remplacer G1 par un scp, il existe un appartement Z1 contenant δ(F2) ∪ δ(G1). Le lemme 5.1.4 applique´ a`
F2 ∩ Z1 et G1 ∩ Z1 dans l’appartement Z1 prouve l’existence d’un scp H1 de G1 dont le coeur est un scp de δ(F2). De
meˆme, il existe un scp H2 de G2 dont le coeur est aussi inclus dans δ(F2).
Ainsi δ(H1) et δ(H2) sont deux scp du meˆme coˆne δ(F2), leur intersection contient donc un troisie`me scp de δ(F2) (il
suffit de ve´rifier que s(δ(F2)) + −−−−−−−−−−−−−−→s(δ(F2)s(δ(H1)) + −−−−−−−−−−−−−−→s(δ(F2)s(δ(H2)) ∈ δ(H1) ∩ δ(H2) ). Si H est le coˆne de I corres-
pondant a` ce coeur, alors H est un scp de H1 donc de G1 donc de F1, ainsi que de H2 donc de G2 donc de F3. Ce qui
prouve que F1 ∼ F3. 
Nous pouvons enfin de´finir l’ensemble I :
De´finition 5.4.4 On pose I = FI/ ∼. Si F ∈ FI, on note [F] la classe d’e´quivalence de F pour ∼.
Notons enfin ce petit re´sultat :
Lemme 5.4.5 Soit A ∈ A, et f ∈ FA. Soit G ∈ FI tel que ˜f ∼ G. Alors il existe f ′ un scp de f tel que ˜f ′ est un scp de
G.
De´monstration: D’apre`s la proposition 4.7.2, il existe un appartement Z contenant δ( f ) et un scp de δ(G). Soit g′
le coˆne affine de Z engendre´ par ce scp. D’apre`s le lemme 5.1.4, il existe δ′ un scp de δ( f ) qui est inclus dans g′. Alors
le coˆne f ′ engendre´ par δ′ dans A convient. 
5.5 Injections canoniques
De´finitions 5.5.1 – Soit ιI: I → I
x 7→ [{x}] . C’est l’injection canonique de I dans I.
– Pour tout appartement A, soit ιA:
¯A → I[ f ]A 7→ [ ˜f ] . C’est l’injection canonique de ¯A dans I.
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Quelques mots pour s’assurer que ces de´finitions sont licites :
– Pour ιI, il faut ve´rifier que {x} ∈ FI, ∀x ∈ I. C’est le cas car si x est dans l’appartement A, alors {x} ∈ FA, et
˜{x} = {x}.
– Nous avons de´ja` vu que si f ∼A g alors ˜f ∼ g˜ ce qui montre que ιA est bien de´finie.
Proposition 5.5.2 Les injections canoniques sont injectives.
De´monstration:
Il est clair que ιI est injective. Soit A ∈ A, pour montrer que ιA est injective, on conside`re deux coˆnes f , g ∈ FA tels
que ιA([ f ]A) = ιA([g]A). C’est a` dire que ˜f ∼ g˜. Donc il existe H ∈ FI qui est scp de ˜f et g˜. Par le lemme 5.3.4, il
existe B ∈ A contenant δ( f ) ∪ δ(H). En utilisant le lemme 5.1.4 dans B, on obtient un nouveau coˆne H′ ∈ FI qui est
scp de H et dont le coeur est inclus dans δ( f ), donc dans A. Alors notant h′ = H′ ∩ A, on voit que h′ est scp dans A de
f et g, et donc f ∼A g. 
6 Topologie sur I
6.1 De´finition
De´finition 6.1.1 Soit F ∈ FI, soit A ∈ A(I) contenant δ(F). On note b(F) et on appelle base de F la base de δ(F).
De meˆme, si f ∈ FA, on notera b( f ) la base de δ( f ).
La de´finition de la base d’un coˆne dont la direction est dans une facette vectorielle est donne´e en 4.3.4.
Maintenant, nous avons besoin d’un moyen de de´finir un voisinage de 0 dans les espaces directeurs de tous les
appartements a` la fois. Nous avons de´ja` de´fini U comme e´tant l’ensemble des voisinages de 0 dans −→A0, ou` A0 est
l’appartement de re´fe´rence choisi au de´but, stables par le groupe de Weyl de −→A0, W
−→A0. Alors si U ∈ U, si φ : A0
∼
−→ B
est un isomorphisme quelconque, l’image ~φ(U) ⊂ ~B est inde´pendante de l’isomorphisme φ choisi. Nous pouvons
ainsi identifier U a` un voisinage de 0 dans l’espace directeur de n’importe quel appartement. Et si φ : A ∼−→ B est un
isomorphisme, nous pouvons e´crire φ(x + U) = φ(x) + U, ∀x ∈ A.
De´finition 6.1.2 Soit F ∈ FI, A tel que δ(F) ⊂ A, f = A ∩ F, et U ⊂ ~A, stable par W(~A). On pose
f̂ + U =
⋃
B⊃b(F)
φB(( f + U) ∩ δ( f )∗A)
L’union est prise sur tous les appartements B qui contiennent b(F), et φB : A ∼−→ B est un isomorphisme qui fixe
b(F).
Remarque: Il aurait pu paraıˆtre plus naturel de prendre l’union des φB( f + U), mais le fait de prendre l’intersection
avec δ( f )∗A permettra d’utiliser la proposition 4.3.5.
Le sous groupe de WA qui fixe b( f ) fixe aussi δ( f ), puisque b( f ) contient une base affine de AffAδ( f ), et donc il
stabilise f , et sa partie vectorielle est un sous-groupe de WvA et donc stabilise U. Ceci permet de ve´rifier que le choix
de φB n’importe pas.
Si A′ est un autre appartement contenant δ(F), et si f ′ = A′ ∩ F alors f̂ + U = ̂f ′ + U. Ceci permet la de´finition :
F̂ + U := f̂ + U
.
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Lemme 6.1.3 On garde les notations pre´ce´dente. Si B est un appartement contenant b(F), et si φB : A ∼−→ B est un
isomorphisme qui fixe b(F), alors B ∩ ̂( f + U) = φB(( f + U) ∩ δ( f )∗A). En particulier, A ∩ ̂( f + U) = ( f + U) ∩ δ( f )∗A.
Preuve du lemme: Si x ∈ B∩ ̂( f + U), alors il existe un appartement C contenant b( f ) et un isomorphisme φC : A ∼−→ C
fixant b( f ) tel que x ∈ φC(( f +U) ∩ δ( f )∗A). On choisit alors ψ : C
∼
−→ B fixant b( f ) ∪ {x}, comme ψ ◦ φC : A ∼−→ B fixe
b( f ), on a ψ ◦ φC(( f + U) ∩ δ( f )∗A) = φB(( f + U) ∩ δ( f )∗A). D’ou` x ∈ φB(( f + U) ∩ δ( f )∗A). 
On peut maintenant de´finir les ensembles qui seront la base de voisinage de la topologie sur I :
De´finition 6.1.4 Soit F ∈ FI, et U ∈ U. On pose
VI(F,U) = {x ∈ I | un repre´sentant de x est inclus dans F̂ + U}
Lorsqu’il n’y a pas de risque de confondre VI(F,U) avec un voisinage VA( f ,U) d’un point dans un appartement
compactifie´, on pourra juste noter V(F,U).
Pour x ∈ I, on note Vx = {V(F,U) | x = [F], U ∈ U}.
Lemme 6.1.5 Soient F,G ∈ FI et U,V ∈ U alors :
–
˜f ⊂ f̂ + U
– si F̂ + U ⊂ Ĝ + V, alors V(F,U) ⊂ V(G,V)
– si U ⊂ V, alors F̂ + U ⊂ F̂ + V
– si F est scp de G, alors F̂ + U ⊂ Ĝ + U.
Preuve du lemme:
Les trois premiers points sont e´vidents.
Pour le quatrie`me point, on choisit un appartement A contenant δ(F) et δ(G) (lemme 5.3.4). On note f = A ∩ F le
coˆne engendre´ par δ(F) dans A, et g = A ∩G le coˆne engendre´ par δ(G), donc f est un scp de g. Il ne reste plus qu’a`
appliquer la meˆme me´thode que celle utilise´e dans cette situation pour prouver que ˜f ⊂ g˜ (en 5.2.3).
On commence par supposer qu’aucun mur de A, paralle`le a` δ(G) ne se´pare strictement s( f ) et s(g). Soit x ∈ F̂ + U,
il existe B ⊃ {x} ∪ b(F) et φ : A ∼−→ B fixant b(F), tel que x ∈ φ(( f + U) ∩ f ∗A). En particulier, x ∈ φ( f )∗B. D’apre`s
la proposition 4.3.5, il existe un appartement Z contenant b(G) ∪ b(F) ∪ {x}. Soit ψ : Z ∼−→ A fixant A ∩ Z, donc en
particulier b(F) ∪ b(G). Comme x ∈ F̂ + U, ψ(x) ∈ ( f + U) ∩ f ∗A ⊂ (g + U) ∩ g∗A, donc x ∈ Ĝ + U.
S’il existe un mur M paralle`le a` δ(G) et se´parant strictement s( f ) et s(g), soit z = [s( f ), s(g)] ∩ M. Par re´currence,
on a F̂ + U ⊂
̂˜
z + ~f + U et ̂˜z + ~f + U ⊂ Ĝ + U. 
Proposition 6.1.6 Il existe une unique topologie sur I telle que pour tout x ∈ I, Vx soit une base de voisinages de x.
De´monstration:
Il faut montrer pour tout x ∈ I, que Vx , ∅, que ∀V ∈ Vx, x ∈ V , et que ∀x ∈ I, V1,V2 ∈ Vx, ∃V3 ∈ Vx tel que
V3 ⊂ V1 ∩ V2. Les deux premie`res assertions sont claires.
Soit donc x ∈ I et V1,V2 ∈ Vx. Soient F1, F2 ∈ x et U1,U2 ∈ U tels que V1 = V(F1,U1) et V2 =V(F2,U2).
Comme F1 ∼ F2, il existe H qui est scp de F1 et de F2. Soit U = U1 ∩ U2, on a bien U ∈ U. Alors, V(H,U) ∈ Vx et
d’apre`s le lemme, V(H,U) ⊂ V(F1,U1) ∩V(F2,U2). 
Notons tout de suite ce re´sultat e´vident, mais important :
Proposition 6.1.7 Soit g ∈ Aut(I). Alors g se prolonge en un home´omorphisme de I, en posant g([F]) = [g(F)].
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6.2 Lien avec la topologie de ¯A
Nous allons maintenant faire le lien entre les voisinages du typeV(F,U) dans l’immeuble et lesVA( f ,U) dans un
appartement. La seule petite difficulte´ provient du fait que dans la de´finition de f̂ + U on fait intervenir ( f + U) ∩ f ∗
et non juste f + U comme dans les VA( f ,U).
De´finition 6.2.1 Soit A ∈ A, U ∈ U et f ∈ FA, on note
V′A( f ,U) = {x ∈ ¯A | un repre´sentant de x est inclus dans ( f + U) ∩ f ∗}
Proposition 6.2.2 Soit A ∈ A. Alors l’ensemble des V′A( f ,U), pour f ∈ FA et U ∈ U est une base de voisinage de la
topologie sur ¯A
De´monstration: De´ja`, quels que soient f ∈ FA et U ∈ U, on a V′A( f ,U) ⊂ VA( f ,U). Il reste a` ve´rifier que V′A( f ,U)
est un voisinage de [ f ]A.
Soit U ′ ∈ U borne´ et inclus dans U. Comme f ∗ est un coˆne d’inte´rieur non vide, il existe x ∈ f tel que x + U ′ ⊂ f ∗.
Alors x + ~f + U ′ ⊂ ( f + U) ∩ f ∗ donc VA(x + ~f ,U ′) ⊂ V′A( f ,U), et [x + ~f ]A = [ f ]A donc VA(x + ~f ,U ′) est bien un
voisinage de [ f ]A. 
´Etant donne´s un coˆne F ∈ FI et un appartement A contenant b(F), il existe un unique e´le´ment de FA dont le coeur
est image de δ(F) par un isomorphisme d’appartements fixant b(F). Nous noterons ce coˆne ˆF ∩ A car il est en fait e´gal
a` ̂F + {0} ∩ A. Si A contient un coˆne f tel que F = ˜f , c’est-a`-dire si A contient δ(F), alors ˆF ∩ A n’est autre que f . La
proprie´te´ principale de ˆF ∩ A est que pour tout U ∈ U, F̂ + U = ̂( ˆF ∩ A) + U.
Nous voici en mesure d’e´crire un voisinage de base de I en fonction des voisinages de base des appartements :
Proposition 6.2.3 Soit F ∈ FI, U ∈ U, borne´. Alors
VI(F,U) =
⋃
A⊃b(F)
V′A( ˆF ∩ A,U)
L’union est prise sur tous les appartements A de I qui contiennent b(F).
De´monstration:
On commence par l’inclusion ”⊃”. Soit A ∈ A tel que b(F) ⊂ A, notons f = ˆF ∩ A. Soit t ∈ V′A( f ,U), soit g ∈ FA un
repre´sentant de t inclus dans ( f +U)∩ f ∗. Comme F̂ + U = f̂ + U, tout ce que nous devons montrer est que g˜ ⊂ f̂ + U.
Lemme 6.2.4 Soit A ∈ A, U ⊂ ~A borne´ et stable par W(~A), et f , g ∈ FA tels que g ⊂ ( f + U) ∩ f ∗. Alors il existe un
scp g′ de g tel que g˜′ ⊂ f̂ + U.
Preuve du lemme: On va appliquer la proposition 5.1.2, avec ~γ = δ(~g), x = s(g′) et b = b(g′). Il nous faut choisir b′
de manie`re a` ce que b′ ⊂ s(g′) − ~g∗, −−−−−→Aff(b′) ⊃ δ(~g). De plus, pour que la conclusion de la proposition 5.1.2 nous soit
utile, il faut que b( f ) ⊂ b′.
Comme ~g ⊂ ~f , il existe une facette de Weyl ~h tel que δ( ~f ) ∪ δ(~g) ⊂ ~h. Soit alors b′ la base du coˆne s( f ) + ~h, de
sorte que
−−−−−→
Aff(b′) ⊃ δ(~g) et b( f ) ⊂ b′. Soit g′ un scp de g tel que b′ ⊂ s(g′) − ~g∗.
Soit z ∈ g˜′, soit Z ∈ A contenant b′ ∪ {z}, et φ : Z ∼−→ A fixant b′. Alors la proposition 5.1.2 prouve que φ(z) ∈ g′, en
particulier, φ(z) ∈ ( f + U) ∩ f ∗. Comme φ fixe b′ qui contient b( f ), ceci prouve que z ∈ f̂ + U. 
On passe a` l’autre inclusion. Soit t ∈ VI(F,U). Il existe un repre´sentant G ∈ FI de t inclus dans F̂ + U et un
appartement A contenant b(F)∪ δ(G) (corollaire 4.3.2). Soit f = ˆF ∩A, alors A∩ F̂ + U = ( f +U)∩ f ∗, (par le lemme
6.1.3) d’ou` G ∩ A ⊂ ( f + U) ∩ f ∗. Et comme t = [G ∩ A]A, on a bien t ∈ V′A( f ,U). 
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6.3 I est se´pare´
Proposition 6.3.1 L’espace topologique I est se´pare´.
De´monstration:
Soient x et y deux points distincts de I. D’apre`s la proposition 4.5.5, il existe A ∈ A, et f , g ∈ FA tels que x = [ ˜f ] et
y = [g˜]. D’apre`s le lemme 5.2.3, f /A g. Comme ¯A est se´pare´ et que [ f ]A , [g]A, on peut, quitte a` restreindre f et g a`
des scp, supposer qu’il existe U ∈ U tel que f + U ∩ g + U = ∅. Quitte a` remplacer U par une boule incluse dans U,
on peut supposer que U est convexe.
On peut encore restreindre g a` un scp pour s’assurer que b( f ) ⊂ s(g) − δ(~g)∗. Alors nous pouvons utiliser la propo-
sition 5.1.2 pour obtenir que f̂ + U ∩ ĝ + U = ∅ : soit t ∈ ĝ + U, soit Z ∈ A contenant b( f ) et t, soit φ : Z ∼−→ A
fixant b(F), alors la proposition 5.1.2 affirme que φ(t) ∈ g + U, donc t < f̂ + U. Ceci implique directement que
V( ˜f ,U) ∩V(g˜,U) = ∅ : nous avons obtenu un voisinage de x et un de y qui sont disjoints. 
6.4 I est a` base de´nombrable d’ouverts
Lorsque I est localement fini, ou plus ge´ne´ralement lorsque chaque cloison n’est pas incluse dans plus qu’un
nombre de´nombrable de chambres, la topologie qu’on vient de de´finir est a` base de´nombrable d’ouverts. Voici en
quelques mots pourquoi.
Tout d’abord, pour calculer f̂ + U, seuls U, s( f ) et b( f ) comptent. Or, pour un sommet fixe´, il n’existe qu’un nombre
fini de bases le contenant. L’hypothe`se sur I implique qu’il n’y a qu’un nombre de´nombrable de points de I a` coor-
donne´es rationnelles (en fixant une chambre de re´fe´rence, et une base affine dans cette chambre). Donc en prenant tous
les sommets a` coordonne´es rationnelles dans I, toutes les bases correspondantes a` ces sommets, et tous les voisinages
de 0 dans ~A0 de la forme B(0, 1n ), on obtient une base de voisinages pour la topologie de I qui est de´nombrable.
6.5 Injections canoniques
6.5.1 L’injection ιI
Proposition 6.5.1 L’injection canonique ιI : I → I est telle que, pour tout U ∈ U, F ∈ FI on a ι−1I (VI(F,U)) =
F̂ + U. De plus, elle est continue, ouverte et d’image dense.
De´monstration:
Soient U ∈ U, F ∈ FI et x ∈ ι−1I (V(F,U)). On a alors {x} ⊂ F̂ + U, donc x ∈ F̂ + U.
L’autre direction est (encore plus) claire.
Il est maintenant clair que l’image de ιI est dense dans I.
Montrons que ιI est ouverte. Soit O un ouvert, x ∈ O. Il existe un voisinage B de x dans I, inclus dans O qui est une
boule dans I, B = B(x, ǫ). La boule dans ~A0 B~A0(0, ǫ) est stable par le groupe de Weyl de ~A0, donc B~A0(0, ǫ) ∈ U. Il est
de plus clair que B = ̂{x} + B~A0(0, ǫ). (Ici, b({x}) = {b} et {x}∗A = A). Nous allons ve´rifier que ιI(B) = VI({x}, B~A0(0, ǫ)) :
ce sera alors bien un voisinage de ιI(x) dans I.
L’inclusion ⊂ de´coule directement de l’e´galite´ B = ̂{x} + B~A0(0, ǫ). Pour l’autre inclusion, il suffit de remarquer que
puisque B est borne´, si y = [ ˜f ] ∈ ιI(B) alors ~f = {0}.
Enfin, montrons que ιI est continue. Soit O un ouvert de I, soit x ∈ ι−1I (O). Il existe un voisinage de ιI(x) inclus
dans O de la forme V({x},U). Alors x ∈ ι−1
I
(V({x},U)) = ̂{x} + U ⊂ ι−1
I
(O). Il reste a` prouver que ̂{x} + U contient
un voisinage de x dans I. Or U contient une boule BA0(0, ǫ), donc ̂{x} + U ⊃ ̂{x} + BA0(0, ǫ) = BI(x, ǫ) qui est un
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voisinage de x dans I. 
Nous pouvons donc identifier I a` l’ouvert dense ιI(I). La relation ι−1I (V(F,U)) = F̂ + U devient alors V(F,U) ∩
I = F̂ + U
6.5.2 Les injections ιA
Proposition 6.5.2 Soit A ∈ A, alors l’injection canonique ιA : A → I est telle que, pour tout f ∈ FA, U ∈ U borne´,
il existe f ′ ∈ FA un scp de f tel que VA( f ′,U) ⊂ ι−1A (VI( ˜f ,U)) ⊂ VA( f ,U). Cette injection est de plus continue et
ferme´e.
En particulier, c’est un home´omorphisme de ¯A sur son image qui est un ferme´ compact de I.
De´monstration:
Soit f ∈ FA, U ∈ U, borne´. Soit [g]A ∈ ι−1A (VI( ˜f ,U)), ce qui signifie que quitte a` remplacer g par un scp, on a
g˜ ⊂ ̂˜f + U. Alors g ⊂ ̂˜f + U ∩ A = ( f + U) ∩ δ( f )∗ ⊂ f + U. Donc [g]A ∈ VA( f ,U).
Pour l’autre inclusion, notons x = s( f ). On choisit f ′ un scp de f tel que f ′ + U ⊂ δ( f )∗, ceci existe car U est borne´
et δ( f )∗ est un coˆne convexe et d’inte´rieur non vide. Alors f ′ + U ⊂ ( f + U) ∩ f ∗. Ve´rifions que f ′ convient.
Soit [g]A ∈ VA( f ′,U), on peut supposer que g ⊂ f ′ + U d’ou` g ⊂ ( f + U) ∩ f ∗. On peut aussi imposer que
b( f ) ⊂ b(g) − δ(~g)∗. Alors en utilisant la proposition 5.1.2 (prendre b = b(g), b′ = b( f ), ~γ = δ(~g)), on ve´rifie que
g˜ ⊂ f̂ + U, d’ou` ιA([g]A) ⊂ V( ˜f ,U).
La continuite´ de ιA est alors imme´diate. Le fait que ιA est ferme´e provient alors de la compacite´ de ¯A et de la
se´paration de I. 
Nous pouvons dsormais identifier un appartement compactifie´ ¯A a` un ferme´ compact de I. La proposition 4.5.5
nous permet de prouver une ge´ne´ralisation de l’axiome indiquant que deux chambres doivent eˆtre incluses dans un
meˆme appartement :
Soit c une chambre de I et x = [F] ∈ ∂I, alors il existe A ∈ A contenant c et un scp de δ(F). Donc c ∪ {x} ⊂ ¯A. De
meˆme, si x = [F] et y = [G] sont deux points du bord de I, il existe A ∈ A contenant un scp de δ(F) et un scp de δ(G),
et alors {x} ∪ {y} ⊂ ¯A.
Lemme 6.5.3 Soient x et y des facettes de I ou des points de ∂I, alors il existe un appartement A tel que x ∪ y ⊂ ¯A.
(Ici, on identifie x a` {x} dans le cas ou` x est un point.)
6.6 Re´tractions
Nous avons vu que si A est un appartement et w ∈ WA, alors w s’e´tend de manie`re unique en un home´omorphisme
de ¯A sur lui-meˆme, puis que si φ : A ∼−→ B est un isomorphisme, alors φ s’e´tend de manie`re unique en un home´omorphisme
de ¯A sur ¯B, qu’on note encore φ. Les re´tractions peuvent aussi s’e´tendre a` I :
Proposition 6.6.1 Soit A ∈ A, et c une chambre de A, soit ρ = ρc,A la re´traction sur A de centre c. Alors ρ s’e´tend de
manie`re unique en une fonction continue ρ¯ de I sur ¯A.
De´monstration:
Soit x ∈ ∂I, nous savons qu’il existe Z ∈ A tel que {x} ∪ c ⊂ ¯Z. Soit φ : Z ∼−→ A fixant c, alors ρ|Z = φ, il est donc
naturel de poser ρ(x) = φ(x). Pour que cette de´finition soit valide, il faut s’assurer que si Z′ est un autre appartement
tel que {x} ∪ c ⊂ ¯Z′ et si φ′ : Z′ ∼−→ A fixe c, alors φ(x) = φ′(x).
Soient f ∈ FZ et f ′ ∈ FZ′ des repre´sentants de x. Alors ρ( f ) = φ( f ) ∈ FA et ρ( f ′) = φ′( f ′) ∈ FA, et φ(x) = [ρ( f )]A,
φ′(x) = [ρ( f ′)]A. Il nous faut donc ve´rifier que ρ( f ) ∼A ρ( f ′).
Quitte a` raccourcir f et f ′, il existe un appartement Y contenant δ( f ) ∪ δ( f ′). Quitte a` raccourcir encore f , on peut
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supposer, dans Z : c ⊂ s( f ) − δ( ~f )∗Z . On peut raccourcir maintenant f ′, pour obtenir que, dans Y, δ( f ′) ⊂ δ( f )∗.
Supposons dans un premier temps qu’aucun mur de Y ne se´pare strictement δ( f ) de δ( f ′). Soit β = Cl(δ( f )∪δ( f ′)).
Alors, en notant ψY un isomorphisme de Z sur Y fixant δ( f ), si M est un mur de Z se´parant strictement s( f ) et c, ψY (M)
ne peut se´parer strictement deux points de β. La proposition 4.3.3 permet donc de trouver un appartement X contenant
δ( f ) ∪ δ( f ′) ∪ c. Les F -coˆnes engendre´s par δ( f ) et δ( f ′) dans X sont e´quivalents. Soit χ : X ∼−→ A fixant c, alors
ρ(δ( f )) = χ(δ( f ) et ρ(δ( f ′)) = χ(δ( f ′)). Il s’ensuit que les coˆnes engendre´s par ρ(δ( f )) et ρ(δ( f ′)) sont e´quivalents
dans A. Mais ces coˆnes sont exactement ρ( f ) et ρ( f ′).
Pour traiter le cas ge´ne´ral, nous allons construire dans Y une suite δ( f ) = δ0, ..., δu = δ( f ′) de coeurs qui ne sont
se´pare´s par aucun mur, et qui engendrent des coˆnes f0, ..., fk e´quivalents. La projection pδ( f ) : Y → Yδ( f ) de Y sur la
fac¸ade Yδ( f ) envoie δ( ~f ) et δ( ~f ′) dans deux facettes bien de´termine´es. Soit Γ = g0, ..., gk une galerie dans Yδ( ~f ) entre
ces deux facettes. On note fY et f ′Y les coˆnes engendre´s par δ( f ) et δ( f ′) dans Y. D’apre`s 3.3.3, apre`s avoir choisi un
syste`me de ge´ne´rateurs S de W(~Y) adapte´, on a une partition I = I1 ⊔ I2, ou` I est le type de δ( ~fY ), I1 est l’ensemble
des re´flexions de S fixant ~f⊥ et I2 le type des re´flexions fixant ~fY . Si π est une cloison de Yδ( f ) de type inclus dans I2,
M le mur de Y correspondant, alors ~M ⊃ ~fY . Par conse´quent, M ne peut se´parer δ( f ) de δ( f ′), car fY ∼Y f ′Y . Ainsi le
type de la galerie Γ est inclus dans I1.
On de´finit a` pre´sent la suite de coeurs δ0, δ1, ..., δ2k et la suite de coˆnes f0, ..., f2k par re´currence. En plus des conditions
de´ja` cite´es, on requiert que pδ( f )(δi) ⊂ g i
2
lorsque i est pair.
On pose δ0 = δ( f ), f0 = fY . Ensuite si δ0, ..., δi et f0, ..., fi sont construits pour i un indice pair, soit σi la re´flexion, dont
la direction fixe δ( ~fY) qui rele`ve la re´flexion de Yδ( f ) de´finie par la cloison gi ∧ gi+1. La cloison gi ∧ gi+1 est de type un
e´le´ment de I1, donc ~σi ∈ WI1 , ~σi stabilise ~fY et fixe ~f⊥Y . Soit s le sommet de fi, par hypothe`se de re´currence, fi ∼Y fY ,
donc fi = s + ~fY , et σi( fi) = σi(s) + ~σi( ~fY ) = σi(s) + ~fY . Soit Mi le mur fixe´ par σi, donc ~f⊥Y ⊂ ~Mi, et soit h le projete´
orthogonal de s sur M. Alors σi(s) = s + 2 ~sh, et ~sh ∈ ~M⊥ ⊂ ~f⊥⊥Y = Vect( ~fY ).
On pose alors fi+1 := h+ ~fY = fi + ~sh et fi+2 = σi( fi) = fi + 2 ~sh. Ces deux coˆnes sont e´quivalents a` fi. On pose ensuite
δi+1 = δ( fi+1) et δi+2 = δ( fi+2). Les deux coeurs δi et δi+1 sont projete´s dans la meˆme chambre ferme´e g¯ i
2
de Yδ( f ), ce
qui signifie qu’aucun mur dont la direction contient δ( ~f ) ne se´pare strictement δi de δi+1. Mais comme ces deux coeurs
sont paralle`les de direction δ( ~f ), un mur dont la direction ne contient pas δ( ~f ) ne peut de toute fac¸on pas les se´parer,
donc aucun mur ne se´pare strictement δi de δi+1. De meˆme, δi+1 et δi+2 sont projete´s dans la meˆme chambre ferme´e
g i
2+1
, donc aucun mur ne se´pare strictement δi+1 de δi+2.
Ainsi δi+1 et δi+2 ve´rifient les conditions requises. On construit ainsi les suites δ0, ..., δ2k et f0, ..., f2k. Alors δ2k est
projete´ dans la meˆme chambre ferme´e gk que δ( f ′) et f2k ∼Y fY ∼Y f ′Y , il ne reste donc plus qu’a` poser f2k+1 = f ′Y
et δ2k+1 = δ( f ′) pour obtenir une suite de coˆnes de Y e´quivalents allant de fY a` f ′Y telle que les coeurs de deux coˆnes
conse´cutifs ne sont se´pare´s strictement par aucun mur.
Nous avons que dans ces conditions, deux coeurs conse´cutifs ont des scp dont les images par ρ sont des coeurs de coˆnes
de FA e´quivalents. Donc δ( f ) et δ( f ′) ont des scp γ et γ′ envoye´s par ρ sur des coeurs de coˆnes de FA e´quivalents.
Mais ρ(γ) = φ(γ) et ρ(γ′) = φ′(γ), on a donc prouve´ que φ( f ) = ρ( f ) ∼A φ′( f ′) = ρ( f ′). Ceci prouve que ρ est bien
de´finie.
Montrons qu’elle est continue. Comme I est ouvert dans I, et que ρ est continue, la continuite´ de ρ¯ est acquise en
tout point de I. Il s’agit donc de montrer, pour y ∈ ∂A, pour x ∈ ρ¯−1({y}) et pour VA( f ,U) un voisinage de y dans ¯A,
que ρ¯−1(VA( f ,U)) contient un voisinage de x.
Soit Z ∈ A tel que {x} ∪ c ∈ ¯Z, soit φ : Z ∼−→ A fixant c. Comme f n’est pas re´duit a` un point (y ∈ ∂A), on peut le
raccourcir pour s’assurer que c ⊂ s( f ) − δ( ~f )∗. Un voisinage de {x} dans I est V(φ−1( f ),U), ve´rifions qu’il est inclus
dans ρ−1(VA( f ,U)). Soit B ⊃ b(φ−1( f )) ∪ {t} et ψ : B ∼−→ Z fixant b(φ−1( f )) tels que ψ(t) ∈ (φ−1( f ) + U) ∩ φ−1( f )∗, il
faut montrer que ρ(t) ∈ f + U.
Nous savons que c ⊂ s(φ−1( f )) − φ−1( f )∗Z , donc en utilisant la proposition 4.3.5, on voit qu’il existe B′ ∈ A contenant
{t} ∪ b(φ−1( f )) ∪ c. Soit ψ′ : B′ ∼−→ Z fixant B′ ∩ Z, en particulier, ψ′ fixe b(φ−1( f )) donc ψ′(t) ∈ φ−1( f ) + U. Ensuite
φ ◦ ψ′ fixe c, donc ρ(t) = φ ◦ ψ′(t) ∈ f + U.
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L’unicite´ de ρ¯ de´coule de sa continuite´ et de la densite´ de I dans I. 
A pre´sent, nous pouvons nous contenter de noter ρ a` la place de ρ¯.
Les re´sultats obtenus pour les re´tractions de I peuvent souvent s’e´tendre aux re´tractions sur I. Voici ce que devient
la proposition 4.4.1 (l’e´nonce´ est un peu diffe´rent de celui sur les re´traction dans I car il faut prendre en compte la
possibilite´ que ρ2(x) = σ ◦ ρ2(x)) :
Proposition 6.6.2 Soit A ∈ A, c1 et c2 deux chambres adjacentes dans A, M le mur les se´parant, σ la re´flexion selon
M. Soit ρ1 = ρA,c1 et ρ2 = ρA,c2 . Soit x ∈ I, alors :
– Soit ρ1(x) = ρ2(x), soit ρ2(x) = σ ◦ ρ1(x).
– Si ρ1(x) ∈ D(M, c1) alors ρ1(x) = ρ2(x).
– Si ρ1(x) < D(M, c1) et si ρ1(x) = ρ2(x), alors il existe un appartement B contenant c1, c2 et x.
De´monstration:
Les deux premiers points de´coulent de la proposition 4.4.1, et de la continuite´ de ρ1, ρ2 et σ.
Pour le troisie`me point, on re´pe`te quasiment la preuve de la proposition 4.4.1. Supposons ρ1(x) < D(M, c1), soit
Z1 ∈ A tel que {x} ∪ c1 ⊂ Z1. Supposons que c2 1 Z1 et montrons qu’alors ρ2(x) = σ ◦ ρ1(x). Soit φ1 : Z1 ∼−→ A fixant
c1, alors ρ1(x) = φ1(x). Soit d la chambre de Z1, voisine de c1 le long de φ−11 (M) (en fait, d = φ−1(c2)), d , c2 puisque
c2 1 Z1. Il existe un appartement Z2 contenant DZ1 (φ−11 (M), d) ∪ c2. Cet appartement contient x dans son adhe´rence
car il contient φ−11 (D(M, c2)), et il ne contient pas c1. Soit φ2 : Z2
∼
−→ A fixant c2, on a ρ2(x) = φ2(x). On a aussi
φ2(d) = c1 = σ ◦ φ1(d). Alors φ2 et σ ◦ φ1 coı¨ncident sur D(φ−11 (M), d), puis sur D(φ−11 (M), d) donc en x. 
6.7 Compacite´
Pour l’instant, la notation f̂ + U est de´finie pour f un coˆne dans un appartement et U une partie de ~A0. On de´finit
a` pre´sent, si c est une facette dans un appartement A et si ~C est une partie de ~A stable par les parties vectorielles des
e´le´ments de FixWA (c),
̂
c + ~C =
⋃
B⊃c
φB(c + ~C)
L’union est prise sur tous les appartements contenant c, et φB est un isomorphisme de A vers B fixant c dont le choix
n’importe pas.
Avant de prouver la compacite´ de I, ve´rifions cette conse´quence de la proposition 4.2.7 :
Lemme 6.7.1 Soit A un appartement, et C une partie convexe et ouverte de A. Soit E la re´union de toute les facettes
de A qui rencontrent C. Alors pour toute chambre c de E, et tout point y ∈ ¯C, il existe une galerie tendue de c a` y qui
reste dans E.
Preuve du lemme: Soient x ∈ C ∩ c, alors [x, y[⊂ C. Comme c ∩ C est ouvert, on peut supposer que [x, y] ne
rencontre que des chambres et des cloisons (aucune facette de dimension infe´rieure) et que ~xy n’est inclus dans au-
cune direction de mur de A. Soit Γ une galerie le long de [x, y], commenc¸ant par c, donne´e par la proposition 4.2.7.
L’adhe´rence de chaque chambre de Γ coupe [x, y]. Soit e une de ces chambres, [x, y] rencontre soit e soit une de ses
cloisons. Mais si elle rencontre une de ses cloisons, disons m, on ne peut avoir ~xy ⊂ Vect(m) car Vect(m) est la direc-
tion d’un mur. Alors [x, y] rencontre aussi e ( [x, y] ∩m est force´ment dans ]x, y[). Comme C est convexe, [x, y[⊂ C et
e ∈ E. 
Il est temps de montrer que I est compact
The´ore`me 6.7.2 Si l’immeuble I est localement fini, alors l’espace I est compact.
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De´monstration:
Comme nous savons de´ja` que I est se´pare´ et a` base de´nombrable d’ouverts, il ne reste plus qu’a` montrer qu’il est
se´quentiellement compact. Soit (xn)n∈N une suite dans I, trouvons lui une valeur d’adhe´rence.
Premie`re e´tape
Quitte a` remplacer (xn) par une sous-suite, il existe A ∈ A, f ∈ FA, c une chambre de A, et ~C une chambre de ~A tels
que (ρA,c(xn))n∈N converge vers y∞ := [ f ]A, δ( f ) ⊂ c + ~C et ∀n ∈ N, ρA,c(xn) ∈ s( f ) + ~C.
Commenc¸ons par choisir c0 dans A0 au hasard, et notons ρ0 = ρA0,c0 . Comme A0 est compact, on peut supposer
que la suite (ρ0(xn))n converge vers une limite y0 ∈ A0. On peut aussi supposer que tous les ρ(xn) sont dans une meˆme
fac¸ade de A0, c’est a` dire qu’ils ont tous la meˆme direction ~g. Soit f0 ∈ y0 un repre´sentant de y0, alors ~g ⊂ ~f0. On
peut de plus choisir f0 de sorte que c0 ⊂ s( f0) − ~f ∗0 . Comme un voisinage de y0 dans A0 est inclus dans δ( f0)∗, on peut
supposer que tous les ρ0(xn) ont un repre´sentant gn inclus dans δ( f0)∗. Mais δ( ~f0)∗ est une re´union finie de chambres
ferme´es, donc il existe ~C0 chambre de ~A0 telle que s( f0) + ~C0 contient une infinite´ de gn, on peut supposer qu’il les
contient tous. Bien suˆr, cela implique que s( f0) + ~C0 contient tous les ρ0(xn).
Pour conclure la premie`re e´tape, il ne reste plus qu’a` s’assurer que δ( f0) ⊂ c0 + ~C0, ce qui, puisque δ( ~f0) ⊂ ~C0 revient
a` s’assurer que c¯0 coupe s( f0) − ~C0. Pour l’instant, c0 est inclus seulement dans s( f0) − δ( ~f0)∗. Soit d une chambre a`
distance minimale de c0 dont l’adhe´rence coupe s( f0) − ~C0.
Nous allons maintenant prouver par re´currence sur k que s’il existe A′, c′, ~C′, f ′ et d′ dans la meˆme configuration que
A0, c0, ~C0, f0 et d le sont actuellement, avec d(c′, d′) = k, alors il existe A, c, f , et ~C comme requis pour conclure la
premie`re e´tape.
Si k = 0 la conclusion est imme´diate, A′, c′, ~C′ et f ′ conviennent.
Si k > 0, soit Γ = (c′ = c0, c1, ..., ck = d′) une galerie minimale entre c′ et d′, et soit M = Vect(c0 ∧ c1) le premier
mur traverse´, soit σM la syme´trie de A′ selon M, notons ρ0 = ρA′,c′ et ρ1 = ρA′ ,c1 .
Si ρ0(xn) = ρ1(xn) pour une infinite´ d’indices n, alors on peut passer a` une sous-suite pour supposer que ρ0(xn) = ρ1(xn)
pour tout n. Alors il suffit de remplacer c′ par c1 pour pouvoir appliquer l’hypothe`se de re´currence.
Par contre, dans l’autre cas, on peut supposer que ρ1(xn) = σ ◦ ρ0(xn) pour tout n ∈ N. Alors la suite des ρ1(xn) ne
ve´rifie plus du tout les hypothe`ses demande´es, il va falloir changer d’appartement.
D’apre`s la proposition 6.6.2, cette situation n’est possible que si pour tout n, ρ0(xn) < D(M, c′). De plus, pour
tout n ∈ N, il existe alors une chambre en voisine de c′ et de c1, et un appartement dont l’adhe´rence contient en, c′ et
xn. Comme I est suppose´ localement fini, il n’y a qu’un nombre fini de chambres voisines a` c′ et a` c1, on peut donc
remplacer (xn)n par une sous-suite pour qu’il existe une chambre fixe e, voisine de c1 et c′ telle que pour tout n ∈ N, il
existe Bn ∈ A tel que c′ ∪ e ∪ {xn} ∈ ¯Bn.
Soit A′′ un appartement contenant c′ et e, et soit φ : ¯A′ ∼−→ ¯A′′ fixant A′∩A′′. Ne´cessairement, φ(c1) = e. Alors ∀n ∈ N,
ρA′′ ,e(xn) = φ(ρ0(xn)). Comme de plus d(e, φ(d)) = k − 1, on peut appliquer l’hypothe`se de re´currence a` A′′, e = φ(c1),
φ(d), φ( f ), et ~φ( ~C). Ceci conclut la premie`re e´tape.
Seconde e´tape :
On note ρ = ρA,c la re´traction obtenue dans la premie`re e´tape. On montre a` pre´sent que soit la suite (xn)n admet une
valeur d’adhe´rence dans I, soit il existe une galerie tendue (dn)n∈N dans A issue de d0 = c et une suite (tn)n telle
que pour tout n, pour tout i ≥ n, ρ(xi) ∈ dn + ~C, tn ∈ dn et limn→∞ tn = y∞. On peut enfin imposer que ∀n ∈ N,
dn ∩ (c + ~C) , ∅.
On note ρ = ρA,c.
On commence par regarder le cas ou` ~f = {0}. Dans ce cas, y∞ ∈ A, et K = ⋃c¯⊃y∞ c¯ est un voisinage de y∞ dans A,
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il contient donc tous les ρ(xn) a` partir d’un certain rang. Mais ρ−1(K) est une union finie de chambres ferme´es, donc
c’est un compact, et la suite (xn)n a une valeur d’adhe´rence dans ρ−1(K) donc dans I.
Supposons a` pre´sent que ~f , {0}. Par le lemme 6.7.1, il existe une galerie minimale c = d0, d1, ..., du de c a` s( f )
telle que ∀i ∈ ~0, u, di coupe c + ~C.
On choisit ensuite une demi-droite ~l ⊂ δ( ~f ), et on prolonge d0, ..., du par une galerie tendue dont l’adhe´rence contient
l := s( f )+~l (proposition 4.2.7). Ve´rifions qu’on peut s’assurer que dn∩ (c+ ~C) , ∅ pour n > u. NotonsMl l’ensemble
des murs contenant l, alors la construction faite dans la proposition 4.2.7 est telle que chaque chambre de la galerie
(dn)n≥du est incluse dans
⋂
M∈Ml D(M, du). Par ailleurs, c + ~C est un convexe, de´limite´ par un nombre fini de ses hy-
perplans d’appui, et ces hyperplans ont pour direction un mur de ~A. Notons Hl l’ensemble des hyperplans d’appui de
c + ~C qui contiennent l.
Il suffit de montrer que di ∩ (c + ~C) , ∅ pour les chambres di contenant un segment de l dans leur adhe´rence, car alors
nous pourrons relier deux telles chambres par une galerie dont chaque chambre coupe c+ ~C, et la construction donne´e
dans la preuve de la proposition 4.2.7 consiste exactement a` de´finir d’abord les chambres contenant un segment de l
dans leur adhe´rence, puis a` relier ces chambres par des galeries tendues arbitraires. Soit di une de ces chambres, soit
]x−~ǫ, x+~ǫ[ un segment de l inclus dans ¯di. Les hyperplans d’appui de di sont des murs en nombre fini, et ceux conte-
nant x doivent contenir ]x−~ǫ, x+~ǫ[ et sont donc des e´le´ments de Ml. Par conse´quent, il existe un voisinage V de x tel
que V∩
⋂
M∈Ml D(M, du) ⊂ ¯di. De la meˆme manie`re, les hyperplans d’appui de c+ ~C qui contiennent x doivent contenir
l car l ⊂ c + ~C. Donc il existe un voisinage U de x tel que U ∩⋂H∈Hl D(H, c) ⊂ c+ ~C. Il ne reste plus qu’a` ve´rifier que
U ∩ V ∩
⋂
H∈Hl D(H, c)
⋂
M∈Ml D(M, du) est d’inte´rieur non vide. Notons S =
⋂
H∈Hl D(H, c)
⋂
M∈Ml D(M, du), nous
savons que S est d’inte´rieur non vide puisque du contient un point disons u de c+ ~C ∩
⋂
M∈Ml D(M, du). De plus, l ⊂ ¯S
et S est convexe. Il ne reste plus qu’a` relier u a` x par une droite pour finalement obtenir un point inte´rieur a` U ∩V ∩ S .
Ceci permet d’obtenir que dn ∩ (c + ~C) , ∅ pour tout n. Ve´rifions que la galerie (dn)n∈N est tendue. Si ce n’est
pas le cas, c’est qu’il y a un mur M qui se´pare du de d0 et d’une chambre dn avec n ≥ u. Mais s( f ) ∈ ¯du ∩ (c + ~C)
et ¯dn ∩ du + ~l , ∅, d’ou` l ⊂ M. En particulier s( f ) ∈ M, mais ceci est impossible puisque d0, ..., du est une galerie
minimale de d0 a` s( f ).
Donc la galerie (dn)n∈N obtenue est bien tendue.
Pour tout i ∈ N, soit si ∈ l∩ ¯di. La suite (si) tend vers y∞. Donc pour tout i, les ρ(xn) sont inclus a` partir d’un certain
rang Ni dans si + δ( ~f )∗. Ve´rifions qu’en fait ils sont dans si + ~C. Soit n ≥ Ni, un repre´sentant gn de ρ(xn) est inclus
dans si + ~F ou` ~F est une facette vectorielle dont l’adhe´rence contient δ( ~f ) et ~g. Disons gn = si + ~v + ~g avec ~v ∈ ~F.
On calcule alors : gn = s( f ) + −−−−→s( f )si + ~v + ~g. Or −−−−→s( f )si ∈ δ( ~f ) donc −−−−→s( f )si + ~v ∈ ~F et gn ⊂ s( f ) + ~F. Mais nous
savons d’autre part que ρ(xn) ∈ s( f ) + ~C. Donc ~F ⊂ ~C, et ρ(xn) ∈ si + ~F ⊂ si + ~C.
Ainsi, pour tout i ∈ N, les ρ(xn) sont inclus dans si + ~C a` partir d’un certain rang. En passant a` une sous-suite, on peut
supposer que ∀n ≥ i, ρ(xn) ∈ di + ~C.
Par ailleurs, en de´plac¸ant un peu les si on peut obtenir une suite (ti) convergeant vers y∞ et telle que ti ∈ di. Ceci
conclut la seconde e´tape.
Troisie`me e´tape
On suppose maintenant que (xn) n’a pas de valeur d’adhe´rence dans I. Montrons qu’il existe une sous-suite de (xn),
et une galerie tendue Γ = (ci)i∈N telle que c0 = d0 = c, que pour tout i, ρ(ci) = di et que les xk pour k ≥ i sont dans
l’adhe´rence de ̂ci + ~C.
Ici, on note ̂ci + ~C = ̂ci + ~φi( ~C) pour un isomorphisme φi de A sur un appartement Bi contenant c et ci qui fixe c.
On remarque que puisque ci est une chambre, on a en fait ̂ci + ~C = ρ−1Bi,ci(ci + ~φi( ~C)), et l’adhe´rence de ceci vaut
ρ−1Bi,ci(ci + ~φi( ~C)) (pour ve´rifier l’inclusion non e´vidente, utiliser le lemme 6.5.3 pour inclure un point et ci dans un
meˆme appartement).
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On commence par montrer par re´currence que pour tout i, il existe c0, ..., ci et une sous-suite (xin) de (xn) satisfaisant
aux conditions demande´es.
D’apre`s la premie`re e´tape, tous les xn sont dans ρ−1(c + ~C). Donc c0 = c convient bien.
Ensuite, supposons c0, ..., ci construits. Comme xn ∈ ̂ci + ~C et ci coupe ̂c0 + ~C, en utilisant la proposition 4.3.5, on
trouve un appartement Bn tel que c0 ∪ ci ∪ {xn} ⊂ ¯Bn. Soit φn : Bn
∼
−→ A fixant c0, comme φn(xn) = ρ(xn) ∈ di+1 + ~C,
pour n ≥ i + 1, on voit que xn ∈ ̂φ−1n (di+1) + ~C. Or φ−1n (di+1) est une chambre adjacente a` ci, et il n’y a qu’un nombre
fini de telles chambres. On peut donc passer a` une sous suite (xi+1n ) de (xin) pour que tous les xi+1n soient dans un meˆme
̂
e + ~C avec e une chambre adjacente a` ci dont l’image par ρ est di+1. Il ne reste plus qu’a` poser ci+1 = e.
Enfin, on prend (yn) la sous-suite de (xn) de´finie par yn = xnn. Le couple (Γ = (c0, c1, ...), (yn)) satisfait aux condi-
tions demande´es par l’e´tape 3. Pour ne pas alourdir les notations, dans la suite on notera xn = yn.
quatrie`me e´tape
Soit Z un appartement contenant Γ, soit φ : Z ∼−→ A fixant c0, soit x∞ = φ−1(y∞). Montrons que xn tend vers x∞.
Soit V(g,U) un voisinage de x∞. Comme VA(φ(g),U)∩ φ(g)∗ est un voisinage de y∞, il existe un entier N tel que
dN ∩ (φ(g) + U) ∩ φ(g)∗ , ∅ et tel que ∀n ≥ N, ρ(xn) ⊂ VA(φ(g),U)∩ φ(g)∗. Soit n ≥ N, montrons que xn ∈ V(g,U).
Comme cN coupe ̂c0 + ~C et xn ∈ ̂cN + ~C, la proposition 4.3.5 indique l’existence d’un appartement B tel que {xn} ∪
cN ∪ c0 ⊂ ¯B. De`s lors, on a les e´galite´s : ρZ,cN (xn) = ρZ,c0 (xn) = φ−1 ◦ ρ(xn), d’ou` ρZ,cN (xn) ∈ VZ(g,U) ∩ g∗. Mais
comme cN coupe b(g)+ ~g∗, on peut appliquer la proposition 5.1.2, qui prouve que si un appartement ferme´ ¯X contient
b(g) et xn, et si ψ : ¯X ∼−→ ¯Z fixe b(g), alors ψ(xn) ∈ VZ(g,U) ∩ g∗. Ceci entraıˆne bien que xn ∈ V(g,U). 
7 Unicite´ de la construction
On suppose dans cette partie que I, muni de son syste`me complet d’appartements, est l’immeuble obtenu a` partir
d’une donne´e radicielle value´e discre`te comme dans [BT72]. Rappelons brie`vement quelques notations.
On choisit un appartement A0, ainsi qu’un sommet spe´cial 0 ∈ A0, qui permet d’identifier A0 et
−→A0 ainsi que ~A∗0 et les
formes affines sur A0 s’annulant en 0. Il existe un syste`me de racine φ, e´ventuellement non re´duit, sur ~A0, et pour tout
α ∈ φ, il existe Γα un sous-groupe discret de (R,+) tel que les murs de A0 sont les M(α, k) := {x ∈ A0 | α(x) + k = 0}
pour α ∈ φ et k ∈ Γα.
Un groupe G agit sur I, pour tout α ∈ φ et k ∈ Γα, il existe un sous-groupe Uα,k de G qui fixe le demi-appartement
D(α, k) := {x ∈ A0 | α(x) + k ≥ 0} ainsi que toutes les chambres ayant une cloison dans son inte´rieur. Pour α ∈ φ et
k ≤ l ∈ Γα, on a Uα,l ⊂ Uα,k, donc la re´union Uα :=
⋃
k∈Γα Uα,k est un groupe. Le groupe Uα,k agit transitivement sur
l’ensemble des appartements contenant D(α, k). Le groupe G est engendre´ par les Uα,k, pour α ∈ φ et k ∈ Γk ainsi que
par un autre sous-groupe note´ H qui fixe A0.
Ces sous-groupes ve´rifient les axiomes d’une donne´e radicielle value´e. On suppose de plus l’axiome sur les commu-
tateurs des Uα,k ve´rifie´ au sens fort : pour tout α, β ∈ φ avec β < R−.α, pour tout k ∈ Γα, l ∈ Γβ,
[Uα,k,Uβ,l] ⊂ 〈Upα+qβ,pk+ql | p, q ∈ N∗ et pα + qβ ∈ φ〉
Le groupe G est muni de la topologie de la convergence simple sur I, c’est-a`-dire qu’une base de voisinages de e
est l’ensemble des fixateurs de parties borne´es. Alors l’action de G sur I est continue.
Cette situation se retrouve en particulier lorsque I est l’immeuble de Bruhat-Tits d’un groupe re´ductif sur un corps
local non archime´dien.
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Nous allons montrer dans ce cas qu’une fois fixe´e une compactification de A0 de la manie`re pre´sente´e dans la par-
tie 3, il n’existe en fait qu’une seule manie`re de l’e´tendre en une compactification de I sur laquelle G agit par
home´omorphisme.
Le fixateur dans A0 d’un produit d’e´le´ments de divers sous-groupes radiciels Uα,k est dans certains cas facile a`
de´terminer :
Proposition 7.1 Soient α1, ..., αk ∈ φ des racines deux a` deux non coline´aires, soit (u1, ..., uk) ∈ Uα1 × ... × Uαk . On
suppose que
⋂
i FixA0 (ui) contient au moins une chambre. Alors FixA0 (u1...uk) =
⋂k
i=1 FixA0 (ui).
Remarque: Pour des racines dans un sous-syste`me re´duit et positif de φ, l’hypothe`se ”non coline´aires” devient juste
”distinctes”.
De´monstration:
On note g = u1...uk. Pour chaque i, l’ensemble des points fixes de ui est un demi-appartementDi de´limite´ par un mur
Mi de direction ker(αi).
La premie`re inclusion est claire.
Soit x ∈ A0 \
⋂k
i=1 Di, montrons que x n’est pas fixe´ par g. On remarque pour commencer qu’il est impossible que x
soit fixe´ par g et tous les ui sauf un.
Soit c une chambre incluse dans ⋂i Di. Comme c est ouvert dans A0, on peut choisir y ∈ c tel que [x, y] ne rencontre
pas d’intersection de murs. Si x e´tait fixe´ par g, alors [x, y] le serait aussi. Or le segment [x, y] sort de⋂i Di en coupant
un seul mur, disons M j. Donc [x, y] contient un point z qui est dans (⋂i, j Di) \ D j. Donc z est fixe par tous les ui sauf
u j, ce qui est impossible. 
Rappelons ce re´sultat (voir [BT72] 7.4.33), exprimant que lorsqu’un e´le´ment de Uα,k fixe une grande boule dans
un appartement, alors il fixe une petite boule de meˆme centre dans l’immeuble. On note BA(o, r) la boule dans A de
centre o de rayon r, et BI(o, r) la boule dans I.
Proposition 7.2 Il existe une constante λ de´pendant uniquement de φ telle que pour tout o ∈ A0, et r ∈ R+, si α ∈ φ et
k ∈ Λα sont tels que BA0(o, λr) ⊂ D(α, k) et si u ∈ Uα,k, alors u fixe BI(o, r).
preuve :
Pour β ∈ φ, notons Mβ le maximum, de |~β| sur la sphe`re unite´, et soit λ = max{MαMβ | α, β ∈ φ}.
Soient α ∈ φ et k ∈ Γα tels que BA0(o, λr) ⊂ D(α, k).
Soit V le groupe engendre´ par les Upα+q1β1+...+qnβn,pk+q1l1+...+qnln pour n ∈ N, β1, ..., βn ∈ φ, (l1, ..., ln) ∈ Γβ1×...×Γβn et
p, q1, ..., qn ∈ N∗ tels que pα+q1β1+ ...+qnβn ∈ φ et chaqueD(βi, li) contient o. Montrons que les e´le´ments de V fixent
BA0(o, r). De´ja`, pour ~v le vecteur qui maximise ~α sur la sphe`re unite´, on a o − λr~v ∈ D(α, k) d’ou` (α + k)(o) ≥ λrMα.
Soit maintenant γ = pα + q1β1 + ... + qnβn et j = pk + q1l1 + ... + qnln comme dans la de´finition de V . Alors
γ(o)+ j ≥ p(α(o)+ k) ≥ λrMα. Ceci entraıˆne que la boule BA0(o, λMαMγ r) est incluse dansD(γ, j). Comme λ
Mα
Mγ
≥ 1, on
obtient le re´sultat voulu.
A pre´sent, soit u ∈ Uα,k, et d une chambre de I coupant BI(o, r). Soit Γ = c0, ..., cn = d une galerie tendue avec
o ∈ c¯0 ⊂ A0. Soit ρ la re´traction sur A0 de centre c0. Il existe β1 ∈ φ, l1 ∈ Γβ1 et v1 ∈ Uβ1,l1 tels que v1.c1 = ρ(c1)
et D(β1, l1) contient c0 donc o. Ensuite il existe β2 ∈ φ, l2 ∈ Γβ2 , v2 ∈ Uβ2,l2 tels que v2v1c2 = ρ(c2), et D(β2, l2)
contient c0 ∪ ρ(c1) donc encore o. On obtient finalement β1, ..., βn, l1, ..., ln, v1, ..., vn tels que ρ(d) = vn...v2v1.d. Notons
v = vn...v1.
Comme ρ(d) coupe BA0(o, r) ⊂ BA0(o, λr), on a u.ρ(d) = ρ(d) = v.d = uv.d. Le fait que chaque commutateur
(u, vi) = uviu−1v−1i soit dans V permet de prouver par un calcul classique que (u, v) ∈ V , et donc que (u, v)−1 fixe v.d.
Alors v.d = (u, v)vu.d d’ou` (u, v)−1v.d = vu.d puis d = u.d. 
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Corollaire 7.3 Soient A et B deux appartements, on suppose qu’il existe o ∈ A ∩ B et r > 0 tels que A ∩ B contient la
boule BA(o, λr) ou` λ est la constante de la proposition. Alors il existe g ∈ G tel que g.A = B, et g fixe (A∩B)∪BI(o, r).
De´monstration:
Par conjugaison, on peut supposer A = A0. Le groupe engendre´ par les Uα,k tels que D(α, k) ⊃ BA(o, λr) est transitif
sur les appartements contenant BA(o, λr) et il fixe BI(o, r) d’apre`s 7.2. 
Et voici la proposition annonce´e :
Proposition 7.4 Soit ˆI un espace topologique compact contenant I, tel que I est ouvert dense dans ˆI.
On suppose que l’adhe´rence de l’appartement de re´fe´rence A0, qu’on note ˆA0 est home´omorphe a` ¯A0 par un home´omorphisme
fixant A0. On note ∧ : a 7→ aˆ cet home´omorphisme.
On suppose que l’action de G sur I s’e´tend en une action continue sur ˆI. Alors il existe un home´omorphisme
χ : I → ˆIqui est G-e´quivariant et qui fixe I.
Remarque: Par densite´ de A0 dans ¯A0, et par densite´ de I dans I, les applications ∧ : a 7→ aˆ et χ sont uniques si
elles existent.
De´monstration:
Si A est un appartement de I, on notera ˆA son adhe´rence dans ˆI. Les deux cloˆtures d’appartements ¯A et ˆA sont alors
home´omorphes, par un unique home´omorphisme qui vaut g−1
| ˆA
◦ ∧ ◦ g| ¯A, ou` g ∈ G est tel que g.A = A0.
Il est donc naturel de vouloir de´finir une fonction de la sorte : χ: I →
ˆI
g.a 7→ g.aˆ
, pour g ∈ G et a ∈ ¯A0.
Montrons que χ est bien de´finie : soient g, g′ ∈ G et a, a′ ∈ ¯A0 tels que ga = g′a′ et montrons que gaˆ = g′aˆ′.
En remplac¸ant g par (g′)−1g, on se rame`ne au cas ou` g′ = 1. Soient f un repre´sentant de a et f ′ un repre´sentant de
a′. Quitte a` les re´duire, il existe Z ∈ A contenant g(δ( f )) ∪ δ( f ′). Soient d et d′ des demi-droites incluses dans δ( f )
et δ( f ′) de directions incluses dans ~f et ~f ′, de sorte que a est l’unique point dans ¯I de ¯d \ d et a′ est l’unique point
dans ¯I de ¯d′ \ d′. Ainsi, d′ et g.d ont le meˆme point limite dans ¯Z, qui est a′. Comme ¯Z est home´omorphe a` ˆZ par un
home´omorphisme fixant Z, on en de´duit que d′ et g.d ont le meˆme unique point limite dans ˆZ.
Le point limite de d′ dans ˆA0 est aˆ′ et comme ˆI est se´pare´, c’est aussi l’unique point limite de d′ dans ˆI donc en
particulier dans ˆZ. De meˆme, l’unique point limite de d dans ˆI est a, donc par continuite´ de g, le point limite de g.d
dans ˆI, donc dans ˆZ est g.aˆ. Ceci prouve que aˆ′ = g.aˆ.
Donc χ est bien de´finie. C’est une fonction G-e´quivariante qui fixe I, elle induit l’unique home´omorphisme de ¯A
sur ˆA pour chaque appartement A. Comme deux points quelconques de I sont toujours inclus dans l’adhe´rence d’un
meˆme appartement (lemme 6.5.3), ceci entraıˆne que χ est injective. Il ne reste plus qu’a` montrer que χ est continue :
elle sera alors ferme´e par compacite´ de I et se´paration de ˆI, et son image sera un ferme´ de ˆI contenant I c’est-a`-dire
ˆI lui-meˆme.
Soit x ∈ I, montrons que χ est continue en x. Le cas ou` x ∈ I est e´vident, et par G-e´quivariance de χ, on se rame`ne
au cas ou` x ∈ ¯A0. Au total, on peut supposer x ∈ ∂A0.
Soit O un ouvert de ˆI contenant χ(x). Notons ρˆ : G × ˆI → ˆI l’action de G sur ˆI. Par continuite´ de ρˆ, et
parce que e.x = x ∈ ¯A0, il existe un voisinage ouvert Q de e dans G et un voisinage ouvert ˆV de xˆ dans ˆI tel que
Q. ˆV = ρ(Q × ˆV) ⊂ O. Soit V = χ−1( ˆV). Alors x ∈ Q.V ⊂ χ−1(Q. ˆV) ⊂ χ−1(O). Il reste a` prouver que Q.V contient un
voisinage de x dans I.
Soit f ∈ FA0 un repre´sentant de x. On peut supposer que Q est le fixateur dans G d’une partie borne´e, de la forme
BI(o, r), avec r ∈ R+∗ et o ∈ A0, on peut meˆme imposer o ∈ −δ( f ), ou` −δ( f ) signifie s( f ) − δ( ~f ).
Soit λ la constante donne par la proposition 7.2. Soient {βi}i∈I l’ensemble des parties d’appartement e´gales a` la
cloˆture de δ( f ) et d’une boule de centre o de rayon λr, c’est-a`-dire :
{βi}i∈I = {β sous-complexe simplicial de I | ∃B ∈ A tq δ( f ) ⊂ B, o ∈ B et β = Cl(BB(o, λr) ∪ δ( f ))}
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Cet ensemble est fini car l’ensemble des sous-complexes simpliciaux de BI(o, r) est fini.
On choisit alors {Bi}i∈I une famille d’appartements tels que ∀i ∈ I, βi ⊂ Bi.
Pour tout i ∈ I, χ induit un home´omorphisme entre ¯Bi et ˆBi. Comme x ∈ ¯Bi, χ(x) = xˆ ∈ ˆBi. De plus, ˆV ∩ ˆBi est un
voisinage de xˆ dans ˆBi, donc χ−1( ˆV ∩ ˆBi) ⊂ V est un voisinage de x dans ¯Bi. Il contient donc un ensemble de la forme
V′Bi( fi,Ri), avec Ri ∈ U et fi ∈ FBi , [ fi] = x (V′Bi( fi,Ri) est de´fini en 6.2.1). Comme δ( f ) ⊂ Bi, on peut supposer que
δ( fi) ⊂ δ( f ) ⊂ A (voir 5.1.4). Soit γ un scp de ⋂i∈I δ( fi) tel que BA(o, λr) ⊂ −γ∗A. Soit R = ⋂i∈I Ri. Alors R ∈ U,
et γ est un coeur de coˆne affine. Soit g ∈ FA0 le coˆne engendre´ par γ, c’est un scp de f donc [g] = x et VI(g,R) est
un voisinage de x dans I. Nous savons que pour tout i ∈ I, VI(g,R) ∩ Bi ⊂ V . Montrons que VI(g,R) ⊂ Q.V , cela
conclura la preuve.
Soit t ∈ VI(g,R), il suffit de montrer qu’il existe h ∈ Q et i ∈ I tel que h.t ∈ V′Bi( fi,Ri) .
D’apre`s la proposition 6.2.3, il existe un appartement Z contenant b(g) et un repre´sentant τ ∈ FZ de t, tel que
τ ⊂ (φZ(g) + R) ∩ φZ(g)∗, ou` φZ : A ∼−→ Z est un isomorphisme fixant b(g). Quitte a` re´duire τ, on peut supposer
δ(τ) inclus dans un des quartiers de la forme b(g) + ~C avec ~C une chambre de φZ(γ)∗. Comme o a e´te´ choisi dans
−δ( f ), il est dans −γ, donc aucun mur de A0 dont la direction contient ~γ ne se´pare strictement o et b(g). La proposition
4.3.5 permet de conclure a` l’existence d’un appartement Y contenant {o} ∪ b(g) ∪ δ(τ).
Ensuite, la proposition 4.3.6 prouve qu’il existe un appartement X contenant −γ∗Y ∪ γ. En particulier, X ∩ A contient
o et γ, donc o + ~γ = o + δ( ~f ), ce qui contient δ( f ). De plus, nous avons suppose´ BA(o, λr) ⊂ −γ∗A, ce qui entraıˆne que
BY(o, λr) ⊂ −γ∗Y ⊂ Y ∩ X.
Soit i ∈ I tel que Bi ∩ X ⊃ BX(o, λr) ∪ δ( f ). Par le corollaire 7.3, il existe h ∈ G tel que h.Y = Bi, h fixe Y ∩ Bi et
BI(o, r). En particulier, h ∈ Q.
Enfin, si φY : A0
∼
−→ Y est un isomorphisme fixant b(g), alors h.δ(τ) ⊂ h.((φY(g)+R)∩φY(g)∗) = (gi +R)∩ g∗i , ou` gi est
le coˆne engendre´ par γ dans Bi. Comme gi ⊂ fi et R ⊂ Ri, on obtient h.δ(τ) ⊂ ( fi+Ri)∩ f ∗i , d’ou` h.t ∈ V′Bi( fi,Ri) ⊂ V .
Ce re´sultat prouve que les compactifications de I de´finies par A. Werner dans [Wer07] sont identiques a` celle
pre´sente´e ici pour les de´compositions en coˆne F J de´crites en 2.5. En effet, nous avons de´ja` vu que la de´composition
Σ(ρ) de´finie dans [Wer07] e´tait e´gale a` F J , et nous avons de´fini la compactification de A0 a` partir de F J exactement
de la meˆme manie`re que dans [Wer07].
En particulier, les compactifications de [Lan96] et [GR06] coı¨ncident avec celle pre´sente´e ici pour F = F ∅ la
de´composition en coˆnes de Weyl vectoriels.
8 Description de I
Dans cette partie, on ve´rifie principalement une proprie´te´ attendue de I, a` savoir que son bord est re´union d’im-
meubles affines, dont les groupes de Coxeter sont des sous-groupes de Coxeter de W.
8.1 I est une re´union d’immeubles
Lemme 8.1.1 Soient A, B ∈ A, soient x ∈ ¯A ∩ ¯B, y ∈ ¯A. Si y est dans la meˆme facette de ¯A que x alors y ∈ ¯B ∩ ¯A et x
et y sont dans la meˆme facette de ¯B.
Notons a cette facette, elle est donc incluse dans ¯A ∩ ¯B. Il existe un isomorphisme φ : A ∼−→ B dont le prolongement a`
¯A dans ¯B envoie la fac¸ade de A contenant x sur la fac¸ade de B contenant x et fixe a.
Enfin, si f ∈ FA, f ′ ∈ FB sont tels que x = [ f ]A = [ f ′]B, alors ~φ( ~f ) = ~f ′.
Preuve du lemme: Si x et y dans une meˆme facette de ¯A, cela signifie qu’il existe f , g ∈ FA tels que x = [ ˜f ] et
y = [g˜], avec ~f = ~g et tels qu’aucun mur dont la direction contient ~f ne se´pare au sens large f de g. C’est-a`-dire
qu’aucun mur dont la direction contient ~f ne se´pare f de g ni ne contient l’un sans contenir l’autre.
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D’autre part, x ∈ ¯B donc il existe f ′ ∈ FB tel que x = [ ˜f ′].
On choisit un appartement Z contenant, quitte a` les raccourcir, δ( f ) et δ( f ′). Nous allons montrer que y ∈ ¯A ∩ ¯Z,
c’est-a`-dire qu’il existe un scp de g dont le coeur est inclus dans A∩ Z. Il suffit de montrer que g∩Cl(δ( f )) , ∅. (Pour
une compactification polygonale classique, ou` F = F ∅, c’est automatique.)
On de´compose ~A en somme orthogonale de trois sous-espaces comme dans 3.3.9 : ~A = Vect(δ( f )) ⊕ ~E ⊕ ~f⊥, ou` ~E est
le supple´mentaire orthogonal de Vect(δ( ~f )) dans Vect( ~f ). Notons p ~E la projection orthogonale sur ~E, alors p ~E( ~f ) est
un coˆne convexe qui engendre ~E et qui est stable par son groupe de Coxeter. Comme ~E est essentiel, ceci implique que
p ~E( ~f ) = ~E.
Il existe donc un point v ∈ g tel que p ~E(v) = p ~E(s( f )). En rajoutant a` v un e´le´ment assez grand de δ( ~f ), on peut aussi
s’assurer que v ∈ f ∗A . Ve´rifions que v ∈ Cl(δ( f )). Supposons qu’un mur M = α−1({0}) se´pare strictement v et δ( f ).
Disons que α(δ( f )) > 0 et α(v) < 0. Alors ~α(δ( ~f )) ≥ 0 et ~α(−−−→s( f )v) < 0. Mais comme −−−→s( f )v ∈ ~f ∗, ceci implique
~α(δ( ~f )) = 0, c’est-a`-dire δ( ~f ) ⊂ ~M. Mais nous savons qu’un tel mur soit contient ~E soit contient ~f⊥. Le premier cas
est impossible car il implique ~f ⊂ ~M et nous avons suppose´ qu’aucun mur dont la direction contient ~f ne se´pare f et
g. Quand au second cas, il implique que ~α s’annule sur Vect(δ( ~f )) ⊕ ~f⊥. Mais comme p ~E(v) = p ~E(s( f )), il est alors
impossible que M se´pare v et s( f ).
Ainsi, v + ~f est un scp de g et son coeur est inclus dans Cl(δ( f ) donc dans A ∩ Z. Ceci prouve que y ∈ ¯A ∩ ¯Z. En
choisissant un isomorphisme φ1 : A
∼
−→ Z qui fixe δ( f ), et donc δ(v+ ~f ), on ve´rifie que x et y sont dans la meˆme facette
de ¯Z. Alors comme pre´ce´demment, on peut trouver un scp g′ de φ1(v + ~f ) dont le coeur est dans Cl(δ( f ′)) donc dans
Z ∩ B. On obtient alors que y ∈ ¯B et x et y sont dans la meˆme facette de ¯B.
Il ne reste plus qu’a` choisir un isomorphisme φ2 : Z
∼
−→ B fixant δ( f ′), et donc δ(g′), et a` poser φ = φ2 ◦φ1 pour obtenir
un isomorphisme de A sur B dont le prolongement a` ¯A fixe x. Il est imme´diat que ~φ( ~f ) = ~f ′ = ~g, donc φ(A f ) = Ag.
La de´finition de φ est inde´pendante de y, et les raisonnements que nous venons d’effectuer prouvent que φ fixe toute
la facette de ¯A contenant x. 
Remarque: Comme ¯A et ¯B sont ferme´s, ¯A ∩ ¯B contient en fait a¯. Et comme φ est continu, il fixe a¯.
Lorsque ¯A ∩ ¯B = ∅, mais que A contient un coˆne f , B un coˆne f ′ avec f ∥ f ′, on peut quand meˆme, comme dans
la preuve pre´ce´dente, en passant par un appartement Z contenant un scp de δ( f ) et un scp de δ( f ′), prouver qu’il existe
un isomorphisme de A sur B qui induit un isomorphisme entre A f et B f ′ . Ceci prouve le
Lemme 8.1.2 Soient A et B deux appartements, f ∈ FA, f ′ ∈ FB tels que f ∥ f ′. Alors il existe un isomorphisme
φ : A
∼
−→ B induisant un isomorphisme de A f sur B f ′ , tel que ~φ( ~f ) = ~f ′.

On de´finit l’ensemble des facettes de I comme e´tant la re´union des ensembles de facettes de chaque appartement
compactifie´. Le lemme montre que deux facettes sont disjointes ou e´gales, et que si un appartement contient un point
d’une facette, alors il contient toute la facette, et son adhe´rence.
Comme un immeuble, I ve´rifie les assertions suivantes :
Proposition 8.1.3 – I = ⋃A∈A ¯A
– Pour deux facettes a et b, il existe ¯A contenant les deux.
– Si ¯A∩ ¯B contient deux facettes a et b, alors il existe un ”isomorphisme d’appartements compactifie´s” φ : ¯A ∼−→ ¯B
fixant a et b.
Mais bien suˆr, les ¯A ne sont pas des complexes de Coxeter.
De´monstration:
Le premier point vient directement de la de´finition de I. Le second est conse´quence du lemme 6.5.3 et du fait que
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lorsqu’un appartement compactifie´ contient un point d’une facette, alors il contient toute cette facette.
Prouvons le troisie`me point. En remplac¸ant a et b un point inclus dans a et un point inclus dans b, on se rame`ne au
cas ou` a et b sont deux points.
Soit fA ∈ FA un repre´sentant de a dans A, et gB ∈ FB un repre´sentant de b dans B. Soient da une demi-droite incluse
dans l’inte´rieur de δ( fA) dans Aff(δ( fA)), et db une demi-droite incluse dans l’inte´rieur de δ(gB) dans Aff(δ(gb)). En
choisissant des galeries, dans A et B, le long de ces demi-droites (proposition 4.2.7), puis en choisissant un apparte-
ment contenant des sous-galeries de ces galeries, on obtient un appartement Z dont l’intersection avec A contient un
scp de δ( fA) et au moins une chambre disons cA. L’intersection de Z avec B contient un scp de δ(gB) et une chambre
cB. Quitte a` re´duire fA et gB, on suppose Z ⊃ δ( fA) ∪ δ(gB).
A pre´sent, soit φ1 : B
∼
−→ Z un isomorphisme fixant B∩Z. Alors φ est la restriction a` B de la re´traction ρZ,cB . Lorsqu’on
e´tend φ1 et ρZ,cB par continuite´ a` ¯B et I, on obtient ρZ,cB(a) = a et ρZ,cB(b) = b car a ∪ b ⊂ ¯Z, d’ou` φ1(a) = a et
φ1(b) = b.
De la meˆme manie`re il existe φ2 : ¯Z
∼
−→ ¯A qui fixe a ∪ b, alors φ2 ◦ φ1 convient. 
De´finition 8.1.4 Soit F ∈ FI, on note IF = {[G] | G ∈ I, G ∥ F}. On appellera IF la fac¸ade de l’immeuble I de
type F.
Bien suˆr, IF ne de´pend que de la classe de paralle´lisme de F, et meˆme que de la classe de paralle´lisme de δ(F). Si
A est un appartement contenant δ(F), si f ∈ FA est le coˆne engendre´ par δ(F), on notera indiffe´remment IF , I f , ou
meˆme Iδ(F).
Proposition 8.1.5 Pour tout F ∈ FI, IF est un immeuble affine. Ses appartements sont les A f pour tous les apparte-
ments A contenant un coˆne f tel que ˜f ∥ F.
De´monstration:
Chaque A f est un complexe de Coxeter affine, et la re´union de ces complexes de Coxeter est bien IF . Si A et B sont
deux appartements contenant des coˆnes f et g tels que ˜f ∥ F ∥ g˜, alors δ( f ) ∥ δ(g), et le lemme 8.1.2 prouve
l’existence d’un isomorphisme entre A f et Bg. Ainsi, tous les (pre´sume´s) appartements de IF sont isomorphes.
Soient a et b deux facettes de IF . Par la proposition 8.1.3, il existe un appartement A tel que a ∪ b ⊂ ¯A. Alors a et
b sont inclus dans des fac¸ades de A, disons a ⊂ Ag et b ⊂ Ah, avec g, h ∈ FA. On peut choisir g repre´sentant un e´le´ment
de a et h repre´sentant un e´le´ment de b. Alors g˜ ∥ F ∥ ˜h, d’ou` Ag = Ah = AF est un appartement deIF qui contient a∪b.
Enfin, soient AF et BF deux (pre´sume´s) appartements de IF , supposons que AF∩BF contienne deux facettes a et b,
et cherchons un isomorphisme de AF sur BF fixant a∪b. Par la proposition 8.1.3, il existe φ : ¯A
∼
−→ ¯B un isomorphisme
d’appartements compactifie´s fixant a ∪ b. Alors φ induit l’isomorphisme cherche´ entre AF et BF . 
Si A est un appartement contenant un coˆne f tel que ˜f ∥ F, alors ~f est unique (car le paralle´lisme est une relation
d’e´quivalence : si g est un autre coˆne avec g˜ ∥ F, alors f ∥ g). Ceci autorise la
De´finition 8.1.6 Si A est un appartement contenant un coˆne f tel que ˜f ∥ F, on note AF := A f .
La projection de A sur A f sera note´e pA, f ou pA,F , ou juste pA, p f , pF selon le niveau de pre´cision requis.
Donc en re´sume´, il y a trois notations pour le meˆme objet : AF , A f et A ~f .
Remarque: L’immeuble IF n’est pas force´ment essentiel. Par exemple, si ~δ(F) est contenu dans une chambre de
Weyl vectorielle, alors IF est un seul appartement, sans mur (voir la remarque de 3.3.8).
Maintenant qu’on sait que les fac¸ades sont des immeubles, on peut montrer d’autres re´sultats dans la meˆme veine,
par exemple :
Proposition 8.1.7 Soit F ∈ FI, soient A, B ∈ A deux appartements contenant des coˆnes paralle`les a` δ(F). Alors il
existe un isomorphisme φ : ¯A ∼−→ ¯B qui fixe AF ∩ BF .
57
De´monstration:
Soit x une facette de dimension maximale de AF ∩ B f . Il existe φ : ¯A
∼
−→ ¯B fixant x et envoyant AF sur BF , par le
lemme 8.1.1. Notons φF : AF
∼
−→ BF l’isomorphisme d’appartements de IF induit par φ. Comme φF fixe une facette
de dimension maximale de AF ∩ BF , il fixe ne´cessairement AF ∩ BF (proposition 4.1.10). D’ou` le re´sultat. 
8.2 Bord d’une fac¸ade
On ve´rifie ici que chaque fac¸ade IF peut eˆtre compactifie´e tout comme nous avons compactifie´ I, et que le re´sultat
est home´omorphe a` une re´union que nous pre´ciserons, de plusieurs fac¸ades de I.
On fixe a` pre´sent un coˆne F ∈ FI.
8.2.1 Compactification de IF
Choisissons A un appartement contenant δ(F), soit p = pA,F la projection A → AF . Soit f = F ∩ A, alors AF = A f
est un complexe de Coxeter affine et le groupe vectoriel associe´ est isomorphe via la projection p a` FixW(~A)( ~f ).
On pose F F = {~p(~g) | ~g ∈ F et ~f ⊂ ~g}.
Lemme 8.2.1 Soit ~g ∈ F dont ~f est une face, c’est-a`-dire ~f ⊂ ~g. Alors ~g est stable par ~f , c’est-a`-dire ~g + ~f ⊂ ~g.
Remarque: En fait, ~g + ~f = ~g car ~g est ouvert dans Vect(~g) et 0 ∈ ~f .
Preuve du lemme: C’est imme´diat si on fixe une description de ~g et de sa face ~f en termes d’e´quations et d’ine´quations
line´aires comme en 2.4, mais voici une preuve e´le´mentaire.
Soit x ∈ ~g et v ∈ ~f . Comme ~g est ouvert dans Vect(~g), il existe r > 0 tel que la boule B(x, r) dans Vect(~g) soit incluse
dans ~g. Ensuite v ∈ ~g donc il existe ǫ ∈ Vect(~g), de norme infe´rieure a` r tel que v+ǫ ∈ ~g. Alors x+v = (x−ǫ)+(v+ǫ) ∈ ~g.

Proposition 8.2.2 L’ensemble F F ve´rifie les conditions requises pour de´finir une compactification de IF . De plus,
l’application ~g 7→ ~p(~g) est une bijection entre l’ensemble des coˆnes de F ayant ~f comme face et F F .
De´monstration:
On commence par les points e´vidents : F F est fini, il contient {0} = ~p( ~f ), et il est stable par le groupe de Weyl
W(~AF) ≃ FixW(~A)( ~f ).
Montrons que A f =
⋃
~g∈F F ~g. Comme le terme de droite est stable par homothe´ties, il suffit de montrer qu’il
contient un voisinage de 0. Par conse´quent, il suffit de montrer que, dans A, ⋃{~g | ~f ⊂ ~g} contient un voisinage d’un
point de ~f . Soit x ∈ ~f . Si ~g ∈ F est un coˆne ne contenant pas ~f dans son adhe´rence, alors x < ~g (car ∂~g est une
re´union disjointe de coˆnes dans F ). Il existe donc U~g un voisinage de x dans A qui ne coupe pas ~g. Comme F est fini,
le nombre des U~g ainsi de´finis pour ~g variant parmi les coˆnes dont ~f n’est pas une face est fini, et leur intersection est
un voisinage de x inclus dans ⋃
~g tq ~f⊂~g ~g. Nous avons prouve´ que A f =
⋃
~g∈F F ~g.
Montrons que cette union est disjointe. Soit ~p(~g) et ~p(~h) deux e´le´ments de F F , ou` ~g, ~h ∈ F sont des coˆnes ayant ~f
comme face. Supposons que ~p(~g) ∩ ~p(~h) contient un point, e´crivons ce point sous la forme ~p(x) avec x ∈ ~A. Alors il
existe v,w ∈ Vect( ~f ) tels que x+ v ∈ ~g et x+w ∈ ~h. Mais il existe v1, v2,w1,w2 ∈ ~f tels que v = v1 − v2 et w = w1 −w2.
Alors le point x + v1 + w1 = x + v + v2 + w1 = x + w + w2 + v1 est dans ~g ∩ ~h, d’apre`s le lemme. Ceci entraıˆne que
~g = ~h, donc ~p(~g) = ~p(~h).
Ceci montre e´galement que l’application ~g 7→ ~p(~g) est bijective.
Le petit raisonnement qu’on vient de faire fonctionne aussi dans le cas de coˆnes affines, il donne le re´sultat suivant,
qu’on note pour utilisation ulte´rieure :
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Lemme 8.2.3 Soit h, g ∈ FA deux coˆnes affines tels que ~f borde ~g et ~h. Si p(h) ∩ p(g) , ∅, alors h ∩ g , ∅.

Passons a` la description des coˆnes a` l’aide d’un syste`me d’e´quations et d’ine´quations. Soit ~g ∈ F ayant ~f comme
face. Soient {αi}i∈I⊔J⊔K ∈ ~A∗ telles que
~g = {αi > 0, αk = 0, i ∈ I ⊔ J, k ∈ K}~f = {αi > 0, αk = 0, i ∈ I, k ∈ J ⊔ K}
Les αk pour k ∈ J ⊔ K de´finissent des formes line´aires sur ~A f . Ve´rifions que ~p(~g) = {α j > 0, αk = 0, j ∈ J, k ∈ K}.
L’inclusion ”⊂” est claire. Re´ciproquement, un point de l’ensemble de droite est de la forme ~p(x) avec x ∈ ~A, α j(x) > 0
pour j ∈ J et αk(x) = 0 pour k ∈ K, et nous voulons montrer qu’il existe v ∈ Vect( ~f ) tel que x + v ∈ ~g. On s’aperc¸oit
qu’il suffit de choisir v ∈ ~f assez grand.
Nous avons donc obtenu une description de ~p(~g) en syste`me d’e´quations et d’ine´quations line´aires comme requis.
Passons aux deux conditions portant sur les faces d’un coˆne.
Soit ~p(~g) ∈ F F , ve´rifions que son bord est la re´union d’autres coˆnes de F F . Soit ~p(x) ∈ ∂~p(~g), soit ~p(~h) ∈ F F le coˆne
contenant ~p(x). Nous allons montrer que ~h ⊂ ∂~g. On choisit x pour que x ∈ ~h. Pour tout n ∈ N, il existe un point de
~p(~g) a` distance infe´rieure a` 1
n
de ~p(x). Cela signifie qu’il existe ǫn ∈ ~A, vn ∈ Vect( ~f ) tels que x+ vn + ǫn ∈ ~g et ||ǫn|| < 1n .
On de´compose vn = v1n − v2n avec v1n, v2n ∈ ~f , on impose en outre que ||x + v1n|| ≥ 1. Alors x + v1n ∈ ~h et x + v1n + ǫn ∈ ~g.
La suite ( x+v1n
||x+v1n||
)n a une valeur d’adhe´rence y, a priori dans~h. Mais en fait, cette suite reste dans x+ ~f , et x + ~f = x+ ~f ⊂ ~h
par le lemme 8.2.1 applique´ a` ~f et a` ses faces. Donc y ∈ ~h. La suite ( x+v1n+ǫn
||x+v1n||
)n aussi admet y comme valeur d’adhe´rence,
car ||x + v1n|| ≥ 1 et ǫn → 0. Donc y ∈ ~g ∩ ~h. Comme ~h , ~g, ~h est une face de ~g : ~h ⊂ ∂~g. D’ou` ~p(~h) ⊂ ~p(∂~g) ⊂ ~p(~g).
Mais comme ~p(~h) ∩ ~p(~g) = ∅, on arrive a` ~p(~h) ⊂ ∂~p(~g).
Ainsi, ∂~p(~g) est une re´union d’autres coˆnes de F F .
Enfin, il reste a` montrer que ~p(~h) = Vect(~p(~h)) ∩ ~p(~g), et nous savons que ~h = Vect(h) ∩ ~g. Par conse´quent, il suffit de
montrer que ~p(~h) = ~p(~h) et ~p(~g) = ~p(~g). Les deux e´galite´s, pour ~h et ~g sont similaires, on ne traite que celle concernant
~g. L’inclusion ⊃ vient de la continuite´ de ~p. Pour l’autre inclusion, il suffit de montrer que ~p(~g) est ferme´, ce qui revient
a` montrer que ~g + Vect( ~f ) est ferme´. On reprend les {αi}i∈I⊔J⊔K comme au paragraphe pre´ce´dent, on ve´rifie alors que
~g + Vect( ~f ) = {α j ≥, αk = 0, j ∈ J, k ∈ K}, c’est bien ferme´. 
L’avant dernier paragraphe de la preuve prouvait en fait :
Lemme 8.2.4 Si ~g, ~h ∈ F sont borde´s par ~f et si ~p(~h) est une face de ~p(~g), alors ~h est une face de ~g.
Nous pouvons donc compactifier IF a` l’aide de la de´composition F F en coˆnes de l’appartement AF . On note
provisoirement ÎF l’espace obtenu, si BF est un appartement de IF , on note ˆBF sa compactification.
Ve´rifions rapidement que ÎF ne de´pend pas du choix de l’appartement A :
Proposition 8.2.5 Soit BF un appartement de IF , soit g le coˆne de B engendre´ par un coeur paralle`le a` δ(F), soit
pB = pB,F : B → BF la projection. Alors l’ensemble des coˆnes vectoriels de BF est {~p(~h) | ~h ∈ F et ~g ⊂ ~h}.
De´monstration:
Par de´finition, ceci est vrai pour B = A. Pour B quelconque, l’ensemble des coˆnes vectoriels de ~BF est {~φ(~k) | ~k ∈ F F }
ou` φ : AF
∼
−→ BF est un isomorphisme de complexes de Coxeter dont le choix n’importe pas.
Comme f ∥ g, il existe ξ : A ∼−→ B tel que ~ξ( ~f ) = ~g (lemme 8.1.2). Alors ξ induit un isomorphisme entre A f
et Bg, on peut choisir φ comme e´tant e´gal a` cet isomorphisme. On a alors φ ◦ pA = pB ◦ ξ, et on ve´rifie que
{~φ(~k) | ~k ∈ F F} = {~pB(~h) | ~g ⊂ ~h}. 
Pour finir, e´tudions le lien entre le coeur d’un coˆne ~g ∈ F borde´ par ~f et le coeur de ~p(~g) ∈ F F :
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Proposition 8.2.6 Soit ~g ∈ F un coˆne borde´ par ~f , soit BF un appartement de IF . Alors
– ~pB(δ(~g)) ⊂ δ(~pB(~g)).
– ~pB(~g∗) = ~pB(~g)∗
– Si g ∈ FB est de direction ~g, alors pB(b(g)) ⊂ b(pB(g)).
De´monstration:
Notons p = pB et fixons f ∈ FB tel que ˜f ∥ f .
Soit x ∈ δ(~g), montrons que ~p(x) ∈ δ(~p(~g)). Il faut donc montrer que x est fixe´ par StabW(~BF )(~p(~g)). Soit w ∈
StabW(~BF )(~pB(~g)), on identifie w a` un e´le´ment de FixW(~B)( ~f ), ce qui assure de´ja` que w(~g) est encore borde´ par ~f .
Et comme ~p(~g) = w(~p(~g)) = ~p(w(~g)), on obtient par la deuxie`me partie de la proposition 8.2.2 que w(~g) = ~g. Alors
w(x) = x par de´finition de δ(~g), et donc w(~p(x)) = ~p(x).
Passons au second point. Si ~C est une facette de Weyl dans ~B dont l’adhe´rence contient δ(~g), alors ~p(δ(~g)) ⊂
~p( ~C) ⊂ ~p( ~C). Notons ~CF la facette de Weyl de ~BF qui contient ~p( ~C), nous venons de prouver que son adhe´rence
contient ~p(δ(~g)), elle contient donc toute la facette de Weyl contenant ~p(δ(~g)), et cette facette contient δ(~p(~g)) par le
premier point. Donc ~CF ⊂ ~p(~g)∗ et ~p( ~C) ⊂ ~p(~g)∗. Ce qui prouve ~p(~g∗) ⊂ ~p(~g)∗.
Montrons l’autre inclusion : soit ~CF une facette de Weyl de ~BF dont l’adhe´rence contient δ(~p(~g)). Soient {αi}i∈I⊔J des
racines de ~BF , identifie´es a` des racines de ~B s’annulant sur f , telles que ~CF = {x ∈ ~BF | αi(x) = 0 et α j(x) > 0, ∀i ∈
I, j ∈ J}. Alors ~p−1( ~CF) contient δ(~g) et ~p−1( ~CF) = {x ∈ ~B | αi(x) = 0 et α j(x) > 0, ∀i ∈ I, j ∈ J}. Il existe une
facette ~C de ~B incluse dans ~p−1( ~CF ), de dimension maximale, et dont l’adhe´rence contient δ(~g) ∪ δ( ~f ) (proposition
3.3.3, point 9). Alors ~C contient un coˆne ~f1 inclus dans ~f , tel que Vect( ~f1) = Vect( ~f ). Il existe des racines {αk}k∈K telles
que ~C = {x ∈ ~B | αi(x) = 0 et α j(x) > 0, ∀i ∈ I, j ∈ J ⊔ K}. On ne rajoute aucune condition du type αk = 0 car ~C
est choisi de dimension maximale. S’il existe k ∈ K tel que αk( ~f ) = 0, alors ker(αk) induit un mur de ~BF , qui ne peut
couper ~CF . Donc αk( ~CF) > 0, puis αk(~p−1( ~CF )) > 0, ce qui signifie que la condition αk > 0 est inutile pour de´finir ~C.
On peut donc supposer que pour tout k ∈ K, αk( ~f ) , {0}. Alors, pour tout k ∈ K, il existe vk ∈ ~f1 tel que αk(vk) , 0.
Comme vk ∈ ~f1 ⊂ ~C, on a automatiquement αk(vk) > 0 et αl(vk) ≥ 0 pour tout l ∈ k. En sommant tous ces vk, on
obtient w ∈ ~f tel que pour tout k ∈ K, αk(w) > 0. Alors pour tout x ∈ ~p−1( ~CF ), il existe λ ∈ R+ tel que x + λw ∈ ~C, et
ceci prouve que ~p( ~C) = ~CF . Comme δ(~g) ⊂ ~C, on a ~C ⊂ ~g∗, donc CF ⊂ ~p(~g∗).
Enfin, pour le dernier point, il faut montrer que p(b(g)) est dans chaque demi-appartement de BF contenant un
voisinage de s(p(g)) dans p(g). NotonsDBF (M,+) un tel demi-appartement, M est un mur de BF , identifie´ a` un mur de
B dont la direction contient ~f . Soit O ouvert de BF tel que O∩g ⊂ DBF (M,+), alors p−1(O)∩g ⊂ p−1(O)∩ p−1(p(g)) =
p−1(O∩ g) ⊂ p−1(DBF (M,+)). Ainsi p−1(DBF (M,+)) est un demi-appartement de B contenant le voisinage p−1(O)∩ g
de s(g) dans g. Ceci entraıˆne que b(g) ⊂ p−1(DBF (M,+)), donc que p(b(g)) ⊂ DBF (M,+). 
L’inclusion re´ciproque du premier point n’est en ge´ne´ral pas vraie, mais c’est presque tout comme, car le fait que
~p(δ(~g)) ⊂ δ(~p(~g)) implique que ~p(δ(~g)) est inclus dans la meˆme facette de Weyl que celle contenant δ(~p(~g)). En terme
de coˆnes affines, on obtient le
Corollaire 8.2.7 Soit BF un appartement de IF , soit g ∈ FB un coˆne borde´ par un coˆne paralle`le a` f . Alors
Cl(pB(δ(g))) = Cl(δ(pB(g))).
On ne peut pas dire directement la meˆme chose pour les bases, car b(g) est de´finie comme l’intersection de g avec
des demi-appartements ferme´s. Il se pourrait donc a priori que p(b(g)) soit inclus dans un bord de la facette de Weyl
contenant b(p(g)). Mais ce n’est pas le cas. En effet, si M est un mur contenant p(b(g)), alors le mur correspondant
contient b(g) et donc g, d’ou` finalement b(p(g)) ⊂ M. On peut donc e´noncer le
Corollaire 8.2.8 Soit BF un appartement de IF , soit g ∈ FB borde´ par un coˆne paralle`le a` f . Alors Cl(pB(b(g))) =
Cl(b(pB(g))).
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8.2.2 ÎF comme re´union de fac¸ades de I
On montre ici que ÎF est home´omorphe a` la re´union de IF et d’autres fac¸ades de I.
On pose :
B(F) = {G ∈ FI | ∃A ∈ A, F′ ∈ FI, G′ un scp de G tq F′ ∥ F, δ(F′) ∪ δ(G′) ⊂ A et A ∩ F′ ⊂ A ∩G′}
On dira que B(F) est l’ensemble des coˆnes de I borde´s par F.
Proposition 8.2.9 L’espace topologique ÎF est home´omorphe a` la re´union des IG pour G ∈ B(F).
L’home´omorphisme est donne´ par :
χ:
ÎF →
⋃
G∈B(F) IG[
g
]
AF 7→
[
ga
]
A
Un point [g]AF d’un appartement compactifie´ ¯AF est envoye´ sur le point de ¯A e´gal a` [ga], ou` ga est un releve´ de g
dans A, c’est a` dire ga ∈ FA, pA(ga) = g et ~f ⊂ ~ga.
De plus, χ fixe IF .
De´monstration:
χ est bien de´fini :
Pour commencer, soit AF un appartement de IF , soient g et h deux coˆnes e´quivalents dans AF , soient ga, ha ∈ FA des
releve´s, montrons que ga ∼A ha. On a e´galite´ des directions : ~p(~ga) = ~g = ~h = ~p(~ha), donc ~ga = ~ha par la deuxie`me
assertion de la proposition 8.2.2. Et g ∩ h , ∅ donc le lemme 8.2.3 s’applique : ga ∩ ha , ∅. Donc ga ∼ ha.
Passons au cas ge´ne´ral : soit x ∈ ÎF , soient AF et BF deux appartements de IF , soit g ∈ FAF et h ∈ FBF tels que
x = [g]AF = [h]BF . Soient ga ∈ FA et hb ∈ FB des releve´s. Alors {g˜a, ˜hb} ⊂ B(F)
Il existe fa ∈ FA et fb ∈ FB tels que δ( fa) ∥ δ(F) ∥ δ( fb), fa ⊂ g¯a, fb ⊂ ¯hb, s( fa) = s(ga), et s( fb) = s(hb). D’apre`s
la proposition 3.3.3, point 9, il existe une facette de quartier k ⊂ A et une autre l ⊂ B telles que δ(ga) ∪ δ( fa) ⊂ ¯k et
δ(hb)∪ δ( fb) ⊂ ¯l. On choisit k et l minimales. Soit Z ∈ A contenant un scp de k et un scp de l, montrons que Z contient
alors le coeur d’un scp de ga et le coeur d’un scp de hb.
Il y a deux possibilite´s : soit δ( ~fa) ⊂ δ(~ga) et alors ~k est la facette de Weyl contenant δ(~ga) et donc δ(~ga) ⊂ ~ga ∩ ~k, soit
δ( ~fa) est disjoint de δ(~ga), alors ~k est la plus petite facette ferme´e contenant Conv(δ( ~fa) ∪ δ(~ga)), alors ]u, v[⊂ ~ga ∩ ~k
pour n’importe quel u ∈ δ(~ga) et v ∈ δ( ~fa). Dans tous les cas, ~k ∩ ~ga , ∅. Donc tout scp de k contient un point t de ga,
alors t+ δ(~g) ⊂ k par le lemme 8.2.1. Ceci prouve que A∩Z contient le coeur d’un scp de ga. De meˆme, B∩Z contient
le coeur d’un scp de hb. Notons gz et hz les coˆnes engendre´s par ces coeurs, ainsi g˜z ∼I g˜a et ˜hz ∼I ˜hb.
Comme Z contient e´galement un coˆne paralle`le a` fa, il contient un coˆne paralle`le a` f et fournit donc un apparte-
ment ZF de IF . Nous voulons montrer que g˜a ∼ ˜hb, et pour cela il suffit de montrer que gz ∼Z hz. En raison du cas
particulier traite´ au de´but de la preuve, il suffit de prouver que pZ(gz) ∼ZF pZ(hz). Ce sera fait si nous prouvons que
g˜ = p˜A(ga) ∼IF p˜Z(gz) et ˜h = p˜B(hb) ∼IF p˜Z(hz). Bien suˆr les deux e´galite´s sont similaires, ve´rifions juste la premie`re.
Quitte a` remplacer ga par le scp engendre´ par δ(gz), et g par la projection sur AF du coˆne obtenu, on peut supposer
k ⊂ A ∩ Z, δ(ga) = δ(gz) et pA(ga) = g. L’intersection ¯A ∩ ¯Z est ferme´e, donc contient ¯k. Or ¯k contient pA(¯k ∩ A) car
δ( ~fa) ⊂ ~k donc ¯k ∩ A est stable par addition avec δ( ~fa). Donc AF ∩ ZF ⊃ Cl(pA(δ(ga))). Et, d’apre`s le corollaire 8.2.7,
AF ∩ ZF ⊃ δ(pA(ga)) = δ(g).
On peut maintenant choisir φ : ¯A ∼−→ ¯Z un ”isomorphisme d’appartements compactifie´s” qui fixe AF ∩ ZF . Alors
φ(g) = φ ◦ pA(ga) = pZ ◦ φ(ga) = pZ(gz). Ainsi, pZ(gz) est l’image de g par un isomorphisme d’appartements qui fixe
δ(g), donc pZ(gz) et g ont le meˆme coeur, et donc g˜ = p˜Z(gz).
Ceci ache`ve de prouver que χ est bien de´finie.
Prenons note de ce re´sultat, que nous avons montre´ au passage car il resservira :
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Lemme 8.2.10 Soient F′,G, H ∈ FI tels que G ∈ B(F) et H ∈ B(F′). Alors il existe un appartement Z, il existe
gz, fz, f ′z , hz ∈ FZ tels que g˜z et ˜hz sont des scp de G et H, ˜fz et ˜f ′z sont paralle`les a` F et F′, fz ⊂ g¯z et f ′z ⊂ ¯hz.
De plus, si A est un appartement de I contenant δ(G) et un coˆne paralle`le a` δ(F), si ga = A ∩ G, alors p˜A(ga) ∼IF
p˜Z(gz). Et similairement pour H et F′.
Remarque: En appliquant ce lemme au cas ou` F′ = H et G ∼ H, on ve´rifie que si G ∈ B(F) et H ∼ G, alors H ∈ B(F).
χ est surjective : Soit x ∈ ⋃G∈B(F) IG. Il existe un appartement A et un coˆne g ∈ FA tel que x = [g]A et F borde g˜.
Alors pA(g) ∈ FAF et x = χ([pA(g)]AF ).
χ est injective : Soient x, y ∈ ÎF , x = [g]AF , y = [h]BF , et supposons que χ(x) = χ(y). Soient ga ∈ FA, hb ∈ FB
des releve´s, alors g˜a ∼ ˜hb. Quitte a` raccourcir ga et hb, on peut supposer graˆce au lemme 8.2.10 qu’il existe Z ∈ A,
gz, hz, fz ∈ FZ tels que g˜z ∼ g˜a, ˜hz ∼ ˜hb et ˜fz ∥ F. Alors gz ∼Z hz, c’est-a`-dire que gz ∩ hz contient un scp de gz et de
hz. Alors l’image par pZ de ce scp est un scp de pZ(gz) et de pZ(hZ), donc pZ(gz) ∼ZF pZ(hZ). Mais le lemme affirme
en outre que g˜ = p˜A(ga) ∼IF p˜Z(gz) et similairement pour h. Ceci implique que g˜ ∼IF ˜h donc x = y.
χ est continue : Soit x = [g]AF un point d’un appartement compactifie´ ¯AF de IF . Fixons un releve´ ga ∈ FA de g et
un ouvert U ∈ U de sorte que V := VI(g˜a,U) ∩ (∪G∈B(F)IG) est un voisinage de χ(x), et les voisinages obtenus de
la sorte forment une base de voisinages de χ(x). Montrons que χ−1(V) contient un voisinage de x, pre´cise´ment, nous
allons montrer que VIF (g, ~p(U)) ⊂ χ−1(V). Soit f ∈ FA un coˆne tel que ˜f ∥ F.
Soit t ∈ VIF (g, ~p(U)), soit H ∈ FI un repre´sentant de t. Alors H est borde´ par F, donc d’apre`s la proposition 4.7.2, il
existe B ∈ A contenant b(ga) + δ( ~f ) et un scp de δ(H), on peut supposer δ(H) lui-meˆme. L’intersection ¯A∩ ¯B contient
alors p(b(ga)) et donc b(g) par le corollaire 8.2.8. Soit φ : ¯B ∼−→ ¯A induisant un isomorphisme BF ∼−→ AF fixant b(g).
Alors φ(t) ∈ V′AF (g, ~p(U)) (voir 6.2.3). On a χ ◦ φ(t) = φ ◦ χ(t), il reste donc a` ve´rifier que χ(φ(t)) ∈ V′A(ga,U).
Soit h ∈ AF un repre´sentant de φ(t) inclus dans (g + ~pA(U)) ∩ g∗. Comme pA(ga + U) = g + ~p(U), il existe s ∈ ga +U
tel que pA(s) = s(g). Mais alors s ∈ p−1(g∗), donc d’apre`s la proposition 8.2.6, il existe ~v ∈ ~f tel que s + ~v ∈ g∗a. Alors
s + ~v ∈ (ga + U) ∩ g∗a. On choisit le releve´ ha de h dont le sommet est s + ~v, donc ha = s + ~v + ~ha ⊂ (ga + U) ∩ g∗a, car
~ha est dans le bord de ~ga (lemme 8.2.4). Ceci prouve que χ(φ(t)) ∈ V′A(ga,U), donc χ est continue.
χ est ferme´e car ÎF est compact et I est se´pare´.
χ fixe IF : Soit x ∈ IF , soit AF un appartement contenant x, soit f ∈ FA un repre´sentant de x, on a ˜f ∥ f . On a
x = [{x}]AF et un releve´ de {x} dans A est f . Donc χ(x) = [ f ]A = x. 
Ainsi, χ(ÎF) est compact, donc ferme´ dans I. De plus, IF est dense dans ÎF , donc χ(IF) = IF est dense dans
χ(ÎF). D’ou` le
Corollaire 8.2.11 L’adhe´rence de IF dans I est χ(ÎF) = ⋃G∈B(F) IG.
On peut donc identifier, au moyen de χ, la compactification ÎF de IF a` la cloˆture de IF dans I.
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