Abstract. Many real-world networks exhibit correlations between the node degrees. For instance, in social networks nodes tend to connect to nodes of similar degree. Conversely, in biological and technological networks, high-degree nodes tend to be linked with low-degree nodes. Degree correlations also affect the dynamics of processes supported by a network structure, such as the spread of opinions or epidemics. The proper modelling of these systems, i.e., without uncontrolled biases, requires the sampling of networks with a specified set of constraints. We present a solution to the sampling problem when the constraints imposed are the degree correlations. In particular, we develop an efficient and exact method to construct and sample graphs with a specified joint-degree matrix, which is a matrix providing the number of edges between all the sets of nodes of a given degree, for all degrees, thus completely specifying all pairwise degree correlations, and additionally, the degree sequence itself. Our algorithm always produces independent samples without backtracking. The complexity of the graph construction algorithm is O(N M ) where N is the number of nodes and M is the number of edges.
Introduction
Complex systems often consist of a discrete set of elements with heterogeneous pairwise interactions. Networks, or graphs have proven to be a useful representational paradigm for the study of these systems [1, 2, 3, 4] . The nodes, or vertices, of the graphs represent the discrete elements, and the edges, or links, represent their interaction. In empirical studies of real-world systems, however, for reasons of methodology, privacy, or simply lack of data, frequently there is only limited information available about the connectivity structure of a network. When this is the case, one has to take a statistical approach and study ensembles of graphs that conform to some structural constraints. This statistical approach enables the computation of ensemble averages of network observables as determined solely by the constraints, i.e., by the specified structural properties of the graphs. Ensemble modeling of this type is necessary to determine the relationship between the given structural constraints and the behavior of the complex system as a whole. Calculating ensemble averages, though, requires the ability to construct all the graphs that are consistent with the required structural constraints, a highly non-trivial problem.
Perhaps one of the simplest examples of structural constraints that occur in data-driven studies of real-world systems is to fix the degree of each node, which is the number of edges that are connected to, or are incident on the node. For an undirected graph with N nodes this information is specified by a degree sequence The situation of most practical interest is when we demand the graph with a given degree sequence to be a simple graph, which has the additional constraints that there can be at most one link (in each direction, if directed) between any two nodes, and that no link starts and ends on the same node (no self-loops). However, not all positive integer sequences can serve as the sequence of the degrees of some simple graph. If such a graph does exist, then the sequence is said to be graphical. Any simple graph (just "graph" from here on) with the prescribed node degrees is said to realize the degree sequence, and it is called a graphical realization of the sequence. The two main results used to test the graphicality of an undirected degree sequence are the Erdős-Gallai theorem [5] and the Havel-Hakimi theorem [6, 7] . For directed networks, instead, the main theorem characterizing the graphicality of a BDS is due to Fulkerson [8] . More recently, exploiting a formulation based on recurrence relations, new methods were introduced to implement these tests with a worst case computational complexity that is only linear in the number of nodes [9, 10, 11] . The advantage of these methods over others with similar complexity [12] is that they also allow a straightforward algorithmic implementation.
While the above results provide complete and practical answers to the question of the graphicality of sequences of integers, they do not suffice to solve the problem of constructing graphs with prescribed degrees. One of the main issues with constructing graphs for the purpose of ensemble modeling is that, except for networks of just a few nodes, the number of graphs realizing a degree sequence, or other possible constraints, is generally so large that their complete enumeration is impractical. Therefore, one has to resort to sampling the space of realizations by randomly generating networks with prescribed node degrees [9, 11] . For the case of degree-based graph sampling, the existing approaches generally fall into two classes that can broadly be referred to as "rewiring" and "stub-matching". Rewiring methods start from a graph with the required degrees and use Markov chain Monte Carlo (MCMC) schemes to swap repeatedly the ends of pairs of edges to produce new graphs with the same degree sequence [13, 14, 15, 16] . Stub-matching methods, instead, are direct construction algorithms that build the graphs by sequentially creating the edges via the joining of two stubs of two nodes [17, 18, 19, 20, 21] . A stub represents a non-connected, "dangling half-edge" and a node has as many stubs as its degree. Unfortunately, these techniques can provide biased results, or are ill-controlled. In the case of the MCMC method the mixing time is in general unknown and thus one cannot know a priori the number of swaps needed to produce two statistically independent samples. Proofs showing polynomial mixing of the MCMC method have been recently developed for special degree sequences [22, 23, 24, 25] , and for the case of balanced realizations of joint-degree matrices [26] . However, none of these methods allows the determination of the exponent of the polynomial scaling.
Among the stub-matching methods, the most commonly used algorithm, which is also ill controlled, is known as the configuration model. The configuration model was proposed in [17] as an algorithmic equivalent of the results from Refs. [27, 28] , themselves based on prior models [29, 30] . The algorithm randomly extracts two stubs from the set of all stubs not yet connected into edges, and connects them into an edge. If a multi-edge or a self-loop has just been created, the process is restarted from the very beginning to avoid biases. However, depending on the degree sequence, this process can become very inefficient with an uncontrolled running time, just like the MCMC method. Alternatively, one can ignore multi-edges and self-loops, and fix them "by hand" at the end of the process. However, doing so produces significant biases even in the limit of large system size [31] . Recently, a novel family of stub-matching algorithms were introduced for both undirected [9] and directed [11] degree sequences, based on the so-called star-constrained graphicality theorems [32, 33] . These algorithms generate statistically independent samples with a worst case polynomial time of O(N M ), where M is the total number of edges. The samples are not generated uniformly. However, their statistical weights are computable and can be used to obtain results in an importance sampling framework [9, 34, 11, 35] . Note that the solution for the directed sequences also solves the problem for bipartite sequences because a bipartite graph can always be represented as a directed one in which one of the two sets of nodes has only outgoing edges, and the other set has only incoming ones.
Graph construction and sampling becomes even more difficult when there are structural constraints of higher order, such as correlations amongst the node degrees. Degree correlations can be expressed in several ways, for example with the help of the conditional probability P (d ′ |d) that a node of degree d will have a neighbor of degree d ′ , or more simply, by the average degree of the neighbors of a node with [36] . The properties ofd ′ (d) characterize the so-called assortativity of a graph, which is a measure of the tendency of a node to connect to nodes of similar degree. Ifd ′ (d) is increasing in d, the graph is assortative, if it is decreasing the graph is disassortative, and if it is constant, the graph is uncorrelated. Even more coarse-grained measures of degree correlations are possible, including the Pearson coefficient [37] , the Spearman coefficient [38] and the Kendall coefficient [39] . These coefficients assume values ranging from −1, for highly disassortative graphs, to 1, for highly assortative ones.
A more precise way to express degree correlations is via the use of a joint-degree matrix. The degree correlation measures discussed above specify the correlations only statistically, but they do not fix the number of edges between nodes of given degrees, whereas the joint-degree matrices do. In this sense, the relationship between joint-degree matrices and the statistical degree correlation measures is similar to the relationship between degree sequences and degree distributions. The joint-degree matrix (JDM) of a given undirected simple graph is a symmetric matrix whose (α, β) element is the number of edges between nodes of degree α and nodes of degree β. The dimensions of the JDM are ∆ × ∆, where ∆ is the largest degree of a node in the graph.
Degree correlations have generated considerable interest, as they are known to affect many structural and dynamical properties of graphs and the processes they support [40, 41, 42, 43, 44, 45, 46, 47] . Nevertheless, even though their importance is well established, it has heretofore not been possible to perform ensemble modeling of graphs with prescribed joint-degree matrices. In this Article, we solve this problem by developing an algorithm based on the stub-matching method to construct and sample ensembles of graphs with a specified joint-degree matrix.
Mathematical foundations

Graphicality of JDMs
The problem of graphicality for JDMs asks whether a specified symmetric matrix can be the JDM of a simple graph. Our starting point is an Erdős-Gallai-like theorem that gives the requiements for a JDM to be graphical [48, 49, 50] .
Before stating the theorem, though, note that a JDM specifies uniquely the degree sequence of the graphs that realize it [48] . Given a JDM J, the number of nodes with degree α is
where V α is the set of nodes, or degree class, with degree α. As a general rule of notation we will use lowercase Greek letters to indicate degree values and lowercase Latin letters for node indices. In the equation above the sum of each row α of J is the number of connections involving nodes of degree α (i.e., all nodes in class V α ).
As each node of degree α has exactly α stubs the total number of nodes of degree α is given by the notal number of stubs from all nodes in class V α divided by α. Moreover, each edge between nodes of the same degree involves 2 stubs. Thus, the diagonal elements must be double-counted. Note that multiple JDMs can specify the same degree sequence and thus prescribing a JDM is more constraining than only prescribing a degree sequence. With the definitions above, the necessary and sufficient conditions for a JDM to be graphical can be stated as follows [48, 49, 50] :
with non-negative integer elements is a graphical JDM if and only if:
This is an existence theorem, just like the Erdős-Gallai theorem for the case of degree sequences, and as such it does not provide an algorithm that can generate simple graphs with a given JDM. More importantly, we also need an algorithm that does not exclude classes of graphical realizations of a given JDM, but that can construct in principle any such realization. The situation is similar to that of degree sequences. In that case the Havel-Hakimi method [6, 7] is always able to create a graphical realization of a graphical degree sequence, but cannot construct them all, i.e., there will be some realizations that can never be built by this algorithm. This was the reason for the introduction of the notion of star-constrained graphicality in Refs. [32, 33] and the subsequent construction algorithms in Refs. [9, 11] . Here as well, we want to have a direct construction algorithm and ultimately an exact sampler that does not exclude any realization of a JDM. Due to the different nature of the constraints from the degree-sequence based case, we need to develop a novel approach which is based on the concept of degree spectra, introduced below.
Degree spectra
Consider a single row α of a graphical JDM J. The information contained in the row determines the precise number of edges needed between nodes of degree α and nodes of every degree. In other words, of all the stubs coming from V α , J α,1 of them must end in a node of degree 1, J α,2 of them must end in a node of degree 2, and so on. However, these matrix elements do not specify how to distribute these edges within and between the degree classes. To better specify these connections one introduces the notion of the degree spectra, which can be conveniently represented as a matrix.
The degree spectrum of a node is the sequence of its degrees towards all the degree classes, including its own degree class. A degree spectra matrix S is a ∆ × N matrix whose (α, i) element S αi is the number of edges between node i and degree class α (the set of nodes of degree α). The i th column of S defines the degree spectrum of node i. In general, there are many degree spectra matrices that correspond to the same JDM. In the following, exploiting the notion of degree spectra, we employ a two-step process in order to randomly sample graphs that realize a given JDM. First, we build a random degree spectra matrix from the JDM. Second, we construct a random graph that realizes the JDM and that is consistent with the chosen spectra. This approach creates the need for a method to guarantee that the spectra built from a JDM are graphical.
To develop such method, we first introduce a few concepts. In building a degree spectra matrix from a given JDM, our algorithm will exploit the possibility, proven in Subsection 2.3, of decomposing a realization of a JDM into independent subgraphs G αβ . These will represent the links between nodes in class V α and nodes in class V β . The construction of a degree spectra matrix will then proceed systematically, element by element. Thus, at each step, some nodes will have an already fixed number of links within some of the subgraphs, effectively determining a partial degree sequence of a bipartite graph. As the subgraphs must be realizable, one must be able to to decide whether a partial bipartite degree sequence is graphical.
Before proving a theorem that provides such a graphicality test, we need to define our notation. Let A, B, H and K be four sets of nodes: and let U = A ∪ B and V = H ∪ K (see Fig. 1 ). The sets can be of different size, but neither U nor V can be empty. Now, let P = p 1 , p 2 , · · · , p |A| and Q = q 1 , q 2 , · · · , q |H| be two given sequences of integers. They will represent the partial bipartite degree sequences that have already been fixed by the algorithm up to that point. The degrees of the other nodes, specifically those in the sets B and K, are not yet specified. What is specified is the total number of edges ε in the bipartition, i.e., the total number edges running between the sets U and V . Then, the partial bipartite degree sequence triplet (P, Q, ε), hereafter simply called a triplet, is graphical if there exists a bipartite graph on U and V with ε edges and degree sequences D(U ) A = P and D(V ) H = Q. In other words, the bipartite graph must be such that the nodes in A have degree sequence P and those in H have degree sequence Q. The partial degree sequence problem is to decide whether one can choose the degrees of the nodes in the sets B and K such that the above constraints are satisfied and the bipartite degree sequence D is graphical.
Since the graph realizing a triplet is bipartite, the number of edges ε equals the number of stubs in either set of nodes:
The imposed partial sequences P and Q prescribe a certain number of stubs in the first |A| nodes of U and in the first |H| nodes of V . Let these be P = |A| i=1 p i and Q = |H| i=1 q i , respectively. Then, the set B must contain exactly ε−P stubs; similarly, the set K must contain exactly ε − Q stubs. With these considerations, we first define the concept of a balanced realization of a triplet. Let µ ≡ ε−P |B| and ν ≡ ε−Q |K| . A realization of a triplet is defined to be balanced if and only if the degree of any node in B is either ⌊µ⌋ or ⌈µ⌉, and the degree of any node in K is either ⌊ν⌋ or ⌈ν⌉. Notice that this means that if µ or ν are integers, then all the nodes in B or K must have exactly degree µ or ν, respectively. Conversely, if they are not integers, then the degrees of any two nodes in B or in K, respectively, can differ at most by 1. That is, a realization is balanced if and only if all the degrees of the nodes that one is free to choose (those in B and K) are as close as possible to their averages µ and ν. The definition can be equivalently formalized by introducing a functional f acting on B and K:
Then, a realization of a triplet is balanced if and only if both f (B) and f (K) vanish.
An important theorem about the graphicality of triplets can now be proven.
Theorem 2. The triplet (P, Q, ε) is graphical if and only if it admits a balanced realization.
Proof. Sufficiency is obvious. If the triplet admits any realization, balanced or not, it is graphical by definition. To prove necessity, suppose the triplet is graphical. Then, it admits a realization G. If G is balanced, then there is nothing to do. Conversely, if G is not balanced, then f (B), f (K), or both, are greater than 0. Without loss of generality, assume that f (B) > 0. Then, there exists a node b i ∈ B such that either d bi < ⌊µ⌋ or d bi > ⌈µ⌉. Again without loss of generality, assume that d bi < ⌊µ⌋ (the other cases are treated analogously). Then, since the number of stubs within B is fixed, there must exist a node b j ∈ B such that d bj > ⌊µ⌋ and thus d bj > d bi . But then, there must exist a node v k ∈ V such that v k is connected to b j but not to b i . Now, remove the edge (v k , b j ) and replace it with (v k , b i ). This yields a different realization with the same degrees for the nodes in V , and in which f (B) is decreased by at least 1, as the degrees of B moved towards the balanced condition. The procedure can be repeated until f (B) = 0, resulting in a balanced realization.
An important corollary of this theorem is the following. Proof. Without loss of generality, assume x ∈ B. Then, there are several cases, each determined by the relative values of α, β and ⌊µ⌋. The most general case is α < ⌊µ⌋ < β, so consider only this situation. Start from the realization with d x = β. Repeated applications of the method in the proof of Theorem 2 will eventually yield a realization in which d x = ⌊µ⌋. For each step, the degree of x will have decreased by 1. Therefore, one realization of the triplet will have been found with d x = γ for all ⌊µ⌋ γ β. Now, start from the realization with d x = α. Applying the same step from the proof of Theorem 2 repeatedly will eventually yield a realization in which d x = ⌊µ⌋. For each of these steps, the degree of x will have increased by 1. Therefore, one realization of the triplet will have been found with d x = α for all α γ ⌊µ⌋.
Notice that, given a graphical triplet, Corollary 1 also implies the existence of minimum and maximum allowed degrees for each node whose degree has not yet been fixed (in B and K). That is, a realization of the triplet exists with a node having either its minimum or maximum degree, or any degree between these two values. Of course, the value of the minimum and maximum degree will depend on which degrees have been fixed up to that point, so these need to be recomputed as the algorithm progresses.
Building a degree spectra matrix
Corollary 1 suggests the possibility of a direct, sequential way to build a degree spectra matrix from a JDM. However, if the spectra matrix is built sequentially, then at each step the degree spectra are fully defined only for a subset of the nodes. We need to show first that this is acceptable, i.e., that by doing this we will not preclude the building of some realizations of the JDM J. We prove this below, in Theorem 3. This is not trivial: recall that the HH algorithm for the degree-sequence based graph construction does avoid constructing a class of graphical realizations [32] .
Let us denote by G αβ the graph between nodes of degree α and nodes of degree β. For α = β, G αβ is a bipartite graph, whereas G αα is unipartite. Proof. Necessity is obvious. If there exists a realization of J satisfying the spectra, then each subgraph between any pair of degree classes both satisfies the spectra and has the right number of edges.
To prove sufficiency, assume that all the graphs G αβ have the right number of edges J α,β and their nodes satisfy the fixed spectra specified in the subset s. If the "free" nodes, i.e., those without a fixed spectrum, have all the correct degree, then there is nothing to do. Now, assume they don't. Since the number of edges in each degree class is correct by hypothesis, there must exist a degree α and two free nodes v and w belonging to V α such that d v < α and d w > α. Thus, there must exist yet one more node u connected to w but not to v. Then, erase the edge (u, w), and replace it with (u, v). This leaves the numbers of edges in all G αβ unchanged, and does not change the degree spectrum of u, because v and w belong to the same degree class. Repeating this procedure results eventually in all the nodes having the correct degree.
Theorem 3 is significant for two reasons. First, it allows the decomposition of every realization of a JDM into a series of independent subgraphs G αβ between classes of nodes. The classes of nodes are determined by their degree, and the subgraphs are bipartite if the degree classes are different, and unipartite otherwise. Second, it justifies a systematic approach in building a degree spectra matrix. In fact, so long as one guarantees the possibility of subgraphs with the correct number of edges, a partial degree spectra matrix maintains the graphicality of the JDM. Both points are fundamentally important, as together they allow the construction of a sampling algorithm.
The only detail left is how to choose the numbers that form the degree spectra. Fortunately, this is straightforward. As mentioned in the previous Subsection, an implication of Corollary 1 is the existence of minimum and maximum allowed degrees for nodes in partial degree sequences. Let them be m (minimum) and M (maximum). But a partial degree sequence is nothing else than a partially built degree spectrum, if one recognizes the node sets U and V as two degree classes. Then, a condition that must be satisfied in building a degree spectra matrix is that any new number chosen to augment a partially built degree spectrum has to be within these bounds. However, one must also consider that if a node belongs to a certain degree class, it must have the correct degree. This means that there is an extra constraint to satisfy, namely that the element chosen does not leave the node with too many or too few stubs to be placed.
To state both conditions, assume the degree spectrum of node v ∈ V α is being built. Let Γ be the set of degrees for which a spectrum element has already been chosen, and let S βv be the element to determine next. Then, a valid value k for S βv must satisfy the two conditions
3. The algorithm
Description
We are now ready to describe our JDM sampling algorithm. The algorithm is composed of two parts. The first is a spectra sampler that randomly generates degree spectra matrices from a graphical JDM J:
(ii) Set α = 1.
(iii) Let l be the number of the residual, unallocated stubs of node i.
3. Find the actual minimum and maximum allowed for the degree spectrum element: r = max {m α , l − T } and R = min {M α , l − t}. 4. Extract an integer S α,i uniformly at random between r and R. To find the values of m and M in step iii.a.1 above, consider the degrees of the nodes belonging to two degree classes α and β as members of a partial degree sequences for the unipartite or bipartite graph G αβ . In the formalism of Subsection 2.2, the already fixed spectra elements are equivalent to the sequences P and Q. Then, to test the viability of a given value as a degree spectrum element, assign it to the element being determined, complete the degree sequence making it balanced, and test it for graphicality. If the sequence is graphical, then the triplet has a balanced realization, which by Theorem 2 is a necessary and sufficient condition for the existence of a subgraph corresponding to the spectrum element being determined.
If G αβ is unipartite, the graphicality test can be done using the fast method described in [9] . The situation is marginally different if G αβ is bipartite. In this case, as previously mentioned, the degree sequence can be built as a BDS in which nodes of degree α only have incoming edges, and nodes of degree β only have outgoing ones. This sequence can then be tested with the fast directed graphicality test described in [11] .
Thus, to find m one can simply run a sequential test, checking for valid spectrum values from 0 onwards. The first successful value is m. Then, to find M , use bisection to test all the values from m + 1 to the theoretical maximum, looking for the largest number allowed.
These considerations also clarify the nature of the second part of the algorithm, which samples realizations of the JDM from an extracted degree spectra matrix. Summarizing,
• JDM realizations can be decomposed into a set of independent unipartite and bipartite graphs.
• Bipartite graphs can be represented as directed ones.
• The degree spectra define the degree sequences of the component subgraphs. Then, to accomplish the actual sampling, extract the degree sequences from the degree spectra and use them in the graph sampling algorithms for undirected and directed graphs presented in [9, 11] . Every time a sample is generated, it constitutes a subgraph of a JDM realization. All that is needed in the end is simply to list the edges correctly, since the graph realizing the JDM is the union of all the unipartite and bipartite subgraphs into which it has been decomposed.
Sampling weights
Our algorithm does not extract all degree spectra matrices from a JDM with the same probability. However, the relative probability for the extraction of each spectra matrix is easily computed, and it can be used to reweight the sample and obtain unbiased sampling. If every new element of a degree spectra matrix is extracted completely randomly between r and R, its probability of being chosen is simply 1 R−r+1 . Therefore, the probability of extracting a given spectra matrix S is p (S) =
, where m is the total number of elements extracted. Then, an unbiased estimator for a network observable Q on an ensemble of Z spectra matrices can be computed using the weighted average
In the expression above, Q i is the value that Q assumes on the i th sample. Indicating by r j and R j the values that r and R assume for the j th matrix element extracted, the weights are
Of course, besides the spectra matrix, every subgraph has its own sampling weight. Thus, the total weight of a single JDM sample is the product of the corresponding spectrum weight and all the subgraph weights. To describe the distribution of the sample weights, first recall that the individual subgraph weights are log-normally distributed [9, 11] . Thus, as the sample weights are their product, we expect them to be log-normally distributed too. Also, for large JDMs, where ∆ 2 ≫ 1, the m factors in Eq. 3 are effectively random. Thus, our expectation is that the spectra weights are log-normally distributed as well. To verify this, we extracted the JDM of a random scale-free network with 1000 nodes and power-law exponent of 2.5, and used it to generate an ensemble of 10 5 degree spectra matrices and one of 10 8 JDM samples of a single spectra matrix. Figure 2 shows that the histograms of the logarithms of spectra matrix weights and sample weights are well approximated by a Gaussian fit, supporting our assumptions. 
Computational complexity
To determine the computational complexity of the algorithm, first note that the main cost in creating a spectra matrix comes from the repeated graphicality tests. Let A be the number of non-empty degree classes in the JDM
Then, for each of the N A non-trivial elements in the degree spectra matrix, A tests are needed, each with a computational complexity of the order of the number of nodes in the corresponding degree class. Thus, the total computational complexity for the spectra construction part of the algorithm is
Notice that in our treatment one is free to choose the order of the degree classes. Thus, to minimize the complexity, one can simply determine the degree spectra elements in descending order of degree class size. Then, the worst case corresponds to the equipartition of the nodes amongst degree classes, |V α | = N A . In this case, it is
which reduces to
if the number of degree classes is of the same order as the number of nodes. A more precise estimate for a given JDM can be obtained by rewriting Eq. 4 as
where the degree distribution P (d) = |V d | /N is the probability that a randomly chosen node has degree d. It is easy to see, then, that the worst case is unlikely to occur. Consider for instance systems of widespread insterest, such as scale-free networks, for which P (d) ∼ d −γ with γ > 2. Then, in the limit of large networks, the equation above becomes
Thus, in this case, the complexity leading order for spectra matrix extraction is only quadratic. Given a degree spectra matrix, to construct a JDM realization one then needs to build O A = O (N M ). Therefore, the total complexity of the graph construction part of our method is O N 2 for sparse networks, and O N 3 for dense ones. Once more, we do not expect the worst case complexity to occur often. For example, in the already mentioned case of scale-free networks, which are always sparse [51] , the total complexity of our algorithm would only be quadratic. A less efficient sampling method has been developed recently [52] , but it is based on backtracking, producing results containing biases that are uncontrolled and that cannot be estimated.
Conclusions
In summary, we have solved the problem of constrained graphicality when degree correlations are specified, developing an efficient and exact algorithm to construct and sample graphs with a specified joint-degree matrix. A JDM specifies the number of edges that occur between degree classes of nodes, and thus completely determines all pairwise degree correlations in its realizations. Our algorithm is guaranteed to successfully build a random JDM sample in polynomial time, systematically, and without backtracking. Also, each graph is constructed independently. Therefore, there are no correlations between samples. Although the algorithm does introduce a sample bias, the relative probability for the construction of each sample is easily computed, which allows the use of weighted averages to obtain an unbiased sampling.
Degree correlations in real-world systems have been widely observed. Social networks are known to be positively correlated, and the concept of assortativity was known to the sociological literature before it was employed in applied mathematics. Technological networks are also characterized by particular correlation profiles. Moreover, correlations significantly affect the dynamics of spatial processes, such as the spread of epidemics [3] . Thus, with our algorithm, scientists can model complex systems of general interest specifying the desired assortativity. This allows a modelling accuracy that until now has not been reachable, enabling the study of networks in which the correlations are not directly determined solely by the nodes' connectivity.
Upper bounds on the computational complexity of our algorithm show that in the worst case it is cubic in the number of nodes. However, we provide a way to compute the expected worst-case complexity if the degree distribution of the networks considered is known. This shows that, for commonly studied cases such as scale-free networks, the maximum complexity is only of the order of N 2 , making the algorithm particularly efficient.
