ABSTRACT Monitoring process variability is essential for establishing efficient process-control schemes. In practice, when the mean levels of a parameter are constant, and the process variance (or standard deviation) is independent of the mean, then, the process variability is typically monitored using conventional Shewhart R or S charts. However, in some practical situations, the mean levels are not constant, and the variance is not independent of the mean. In such cases, the coefficient of variation (CV) is often constant, and thus, CV control charts are generally used to address the issue of the variability in the process. In this paper, new CV charts based on ranked sampling schemes are proposed to enhance the monitoring power of the traditional CV chart. The charts are established based on ranked set sampling (RSS), median RSS (MRSS), and extreme RSS (ERSS), and are examined in terms of their run length performance. The efficiency of the proposed charts is compared with the existing classical CV chart under simple random sampling (SRS) scheme. The results, based on a simulation study, indicate that the newly developed rank-based CV charts show better detection of monitoring signals in process CV than the classical CV chart. In particular, the CV chart based on the ERSS technique performs notably better. A real-life example concerning the monitoring of outlet temperature is also provided to illustrate the application of the proposed charts.
I. INTRODUCTION
Statistical Process Control (SPC) comprises of vital tools, useful for the monitoring of shifts in process parameters. Control charts are the most sophisticated and commonly adopted SPC tools in the manufacturing and processing industries. Recently, their viability has been proved useful in other areas, such as science and technology, medicine, agriculture, and ecology. The classical structures of the customary univariate charts are based on the assumption that the process mean (µ) is constant, and the process standard deviation (σ ) is independent of the mean. For these settings, the process mean is usually monitored using theX charts (see, for example, Mahadik [1] ; Morales [2] ; Quinino et al. [3] ; Safaei et al. [4] ), while the process variability is monitored using the Shewhart R or S charts (i.e., Smith [5] ; Zhang [6] ; Aldosari et al. [7] and references therein). In many practical situations, the process mean is not fixed, and in fact, the process standard deviation
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or variance is not independent of the process mean, and thus, warrants the monitoring of the process variability using the coefficient of variation (CV). For example, in the medical situations where the quantity characteristic of a certain chemical taken to be the patient's blood that is measured repetitively, it is necessary to ensure the quality and consistency of laboratory measurements, which may otherwise affect the mean amount of target chemical in blood samples from different individuals. In these types of situations, the use of theX chart to monitor process mean is not suitable, and the situation becomes more complicated because the process variance is a function of the process mean, which hampers the consideration of the usual R or S chart to monitor the variation in the process structures.
To remedy this, Kang et al. [8] considered a typical relationship between µ and σ , that is, the CV. The direct proportional relationship defined by CV (defined by γ = σ/µ), is constant for repeated measurements of an experiment. The functional relationship suggests taking coherent groups, , for monitoring of process variation. Here, s andX represent the sample estimates of σ and µ, respectively. The CV chart is then constructed by plotting sample coefficients of variation corresponding to successive samples.
Different applications of the univariate CV control charts have been presented in the SPC literature. For example, Connett and Lee [9] applied a CV chart in the context of analysis of 'Split Specimens' of urine. Menzefricke [10] suggested a chart for the generalized variance using the predictive distributional approach to monitor CV. Later, Menzefricke [11] presented variance and CV charts for monitoring process variability based on predictive distributions. An adaptive Shewhart control chart was designed by employing a varying sampling interval plan to monitor the CV control charts (Castagliola et al. [12] ). Calzada and Scariano [13] proposed a Synthetic CV (SynCV) chart and compared its performance with the existing classic CV chart and the EWMA-γ 2 (exponentially weighted moving average) chart. They showed that the performance of the SynCV chart is better than the classical CV chart. The chart also outperformed the EWMA-γ 2 charts at high values of CV. Castagliola et al. [14] suggested an adaptive Shewhart-CV chart by employing a varying sample size approach for the monitoring of the process CV.
All the existing CV charts are based on the simple random sampling (SRS) scheme and are applicable in situations where the exact measurements of the process variable are available. To the best of our knowledge, the performance of CV charts under ranked-based sampling schemes has not been investigated in SPC literature. Hence, in the present study, we employed the CV charts under different ranked set sampling (RSS) plans to improve the detection power of the existing CV chart (based on SRS). The charts, named CV [R] charts, are proposed under various ranked sampling schemes, such as the RSS, MRSS, or ERSS. The proposed enhancements in the deployment of the customary CV control chart are suitable in those real-life situations where the perfect measurement of the quality characteristic of concern is costly to obtain, but the rank ordering of its elements can be obtained at a negligible cost.
In Section 2, a brief explanation of different ranked sampling schemes is given. The description of the design structure of the CV charts is presented in Section 3, followed by the description of the control structure of the proposed CV charts in Section 4. Section 5 presents the performance evaluation of the proposed charts. Simulation results and discussion of the results are presented in Section 6. A real data based example is further presented in Section 7, and conclusion and recommendations are provided in Section 8.
II. RANKED SET SAMPLING SCHEMES
In this section, we review the conceptual framework of the RSS, MRSS, and ERSS schemes under both perfect and imperfect ranking.
A. PERFECT RANKED SET SAMPLING
The following subsections describe different perfect ranked set sampling schemes investigated in this study.
1) RANKED SET SAMPLING (RSS)
RSS was proposed by McIntyre [15] to provide an unbiased estimator of the population mean, and for a given number of samples (n), it has a smaller variance than the estimator based on the simple random sampling (SRS) scheme. Takahasi and Wakimoto [16] gave its statistical properties. The RSS scheme has been employed in different research and real-life applications, including environmental and biological studies, statistical quality control, education, and reliability theory. See Kaur et al. [17] for a detailed review of the RSS scheme, and for real applications of the RSS scheme (cf. Haq et al. [18] ; Chacko and Thomas [19] ; AbuDayyeh and Al Sawi [20] ; Al-Omari and Raqab [21] ; Asghari et al. [22] ; Mahdizadeh and Zamanzade [23] and references therein). The collection of n samples using the RSS scheme comprises of randomly choosing a sample of size n 2 from the population of interest, and randomly divide the n 2 samples into n units each of size n. This is followed by ranking the n units within every set; the first sample is selected as the first unit in the first-ranked set; followed by the second sample from the second-ranked set, and so on until the last sample (the nth) is selected as the largest observation in the last ranked set. This gives an RSS of size n.
2) MEDIAN RANKED SET SAMPLING (MRSS)
Muttlak [24] proposed the MRSS, and also starts with the selection of a random sample of size n 2 from the target population, randomly partitioning the n 2 sample into n units each of size n.This is also followed by ranking the n units within each set, as in RSS. However, in MRSS, the selected units for actual measurements depend on whether n is odd or even.
If n is odd, the units at smallest rank are selected from each set in the first half and second half, respectively. This gives a MRSS of size n.
3) EXTREME RANKED SET SAMPLING (ERSS)
The ERSS was proposed by Samawi et al. [25] , and also starts with the selection of random samples of n 2 size from the concerned population, and then, arbitrarily separating the n 2 sample into n subgroups of size n.Further, the n units are ranked within each set. Similar to the MRSS, the selected units for the measurements depends on whether n is odd or even. For the case of odd n, the smallest and the largest elements are chosen from the first and the last ((n-1)/2) th sets, respectively, and the median is select from the middle-ranked set. However, for even samples (n), one can select the smallest units from the first n/2 groups, and the largest units from the remaining n/2 sets are selected. This gives an ERSS of size n. VOLUME 7, 2019 The perfect ranked sampling procedures outlined above might be continued k times to acquire nk samples.
B. IMPERFECT RANKED SET SAMPLING
In some real-life applications, the study variable X may be correlated with a concomitant variable Y , and it may not be possible to rank the study variable X perfectly, and as such, one might rank the information on Y to provide an efficient ranking of the study variable X . Here, the ranking depends on the degree of correlation, ρ, between X and Y . The ranking are done with the bivariate random samples of size n 2 elements from the pre-defined population of interest after dividing the n samples into n subgroups of size n, followed by ranking the sample within each unit with regard to the concomitant variable Y . After these initial steps, imperfect ranked set sampling units based on RSS, MRSS or ERSS can be obtained by applying the relevant sampling schemes given in Section 2.1 on Y , and the associated values of X selected. For a detailed description of the perfect and imperfect ranked schemes (cf. McIntyre [15] ; Muttlak and Al-Sabah [26] ; Riaz et al. [27] and references therein). Here, when ρ = 0 and 1, the RSS scheme (under imperfect ranking), yields SRS and perfect RSS explained in Section 2.1.1, respectively.
III. RANKED SET BASED CV CHARTS
We give the general form of the CV chart that can be used with any of the sampling schemes considered in this study. Assuming that X has a mean (µ) and standard deviation (σ ), by definition, the CV, γ , for X is defined as:
The CV given in Equation (1) is a standardized measure of the dispersion of X and has several benefits over the other measures of the dispersion, such as σ , which is always understood in the context of µ. However, since Equation (1) depends on the process mean and the process standard deviation which are usually unknown; it is inapplicable from the practical perspective. Consequently, it is more appropriate to estimate γ from the preliminary reference sample of the process. Now, consider a historical in-control reference sample observations of size n (X 1 , X 2, . . . , X n ) from the process with underlying parameters: σ and µ. We assume that the underlying distribution of X j (j = 1, 2, . . . n) is a standard normal distribution with the µand σ . LetX and s be the sample statistics representing mean and standard deviation, respectively, which is used for the estimation of the parameters µ and σ , respectively. TheX and s are distributed as X ∼ N (µ, (µγ ) 2 n ) and s ∼ µγ χ 2 (n−1) / √ n − 1, respectively (Kang et al. [8] ). The estimated γ of X is denoted by W, is defined as:
LetX [R],j and s [R] ,j symbolizing the sample mean and sample standard deviation attained from the jth sample, taking into account sampling scheme (R), where R represents any sampling scheme from SRS, RSS, MRSS or ERSS. We define CV [R] , given as:
as the sample coefficient of variation from the different sampling schemes, considered in this study. Here, W [R]j (n) is the statistic estimated for CV that are computed using the subgroup of size n taken from the underlying process that has been scaled to estimate γ , based on the different sampling schemes considered.
IV. CONTROL CHART STRUCTURE
Here, we present the CV chart structure that can be used with any of the RSS, MRSS, or ERSS sampling schemes under consideration. Let A [R} (n) be a pivotal parameter that describes a link between the estimated CV statistic W [R} (n) and the process parameter value γ , given as:
The expected value of A [R} (n) is given as:
where, for a specific sampling scheme, k 2 depends on n. E W [R}j (n) can be estimated as the average of W [R]j (n), computed from an appropriate size n obtained from a normal operating process conditions. Hence, we can define the unbiased estimator of γ for the j th sample as:γ
The probability limits are designed for the CV [R] chart with respect to the sampling schemes under consideration, by using the quantile points of distribution of A [R]j (n). Let us define α as the specified probability of a type I error, and A [R]j (n) α be the α-quantile point of the underlying distribution of A [R]j (n). Then the probability limits for the CV [R] chart established on W [R]j (n) are given as:
with,
with, For a sampling scheme, the ( α 2 )th and (1− α 2 )th be the quantile points of the under study distribution of A [R]j (n) depend entirely on n,for every choice of W [R]j (n). For the computation of the control chart constant k 2, j, n and quantile points, we obtain the distributional results of A [R]j (n) by estimating the mean, standard deviation, and cumulative probabilities of A [R]j (n) , through repeated generation of random samples.
V. PERFORMANCE EVALUATION
The two well-known criteria for control-chart performance are probability to signal (PTS) and average run length (ARL). The probability of signaling measure is used when interest lies in detecting the proportion of inconsistent or contaminated samples in a process (cf. Abbasi [28] ), whereas the ARL performance measures are mostly used to measure the performance of control charts in Phase II (cf. Adegoke et al. [29] ). Hence, in this study, we used the ARL measure to evaluate the performance of the CV charts from different sampling schemes.
The ARL value of a chart is the number of plotted samples on the chart before the first out-of-control signal is obtained. It is classified into ARL 0 and ARL 1 which are the averages of the sample points essential for obtaining the first out-of-control signal under an in-control and out-ofcontrol state of the process, respectively. When comparing charts, it is expected to achieve high ARL 0 and smaller VOLUME 7, 2019 (e.g., Noorossana et al. [30] ; Mahmoud et al. [31] ; Zhang et al. [32] ; Amiri et al. [33] ; Hadidoust et al. [34] ; Abbas et al. [35] ; Abbasi et al. [36] ; Abbas et al. [37] ; Abbas et al. [38] and references therein).
First, we need to obtain the charts' constants k 2, j and the quantile points of A [R]j to get the desired ARL value based of the control limits considering the different sampling schemes. To find these constants at a different level of n, the necessary steps are taken as follows: i. At first, 100,000 random samples of size n are generated from the in-control normally distributed process with mean µ and standard deviation (µγ ) / √ n, i.e., N (µ, (µγ ) 2 /n). ii. The sample meanX [R] ,j and the standard deviation s [R] ,j are estimated for the n samples. iii. Using theseX [R] ,j and s [R] ,j , the estimated CV given in Equation (3) iv. k 2, j, n values are acquired as the mean of these 100,000 A [R]j (n) values and are provided in Table 1 for the different values of n and sampling schemes considered. The constant k 2, j, n is used for obtaining unbiased estimates of γ . v. For a specified type I error probability, α, the ( Table 1 . These quantile points aid in determining the probability limits for different CV charts. The quantile points are obtained for predefined ARL 0 of 200, 370 and 500. These limits are used to set the control limits for the different CV charts. For finding the ARL of the different CV charts, the following steps are taken:
i. We generate n random samples from underlying normal distribution with µ and (µγ 1 ) / √ n, i.e., N (µ, (µγ 1 ) 2 /n, where, γ 1= γ (1 + δ). Hence, the 78056 VOLUME 7, 2019 TABLE 4. Run length characteristics of CV control charts based on different sampling schemes when n = 7 and γ = 0.1.
process is said to be out of control whenever process CV value shifts from an in-control value, γ , to another value, γ 1 . δ is the size of the shift, with δ = 0, implies no shifts. When there is no shift, i.e., δ = 0, we expect the ARL value to be close to a desired in-control ARL value, whereas, when the process is assumed to be out of control (i.e. δ > 0), the ARL should be small. ii. The estimated CV in Equation (3) is computed and plotted against the control limits obtained earlier.
iii. Replicate steps i-ii and record the iteration number (run length RL) that gives the first out-of-control signal. iv. Repeat steps i-iii 100,000 times. v. The ARL, MDRL, and the SDRL of the run lengths are obtained as the mean, median, and standard deviation of the run length distribution obtained in step iv, respectively The CV [R] control charts are examined using different rank set sampling schemes (RSS, MRSS, or ERSS) VOLUME 7, 2019 TABLE 5. Run length characteristics of CV control charts based on different sampling schemes when n = 10 and γ = 0.1.
TABLE 6.
Run length characteristics of CV control charts based on Extreme Rank Set Sampling (ERSS) under imperfect condition when n = 5 and γ = 0.1. under the perfect ranking conditions, and imperfect situation when ρ = 0.25, 0.5, 0.75, 0.9. For the case of imperfect ranking, we draw Y and X from a bivariate normal distribution. A total of 100,000 simulations are performed for each shift (δ) value. The shift size considered is δ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, or 2.0. The performance of the charts is investigated for different sample size n = 3, 5, 7, or 10 when the process is evaluated under perfect conditions, while n = 5 is used for imperfect condition.
VI. RESULTS AND DISCUSSION
The ARL, MDRL, and SDRL results of the CV charts based on different sampling schemes are reported in Tables 2-5, TABLE 7 . Regression test results for CSTR example. under perfect conditions considering varying sample sizes. The simulation results of the imperfect ranking are given in Table 6 for the CV chart based on ERSS. Some useful graphical representations are also provided for both the perfect and imperfect ranking in Figures 1-5 .
The descriptions of the results in these tables and figures are given below:
i. Only the CV [R] chart based on MRSS is performing poorly than the CV chart based on SRS, while all the other CV [R] charts lead to enhanced detection power in comparison with the classical CV chart (cf. Tables 2-5) .
ii. The ARL performance of all the charts approaches 1, as the size of the shift increases (cf. Tables 2-5 or Figure 1-4) . iii. Increasing the sample size n, enhances the performance of all the CV charts (cf. Tables 2-5), i.e., the ARL 1 of all the CV [R] charts decrease significantly with an increase in sample size n (cf. Tables 2-5 or Figure 1-4) . iv. The charts are all ARL unbiased, that is, the ARL 1 performance of the charts is always smaller than ARL 0 (cf . Tables 2-5 ). v. The CV [R] based on ERSS exhibited the best detection ability and outperformed all the other charts presented here. The cases of imperfect conditions at different values of correlation coefficients were considered for the most efficient CV chart based on ERSS sampling scheme. The run length results are reported in Table 6 considering n = 5 and γ = 0.1. The graphical comparison is also provided in Figure 5 . The results indicated that increasing the size of the correlation coefficient (ρ) improves the performance of CV [R] control chart, especially for the detection of small shifts in process CV.
Similar conclusions can be made using the MDRL and SDRL performance measures (see Tables 2-6 ).
VII. ILLUSTRATIVE EXAMPLE
This section provides an example based on real data to better illustrate the significance and application of proposed CV [R] control charts designed under different sampling schemes (i.e., RSS, MRSS, and ERSS). The data set considered here is the non-isothermal Continuous Stirred Tank chemical Reactor (CSTR) dataset (Marlin [39] ; Shi et al. [40] ; Abbas et al. [38] ). The outlet temperature (X ) variable is selected as a study variable from the CSTR dataset. We obtained m = 40 ranked set samples of size n = 5 considering different perfect ranked set schemes.
To check the constancy of the proposed CV [R] control charts statistics, we plotted the means under ranked set schemes against the square of the computed CV statistics of SRS, RSS, MRSS, and ERSS of different sample subgroups (cf. Abbasi and Adegoke [41] ). The results in Figure 6 show that the plotted CV [R] statistics based on SRS, RSS, MRSS, and ERSS againstX SRS ,X RSS ,X MRSS , andX ERSS , respectively, are constant. There is no apparent correlation between the estimated CV statistics with their respective averages. Hence, the idea of using the CV [R] charts is justified. The hypothesis of constant CV is further tested by running a regression model with the null hypothesis that CV [R] statistics are constant with respect to their respective means. The regression results (reported in Table 7 ) support the null hypothesis as the p-value is greater than 0.05 the level of significance. Table 8 provides the plotting statistics of CV [R] charts under sampling schemes of SRS and RSS, MRSS, and ERSS.
The CV [R] statistics are estimated under different ranked set sampling schemes with corresponding control limits fixed at ARL 0 to 370. The estimated in-control CVs are given in Table 8 and based on these estimates; the control limits were obtained (see Table 9 ). These in-control values of the CV chart are displayed on a graph and presented in Figure 7 . The CV [R] control charts are presented in Figure 7 where all the charting statistics lies within the control limits demonstrating the in-control state of the process. To investigate the detection ability of the charts, a shift of size δ = 1 was applied to the last 12 samples. The results given in Figure 8 show that the CV [R] control charts based on SRS, RSS, MRSS, and ERSS detect 4, 5, 2, and 8 out-of-control samples, respectively, (see Figure 8 ). This indicates that the CV [R] control chart based on ERSS offers the best detection ability. This superiority of the ERSS-based CV chart for real data validates the findings of Section 6.
VIII. CONCLUSIONS AND RECOMMENDATIONS
In this study, a new set of CV [R] charts, designed under different rank set schemes such as RSS, MRSS, and ERSS, were proposed. The CV [R] control charts were evaluated and compared with the classical CV control chart based on SRS. Our simulation results showed that CV [R] control charts, based on RSS and ERSS schemes, outperformed the classical CV control chart. The CV [R] chart based on MRSS is quite similar in performance when compared to the classical CV chart. The CV [R] control chart based on ERSS is the best performing CV chart for detecting shifts in process CV. The performance of the ERSS-based CV chart was also investigated for imperfect rank conditions, at different correlation (ρ) levels.
