Reconstruction of biological networks is a crucial step in extracting information from a large volume of experimental data. Various methods have been developed to reconstruct networks from data, each of which possesses its own strength and disadvantages. Examples of network reconstruction techniques include classic optimization-based approaches (e.g., least-squares methods), dimensionality reduction methods (e.g., statistical significance tests combined with either principal components regressions (PCR), or partial leastsquares (PLS) [1]), Bayesian networks and hybrid methods (e.g., Linear Matrix Inequalities (LMI) and Least Absolute Shrinkage and Selection Operator (LASSO) [2]). A detailed review of various network-reconstruction methods can be found in [3] . In this work, we present a new method, called Doubly Penalized Linear Absolute Shrinkage and Selection Operator (DPLASSO) for network reconstruction with the intent to combine the beneficial features of a regression and statistical significance testing-based method and a penalized optimization method. DPLASSO includes two parameter selection layers. Layer 1 is a supervisory layer, which uses PLS to build a linear model while accounting for correlations among the inputs. Layer 2 applies LASSO with extra weights on less informative model parameters/coefficients. Statistical significance testing is used in the first layer to retain the significant predictors and set the remaining small coefficients to zero. We use two different measures to evaluate the performance of DPLASSO. The first set of measures evaluates the performance of the methods based on their accuracy, sensitivity, and specificity in identifying the true connections in the network. The second measure is the fractional-error (FE) in estimating the coefficients in the case of linear systems.
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We present the application of DPLASSO to reconstruct two networks: a synthetic linear system (case study I), and a well-known nonlinear model of a cell-division cycle of fission yeast (case study II) [4] . In the PLS layer, a confidence level of 0.8 is used and the shrinkage parameter in the LASSO layer is chosen to be 0.8 (by cross validation). In case study I, our results show that DPLASSO outperforms LASSO in terms of accuracy and specificity. However, DPLASSO achieved lower sensitivity compared to LASSO. In terms of fractional error in estimating the coefficients, DPLASSO (FE = 0.53) can outperform LASSO (FE = 0.64) by as much as 20%.
The results for the cell-cycle model (case study II) show that DPLASSO's performance qualitatively confirms the findings for the synthetic dataset. DPLASSO is 29% and 9% better than LASSO in terms of accuracy and sensitivity, respectively. Due to dense structure of the networks (66%) reconstructed both LASSO and DPLASSO achieve low specificity. However, DPLASSO outperforms LASSO in terms of specificity. Since we used the simulated data from a nonlinear model but a linear model structure was chosen for network reconstruction, direct comparison of fractional-error in estimating the coefficients is not possible.
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