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Sommaire  
À l’ère du numérique, valoriser les données en leur donnant un sens est un enjeu capital pour 
supporter la prise de décision stratégique et cela dans divers domaines, notamment dans le 
domaine du marketing numérique ou de la santé, ou encore, dans notre contexte, pour une 
meilleure compréhension de la biologie des structures des acides nucléiques. L’un des défis 
majeurs de la biologie structurale concerne l’étude des structures des acides ribonucléiques 
(ARN), les effets de ces structures et de leurs altérations sur leurs fonctions. Contribuer à cet 
enjeu important est l’objectif de cette thèse. Celle-ci s’inscrit principalement dans le 
développement de méthodes et d’outils pour l’exploration efficace des structures secondaires 
d’ARN. En effet, explorer les structures secondaires d’ARN contribue à lever le voile sur leur 
fonction et permet de mieux cerner leur implication spécifique au sein des processus cellulaires. 
Dans ce contexte nous avons développé le modèle des super-n-motifs qui contribue à une 
meilleure représentation de la complexité structurale des ARN et offre un moyen efficace 
d’évaluer la similarité des structures d’ARN en tenant compte de cette complexité. Le modèle 
des super-n-motifs facilite l’étude des ARN dont le rôle est inconnu. Il permet de poser des 
hypothèses sur la ou les fonctions des ARN lorsque ceux-ci partagent une similarité structurale 
sans équivoque. Nous avons aussi développé la plateforme structurexplor pour faciliter 
l’exploration des structures secondaires, c’est-à-dire de permettre, en quelques clics, de 
caractériser les populations de structures d’ARN en, par exemple, faisant ressortir les groupes 
d’ARN partageant des structures similaires. La mise en œuvre du modèle des super-n-motifs et 
de la plateforme structurexplor a contribué à une meilleure compréhension de la phylogénie 
structurale des viroïdes qui sont des agents pathogènes à ARN attaquant les plantes, phylogénie 
jusqu’alors basée que sur leurs séquences. 
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Introduction 
Contexte 
Les acides ribonucléiques communément appelés ARN agissent comme intermédiaire du 
support de l’information génétique nécessaire à la synthèse des protéines comme le présente le 
dogme central de la biologie. En effet, ce dernier stipule que l’information génétique transite 
de l’ADN à l’ARN puis de l’ARN aux protéines par les processus de transcription et traduction 
de l’information génétique. En plus du rôle d’intermédiaire messager de l’information 
génétique, de nombreux ARN ont la capacité de catalyser des réactions chimiques et par 
conséquent d’agir en tant qu’enzyme nécessaire au maintien de l’activité cellulaire. C’est le cas 
par exemple des ARN de transferts qui participent à la synthèse des protéines en apportant les 
acides aminés nécessaires à leur élaboration. Tout comme de nombreux ARN, c’est la structure 
particulière adopter par les ARN de transferts qui leur donnent la capacité d’exécuter leurs 
fonctions en permettant à la fois d’accueillir les acides aminés et de s’associer au ribosome, 
complexe assemblant les protéines. De ce fait, étudier les structures d’ARN est crucial pour 
comprendre leurs fonctions. Dans ce contexte, notre intérêt de recherche se porte sur 
l’exploration des structures des ARN et plus particulièrement de leurs structures secondaires. 
Cette exploration a pour vocation de dresser un portrait des caractéristiques structurales de ces 
ARN et par conséquent de contribuer à une meilleure compréhension de leur fonction. En 
pratique, l’exploration des structures d’ARN permet de :  
• découvrir et d’annoter de nouvelles familles d’ARN; 
• identifier de nouvelles fonctions associées aux ARN; 
• identifier des motifs fonctionnels et leurs particularités; 
• comprendre la phylogénie des ARN; et, 
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• étudier les conformations structurales alternatives des ARN. 
L’effort dans la caractérisation des ARN par l’exploration des structures secondaires soulève 
trois défis majeurs. Le premier défi concerne la modélisation de la complexité de l’information 
biologique afin de pouvoir en tirer des connaissances. En effet, les ARN sont des 
macromolécules complexes. Modéliser leurs caractéristiques est loin d’être trivial puisque cela 
nécessite de tenir compte de toutes les propriétés structurales, telles que la configuration 
linéaire ou circulaire ou la présence de motifs complexes comme les pseudonœuds ou les G-
quadruplexes. Le deuxième défi concerne l’effort nécessaire pour l’exploration des structures 
secondaires qui peut devenir considérable, car il nécessite de jongler avec la biologie, 
l’informatique, les statistiques, la fouille de données et la visualisation des données. Loin d’être 
une tâche séquentielle, l’exploration des structures secondaires est un processus itératif où, 
sachant un ensemble de structures secondaires de départ, on cherche, calcule et évalue les 
caractéristiques structurales jusqu’à l’identification d’un sous-ensemble de caractéristiques 
pertinentes biologiquement. Le troisième défi concerne l’aspect pratique de l’exploration des 
structures secondaires d’ARN qui est lié à la classification des viroïdes, agents pathogènes à 
ARN circulaire. En effet, la classification des viroïdes s’appuie notamment sur la phylogénie 
de leurs séquences alors que l’information portée par leurs structures, bien qu’elle soit 
importante, est pour l’instant ignorée. Ces défis forment la pierre angulaire de cette thèse, au 
travers de laquelle on tentera d’apporter des solutions. 
Objectifs 
Afin de relever les principaux défis liés à l’exploration des structures secondaires, il convient 
de :  
• développer une nouvelle représentation des structures secondaires reflétant 
efficacement la complexité structurale des ARN; et, 
• développer une plateforme pour faciliter le processus d’exploration des structures 
secondaires d’ARN. 
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Le développement de ces approches va permettre d’explorer la structure des ARN fonctionnels 
tels que les ARN de transfert, les ARN ribosomiques ou d’agents pathogènes à ARN 
circulaires, c’est-à-dire les viroïdes, ces derniers étant un cas pratique d’application présenté 
dans cette thèse. 
Méthodologie 
Les objectifs de la thèse ont été atteints grâce à la mise en œuvre du processus d’exploration 
des structures secondaires. Ce processus est, en réalité, une application à la biologie structurale 
des ARN du processus de la découverte de connaissances dans les bases de données ou en 
anglais, «knowledge discovery in databases» (KDD). Il se décompose en 5 étapes (Figure 1) : 
• la problématique : cette étape décrit les intérêts de l’exploration des structures 
secondaires qui sont de dresser un portrait des caractéristiques structurales associées à 
des rôles ou fonctions biologiques précises; 
• le prétraitement : cette étape a pour but de sélectionner les structures secondaires 
d’intérêts liées à la problématique, de s’assurer de leur validité et de les formater afin 
de permettre leur analyse informatique; 
• la représentation : cette étape a pour but d’extraire les caractéristiques et propriétés 
générales définissant les structures et de les encoder dans des représentations 
synthétisant l’information intrinsèque portée par les structures; 
• l’exploration : il s’agit du processus d’exploration comprenant plusieurs étapes telles 
que la comparaison, la segmentation et le contrôle interactif. Ce processus consiste à 
comparer les structures secondaires, à extraire les groupes similaires de structures et à 
identifier les caractéristiques structurales potentiellement intéressantes. Il inclut le volet 
d’exploration interactive qui offre un contrôle sur toutes les étapes du processus 
d’exploration, car ce dernier est un processus itératif nécessitant plusieurs itérations de 
ces étapes afin d’arriver à une caractérisation satisfaisante des ARN; et, 
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• l’évaluation et l’interprétation : cette étape permet d’évaluer parmi toutes 
caractéristiques extraites celles qui sont biologiquement valides. Ces caractéristiques 
sont alors examinées afin d’en faire ressortir leurs rôles et implications dans les 
processus biologiques cellulaires. 
 
Figure 1. Processus d’exploration des structures secondaires d’ARN. 
Contributions 
La thèse apporte trois principales contributions consistant tout d’abord en un modèle de 
représentation des structures secondaires d’ARN, puis une plateforme d’analyse des structures 
secondaires, et enfin une application directe des précédentes contributions pour étudier la 
phylogénie structurale des viroïdes. Les points suivants présentent ces contributions avec des 
détails supplémentaires : 
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• nous avons développé un modèle, appelé le modèle des super-n-motifs, pour mieux 
représenter la complexité des structures secondaires d’ARN et permettre ainsi une 
comparaison reflétant bien les connaissances biologiques actuelles. Ce modèle tient 
compte de la configuration des ARN, c’est-à-dire, des ARN linéaires ou circulaires, et 
des motifs tels que les pseudonœuds et les G-quadruplexes. L’article présentant le 
modèle des super-n-motifs a été publié dans le journal Bioinformatics [1]; 
• nous avons développé un outil, appelé structurexplor pour faciliter l’exploration des 
données et permettre de découvrir les caractéristiques structurales des ARN 
potentiellement associées à des fonctions. Cet outil a été conçu dans le but de soutenir 
le biologiste en lui fournissant une plateforme lui permettant aisément de chercher, 
évaluer et sélectionner les caractéristiques structurales des ARN impliquées dans des 
processus biologiques. L’article scientifique portant sur la plateforme structurexplor a 
été accepté au journal Bioinformatics [2]; et, 
• la mise en œuvre de ces outils a contribué à l’étude de la classification des viroïdes en 
se basant sur leurs structures secondaires. Ceci a permis de faire ressortir les différents 
aspects et liens existants entre la classification des viroïdes basée sur leurs séquences et 
celle basée sur leurs structures tout en contribuant à une meilleure compréhension de la 
biologie des viroïdes. Le travail résultant de cette analyse fera l’objet d’un article 
scientifique à soumettre dans la revue BioEssays [3]. Il complète notre précédente étude 
portant sur l’analyse des séquences de viroïdes publiée dans la revue PLoS ONE [4]. 
Structure de la thèse 
La structure de la thèse reflète la méthodologie abordée.  
• les chapitres introduction et conclusion dressent les intérêts de recherche qui touchent 
la caractérisation des ARN et concluent sur les potentiels avancées et défis; 
• le Chapitre 1 porte sur la biologie de l’ARN; 
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• le Chapitre 2 discute du traitement informatique des structures secondaires d’ARN; 
• le Chapitre 3 traite de la représentation et la comparaison des structures; 
• le Chapitre 4 porte sur la segmentation et l’exploration interactive des structures 
secondaires; et, 
• le Chapitre 5 traite de la connaissance acquise grâce à l’exploration des structures 
secondaires d’ARN dans le contexte de l’étude de la phylogénie structurale des 
viroïdes. 
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Chapitre 1 
L’acide ribonucléique ou ARN 
L’acide ribonucléique (ARN) est une molécule importante jouant le rôle de support 
d’entreposage de l’information génétique, similaire à l’acide désoxyribonucléique (ADN), 
permettant la synthèse des protéines suivant le dogme central. Ce dernier présente le flux de 
l’information génétique commençant par l’ADN, puis la transcription de l’ADN en ARN et 
enfin se terminant par la traduction de l’ARN en protéines. Outre son rôle comme intermédiaire 
du support de l’information génétique, l’ARN a la capacité d’agir en tant qu’enzyme catalysant 
des réactions chimiques nécessaires au maintien de l’activité cellulaire. La structure adoptée 
par l’ARN peut déterminer sa ou ses fonctions ainsi que ses rôles dans les processus 
biologiques de la cellule. C’est pourquoi étudier les structures d’ARN est crucial pour 
comprendre leurs fonctions. Pour parvenir à cela, il est nécessaire de «numériser» l’information 
biologique des structures d’ARN, c’est-à-dire de transformer les connaissances biologiques des 
structures en information numérique utile. Ce prétraitement de l’information est important, car 
il permet de faciliter l’exploration des structures secondaires par le biais de méthodes et outils 
informatiques. Ainsi, dans ce chapitre, nous allons dans un premier lieu aborder les 
connaissances en biologie entourant l’ARN et sa structure, puis les motifs le constituant, 
ensuite les familles d’ARN et enfin l’intérêt d’étudier spécifiquement les structures secondaires 
d’ARN.  
1.1 La molécule d’ARN 
La molécule d’ARN est typiquement constituée d'une chaîne simple brin, contrairement à 
l'ADN qui est une molécule double brin. L’ARN est composé de bases : l’adénine (A), la 
guanine (G), la cytosine (C) et l’uracile (U). L’ARN est usuellement représenté par une 
séquence de lettres A, G, C et U. Cette séquence est présentée comme une chaîne de caractères 
de la forme, par exemple,  =   dont l'alphabet est Σ = {, , , } . Les bases se 
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subdivisent en deux groupes : les pyrimidines (C et U) et les purines (A et G). Les purines sont 
composées d'un cycle supplémentaire par rapport aux pyrimidines. Les bases reposent sur un 
squelette ribose-phosphate. Un nucléotide est ainsi la combinaison d’une base, d’un sucre 
(ribose) et d’un groupe phosphate. L’assemblage des nucléotides est réalisé par des liaisons 
phosphodiester entre les riboses et les groupes phosphates. La Figure 2 illustre la molécule 
d'ARN avec ses différents composants. 
 
Figure 2. La molécule de l’ARN. Adapté de [5]. 
  
9
Bien qu'il soit couramment considéré que l'ARN est composé des bases , ,  et , il est 
important de noter que les molécules d’ARN peuvent subir des modifications post-
transcriptionnelles, c’est-à-dire, après la transcription de l’ADN en ARN. Par exemple, la 
pseudouridine (notée Ψ) est issue de l'action d'une enzyme, la Ψ-synthétase, sur une uridine. 
Une uridine est constituée d’un uracile avec le ribose auquel ce dernier est rattaché. La 
combinaison base-ribose est appelée nucléoside et l’uridine en est une. Il existe des bases de 
données de modification des bases de l’ARN telles que RNAmods [6] et MODOMICS [7]. 
MODOMICS décrit plus de 100 bases modifiées différentes présentes dans diverses familles 
d'ARN.  
L’ARN possède deux extrémités, notées 5' et 3'. Le sens de lecture de l’ARN, allant de 
l’extrémité 5' vers l’extrémité 3', est donné par la direction de la synthèse de celui-ci par l’ARN 
polymérase. Ces extrémités sont déterminées par le 5e carbone du sucre au début de la chaîne 
rattachée à un phosphate et le 3e carbone du sucre rattaché à la fin de la chaîne à un hydroxyle. 
La plupart des ARN ont une configuration linéaire. Cependant, il existe des ARN de 
configurations circulaires pour lesquels il n’y a pas d’extrémités. En effet, ces extrémités sont 
jointes formant alors une boucle fermée. La molécule d’ARN simple brin ayant une 
configuration linéaire ou circulaire peut se replier sur elle-même pour former des structures 
complexes. La section suivante aborde les aspects entourant la formation des structures d’ARN. 
1.2 La formation de la structure de l’ARN 
L'état simple brin de l'ARN lui confère la flexibilité suffisante pour se replier sur lui-même afin 
d'adopter des conformations variées souvent nécessaires à sa fonction. En fait, il suit un 
processus de repliement hiérarchique [8], [9]. Lors du repliement de celui-ci, les bases de la 
séquence s’apparient pour former successivement la structure secondaire puis la structure 
tertiaire. La Figure 3 présente la séquence, la structure secondaire et tertiaire d’un ARN 
appartenant à la famille des ARN de transfert. 
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Figure 3. La structure primaire ou séquence, la structure secondaire et la structure tertiaire d'un ARN de transfert 
de la levure. Cet ARN est identifié par 1VTQ dans la base de données des acides nucléiques (NBD) [10]. Les 
visualisations de la structure secondaire, en forme de feuilles de trèfles et la structure tertiaire en forme de «L» de 
cet ARN ont été générées via VARNA [11] et JSMOL [12]. 
Lors du repliement de l'ARN, les bases s’apparient par la formation de ponts hydrogènes; on 
parle alors de bases appariées ou de nucléotides appariés (Figure 4). Un pont hydrogène est une 
force électrostatique qui induit l’attraction, à la manière d’un aimant, entre un hydrogène d’un 
nucléotide, chargé positivement et un atome d’un autre nucléotide, par exemple un oxygène ou 
un azote, chargé négativement. Chaque appariement de nucléotides suit une configuration 
précise en fonction des faces d’interaction et de l’orientation des nucléotides impliqués dans 
celui-ci. On distingue trois faces et deux orientations d’interactions qui sont à la base de la 
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formation des 12 familles d’appariements suivant la nomenclature Leontis-Westhof [13], [14]. 
Elles incluent la face Watson-Crick, la face du ribose et la face Hoosgteen pour les purines ou 
CH (groupement carbone-hydrogène) pour les pyrimidines (voir Figure 5). Bien que la face 
Hoogsteen est spécifique aux purines, nous référons la face CH aussi par Hoosgsteen pour 
simplifier la notation. Les 12 familles d’appariement incluent aussi les interactions dites en cis 
ou en trans faisant référence à l’orientation des liaisons entre le ribose et le groupe phosphate 
(liaison glycosidique) des nucléotides appariés, se situant respectivement dans le même plan 
ou non [13], [14]. Le Tableau 1 présente les 12 familles d’appariements. On désigne 
couramment par appariements canoniques, les appariements Watson-Crick/Watson-Crick en 
cis entre la guanine et la cytosine d’une part, et entre l’adénine et l’uracile d’autre part. Tous 
les autres types d’appariements sont appelés appariements non canoniques [13], [14]. En tenant 
compte de ces familles d’appariements, on a alors près de 48 configurations d’appariements 
possibles impliquant l’adénine, l’uracile, la guanine la cytosine, et cela, sans compter les 
nucléotides modifiés [15] et les interactions pouvant mettre en jeu plus de 2 nucléotides [16].  
 
Figure 4. Exemples d’appariements où une adénine est appariée à un uracile et une guanine est appariée à une 
cytosine par la formation de ponts hydrogènes. 
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Figure 5. Faces d’interactions des nucléotides. 
Tableau 1. Les 12 familles d’appariements. Adapté de [13], [14]. 
No. Orientation de la liaison 
ribose (pont glycosidique) 
Face d’interaction Symbole 
1 cis Watson-Crick/Watson-Crick 
 
  Watson-Crick/Watson-Crick (G-C)a 
 
  Watson-Crick/Watson-Crick (A-U)b 
 
2 trans Watson-Crick/Watson-Crick 
 
3 cis Watson-Crick/Hoogsteen 
 
4 trans Watson-Crick/Hoogsteen 
 
5 cis Watson-Crick/Ribose 
 
6 trans Watson-Crick/Ribose 
 
7 cis Hoogsteen/Hoogsteen 
 
8 trans Hoogsteen/Hoogsteen 
 
9 cis Hoogsteen/Ribose 
 
10 trans Hoogsteen/Ribose 
 
11 cis Ribose/Ribose 
 
12 trans Ribose/Ribose 
 
a
 G-C indique l’appariement entre une guanine et une cytosine. b A-U indique l’appariement entre une adénine et 
un uracile. 
  
13
Usuellement, l'ensemble des appariements canoniques formés, lorsque la molécule simple brin 
d'ARN se replie sur elle-même, constitue la structure secondaire d'ARN. L’ensemble des 
appariements non canoniques s’ajoute et complexifie la structure de l’ARN. Bien que les 
appariements canoniques constituent la structure secondaire, il est courant de considérer 
l’appariement non canonique entre la guanine et l’uracile, aussi appelé appariement bancal ou 
«wobble», comme faisant partie intégrante de celle-ci [17]. La structure tertiaire se forme par 
l’interaction des nucléotides de la structure secondaire qui ne sont pas appariés pour aboutir 
soit à des interactions entre bases éloignées formant des pseudonœuds [18], [19], soit à des 
appariements non canoniques impliquant au moins deux nucléotides [16], comme c’est le cas 
dans la formation des G-quadruplexes. Ces derniers sont des éléments structuraux qui 
impliquent l’interaction de quatre guanines interagissant par des liaisons Hoogsteen/Hoogsteen 
[20].  
Lorsque la molécule d’ARN se replie sur elle-même, elle forme une structure secondaire puis 
une structure tertiaire en trois dimensions. La formation de la structure met en place un 
ensemble d’appariements complexes nécessaire à plusieurs fonctions de l’ARN. Ces 
appariements s’organisent sous forme de motifs qui sont des sous-structures particulières 
formant les principaux blocs de construction des structures. La section suivante aborde la 
variété de motifs existants ainsi que leurs propriétés. 
1.3 Les motifs structuraux de l’ARN 
Lors de la formation de la structure de l’ARN, les régions appariées et non appariées 
s’organisent sous forme de motifs où chacun de ces motifs est une combinaison particulière de 
nucléotides appariés et non appariés. En considérant ces motifs, l'ARN peut être alors vu 
comme une molécule biologique modulaire où ses modules sont les motifs [21], [22]. En effet, 
selon [22]: « L’ARN est une molécule biologique modulaire composée en majeur partie de 
motifs structuraux conservés. Ces motifs structuraux définissent la structure secondaire d’ARN 
et s’imbriquent via des interactions tertiaires en une structure tridimensionnelle compacte et 
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fonctionnelle » (traduction libre). Parmi les motifs connus décrits dans [18], [19], [20], [22], 
[23], nous pouvons en citer quelques-uns  (Figure 6):  
• les hélices ou les empilements d’appariements (S) : Elles sont formées par la succession 
de nucléotides appariés; 
• les boucles externes (E). Elles sont formées par les nucléotides simple-brin qui se 
situent aux extrémités 5’ et 3’; 
• les boucles en épingle à cheveux (H) : Elles sont constituées d’une suite de nucléotides 
simple-brin fermés par une région double-brin; 
• les boucles internes (I) : Elles sont constituées de deux régions simple-brin fermées par 
deux régions double-brins; 
• les renflements (B) : Ils sont formés d’une région simple brin fermée par deux régions 
double-brins; 
• les boucles multiples (M) : Ce sont des boucles formées à partir de la jonction de plus 
d’une hélice; 
• les pseudonœuds (P) : Ce sont des hélices formées à partir des nucléotides simples brins 
disponibles. Plusieurs configurations de pseudonœuds existent, incluant les 
pseudonœuds de type «kissing-loop» illustrée par la Figure 6 et impliquant la formation 
d’appariements entre deux boucles en épingle à cheveux; et, 
• les G-quadruplexes (G4) : Ils sont formés à partir de la superposition d’au moins trois 
G-quartet, chacun issu de l’interaction de quatre guanines stabilisées au centre par un 
ion potassium ou sodium. 
Les motifs tels que les boucles en épingle à cheveux, les boucles internes, les renflements, les 
boucles multiples et les boucles externes sont souvent associés à certaines propriétés qui sont 
la longueur, c’est-à-dire le nombre de nucléotides non appariés, et le degré représentant le 
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nombre d’appariements fermant ces boucles. En règle générale, les boucles en épingle à 
cheveux sont de degré un car ils ne possèdent qu’un seul appariement fermant ces motifs. Les 
boucles internes et renflements sont de degré deux, car deux appariements ferment ces motifs. 
Les boucles multiples sont de degré supérieur à deux, car plus de deux appariements les 
ferment. Les boucles externes sont de degré zéro, car elles ne sont fermées par aucun 
appariement. Les pseudonœuds et les hélices peuvent être considérés comme ayant un degré 
de deux dans le cas où on les considère comme des boucles internes de longueur nulle. En ce 
qui concerne les G-quadruplexes, ils sont généralement considérés comme formés de plusieurs 
régions simples brins de longueurs variables et du nombre de G-quartets les constituants.  
Les motifs sont les blocs constitutifs des structures de l’ARN. L’organisation spécifique des 
motifs est importante puisque cela détermine la structure finale des ARN qui est directement 
reliée à leurs fonctions. Les ARN, par leurs fonctions et structures, s’organisent en une grande 
variété de familles dont le rôle au sein des processus biologiques cellulaires est crucial. La 
prochaine section traite des familles d’ARN. 
 
Figure 6. Les motifs de l’ARN. 
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1.4 Familles d’ARN  
Il existe une grande variété de familles d’ARN ayant des fonctions et rôles distincts. Pour 
preuve, la base de données RFAM [24] répertorie des milliers de familles d’ARN différents. 
Parmi les familles d’ARN connues, en voici quelques exemples : 
• les ARN messagers (ARNm) agissent comme intermédiaires (messagers) entre l'ADN 
et les protéines. Ils sont des transporteurs passifs de l'information génétique qui codent 
pour les protéines, les protéines étant le produit final; 
• les ARN de transfert (ARNt), comme leur nom l'indique, apportent les acides aminés 
jusqu'au ribosome pour la traduction de l'ARNm en protéine; 
• les ARN ribosomiques (ARNr) sont des macromolécules constitutives des ribosomes 
qui coordonnent l'assemblage des acides aminés pour la formation des protéines lors de 
la traduction des ARNm en protéine. On distingue plusieurs sous-unités d’ARNr dont 
les 5S, 16S ou encore les 23S chez les bactéries; 
• les petits ARN nucléaires (ARNsn) sont impliqués dans le processus de maturation des 
ARNm. Lors de la transcription, l'ARN pré-messager est synthétisé à partir de l’ADN. 
L'ARN pré-messager est constitué de régions non codantes appelées introns et régions 
codantes appelées exons. Les ARNsn vont alors participer à l’extraction des introns afin 
de donner un ARN mature qui est l’ARNm; 
• les microARN (ARNmi) sont impliqués dans la régulation de l'expression des gènes 
par la dégradation ou la séquestration des ARNm. En effet, les ARNmi liés à un 
complexe spécifique appelé RISC, s'apparient aux ARNm et empêchent leur traduction 
en protéine; 
• les ribonucléases P (RNaseP) sont des ribozymes qui participent à la maturation des 
ARNt en coupant la séquence précurseure des ARNt; et, 
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• l’ARN des particules de reconnaissance du signal (SRP) fait partie d’un complexe 
ribonucleoprotéique, du même nom, impliqué notamment dans le transport des 
ribosomes vers le réticulum endoplasmique où la traduction des ARNm en protéines se 
poursuit. 
Les ARNm sont considérés codants, car ils codent pour des protéines, tandis que tous les autres 
ARN comme non codants. La majeur partie des ARN non codants cités, à savoir les ARNt, 
ARNr, RNAseP et SRP se retrouvent chez les eucaryotes, les bactéries et les archées excepté 
les ARNmi et les ARNsn se trouvant exclusivement chez les eucaryotes [25]. La liste des ARN 
non codants (ARNnc) énoncés est loin d’être exhaustive et d’autres ARNnc existent tels que 
les ribozymes en tête de marteau (HH), les ARN transfert-messagers (ARNtm), les introns des 
groupes 1 et 2, etc. De même que pour les ARNnc, d’autres ARN codants existent tels que les 
virus à ARN simples brin comme le VIH, le polivirus ou encore le virus Ebola. Il faut remarquer 
que la plupart des familles d’ARN présentées précédemment font partie des ARN de 
configurations linéaires, c’est-à-dire, possédant une extrémité 5’ et une extrémité 3’, mais il 
existe aussi des familles d’ARN circulaires dépourvues de ces extrémités. Parmi ces familles, 
notamment les familles d’ARNnc, nous avons les viroïdes, agents pathogènes attaquant les 
plantes, le virus de l’hépatite delta, les ARN satellites et les ARN éponges tous possédant une 
configuration circulaire [26]. Chaque famille d’ARN, quelle qu’elle soit, possède une structure 
secondaire particulière distinguable des autres familles. Se pose alors un intérêt pour étudier 
les structures secondaires des ARN afin de mieux comprendre les fonctions des ARN.  
1.5 L’intérêt pour l’étude des structures secondaires d’ARN 
La structure de l’ARN est fondamentale, car elle peut déterminer la fonction de celui-ci. Il y a 
un intérêt majeur pour l’étude des structures pour trois raisons principales. La première raison 
est qu’il est plus aisé de déterminer la structure secondaire que de déterminer la structure 
tertiaire La deuxième raison est que la structure secondaire explique en majeure partie la 
structure tertiaire. Et enfin, la troisième raison est que la majorité des familles d’ARN ont des 
structures secondaires très conservées. 
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La structure secondaire est plus facile à déterminer que la structure tertiaire. En effet, il est 
difficile de déterminer les structures tertiaires et la nature hiérarchique du repliement de l’ARN 
fait en sorte que la détermination de la structure secondaire est le principal pivot pour 
l’obtention de la structure tertiaire [8], [21]. La détermination de la structure tertiaire nécessite 
des méthodes coûteuses et difficiles à mettre en œuvre, attribuable en partie à la flexibilité de 
l'ARN. Ces méthodes sont la cristallographie aux rayons X [27], [28] ou la résonnance 
magnétique nucléaire [29]–[31]. Bien que beaucoup d’efforts scientifiques ont été et sont 
consacrés à la prédiction de structure tertiaire d'ARN, on n’est toujours pas capable de prédire 
de manière fiable et automatique, à partir de la séquence, la structure tertiaire correspondante 
[32]. Une des solutions prisées est d’abord de passer par la détermination de la structure 
secondaire en utilisant des algorithmes sophistiqués de prédiction, puis de l’utiliser comme 
support pour la détermination de la structure tertiaire, tout cela étant possible puisque le 
repliement de l’ARN suit un processus hiérarchique de la séquence à la structure tertiaire [33]. 
Étant donné que la structure secondaire des ARN explique en majeure partie la structure 
tertiaire et que la fonction des ARN peut être déterminée par sa structure tertiaire, déterminer 
la structure secondaire des ARN fournit une bonne approximation de leurs fonctions [8], [34]–
[36]. Dans une étude [37], les auteurs ont évalué la corrélation entre la conservation de la 
séquence, de la structure secondaire et de la structure tertiaire des ARN en s’appuyant sur 
l’ensemble des données de toutes les structures tertiaires disponible dans la base données PDB 
[38]. Leur approche a consisté premièrement, à aligner des structures tertiaires d'ARN et 
deuxièmement, à évaluer la conservation de ces alignements au niveau de la structure tertiaire, 
de la structure secondaire et de la séquence. Le premier point intéressant est que cette étude 
montre, de manière quantitative, qu'il existe une forte corrélation (corr : 0.73) entre la 
conservation de la structure secondaire et la structure tertiaire, peu importe le pourcentage 
d'identité des séquences (PID). Le second point de cette étude est qu'il y a une faible relation 
entre conservation de la séquence et de la structure secondaire (corr : 0.37). Le dernier point 
est qu'il existe, tel qu’attendu, une relation modérément forte entre séquence et structure 
tertiaire à des niveaux de PID élevés (90%-100% PID pour une corrélation de 0.63), mais une 
relation faible entre séquences et structures tertiaires à des niveaux de PID faible (30%-60% 
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PID pour une corrélation de 0.34). Ces résultats indiquent que la conservation de la structure 
secondaire implique la conservation de la structure tertiaire, mais pas nécessairement la 
conservation de la séquence. Cela confirme le fait que c'est la structure secondaire qui 
détermine en majeure partie la structure tertiaire des ARN [8], [34]–[36]. La faible corrélation 
entre structure secondaire et séquence peut s'expliquer, en partie, par de la covariation qui 
permet de maintenir la structure secondaire par des mutations compensatoires au niveau de la 
séquence. Par exemple, un appariement G-C peut devenir un A-U sans que la structure soit 
affectée. Ce phénomène appelé covariation est notamment utilisé comme support à la 
prédiction de structure secondaire d'ARN [39], [40]. La faible relation séquence-structure 
secondaire peut aussi s'illustrer par l'exemple d'un couple d'ARN rapporté par [37] (deux 
introns du groupe I de numéros d'accession : 1hr2 et 1x8w) qui ont 75.6% PID et seulement 
54.7% d'identité de structures secondaires.  
La majorité des familles d’ARN possèdent des structures secondaires conservées, bien que 
cette conservation ne soit pas systématiquement observée au niveau de leur séquence [37]. En 
d’autres termes, les familles d’ARN sont distinguables par la forme spécifique que prend la 
structure secondaire des membres de chaque famille. En effet, les familles d’ARNt, d’ARNr, 
de RNaseP ou encore de SRP ont, chacune, des structures secondaires propres. À titre 
d’exemple, les ARNt partagent une forme typique de structure secondaire en feuilles de trèfle 
nécessaire pour leur fonction [41], [42]. La structure d’un ARNt est constituée d’une boucle 
multiple faisant la jonction entre quatre hélices, dont trois se terminent par un motif de boucle 
en épingle à cheveux (Figure 3). La base de données RFAM [24] répertorie des milliers de 
familles d’ARN, et pour chacune d’entre elles est associée une structure secondaire conservée, 
c’est-à-dire représentative de la famille, ainsi que les annotations au sujet des rôles et fonctions 
rattachés à ces familles.  
En conclusion, ce chapitre a permis d’exposer les bases de la biologie de l’ARN en passant par 
sa structure, les motifs constituant sa structure, les différentes familles d’ARN existantes pour 
terminer sur l’intérêt d’étudier spécifiquement les structures secondaires d’ARN à la place des 
structures tertiaires. En effet l’ARN est une molécule complexe dont la fonction dépend 
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davantage de la structure secondaire que de la structure tertiaire. Il y a ainsi un intérêt majeur 
pour l’étude de leurs structures secondaires. Étudier les structures secondaires de manière 
automatique, par traitement informatique, nécessite des outils et méthodes permettant de 
transformer les informations biologiques sous-jacentes aux structures secondaires en données 
informatiques. Le prochain chapitre aborde cet aspect. 
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Chapitre 2 Traitement informatique des structures 
secondaires de l’ARN 
Dans ce chapitre, nous abordons tous les éléments essentiels pour le traitement et l’analyse 
informatique de l’information biologique portée par les structures secondaires d’ARN. Nous 
allons d’abord définir formellement ce qu’est une structure secondaire. Puis nous allons 
discuter des formats de données facilitant la lecture, l’écriture et le traitement informatique des 
structures secondaires d’ARN. Ensuite, nous présentons la manière dont on représente et 
visualise les structures afin de faciliter leur inspection. Puis, nous discuterons des approches 
permettant de les déterminer automatiquement grâce aux algorithmes de prédiction de 
structures. Enfin, nous terminerons par la présentation des bases de données permettant de 
stocker les structures secondaires déterminées et disséminer l’information liée à leurs fonctions 
et rôles. 
2.1 Définition d’une structure secondaire 
Formellement, la structure secondaire d'une séquence d'ARN de longueur  est définie de la 
manière suivante : 
Définition : Une structure secondaire est un graphe simple, noté  = (, ) , où   est 
l'ensemble des  nucléotides et   l'ensemble des appariements où chaque appariement est 
défini comme une paire de nucléotides (, ), avec  ≠  et où  et  représentent la position de 
deux nucléotides appariés. La position de chaque nucléotide est déterminée par la direction de 
l’ARN allant de l’extrémité 5’ à l’extrémité 3’.  satisfait les contraintes suivantes [43]–[45]: 
• seuls les appariements canoniques adénine-guanine, cytosine-uracile et les 
appariements dits «Wobble» guanine-uracile  sont considérés; 
• un nucléotide, à la position , n’est impliqué dans, au plus, un appariement; 
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• les nucléotides appariés sont séparés par au moins 4 bases non appariées. En d’autres 
termes, deux nucléotides, à la position  et , impliqués dans l’appariement (, ) sont 
définies tels que | − | ≥ 4; et, 
• les appariements ne se chevauchent pas. En effet, pour deux appariements notés (, ) 
et (, ) ∈ , avec , ,  et  représentant la position de nucléotides dans l’ARN, pour 
i<k, on a  <  <  <   ou  <  <  <   impliquant respectivement que les 
appariements (, ) et (, ) soient séparés par | − | nucléotides ou imbriqués. 
La définition de la structure secondaire énoncée précédemment ignore une partie de 
l’information structurale des ARN en ne tenant pas compte des appariements non canoniques 
et en ignorant les motifs fonctionnels tels que les pseudonœuds et les G-quadruplexes. En effet, 
les pseudonœuds induisent des chevauchements d’appariements et les G-quadruplexes 
impliquent des interactions multiples de guanines. Pour contourner ces limites, la notion de 
structures secondaires d’ARN étendues ou structure 2D a été introduite. 
La structure secondaire étendue intègre les appariements canoniques, les appariements non 
canoniques [21], [33], [46], [47], les interactions triples et les G-quadruplexes [46], [48]. Des 
contributions ont permis d’étendre la définition des structures secondaires en incluant les 
appariements qui se chevauchent, induisant la formation des pseudonœuds [33], [39], [49], 
[50]. La structure secondaire étendue se rapproche davantage de la complexité des structures 
tertiaires et généralise mieux l’information portée par ses structures. Il faut cependant noter que 
la configuration circulaire des ARN n’est que très peu prise en compte, voir même pas du tout. 
Intégrer cette caractéristique de l’ARN au sein de la notion de structure secondaire étendue 
élargirait l’étude des structures secondaires d’ARN, à ceux qui sont circulaires.  
Il y a un défi constant en ce qui concerne la formalisation de la biologie des structures 
secondaires à mesure que les connaissances sur la biologie structurale des ARN évoluent. Pour 
preuve, les structures secondaires ont été étendues pour tenir compte de leur complexité 
biologique. La formalisation des structures secondaires pose les bases de la structuration de 
l’information des structures secondaires. Des formats de données s’appuient sur cette 
  
23
formalisation des structures secondaires pour faciliter leur traitement. La section suivante 
aborde les formats de données relatifs aux structures secondaires d’ARN. 
2.2 Format des structures secondaires 
Les formats de données des structures secondaires organisent leur information. Cela facilite le 
traitement des structures secondaires surtout au niveau de la lecture, de l’écriture et de 
l’échange des informations portées par celles-ci. Considérons une structure secondaire d’ARN 
quelconque, incluant de deux appariements, illustrée par la Figure 7. 
 
Figure 7. Exemple d’une structure secondaire. Celle-ci est constituée de deux appariements, d’une boucle de 4 
nucléotides et d’une région simple brin à l’extrémité 3’ composée d’un nucléotide. 
Plusieurs formats existent pour organiser l’information des structures. Nous avons le format de 
table de connectivité (CT), se terminant par l’extension «.ct». Ce format a été introduit par 
mfold [51], [52], un algorithme de prédiction de structures secondaires d’ARN très populaire. 
Il prend la forme d’un fichier constitué d’une première ligne représentant la longueur totale de 
l’ARN puis d’une table de  lignes et 6 colonnes, où  représente la longueur de l’ARN et les 
colonnes correspondent à l’information de la séquence et la structure, et enfin d’une dernière 
ligne spécifiant le nom de l’ARN (Figure 8). Les colonnes de la table du format CT représentent 
respectivement la position du nucléotide, dénotée par , le code à lettre représentant chaque 
nucléotide (exemple : G pour guanine ou A pour adénine), la position  − 1 représentant le 
nucléotide précédent (0 si  correspond au premier nucléotide), la position  + 1 représentant 
le nucléotide suivant (0 si  correspond au dernier nucléotide), la position du nucléotide auquel 
le nucléotide à la position i est apparié (0 si pas d’appariement), et enfin la position de chaque 
nucléotide dans la séquence d’origine (la position du nucléotide si pas de séquence d’origine). 
Ce format tient compte de la position de chaque nucléotide (colonne 1), du type de nucléotide 
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(colonne 2), du voisinage de chaque nucléotide (colonne 3 et 4), des appariements (colonne 5) 
et, si la structure secondaire est un sous-ensemble d’une autre structure, la position des 
nucléotides par rapport à la structure d’origine. Alternativement, d’autres informations peuvent 
être incluses en considérant une dernière colonne, où chaque ligne de celle-ci commence par le 
caractère «#» et avec les informations contenues suivant le format CSV («comma separated 
value») «clé=valeur». Ce format tient compte des pseudonœuds. 
9 
1 C 0 2 8 1 
2 C 1 3 7 2 
3 C 2 4 0 3 
4 A 3 5 0 4 
5 A 4 6 0 5 
6 C 5 7 0 6 
7 G 6 8 2 7 
8 G 7 9 1 8 
9 U 8 10 0 9 
Figure 8. Format table de connectivité (CT). Il représente la structure de la Figure 7. 
Nous avons le format point-parenthèses (DBN) se terminant par l’extension «.dbn». Il a été 
popularisé par la librairie ViennaRNA [53] spécialisée dans le traitement des structures 
secondaires d’ARN et est une extension du format FASTA, ce dernier étant utilisé pour 
formater les séquences biologiques. Le format DBN est composé de trois lignes dont les deux 
premières sont issues du format FASTA (Figure 9). La première ligne du format DBN définit 
l’identifiant de l’ARN en débutant par le caractère «>». La deuxième ligne représente la 
séquence des nucléotides de l’ARN. Enfin, la troisième ligne décrit les appariements associant 
à chaque position des parenthèses, «(» ou «)», indiquant que le nucléotide correspondant à «(» 
est apparié au nucléotide correspondant à «)». Le caractère «.» indique un nucléotide non 
apparié à cette position. Ce format tient compte des pseudonœuds en associant, à chaque 
nucléotide impliqué dans les appariements formant ce motif, des lettres en majuscule et 
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minuscule de la forme «AA..aa» dans la troisième ligne de celui-ci. Il tient aussi compte de G-
quadruplexes, en représentant par le caractère le «+», dans la troisième ligne, les guanines 
impliquées dans la formation des G-quadruplexes.  
>RNA1 
CCCAACGGU 
((....)). 
Figure 9. Format point-parenthèses (DBN). Il représente la structure de la Figure 7. 
Nous avons le format de séquence des appariements (BPSEQ) se terminant généralement par 
l’extension «bpseq». Il prend la forme d’une table comprenant  nombre de ligne représentant 
la longueur de l’ARN et 3 colonnes représentant l’information de la séquence et de la structure 
de l’ARN (Figure 10). La première colonne représente la position des nucléotides. La deuxième 
renseigne sur les caractères représentant les nucléotides (exemple : G pour guanine). Et la 
troisième colonne spécifie la position du partenaire d’appariement (0 si pas d’appariement). Ce 
format tient compte des pseudonœuds. 
1 G 0 
2 C 9 
3 C 8 
4 A 0 
5 U 0 
6 C 0 
7 U 0 
8 G 3 
9 G 2 
10 G 0 
11 A 0 
Figure 10. Format de séquences d’appariements (BPSEQ). Il représente la structure de la Figure 7. 
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D’autres formats existent tels que le format RNAML («.rnaml») [54], une syntaxe écrite sous 
XML ayant pour vocation de permettre un encodage standardisé de l’information de la 
séquence et de la structure de l’ARN afin de faciliter l’échange d’informations. On a aussi le 
format STOCKHOLM («.sto») intégré dans la base de données RFAM [24] décrivant 
l’information relative aux familles d’ARN typiquement représentées, par le numéro 
d’accession, leur nom, leur description, un alignement de séquence et la structure secondaire 
consensus associée et bien d’autres informations. Enfin on a le format PDB («.pdb») [38] qui 
est utilisé dans la base de données portant le même nom pour encoder les informations des 
structures tertiaires d’ARN.  
Bien que tous les formats décrits précédemment permettent de structurer les données des 
structures secondaires, de manière générale, le format DBN est privilégié. Il y a deux 
principales raisons à cela. La première est que le format DBN est plus lisible que les autres 
formats à mesure que le nombre de structures augmente. En effet, le format DBN est plus 
compact que les formats CT, BPSEQ et RNAML, car il synthétise l’information de chaque 
structure secondaire en trois lignes de textes. La lisibilité de ce format devient encore plus 
marquante lorsqu’il est nécessaire de parcourir, d’analyser ou de comparer des dizaines voire 
des centaines de structures. La deuxième raison est que la majorité des algorithmes traitant les 
structures secondaires de l’ARN sont conçus pour prendre en entrée le format DBN. Un cas 
typique est l’une des librairies standards utilisées dans l’analyse de l’ARN (la librairie 
viennaRNA) qui utilise presque exclusivement ce format. Même si implicitement tous ces 
formats tiennent compte des appariements non canoniques, seul RNAML rassemble ces 
informations de manière détaillée en particulier en ce qui concerne l’orientation des 
appariements. Pour conclure, les formats de données en général permettent de structurer 
l’information des structures secondaires afin de permettre leur accès et leur analyse. L’analyse 
des structures secondaires est facilitée par la manière dont l’information des structures 
secondaires est représentée. La section suivante traite des différentes représentations des 
structures secondaires et comment chacune d’elles supporte leur analyse. 
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2.3 Représentations des structures secondaires pour l’analyse et la 
visualisation. 
La représentation des structures secondaires complète leur formatage en facilitant l’inspection 
automatique ou visuelle des structures. Typiquement ces représentations permettent de 
transformer les données formatées en information utilisable pour, par exemple, comparer les 
structures secondaires automatiquement en utilisant des approches statistiques ou par 
inspection visuelle grâce à des logiciels de visualisation. Considérons la structure secondaire 
d’un ribozyme en tête de marteau (HH), noté , telle qu’illustrée par la Figure 11. 
 
Figure 11. Structure secondaire d’un ribozyme en tête de marteau, noté , suivant la nomenclature Leontis-
Westhof et identifiée par RFA_00444 dans la base de données RNA STRAND [55]. Cette visualisation a été 
générée par VARNA [11]. La flèche indique le site de coupure du ribozyme. 
De manière générale, on distingue différents types de représentations utilisées pour visualiser 
ou analyser les structures secondaires et, dans ce cas-ci, la structure secondaire d’un ribozyme 
présenté à la Figure 11. Tout d’abord, nous avons la représentation s’appuyant sur les graphes, 
plus spécifiquement les graphes planaires, appelés «squiggle plot» (Figure 12) [43]–[45]. Cette 
représentation est la plus répandue, car elle facilite l’inspection visuelle des structures 
secondaires. Typiquement, à , on associe un graphe G tel que défini dans la Section 2.1 avec 
une propriété supplémentaire étant que G est planaire c’est-à-dire qu’il peut être représenté sur 
  
28
un plan sans que les appariements se croisent. Cette représentation fournit une manière 
naturelle de visualiser en 2 dimensions des structures. 
 
Figure 12. Visualisation de la structure secondaire de la Figure 11 par un graphe planaire, «squiggle plot». 
Celle-ci a été produite par VARNA [11]. 
Une autre représentation importante est par l’ensemble d’appariements [56]. Dans celle-ci, une 
structure est représentée par un ensemble d’appariements, plus précisément par l’ensemble des 
couples de positions où les nucléotides sont appariés. À   est associé l’ensemble des 
appariements  ! où (, ) ∈  ! représente l’appariement de deux nucléotides à la position  et  : 
 ! = {(2,55), (3,54), (4,53), (5,52), (6,51), (7,50), (9,26), (10,25), (11,24), (12,23), (13,22), (34,46), (35,45), (36,44), (37,43)}  
Une représentation très utilisée est celle en arbre raciné et ordonné où la structure secondaire  
est représentée par un arbre * [53], [57], [58] (Figure 13). Celui-ci est construit, de haut en bas 
et de gauche à droite, en parcourant la séquence, commençant par l'extrémité 5' à l'extrémité 3', 
de manière à associer à chaque nœud une caractéristique structurale, en fonction de la variante 
ou type de représentation d’arbres choisit. La racine de l'arbre, représentée par le nœud étiqueté 
«R», est fixée aux extrémités 5' et 3' et l'arbre présente la hiérarchie des caractéristiques 
structurales encodée par les nœuds en fonction de la variante de représentation en arbre choisi. 
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En effet, plusieurs variantes ou types existent. On a le type complet où chaque nœud représente 
un couple de nucléotides appariés ou non. Ensuite, on a le type HIT, pour «homeomorphically 
irreducible tree», où les nucléotides non appariés successifs sont associés à un noeud étiqueté 
«U+,» avec «U» et «+,» représentant respectivement l’état non apparié des nucléotides et le 
nombre successif de nucléotides non appariés. Les nucléotides successifs appariés sont associés 
à un noeud étiqueté «P+-» avec «P» et «+-» représentant respectivement l’état apparié des 
nucléotides et le nombre successif d’appariements. Enfin, on a les types à gros-grains et gros-
grain pondérés. Pour le type à gros-grain chaque nœud est associé aux motifs de boucles en 
épingles à cheveux, aux boucles internes, aux renflements, aux boucles multiples, aux hélices 
ou aux boucles externes qui sont étiquetés respectivement par «H», «I», «B», «M», «S», «E». 
Pour le type à gros-grain pondéré, on considère en plus des motifs le nombre de nucléotides 
non appariés associés, noté +. , +/ , +0 , +1  et +2  et le nombre d’appariements, +! , pour 
représenter chaque nœud. Ainsi chaque nœud est associé à une étiquette parmi «H+.», «I+/», 
«B+0», «B+1», «E+2» et «S+!». 
Figure 13. Variantes de la représentation en arbre raciné et ordonné de la structure secondaire de la Figure 
11. De gauche à droite, nous avons la représentation en arbre de type complet (A), HIT pour 
«homeomorphically irreducible tree» (B), à gros-grain pondéré (C) à gros-grain (D). Cette figure a été
produite en utilisant le logiciel CorelDraw®. 
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Une représentation simple et également très utilisée est celle en chaîne de caractères où la 
structure  est représentée par une séquence ou chaîne de caractères [53], [57]–[60] (Tableau 
2). Il existe plusieurs types de représentations en chaîne de caractères qui présente chacune un 
codage particulier de l’information portée par les structures secondaires d’ARN. On a la 
représentation en chaîne de caractères de type points et parenthèses «.((..(((...)))..((..)))).». Cette 
variante correspond au format DBN abordé à la Section 2.2. Puis, on la représentation en chaîne 
de caractère de type complet où les pairs de nucléotides appariés sont encodés par les sous-
chaînes «(P» et «P)» et chaque nucléotide non apparié par la sous-chaîne «(UU)». Puis, on a la 
représentation en chaîne de caractères de type HIT, où les nucléotides, appariés ou non  
représentés par les lettres P et U, sont associés à des poids, notés +-  et +, , représentant 
respectivement le nombre de nucléotides appariés ou non. Cette dernière variante, HIT, peut 
être vue comme une version compressée de la variante de type complète. Ensuite, on a le type 
à gros-grain ou grain grossier, dans lequel, plutôt que de représenter l’information relative au 
nucléotide appariée, à granularité fine, tels que pour le type complet et HIT, on encode 
directement les motifs des boucles en épingle à cheveux, les boucles internes, les renflements, 
les boucles multiples, les hélices et les boucles externes, par, respectivement, les caractères 
«H», «I», «B», «M», «S», «E». Enfin, le dernier type de représentation en chaîne de caractères 
est celle à gros-grain pondéré où à chaque motif on associe un poids représentant le nombre de 
nucléotides non appariés pour les boucles, notés +., +/, +0, +1 et +2, ainsi que le nombre 
d’appariements impliqué dans une hélice dénoté +!. Quel que soit le type de codage utilisé 
pour représenter une structure secondaire en chaîne de caractères, la structure  est représentée 
par une séquence  = 34 … 36 de longueur  sur un alphabet Σ77 = {(, ), . } pour le type point-
parenthèses,  Σ9 = {(), (:, :)}  pour le type complet,   Σ; = {(+,+,), (:+- , :+-)} 
pour le type HIT, Σ; = {<, =,  , >, , }  pour le type à gros-grain et Σ? ={<+., =+/ ,  +0, >+1, +!, +2} pour le type à gros-grain pondéré. 
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Tableau 2. Les types de représentations en chaîne de caractères. 
Types Résultats 
Points-parenthèses .((((((.(((((........))))).......((((.....))))...)))))). 
Complet (UU)(P(P(P(P(P(P(UU)(P(P(P(P(P(UU)(UU)(UU)(UU)(UU)(UU) 
(UU)(UU)P)P)P)P)P)(UU)(UU)(UU)(UU)(UU)(UU)(UU)(P(P(P(P(UU) 
(UU)(UU)(UU)(UU)P)P)P)P)(UU)(UU)(UU)P)P(P(P(P(P(UU) 
HIT (UU)(P6(UU)(P5(U8U8)P5)(U7U7)(P4(U5U5)P4)(U3U3)P6)(UU) 
Gros-grain (E(S(M(S(HH)S)(S(HH)S)M)S)E) 
Gros-grain pondéré (E2(S6(M11(S5(H8H8)S5)(S4(H5H5)S4)M11)S6)E2) 
 
La représentation en montagne [43], [61] (Figure 14) est telle que les régions appariées et non 
appariées sont représentées par une courbe en deux dimensions formant des pics et des vallées. 
Dans cette représentation, l'axe des abscisses correspond à la position de chaque nucléotide 
dans la séquence et l’axe des ordonnées représente le nombre d’appariements enfermant les 
nucléotides, par exemple, le troisième nucléotide est enfermé par l’appariement du deuxième 
et de l’avant-dernier nucléotide. Les pics de cette représentation correspondent aux hélices se 
terminant par les motifs de boucles en épingle à cheveux. Les vallées représentent les régions 
simples brins correspondants aux boucles internes, multiples et régions des extrémités 5’ et 3’. 
Formellement, la représentation en montagne est issue de l’application de la fonction 
montagne, @, sur la structure secondaire , telle que @() = A où le vecteur A est associé à la 
représentation en montagne. @ attribue à chaque nucléotide de  le nombre d’appariements qui 
le ferme.  
La représentation en séquence d’arc-annoté [62]–[64] (Figure 15), appelée aussi représentation 
linéaire des structures secondaires d’ARN, présente une structure comme une succession d’arcs 
représentant les appariements. De manière plus précise, elle est constituée d’une ligne 
représentant la séquence d’ARN et d’arcs correspondants à l’appariement de nucléotides. Dans 
notre contexte, la structure  est associée à une séquence d’arc-annoté dénotée (, :) où  et :  représentent respectivement la séquence des nucléotides et l’ensemble fini d’arcs 
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représentant les nucléotides appariés de . Un arc est représenté par une paire de positions (, ) 
appariées.  
 
Figure 14. Visualisation de la représentation en montagne de la structure secondaire de la Figure 11 obtenue via 
MATLAB [65]. 
 
Figure 15. Visualisation de la séquence d’arc-annoté représentant la structure secondaire de la Figure 11. 
Celle-ci a été générée par VARNA. 
La représentation en cercle (Figure 16) est similaire à celle en séquence d’arc-annoté. Elle 
consiste à courber la ligne (qui est la séquence) de l'arc de telle sorte à former un cercle. Les 
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liens entre positions représentent les appariements. Cette représentation sert de support à la 
visualisation des structures secondaires d'ARN. 
La représentation basée sur la matrice d’adjacence ou «dot-plot»  (Figure 17) représente une 
structure secondaire, , par une matrice  = (3BC) ∈ D6∗6 où n est la longueur de la séquence, 
et 3BC = 1  ( 3BC = 0 ) lorsque les nucléotides aux positions   et   de   sont appariés (non 
appariés). Cette représentation peut être étendue pour tenir compte des probabilités 
d’appariements, c’est-à-dire qu’à la place d’avoir une matrice binaire nous aurons une matrice 
de probabilités. 
 
Figure 16. Visualisation en cercle de la structure secondaire de la Figure 11. Elle a été produite par VARNA.  
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Figure 17. Visualisation de la matrice d’adjacence ou «dot plot» de la structure secondaire de la Figure 11. Elle 
a été produite par RNAviz [66]. 
Bien que toutes ces représentations puissent être utiles pour l’inspection automatisée ou 
visuelle des caractéristiques des structures, les représentations en arbre, chaîne de caractères, 
séquence d’arc-annoté, montagnes et matrice d’adjacences sont les plus souvent utilisées pour 
l’inspection automatisée dans le contexte de l’analyse informatique des structures. En effet, la 
théorie des ensembles (représentation par l’ensemble des appariements), la théorie des graphes 
(la représentation en arbre), l’analyse des séquences d’arc-annoté (la représentation en 
séquence d’arc-annoté), le domaine de l’analyse de séquences (la représentation en point-
parenthèses) et l’algèbre linéaire (représentation en montagne et «dot-plot») fournissent un 
cadre théorique solide supportant ces représentations et permettant leur analyse, afin de 
comparer plusieurs structures et identifier les caractéristiques qu’elles partagent (voir le 
Chapitre 3 pour davantage de détails). L’inspection automatisée facilite la comparaison d’un 
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grand nombre de structures, ce qui serait fastidieux et difficile à faire par une simple inspection 
visuelle. Cependant, l’inspection visuelle demeure cruciale comme appui pour valider et 
interpréter les caractéristiques structurales déterminées automatiquement. 
L’inspection visuelle des structures secondaires est un aspect de l’analyse des structures 
secondaires vraiment important pour caractériser les structures d’ARN, c’est-à-dire, pour 
explorer, pour valider et pour communiquer les hypothèses structures-fonctions des ARN 
examinés. Pour faciliter cette inspection, certaines propriétés associées aux différentes 
visualisations ou représentations doivent être satisfaites. Parmi les propriétés énoncées par 
Ponty et Leclerc [44], nous avons : 
• la clarté : L’identification des différents appariements et des éléments structuraux ou 
motifs devrait être aisée. Les nucléotides et les lignes devraient idéalement ne pas se 
superposer; 
• la robustesse : La similitude structurale devrait être visuellement reflétée par la 
représentation visuelle des structures lors de l’inspection de structures similaires; et, 
• le réalisme : La représentation visuelle des structures secondaires devrait se rapprocher 
d’une projection de leurs structures tridimensionnelles. 
De manière générale, les représentations en graphe, en séquence d’arc-annoté et en cercles sont 
privilégiées. Cependant, la plus répandue est celle en graphe, car elle satisfait les propriétés 
énoncées précédemment et que la majorité des logiciels de visualisations la supportent (Tableau 
3). En effet, elle représente naturellement les régions appariées et non appariées des structures 
secondaires et permet aisément d’identifier leurs caractéristiques et de visuellement comparer 
un ensemble de structures, peu importe leur taille, avec un minimum de perte d’informations. 
Bien que la représentation en séquence d’arc-annoté satisfasse les mêmes conditions que la 
représentation en graphe, il faut remarquer qu’à mesure que la taille de la structure s’agrandit, 
la clarté diminue, car il devient difficile de distinguer avec précision le détail des appariements 
ayant une petite résolution. Quant à la représentation en cercle, elle est beaucoup plus compacte 
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que la représentation en séquence d’arc-annoté facilitant l’analyse des interactions longues 
distances, mais rendant moins facile la caractérisation des structures locales. En effet, la 
longueur des arcs n’est pas proportionnelle à la distance entre les nucléotides appariés. 
Plusieurs logiciels intègrent ces représentations, la plus répandue étant la représentation en 
graphe, pour permettre une visualisation efficace des structures secondaires. Parmi les logiciels 
disponibles, nous avons : Forna [67], DRAWRNAJS de BioJS [68], pseudoviewer [69], 
VARNA [11], jviz.RNA [70], R-chie[71], RNAviz [66], R2R [72], S2S/Assemble [73], [74], 
RNAplot [53]. Le Tableau 3 offre une comparaison des logiciels de visualisation, adapté de 
[44], en tenant compte des plateformes supportées, de la facilité d’utilisation, des 
représentations intégrées, de l’interactivité, du support des structures secondaires étendues et 
des sorties proposées. En fonction des besoins, il est alors possible de sélectionner le logiciel 
désiré tant l’offre est grande. Puisque nous nous sommes intéressés à explorer les structures 
secondaires en tenant de leur complexité, il faut noter qu’aucun de ces logiciels ne supporte à 
la fois la visualisation des appariements non canoniques et par extension des G-quadruplexes, 
des pseudonœuds et des structures secondaires d’ARN. Cependant, VARNA, Jviz.RNA, 
S2S/Assemble, RNAplot et Forna offrent un compromis pour la visualisation des structures 
secondaires étendues. En effet, les cinq logiciels cités précédemment supportent les 
pseudonœuds. VARNA, Jviz.RNA, S2S/Assemble supportent en plus les appariements non 
canoniques tandis que RNAplot ne supporte spécifiquement que les G-quadruplexes. Forna est 
l’unique logiciel permettant, en plus des pseudonœuds, de visualiser les structures secondaires 
d’ARN circulaires. Il faut noter que bien que VARNA et jviz.RNA aient été conçus pour être 
supportés par les navigateurs internet, ils ne le sont plus à cause des problèmes de sécurité liés 
à la technologie Java applet du langage de programmation Java [75], Java applet étant la pierre 
angulaire de VARNA et jviz.RNA. 
En général, les représentations des structures secondaires sont essentielles pour les analyser, 
car ils supportent l’inspection automatique ou visuelle des structures. Cela est important dans 
la mesure où l’objectif est de les caractériser afin de mieux comprendre leurs fonctions et rôles. 
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Les structures qui sont analysées sont déterminées par une grande diversité d’approches, in 
silico pour la plupart. Ces approches sont abordées dans la section suivante. 
Tableau 3. Caractéristiques des logiciels de visualisation des structures secondaires. Adapté de [44]. 
Name Plateforme 
(BWMLa) 
Util. Rep. Interact. Str. sec 
étendue 
(NPGCb) 
Sorties 
Forna ●●●● ++ Graphe ++ ○●● PNG SVG 
DrawRNAjs ●●●● ++ Graphe ++ ○●○ PNG 
Pseudoviewer ●●●● ++ Graphe  ○●○ EPS SVG 
PNG GIF 
VARNA ○●●● ++ Graphe, arc-an., 
cercles 
++ ●●○ EPS SVG 
PNG 
JPEG GIF 
Jviz.RNA ○●●● ++ Graphe, arcs-an., 
cercles, dot plot 
+ ●●○ EPS PNG 
R-chie ●●●● ++ Arc-an.  ○●○ PDF PNG 
RNAviz ○●●● + Graphe ++ ○●○ PDF 
R2R ○●●● + Graphe  ○●○ PDF SVG 
S2S/Assemble ○●●● + Graphe, arcs an. ++ ●●○ SVG 
RNAplot ○●●● + Graphe  ●c●○ PS SVG 
GML 
Matlab ○●●● + Graphe, arcs-an., 
cercles, arbres, 
montagnes 
 ○○○ SVG PDF 
JPEG 
PNG  
a
 Indique le support ou non pour les navigateurs (B), pour Windows (W), pour Mac (M) et pour Linux (L). b 
indique le support ou non pour les appariements non canoniques et les G-quadruplexes (N), les pseudonœuds (P) 
et les structures secondaires d’ARN circulaires (C). c RNAplot ne considère que les G-quadruplexes. ● et ○ indique 
respectivement le support ou non des outils présentés pour chacune des caractéristiques définies en colonne. 
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2.4 Détermination des structures secondaires d’ARN  
De manière générale, pour une séquence 3 de taille , le nombre de structures supposées qu’il 
est possible de générer explose atteignant  ≈ 1.8H [76]. À titre d’exemple, pour une séquence 
de 50 nucléotides, le nombre de structures possibles s'élève à ≈ 5 ∗ 104I équivalent à mille 
milliards de structures possibles. Des algorithmes ont alors été développés afin de parcourir 
astucieusement l’ensemble des structures possibles afin de prédire celle qui serait 
biologiquement la plus probable. Parmi ces approches nous avons celles basées sur la 
maximisation du nombre d’appariements et celles basées sur la thermodynamique. D’autres 
approches considèrent les ARN apparentés pour tenter de déterminer leurs structures 
communes; ce sont les approches comparatives. Des approches plus expérimentales quant à 
elles vont par le biais de sondes chimiques ou enzymatiques, pour identifier les régions appariés 
ou non des ARN. 
2.4.1 Les approches basées sur la maximisation du nombre d’appariements 
Les approches basées sur la maximisation du nombre d’appariements considèrent que la 
structure la plus probable biologiquement est celle qui, parmi toutes les structures possibles, 
possède le plus grand nombre d’appariements canoniques ( − ,  − ) et Wobble ( − ). 
La programmation dynamique (DP) nous offre un moyen efficace pour parcourir les structures 
possibles relatives à une séquence et choisir la meilleure [77]. L'algorithme de Nussinov [78] 
a été l’un des premiers algorithmes de DP appliqués à la prédiction de structures secondaires 
suivant l'hypothèse que la structure d'une séquence est celle qui contient le plus d'appariements 
possibles canoniques et Wobble, sachant que chaque type d'appariements est associé à un coût. 
Néanmoins, cet algorithme possède certaines limites. Il suppose que tous les appariements 
canoniques et Wobble ont le même coût. Or, la force de liaison des appariements  −  est 
supérieure à celle des appariements  − , qui est supérieure aux appariements  − . De 
plus, il considère aussi une indépendance entre les coûts associés aux appariements. Cependant, 
on sait qu'une hélice augmente la stabilité de la structure. Et enfin, il ne considère pas l'effet 
déstabilisateur des régions non appariées, tel que les boucles multiples, boucles internes, les 
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motifs en épingles à cheveux et les renflements, sur la formation de la structure secondaire. 
Une meilleure estimation du coût associé aux appariements a été apportée plus tard grâce aux 
approches basées sur les principes de la thermodynamique qui sont présentées dans la section 
suivante. 
2.4.2 Les approches basées sur la thermodynamique  
En thermodynamique, la formation de la structure secondaire est vue comme l'évolution d'un 
système qui rencontre l'état d'équilibre lorsque l'énergie libre de Gibbs, Δ , est minimale. 
L'énergie libre de Gibbs ou énergie libre est une mesure qui permet de juger de la stabilité d'une 
structure secondaire. Sachant cela, la structure secondaire  que prend un ARN est celle qui, 
parmi toutes les structures possibles, est la plus stable, c'est-à-dire celle qui minimise l’énergie 
libre, Δ. Si l'hypothèse de la maximisation du nombre de paires de bases appariés pour la 
détermination de la structure n'est pas biologiquement plausible, la minimisation de l'énergie 
libre quant à elle l'est. L’énergie libre associée à une structure secondaire  , Δ() , est 
équivalente à la somme des contributions de l’énergie libre de tous ces motifs individuels K 
[79]: 
Δ() ≈ L Δ(K)M∈A  
Les Δ(K) sont des paramètres d’énergies estimés, pour chacun des motifs de la structure, par 
des expériences de dénaturation (« melting »). Le Tableau 4 présente l'exemple des paramètres 
d’énergies associées aux hélices et la Figure 18 illustre le calcul des contributions en énergies 
d’une structure secondaire en tenant compte de l’énergie libre associée aux motifs tels que les 
boucles internes, les hélices ou encore les boucles en épingle à cheveux. Les paramètres 
d’énergies constituent le modèle d’énergie des plus proches voisins dont D.H Turner et d'autres 
collègues ont été les pionniers [80], [81]. Ces paramètres sont intégrés dans des approches 
basées sur la DP afin de trouver la structure d’énergie minimale. L’une des premières méthodes 
intégrant les modèles d’énergie fut celle de Zuker et Stiegler en 1981. D’autres approches 
populaires, tels que RNAfold [53] et mfold [52], ont vu le jour par la suite.  
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Figure 18. Exemple de calcul d’énergie libre de Gibbs. Adapté de [82] 
Tableau 4. Contribution en énergie libre de Gibbs des hélices. Adapté de [82]. 
ΔG en kcal/mol A-U  C-G  G-C  U-A  G-U  U-G  
A-U  -0.9 -2.2 -2.1 -1.1 -0.6 -1.4 
C-G  -2.1 -3.3 -2.4 -2.1 -1.4 -2.1 
G-C  -2.4 -3.4 -3.3 -2.2 -1.5 -2.5 
U-A  -1.3 -2.4 -2.1 -0.9 -1.0 -1.3 
G-U  -1.3 -2.5 -2.1 -1.4 -0.5 +1.3 
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Les approches basées sur la minimisation de l'énergie libre sont capable de déterminer ou 
prédire en moyenne entre 60% et 70% des appariements préalablement connus [83], pouvant 
encore diminuer pour atteindre 40% pour les longues séquences d’ARN [84]. Ces résultats sont 
potentiellement intéressant puisqu’ils portent sur les ensembles des données de familles de 
structures bien connues telles que ARNt, RNaseP, SRP, les introns du groupe I et II ainsi que 
les ARN ribosomiques de type 5S, 16S et 23S. Une des raisons qui explique les limites de ces 
approches réside d'abord dans le modèle d'énergie. Il est presque trop coûteux et presque 
impossible de considérer tous les motifs des structures secondaires qui peuvent exister, par 
exemple les hélices de plus de deux appariements. Un autre point important est que la structure 
d'énergie libre minimale n'est pas nécessairement celle qui est biologiquement fonctionnelle. Il 
est aussi possible qu'un ARN n'ait pas une, mais plusieurs structures fonctionnelles, comme 
chez les ribozymes. Une approche permettant de contourner certains de ces problèmes serait 
d’explorer l’ensemble des structures possibles afin d’être en mesure d’identifier les structures 
alternatives ou d’identifier celle qui pourrait être la plus plausible biologiquement.  
L’exploration de l’ensemble des structures possibles a été initiée grâce au calcul de la fonction 
de partition introduite par McCaskill en 1990 [85]. En effet, il a développé un algorithme de 
DP, de complexité N(OI) en mémoire et N(OP) en temps, permettant de calculer la fonction 
de partition, quantité qui résume l'ensemble des états (les structures) possibles que peut prendre 
un système (l'ARN). Elle est définie par : 
Q = L RSTU(AVWX;VXWY)/[\AVWX;VXWYA  
où RSTU(AVWX;VXWY) est l'énergie libre d'une structure parmi toutes les structures possibles, ] est 
la constante de Boltzmann (≈ 1.3 ∗ 10SIP^_S4) avec J pour joule et K pour kelvin et * la 
température (37∘). Sachant la fonction de partition, la probabilité qu’un ARN prenne une 
conformation particulière est donnée par : 
:(abcdacbR) = RSTU(AVWX;VXWY)/[\Q  
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où Q est la fonction de partition, Δ(abcdacbR) l'énergie libre d'une structure particulière. Q 
apparait alors comme un facteur de normalisation et RSTU(AVWX;VXWY)/]* est appelé le facteur 
de Boltzmann, assignant un poids à chaque structure. Dans ce sens, le « Boltzmann-weigthed 
ensemble of RNA secondary structures » fait référence à l'ensemble des poids de toutes les 
structures possibles. À partir de ces poids, l'algorithme de McCaskill évalue les probabilités 
d'appariement : 
:(, ) = L :(abcdacbR) (B,C)∈AVWX;VXWYA  
Bien que l'algorithme de McCaskill permette de calculer les probabilités d'appariement, il ne 
fournit aucune structure secondaire de manière explicite. Ding et ses collègues [86] ont 
échantillonné l’ensemble de Boltzmann des structures secondaires aussi appelé « Boltzmann-
weigthed ensemble of RNA secondary structures », à partir des probabilités d'appariements. Ils 
ont montré qu'un échantillon de 1000 structures est suffisant pour représenter l’ensemble de 
Boltzmann des structures secondaires [86], [87]. La découverte de groupes de structures par 
des approches de segmentation devient alors utile pour identifier les principales conformations 
d'un ARN ainsi que pour étudier l’évolution du repliement des structures dans une famille 
d’ARN. Cela peut être aussi utile pour étudier le processus de formation de la structure 
secondaire en identifiant les conformations intermédiaires que peut prendre l'ARN. 
Outre les approches basées sur la thermodynamique, des approches comparatives, basées sur 
des principes phylogéniques, ont été proposées afin de permettre une meilleure prédiction des 
structures secondaires. Elles partent du principe qu'un ensemble d'ARN homologue, c'est-à-
dire apparenté, partage les mêmes fonctions et donc possède une structure commune. La 
prochaine sous-section traite de ces approches 
2.4.3 Les approches comparatives  
Les approches comparatives sont basées sur la phylogénie et ont pour principe de trouver la 
structure commune à des ARN homologues. Car, les ARN homologues, sous pression de 
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sélection, tendent à conserver leurs fonctions, donc leurs structures. En effet, les nucléotides 
de la structure, sous pressions de sélection, vont possiblement muter tout en maintenant les 
appariements dans lesquelles ils sont impliqués. On parle de covariation des nucléotides. Ces 
mutations qui surviennent sont appelées mutations compensatoires. En analysant un ensemble 
d'ARN homologues, il est alors possible d'identifier et de mesurer la covariation des nucléotides 
et donc d’identifier la structure commune à ces ARN homologues. Parmi les mesures utilisées 
pour évaluer cette dernière, il y a l'information mutuelle [88], [89]. Elle mesure la covariation 
entre deux colonnes  et  d'un alignement de séquences et est formulée ainsi : 
>=BC = e @BC(fg)hi @BC(fg)@B(f)@C(g)j,k  
où @BC(fg) est la fréquence de f à la position  et g à la position  avec f, g ∈ { , , , }. @B(f) et @C(g) sont les fréquences individuelles de f et g. Les approches connues telles que 
RNAalifold [40], [90] ou encore Pfold [91], [92] s’appuient sur des mesures de covariation afin 
de prédire la structure secondaire commune ou consensus à des séquences alignées d’ARN 
homologues. De manière générale, les méthodes comparatives sont statistiquement plus 
précises que celles basées sur la maximisation du nombre d’appariements ou la minimisation 
de l’énergie libre [93]. Il existe cependant deux limites aux approches comparatives. D’une 
part, elles nécessitent de trouver au préalable les ARN homologues. D’autre part, ces approches 
sont limitées par la qualité de l’alignement des séquences d’ARN homologues. La qualité de 
l’alignement chute drastiquement à des niveaux d’identité de séquence inférieure à 60%, 
communément appelée zone de pénombre ou «twilight zone» [37], [94]–[96], ce qui induit une 
perte de signal de covariation. Pour résoudre le problème lié à la qualité de l’alignement de 
séquences, des méthodes ont été développées afin de considérer non seulement les séquences, 
mais aussi les structures prédites possibles issues de l’ensemble de Boltzmann des structures 
secondaires d’ARN. Ces approches consistent à déterminer l’alignement optimal des séquences 
et des structures simultanément en combinant l’information des séquences et des probabilités 
d’appariement dans un cadriciel ou «framework» basé sur la DP Sankoff [97] fut l’un des 
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pionniers dans ce domaine et de nombreuses approches ont été développées par la suite telles 
que Dynalign [98], [99], Locarna [100], RAF [101] ou encore SPARSE [102]. 
Les approches comparatives, tout comme les approches basées sur la thermodynamique, sont 
des méthodes de prédiction in silico, mettant en œuvre des modèles mathématiques basés en 
grande majorité sur la DP. Il existe aussi des approches expérimentales qui mettent en œuvre 
des sondes chimiques ou enzymatiques pour permettre de déterminer les régions appariées des 
ARN. Ces approches sont explicitées dans la section suivante. 
2.4.4 Les approches expérimentales et approches hybrides 
Les approches expérimentales se basent sur le principe de l’utilisation de sondes chimiques ou 
enzymatiques qui vont permettre d’identifier, dans les structures, les régions simples brins et 
les régions doubles brins. De nombreux protocoles expérimentaux ont été développés autour 
de ces sondes, parmi lesquelles nous avons le « dimethyl sulfate» (DMS) [103], [104] et le 
«selective 2-hydroxyl acylation analyzed by primer extension» (SHAPE) [105], [106]. Ces 
protocoles utilisent des sondes chimiques qui se lient aux régions simples brins de l’ARN et 
vont permettre de distinguer les régions structurées des régions non structurées. Par exemple, 
le réactif de SHAPE va se fixer au squelette de l’ARN en acétylant le groupe 2’-hydroxyle du 
ribose des nucléotides flexibles, c’est-à-dire, des nucléotides simples brins, entrainant ainsi 
l’arrêt de la transcription inverse au site de modification. Ainsi, les régions avec une forte 
réactivité du groupement 2’-hydroxyle vont pouvoir être identifiées comme simple brin tandis 
que les autres comme double brins. Avec l’avancée technique de séquençage à haut débit, de 
nouvelles approches ont vu le jour pour permettre d’identifier les régions structurées et non 
structurées, à plus grande échelle, celui notamment du transcriptome. Des protocoles 
expérimentaux tels que le «Parallel analysis of RNA structure» [107], le «fragmenting 
sequencing» [108] ou encore le SHAPE-seq [109], [110] ont été développés. Il faut cependant 
noter que ces approches permettent d’identifier les régions structurées ou doubles brins, mais 
ne renseignent pas sur les couples de nucléotides spécifiquement appariés. 
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Les approches hybrides, c’est-à-dire, combinant données expérimentales et prédictions ont vu 
le jour afin de concilier l’information concernant les régions structurées et non structurées avec 
l’information sur les appariements prédits. Les signaux de réactivités de SHAPE et DMS sont 
utilisés pour guider la prédiction de la structure secondaire. Ils sont intégrés aux modèles de 
prédiction basés sur la thermodynamique et permettent d’améliorer leur précision. De 
nombreuses plateformes et outils intègrent les signaux de SHAPE et/ou DMS pour la prédiction 
de structures secondaires tels que RNAstructures [111], RNAfold et MC-Fold/MC-Sym [33].  
En résumé, les approches comparatives et les approches hybrides, c’est-à-dire combinant les 
approches expérimentales et celles basées sur la thermodynamique offrent, en général, des 
prédictions de structure secondaire de meilleure qualité comparativement aux approches basées 
uniquement sur la maximisation des appariements ou les approches basées sur la 
thermodynamique [112]. Lorsque des séquences apparentées et similaires sont disponibles, les 
méthodes comparatives sont envisageables, car des signaux de covariation peuvent être 
détectables. Dans le cas contraire, les approches hybrides offrent une excellente alternative. 
Les structures ainsi déterminées, quelle que soit l’approche, sont en général stockées dans des 
bases de données pour en faciliter l’accès. Nous abordons ces bases de données dans la section 
suivante. 
2.5 Les bases de données des structures secondaires d’ARN 
De manière générale, les bases de données sont d’importantes infrastructures matérielles et 
logicielles qui ont pour objectif de collecter, maintenir et rendre accessible l’information 
relative aux familles de structures secondaires d’ARN. De nombreuses bases de données de 
structures secondaires spécialisées et générales remplissent ce mandat. Parmi les bases de 
données générales existantes, nous avons RFAM [24], qui détient un catalogue de plus de 2200 
familles d'ARN fonctionnelles distinctes représentées chacune par un alignement de séquences 
et une structure secondaire consensus, la base de données d’acides nucléiques, NDB [113], 
comprenant 1162 structures tertiaires avec les structures secondaires associées et RNA 
STRAND [55] contenant 4666 structures secondaires d'ARN dont plusieurs sont issues de 
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NDB. En ce qui concerne les bases de données spécialisées, nous avons respectivement les 
bases de données spécifiques aux RNaseP [114], aux SRP [115], aux ARNt [116], aux ARNtm 
[117] et aux ARNr [118]. La majorité de ces bases données considèrent les pseudonœuds 
présents notamment dans les structures de RNaseP, de ARNtm et de ARNr ainsi que les 
appariements canoniques et non canoniques. Bien que les bases de données décrites 
précédemment contiennent principalement que les structures d’ARN linéaires, il existe des 
bases de données comprenant des structures secondaires d’ARN circulaires dont fait partie la 
base de données Subviral [119] qui répertorie les structures des viroïdes et du virus  de 
l’hépatite delta. Pour ce qui est des G-quadruplexes, à l’heure actuelle, il n’existe que les bases 
de données comprenant les séquences de G-quadruplexes telles que G4RNA [120]. Pour 
l’instant, les grandeurs des bases de données sont de l’ordre des milliers et il ne serait pas 
étonnant que le nombre de structures explose grâce à la récente venue des techniques de 
détermination expérimentale des structures secondaires d’ARN à haut débit qui permet 
d’analyser et déterminer des milliers voir des dizaines de milliers de structures [108], [110].  
En conclusion de ce chapitre, des outils et algorithmes ont été développés pour structurer, 
représenter, déterminer in silico par prédiction ou déterminer expérimentalement in vitro et in 
vivo, et entreposer les structures secondaires. Une fois les structures secondaires d'ARN 
déterminées, il devient possible d’évaluer leurs relations en fonction de leurs similarités 
structurales. Dans ce contexte, les représentations de structures secondaires déterminées vont 
permettre d’extraire les caractéristiques intrinsèques de ces structures pour faciliter leur 
comparaison. Le Chapitre 3 aborde les approches pour comparer les structures secondaires et 
les défis associés ainsi que le modèle innovant que nous proposons pour répondre à ses défis, 
à savoir, le modèle des super-n-motifs. 
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Chapitre 3 
 Représentation et comparaison des structures 
secondaires d’ARN 
Pour comparer les structures secondaires d’ARN, il est important de définir une mesure de 
similitude ou de distance qui capturera les particularités structurales communes ou différentes 
entre structures. De manière générale, les mesures de similitude ou de distance reposent sur des 
représentations spécifiques servant de support pour extraire les particularités structurales des 
ARN. Les différentes représentations des structures secondaires existantes ont été 
précédemment abordées dans la Section 2.3. Dans ce chapitre, nous allons présenter dans un 
premier temps des mesures de similitude ou de distance des structures secondaires existantes, 
dans un deuxième temps les défis associés et enfin le modèle des super-n-motifs que nous 
proposons pour répondre à ces défis. 
3.1 Mesures pour comparer des structures secondaires d’ARN 
3.1.1 Distances basées sur la représentation par les ensembles d’ 
appariements 
Posons 4  et I , deux structures secondaires d'ARN avec leur ensemble d'appariements 
respectifs  !l  et  !m  avec  !l ≠ ∅ et  !m ≠ ∅. Un exemple d'ensemble des appariements  !o 
pour une structure secondaire au format DBN, B = (((. . . ))) , s’écrit  !o ={(1,9), (2,8), (3,7)}.  
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3.1.1.1 Distances d’appariements 
La mesure de distance des appariements calcule la différence symétrique de deux ensembles. 
En d'autres mots, elle calcule le nombre d'appariements non partagés par deux structures 
secondaires. La distance des appariements entre ces structures secondaires d'ARN est définie 
par : 
p0- = qr !l ∖  !mt ∪ r !m ∖  !ltq = q !l ∪  !mq −  q !l ∩  !mq 
La version normalisée permettant d’obtenir une mesure de dissimilitude dont la valeur 
comprise entre 0 et 1 s'écrit :  
p0-6wWM = q !l ∪  !mq −  q !l ∩  !mqq !l ∪  !mq  
Pour utiliser la mesure de la distance d'appariement, il est nécessaire que les structures 
secondaires soient de longueurs identiques, c’est-à-dire qu’elles aient le même nombre de 
nucléotides (exemples de structures secondaires de longueurs identiques : A= « ((..))» et B= « 
(....)». A et B sont de longueurs 6). En effet, la distance des appariements a tendance à croitre 
à mesure que la différence en termes de longueurs entre les structures augmente. Par exemple, 
deux structures, 4=.((….)). et I=..((….))., de longueurs respectives 10 et 11, avec  !l ={(2,9), (3,8)} et  !m = {(3,10), (4,9)}, ont des distances p0-(1, 2) = 4 et p0-6wWM=1 alors 
que celles-ci devraient être proches de zéro puisque 4  et I  sont structuralement presque 
identiques.  
3.1.1.2 Distance de Hausdorff 
La mesure de distance de Hausdorff est appliquée à la comparaison des ensembles 
d’appariements de structures secondaires [121]. Celle-ci considère la distance maximum d’un 
ensemble au point le plus proche appartenant à un autre ensemble. Soient (, ) ∈  !l   et (’, ’) ∈  !m avec ,  et ’, ’ position nucléotidique appartenant respectivement à 4 et I. On 
définit d’abord la distance entre deux appariements tel que 
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pylr(, ), (′, ′)t = max(| − ′|, | − ′|) qui représente la distance maximum entre (, ) et (’, ’) . Puis, on définit la distance entre un appariement,  (, ) , et un ensemble 
d’appariements,  !m  tel que : pym ~(, ),  !m = min(B,C)∈0m pylr(, ), (, ′)t. Ensuite, on a la 
distance à deux ensembles d’appariements,  !l  par rapport à  !m  : pyr !l ,  !mt =max(B,C)∈0l min(B,C)∈0m pylr(, ), (, ′)t. Et enfin, la distance finale est le maximum de la distance 
de  !l  par rapport à  !m  et de  !m  par rapport à  !l à savoir pyr !l ,  !mt =max ~pyr !l ,  !mt, pyr !l ,  !mt.  
À titre d’exemple, pour calculer la distance de Hausdorff entre deux structures, 4=.((….)). et I=..((….)) avec  !l = {(2,9), (3,8)} et  !m = {(3,10), (4,9)}, distance dénotée pyr !l ,  !mt, 
il est nécessaire d’évaluer pyr !l ,  !mt  et pyr !m ,  !lt . pyr !l ,  !mt  est obtenue en 
calculant d’abord min pylr(2,9), (3,10)t, pylr(2,9), (4,9)t  = pylr(2,9), (3,10)t =max(|2 − 3|, |9 − 10|) = 1 et min pylr(3,8), (3,10)t, pylr(3,8), (4,9)t =pylr(3,8), (4,9)t = 1 puis de prendre le maximum du résultat des deux dernières expressions 
qui vaut 1. La même procédure est appliquée pour pyr !m ,  !lt qui vaut 1. Ainsi La distance 
de Hausdorff entre 4 et I est le maximum entre pyr !l ,  !mt et pyr !m ,  !lt qui est égale 
à 1. 
Tout comme la mesure de la distance d'appariement, la mesure de Hausedorff nécessite que les 
structures secondaires soient de longueurs identiques. Puisque la distance entre deux 
appariements (, )  et (′, ′)  notée pylr(, ), (′, ′)t  tient compte de l’écart entre les 
nucléotides aux positions , ′ et , ′, celle-ci va augmenter proportionnellement à la différence 
de longueurs entre structures. Dans ce cas, la mesure de Hausedorff calculée entre deux 
structures exprimera davantage leur différence en termes de longueur qu’en termes de structure. 
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3.1.2 Distances basées sur les représentations en arborescence 
3.1.2.1 Distance d'édition entre arbres racinés et ordonnés 
La distance d'édition entre deux arbres, *4 et *I, a pour but d'évaluer le nombre d'opérations 
d'éditions nécessaires pour transformer un arbre *4 en l’arbre *I. Les opérations d'éditions sont 
la suppression, l'insertion et le réétiquetage de nœuds. Chacune de ces opérations est associée 
à un coût. Parmi toutes les séquences d’opérations d’édition possibles, il faut trouver celle dont 
la somme des coûts d’éditions est minimale. C’est alors cette dernière qui fournit la meilleure 
correspondance entre *4 et *I. La correspondance, notée >, entre les arbres *4 et *I est une 
bijection partielle entre les nœuds de ces arbres qui doivent satisfaire les propriétés suivantes : 
Pour toutes paires (, ) et (’, ’) de > : 
•  ≠  si seulement si  ≠ ’ 
•  < ’ si seulement si  < ’ (préservation de l’ordre); et, 
•  est un parent de ′ si seulement si  est un parent de ’ (préservation de la parenté). 
La séquence de coût d’éditions associée à M est définie par ∑ (, )(B,C)∈1  où w est la fonction 
de coût associée à chaque paire de correspondances (, ). Typiquement, la DP doit être utilisée 
pour trouver la meilleure correspondance entre *4 et *I. De nombreuses approches [58]–[60], 
[122], [123] ont été développées dans ce sens, dont RNAdistance pour comparer les structures 
secondaires d’ARN issues de la librairie viennaRNA [53]. Celle-ci implante les algorithmes 
d’édition d’arbre en considérant les différentes représentations, en arbre complet [59], HIT [58] 
ou à gros-grain pondéré et non pondéré [59]. 
3.1.2.2 Les modèles de covariance 
Les modèles de covariance [124] construisent une représentation ou modèle, non pas d'un ARN 
pris individuellement, mais plutôt d'une famille d'ARN. Ils calculent un modèle probabiliste 
pour chaque famille d'ARN et permettent d'évaluer si un ARN au niveau de sa séquence 
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appartient à une famille. Ils permettent d'évaluer la probabilité qu'un modèle ait généré la 
séquence soumise en requête. 
Les modèles de covariance suivent un processus d'optimisation qui vise, à partir d'un ensemble 
de séquences d'ARN appartenant à une même famille, à déterminer la structure secondaire la 
plus vraisemblable de celle-ci, de sorte à identifier toutes les autres séquences susceptibles 
d’appartenir à cette famille. Les modèles de covariance prennent en considération l'information 
contenue dans la structure secondaire commune à une famille d'ARN. À partir d'un alignement 
de séquences d'ARN apparentés, ils déterminent la structure secondaire commune en utilisant 
l'information de la covariation. La structure secondaire est représentée par un arbre raciné et 
ordonné où chaque nœud est défini par un ensemble d'états. Les états sont liés les uns aux autres 
par des probabilités de transitions et chaque état est aussi associé à une distribution de 
probabilités d'émission. Par exemple, l'état noté « Match » ou correspondance émet les 
probabilités associées aux 16 combinaisons possibles d'appariements de nucléotides. Les 
probabilités d'émission et de transition (les paramètres du modèle) sont déterminées de la sorte 
pour chaque famille. La Figure 19 résume le modèle de covariance pour les familles d'ARN. 
Le modèle probabiliste ainsi défini, il devient aisé d'évaluer la probabilité qu'un tel modèle ait 
généré une séquence d'ARN requête. La base de données RFAM modélise chaque famille de 
séquences d'ARN et leurs structures secondaires communes par un modèle de covariance. Les 
modèles de covariance prennent en charge des structures secondaires de différentes longueurs.  
 
Figure 19. Le modèle de covariance 
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3.1.3 Alignements des chaînes de caractères encodant les structures 
secondaires d'ARN 
Les approches d’alignement des chaînes de caractères encodant les structures secondaires ont 
pour but d’évaluer la similarité entre des structures secondaires. Le principe est de trouver la 
meilleure correspondance ou le meilleur alignement possible entre deux séquences de chaînes 
de caractères représentants les structures. Le meilleur alignement est celui qui parmi tous les 
alignements possibles à une somme de coût qui est minimale. Les opérations nécessaires pour 
l’alignement sont la suppression, l’insertion et la substitution d’un caractère. Pour trouver le 
meilleur alignement entre des séquences de caractères, des algorithmes de DP ont été 
développés tels que celui de Needleman-Wunsch [125] ou Smith-Waterman [126] qui, à 
l’origine, ont été utilisés pour l’alignement de séquences d’ARN. La somme des coûts des 
opérations associés au meilleur alignement constitue le score de similarité entre les structures 
alignées. RNAdistance implémente les alignements de structures secondaires basés sur la 
représentation en chaîne de caractère et implémente les différentes variantes de cette 
représentation à savoir le type complet, HIT, à gros-grain pondéré et non pondéré. 
3.1.4 Distances basées sur la représentation en montagne 
Cette mesure de distance s'appuie sur la représentation en montagne [43], [61]. Elle définit la 
distance entre deux structures secondaires d'ARN, 4 et I, représentés par des montagnes, 
comme la distance entre leurs vecteurs représentatifs, Al et Am, de dimension .  représente 
la longueur des structures 4 et I. La distance entre 4 et I est alors la 7 − hbK (lorsque  = 2, cette norme est la distance euclidienne) entre Al et Am. Cette distance est définie par : 
pM7 (4, I) =∥ Al − Am ∥7 
Cette distance augmente proportionnellement avec la dimension des vecteurs liée à la longueur 
des structures comparées. Pour contourner cela, une version normalisée est introduite dans 
[127]. Elle est notée M7 (4, I) et est définie de la manière suivante 
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M7 (4, I) = pM7 (4, I)pM7 (M, w7Y6) 
où pM7 (M, w7Y6) représente la distance maximum qu’il est possible d’obtenir en comparant 
des structures de taille . Dans ce contexte, M  représente la structure de longueur  qui 
possède le nombre maximum d’appariements possibles. Celle-ci est constituée d’une hélice 
composée de ( − 3)/2 appariements avec une boucle en épingle cheveux possédant trois 
nucléotides non appariés. w7Y6  représente est un ARN non structuré de longueur . Il est 
important de remarquer que la mesure de distance basée sur la représentation en montagne 
nécessite que les structures secondaires soient de longueurs identiques puisque les vecteurs 
associés aux structures secondaires doivent être de dimension égale pour le calcul de leur 7 −hbK. 
3.1.5 Distances basées sur la représentation en séquence d’arc-annoté 
Les approches basées sur la représentation en séquence d’arc-annoté [62]–[64] ont des points 
communs avec les approches basées sur la représentation en arborescence et en particulier les 
méthodes de distances d'éditions entre arbres. En effet, ces approches consistent à évaluer le 
nombre d'opérations d'éditions nécessaires afin de transformer une séquence d'arc-annoté de la 
structure 4  dénotée (4, :4)  en une autre séquence d'arc-annoté de la structure I  notée (I, :I). 4 et I représente la séquence de nucléotide issue de 4 et I. :4 et :I représente 
l’ensemble fini d’arcs représentant respectivement les nucléotides appariés de 4 et I. Soit 
une séquence d’arc-annoté, (4, :4) , les opérations d’éditions prises en compte sont les 
suivants : 
• l’insertion, la suppression et la substitution d’un caractère de la séquence; 
• l’insertion d’un arc (, ) dans :4. Les caractères  et  sont insérés dans I; 
• la suppression d’un arc (, ) dans :4. Les caractères  et  sont supprimés dans 4; 
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• la substitution d’un arc (, ) de :4  par un arc (k, l). Les caractères  et  de 4 sont 
remplacés par  et  dans I; 
• le marquage de deux caractères libres  et  de la séquence 4 comme apparié. Un arc 
entre  et  est ajouté à :4; 
• la libération d’un arc (, ) de :4. L’arc entre  et  est retiré de :4; 
• l’altération d’un arc (, )  de :4 . Le caractère   ou   est supprimé et l’arc (, )  est 
supprimé; et, 
• la complétion d’un arc (, )  de :4 . Le caractère   ou   est inséré et l’arc (, )  est 
introduit. 
À chaque opération est associée un coût et la distance d’édition d’une séquence d’arc-annoté 
calcule la séquence d’édition dont la somme des coûts est minimisée et cela, par 
l’implémentation d’algorithmes basés sur la DP. Cette somme représente la distance entre deux 
structures. Gardenia et RNAMult implémente des algorithmes de comparaison de secondaires 
d’ARN représentés par des séquences d’arc-annoté [64], [128].  
3.1.6 Distances entre les ensembles thermodynamiques des ARN 
Plutôt que de considérer la structure secondaire d'un ARN, ces mesures privilégient l'utilisation 
de l'ensemble de Boltzmann des structures d'un ARN. Le principe est de comparer deux ARN 
en évaluant la similarité entre leurs ensembles de structures. Ainsi, la distance entre deux ARN, 34  et 3I , notée p(34, 3I)  est donnée par la distance entre leurs ensembles de structures 
correspondantes, 4  et I , notée p(4, I) . Une première approche consiste à calculer la 
distance euclidienne sur les matrices de probabilités d'appariements, de 34  et 3I , qui sont 
respectivement :4  et :I  : p(4, I)I = L (BCl − BCm)IBC  où BC  représente la probabilité 
d’appariement du nucléotide à la position  au nucléotide à la position  [127]. Une deuxième 
approche consiste à calculer la distance des appariements moyens entre les ensembles 
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thermodynamiques de structures secondaires p0-(4, I)  [127]. Une autre approche 
(RNApdist [53], [129]) consiste à aligner les séquences de 34 et 3I de sorte à maximiser un 
score de similarité, dépendant d'une matrice de coût évalué à partir des matrices de probabilité, 
:4 et :I. Pour deux positions  et  alignées, un coût de B(4)C(I) + B(4)C(I) +
BX(4)CX(I) est attribué. B  est la probabilité que la position i soit appariée en amont 
(correspondant à« ( ») de la séquence 34, B est la probabilité que la position , de la séquence 34 soit appariée en aval (correspondant à « ) ») et BX est la probabilité que la position  de la 
séquence 34 ne soit pas appariée (correspondant à « . »). C est la probabilité que la position  
soit appariée en amont (correspondant à « ( ») de la séquence 3I, C est la probabilité que la 
position  de la séquence 3I soit appariée en aval (correspondant à « ) ») et CX est la probabilité 
que la position  de la séquence 3I ne soit pas appariée (correspondant à « . »). Une variante 
de RNApdist propose le calcul de la distance d'édition entre séquences en considérant le coût 
d'une insertion ou délétion égale à 0 et le coût d'une correspondance équivalent à  
1 − B(4)C(I) − B(4)C(I) − BX(4)CX(I)  [127]. Seul RNApdist prend en 
compte les structures de différentes tailles, car ils se basent sur le principe de l'alignement de 
séquences.  
3.1.7 Autres mesures de similarité ou de distance 
Il existe d'autres mesures qui permettent de comparer les structures secondaires d'ARN; 
mentionnons celle basée sur l'analyse d'image [130], celle basée sur les mutations 
compensatoires nommées ddbRNA [131], celle basée sur la compression de Lempel-Ziv [132], 
celle basée sur une représentation en courbe de vecteur triple d'ARN [133] et enfin celle qui 
consiste à aligner à la fois les séquences et les probabilités d’appariements des ARN tels que 
LocaRNA [100] ou SPARSE [102]. Mis à part LocaRNA et SPARSE, toutes les autres 
méthodes citées précédemment ne sont malheureusement pas disponibles en téléchargement. 
Les approches basées sur la compression de Lempel-Ziv, sur la représentation en courbe de 
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vecteur triple d'ARN ainsi que LocaRNA et SPARSE sont capables de prendre en compte des 
structures de tailles différentes. 
3.2 Les défis posés par les mesures de distances ou de similarité de 
structures secondaires d’ARN 
Les mesures de distances ou de similarité de structures secondaires d’ARN ont pour but 
d’évaluer la ressemblance des structures. Elles reçoivent en entrée les structures et calculent en 
sortie un score de distance ou de similarité entre pair de structures. Les structures en entrée 
doivent au préalable être de bonne qualité afin d’obtenir un score de distance fiable. Un des 
moyens d’obtenir des structures de bonne qualité est d’utiliser les méthodes de prédictions 
comparatives (Section 2.4.3) ou les méthodes hybrides combinant la minimisation de l’énergie 
libre et les approches expérimentales (Section 2.4.4). Les méthodes s’appuyant uniquement sur 
la maximisation du nombre d’appariements ou la minimisation de l’énergie libre sont 
déconseillées à cause de la quantité importante d’erreurs de prédiction rendant impropre 
l’application des mesures de distance ou de similarité.  
Les mesures de distances s’appuient sur les représentations des structures secondaires pour 
évaluer la similarité entre structures. L’un des défis concernant la comparaison des structures 
secondaires est de s’assurer que les représentations utilisées contiennent l’information 
adéquate. Dans le cas contraire, c’est à dire, où la représentation ne représente pas 
suffisamment l’avancée des connaissances biologiques, la comparaison peut devenir inexacte 
et conduire potentiellement à des conclusions incorrectes. C’est le cas des ARN circulaires et 
des motifs tels que les pseudonœuds et les G-quadruplexes, pour lesquelles les représentations 
actuelles ne sont simplement pas adéquates.  
Comparer les structures secondaires provenant d’ARN linéaire et circulaire tout en tenant 
compte des motifs tels que les pseudonœuds et les G-quaqdruplexes posent un défi majeur. En 
effet la majorité des algorithmes pour la comparaison des structures secondaires ne tiennent 
compte ni des ARN circulaires ni des pseudonœuds et ni des G-quadruplexes. La raison 
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principale est que la majorité des représentations, à savoir la représentation en arbre, séquence 
d’arc-annoté, chaine de caractères, basés sur les ensembles thermodynamiques de structures, 
sur lesquelles reposent les mesures n’encodent pas ces caractéristiques biologiques (Tableau 
5). Il en est de même pour les méthodes ne considérant que les structures de tailles identiques 
à savoir celles basées sur la représentation par les ensembles des appariements et celles basées 
sur la représentation en montagne (Tableau 5).  
La grande majorité des représentations énoncées considèrent une structure secondaire comme 
un ensemble ordonné d’appariements imbriqués partant de l’extrémité 5’ et terminant à 
l’extrémité 3’ de l’ARN. Il y a deux conséquences à cela. La première est que les pseudonœuds 
et les G-quadruplexes impliquant un chevauchement des appariements ne sont pas pris en 
compte dans ces représentations puisqu’elles n’autorisent que les appariements imbriqués. 
Certaines représentations telles que les représentations en séquence d’arc-annoté offrent ces 
possibilités en théorie. Néanmoins, le problème d’alignement de séquence d’arc-annoté tenant 
compte des pseudonœuds devient un problème NP-dur c’est-à-dire insoluble en pratique [63] 
(Tableau 5). La deuxième conséquence est que les ARN circulaires sont ignorés vu qu’ils ont 
la particularité de n’avoir aucune extrémité 5’ et 3’ qui, en réalité, sont jointes. Il n’y a ainsi 
pas d’ordre intrinsèque dans les appariements. Pour répondre à ces nombreux défis nous 
proposons le modèle des super-n-motifs, qui est abordé dans la section suivante. 
Tableau 5 Comparaison des mesures de distance ou de similarité 
Les mesures de distance ou de 
similarité et leurs représentations 
Longueurs des 
structures 
ARN 
linéaire 
ARN 
circulaire 
G-quadrupexe/ 
Pseudonœud 
Appariement Identique ● ○ ○ 
Montagne Identique ● ○ ○ 
Arborescence Arbitraire ● ○ ○ 
Chaînes de caractères Arbitraire ● ○ ○ 
Arc annotés Arbitraire ● ●* ●* 
Ensembles. thermodynamiques Identique/arbitraire ● ○ ○ 
*prise en compte théorique mais insoluble en pratique. 
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3.3 Le modèle des super-n-motifs 
Nous avons développé le modèle des super-n-motifs qui propose une meilleure représentation 
des structures secondaires, tenant compte de la configuration des ARN, linéaire ou circulaire, 
ainsi que les pseudonœuds et les G-quadruplexes tout en permettant de comparer efficacement 
des structures secondaires d’ARN. Ce modèle est basé sur l’analyse latente des caractéristiques 
structurales, qui sont les motifs, en tenant compte de leur contexte, c’est-à-dire de leur relation 
d’adjacence. Le modèle des super-n-motifs prend en entrée les structures d’ARN au format 
point-parenthèse; ces structures étant de conformation linéaire ou circulaire et pouvant 
comprendre des G-quadruplexes et des pseudonœuds. Puis Il calcule une représentation 
vectorielle des structures secondaires correspondant à des combinaisons linéaires des motifs de 
structures de l’ARN. Et enfin, à partir de la représentation vectorielle des structures, il calcule 
en sortie leur dissimilitude. L’article, rédigé en anglais, relatif au modèle des super-n-motifs a 
été publié dans le journal Bioinformatics [1]. 
  
  
Bioinformatics 
Structural bioinformatics 
The super-n-motifs model: A novel alignment-
free approach for representing and comparing 
RNA secondary structures. 
Jean-Pierre Séhi Glouzon1, 2, Jean-Pierre Perreault2 and Shengrui Wang1, * 
1Department of Computer Science, Faculty of Science, Université de Sherbrooke, Sherbrooke, 
Quebec, J1H 5N4, Canada. 
2RNA Group, Department of Biochemistry, Faculty of Medecine and Health Sciences, Applied Cancer 
Research Pavilion, Université de Sherbrooke, Sherbrooke, Quebec, J1E 4K8, Canada. 
*Shengrui.Wang@Usherbrooke.ca 
Abstract 
Motivation: Comparing RNA secondary structures of arbitrary size uncovers structural patterns that 
can provide a better understanding of RNA functions. However, performing fast and accurate 
secondary structure comparisons is challenging when we take into account the RNA configuration (i.e., 
linear or circular), the presence of pseudoknot and G-quadruplex (G4) motifs and the increasing 
number of secondary structures generated by high-throughput probing techniques. To address this 
challenge, we propose the super-n-motifs model, based on a latent analysis of enhanced motifs 
comprising not only basic motifs but also adjacency relations. The super-n-motifs model computes a 
vector representation of secondary structures as linear combinations of these motifs. 
Results: We demonstrate the accuracy of our model for comparison of secondary structures from 
linear and circular RNA while also considering pseudoknot and G4 motifs. We show that the super-n-
motifs representation effectively captures the most important structural features of secondary 
structures, as compared to other representations such as ordered tree, arc-annotated and string 
representations. Finally, we demonstrate the time efficiency of our model, which is alignment-free and 
capable of performing large-scale comparisons of ten thousand secondary structures with an efficiency 
up to 4 orders of magnitude faster than existing approaches. 
Availability: The super-n-motifs model was implemented in C++. Source code and Linux binary are 
freely available at http://jpsglouzon.github.io/supernmotifs/. 
Contact: Shengrui.Wang@Usherbrooke.ca 
 
Introduction  
Exploring the relationships between ribonucleic acids (RNAs) by 
comparing their secondary structures provides critical insight into their 
functions. In fact, complex molecules such as RNAs can fold into 
secondary and tertiary structures to perform various functions involved in 
the regulation of translation, transcription, splicing, etc. (Wan et al., 2011). 
However, because RNA tertiary structure is largely determined by its 
secondary structure (Brion and Westhof, 1997; Tinoco and Bustamante, 
1999), RNAs with similar secondary structures will likely have the same 
or related functions. Thus, comparing RNA secondary structures can 
significantly contribute to understanding RNA functions. 
In this paper, we consider three important aspects of secondary 
structure data in designing our model. We consider the nature of the RNA 
(linear or circular); the presence of functional motifs such as pseudoknots 
and RNA G-quadruplexes (G4s); and finally, the growing number of 
secondary structures. First, while most RNAs are linear, recent studies 
suggest that circular RNA transcripts are abundant and have a potential 
role in gene regulation (Jeck et al., 2013; Kosik, 2013). Many well-known 
pathogens such as viroids and the hepatitis delta virus have a circular RNA 
genome (Flores et al., 2012). Second, both pseudoknot and G4 motifs are 
known to be involved in translation and splicing regulation (Staple and 
Butcher, 2005; Millevoi et al., 2012). Pseudoknots are secondary structure 
topologies comprising additional base pairs between loops and are 
pervasive in many RNA families such as transfer messenger RNA, 
ribosomal RNA (rRNA), ribonuclease P RNA (RNase P), etc. G4s, on the 
other hand, are formed by the stacking of non-canonical interactions of 
guanines; many such motifs have been found in the untranslated regions 
of mRNA (Huppert et al., 2008). Finally, high-throughput methods for 
probing RNAs, such as FragSeq (Underwood et al., 2010) and SHAPE-
Seq (Loughrey et al., 2014), yield a large number of secondary structures 
(Lorenz et al., 2011; Bellaousov et al., 2013). 
Comparing secondary structures of arbitrary size from linear and 
circular RNAs while also considering pseudoknot and G4 motifs is a 
challenging task. Most of the algorithms for comparing secondary 
structures are not capable of handling circular RNAs or pseudoknots and 
G-quadruplexes because of their underlying representations of secondary 
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structure. Existing algorithms for comparing secondary structures can be 
grouped into four categories according to their representations. The first 
group, based on an ordered tree representation of secondary structures, 
includes RNAdistance (Lorenz et al., 2011), RNAforester (Schirmer and 
Giegerich, 2013), MiGal (Allali and Sagot, 2008) and RNAstrat (Guignon 
et al., 2005). The second group, based on the string-encoded 
representation, includes RNAdistance and BEAR (Mattei et al., 2014). 
The third group, based on the arc-annotated sequence representation, 
includes Gardenia (Blin et al., 2010) and ERA (Zhong and Zhang, 2013). 
Finally, the fourth group, based on a representation combining sequence 
and structure ensemble information on RNA, called ensemble-based 
representation, includes LocARNA (Will et al., 2007) and SPARSE (Will 
et al., 2015). 
The majority of algorithms for comparing secondary structures do not 
handle secondary structures from circular RNA. This is because they are 
based on representations such as the ordered tree, string-encoded, arc-
annotated sequence and ensemble-based approaches, which consider a 
secondary structure as an ordered set of nested base pairs beginning at the 
5' extremity and ending at the 3' extremity of the RNA. While this is an 
appropriate way of looking at linear RNAs, it is not meaningful for circular 
RNAs because they do not have any 5' and 3' extremities. In fact, the 5' 
and 3' ends of circular RNA are joined, resulting in no directionality and, 
consequently, no intrinsic base pair ordering. Thus, these representations 
are not suitable to handle secondary structures from circular RNA. In this 
context, a meaningful alignment of secondary structures from circular 
RNA, whether global or local, can be hard to compute since alignment-
based approaches inherit limitations from their respective structural 
representations. In fact, while it is possible to linearize circular RNA at a 
given position in order to compute the structural representation and 
perform global or local alignments, choosing the optimal starting position 
to produce the best alignment is not a trivial task. To address this 
challenge, specialized tools have been developed in the context of cyclic 
sequence alignment (Will and Stadler, 2014; Mosig et al., 2006; 
Fernandes et al., 2009). However, there is no such approach specifically 
designed for aligning or comparing cyclic secondary structures. 
Being based on secondary structure representations that consider only 
nested base pairs, the algorithms for comparing secondary structures 
cannot handle pseudoknots and G4 motifs, which in fact involve non-
nested base interactions. It is important to note that an arc-annotated 
sequence representation can support comparison of secondary structures 
with non-nested base pairs but (so far) at a high computational cost (NP-
Hard) (Schirmer et al., 2014). Thus, algorithms based on ordered tree, 
string-encoded and arc-annotated sequence representations are not 
appropriate for processing secondary structures of circular RNA or for 
handling pseudoknots and G4 motifs. An extensive survey of secondary 
structure comparison algorithms and representations is given in (Schirmer 
et al., 2014). 
Alignment-based algorithms for comparing secondary structures are 
effective, but they are computationally expensive, rendering them 
inappropriate for large-scale secondary structure comparisons. In general, 
alignment-based approaches, usually implemented using dynamic 
programming (Eddy, 2004), are known to be time-consuming, especially 
in the context of sequence analysis (Vinga, 2014; Bonham-Carter et al., 
2013). Advances have therefore been made towards alignment-free 
models in order to meet the need to process the thousands of sequences 
                                                 
1
 Unless otherwise stated, we use the term “n-motifs” to represent an 
ensemble of i-motifs for all 0 ≤  ≤ , and use i-motif or 2-motif to 
represent a motif at a particular level of abstraction, i or 2 here.  
generated by high-throughput sequencing techniques (Song et al., 2014; 
Haubold, 2014; Pinello et al., 2014). Secondary structures are much more 
complex than sequences because nucleotides at the sequence level are 
involved in pairing. This renders secondary structure alignment 
computationally more intensive than sequence alignment. It is therefore 
necessary to develop alignment-free approaches to efficiently compute 
similarities between RNA secondary structures.  
To address the need for an efficient way of comparing secondary 
structures from linear and circular RNA comprising pseudoknots and G4s, 
we propose a new model named super-n-motifs, based on the idea that 
similar secondary structures share similar combinations of motifs. Since 
secondary structures can be decomposed into building blocks, i.e., basic 
motifs such as stems or hairpin loops (Hendrix et al., 2005), the secondary 
structures can be seen as being formed by multiple combinations of motifs. 
It is thus likely that secondary structures comprising shared or similar 
combinations of motifs are similar and belong to the same RNA family. 
As an example, a transfer RNA (tRNA) has a cloverleaf-shaped secondary 
structure formed by the combination of three hairpins and a stem (a hairpin 
being a combination of a stem and a loop). A secondary structure that 
possesses combinations of motifs similar to those in a tRNA secondary 
structure is likely a tRNA. 
The super-n-motifs model takes as input given secondary structures and 
relies on three consecutive steps to build an effective and efficient vector-
based representation of secondary structures. The proposed model first 
computes a bag-of-n-motifs model of secondary structures, where “i-
motifs”, for 0 ≤  ≤ , are built from ( − 1)-motifs and their neighbor 
relations from one level of abstraction to another, with 0-motifs being 
basic motifs. The value of  is the highest level of abstraction. Among the 
basic motifs considered are pseudoknots, G4s, single-stranded regions or 
external loops at the 5' end and single-stranded regions or external loops 
at the 3' end, etc. The bag-of-n-motifs model explicitly handles 
pseudoknots and G4 motifs and the nature of the RNA (linear or circular). 
For circular RNAs, it simply ignores the external loop motifs at the 5’ and 
3’ ends in the description of secondary structures from these RNAs. The 
n-motifs1  are thus designed to capture local and increasingly global 
structural features of secondary structures. 
Second, the model computes the relative importance of each generated 
i-motif in order to select a reduced set of i-motifs, or features, for 
representing secondary structures. We call this the n-motifs 
representation. In fact, since each i-motif is computed from a single 
secondary structure, there can be a great number of i-motifs even for a 
small value of  . Not all the i-motifs are discriminative features for 
representing secondary structures. This step allows the user to choose the 
most discriminative ones based on an analysis of their frequencies of 
occurrence.  
Third, the n-motifs representation obtained at the previous step is 
further transformed to obtain the super-n-motifs representation. This step 
makes use of singular value decomposition (SVD) to create feature 
variables as linear combinations of the i-motifs retained at Step 2. This 
latent representation makes it possible to capture some of the intrinsic 
similarity between secondary structures even if they do not share many i-
motifs. Moreover, it also reduces the number of features in the final 
representation of secondary structures.  
Finally, the vector representation of our model greatly facilitates 
comparisons between secondary structures. The super-n-motifs model is 
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efficient because it is vector-based and alignment-free, and effective 
because the super-n-motifs representation contains rich information about 
each secondary structure, including not only motifs and relations between 
motifs, but also combinations of them, characterizing the secondary 
structure as a whole. The contributions of the super-n-motifs model are 
summarized in 3 major points: 
• It explicitly captures structural information on RNA (linear or 
circular) since it relies on a description of secondary structures by 
n-motifs which are hierarchically built, taking neighbor relations 
into account (see Section 2.1). The model is general and considers 
various basic motifs such as pseudoknots, G4s and single-stranded 
regions at both the 5' and 3' ends, in addition to many other 
common motifs. 
• It allows an effective comparison of secondary structures because it 
computes the similarity of secondary structures based on their most 
informative structural features, which are the best n-motif 
combinations, i.e., the super n-motifs (see sections 2.3 and 3.1). 
• It yields fast comparisons of secondary structures because it relies 
on an alignment-free approach which computes secondary structure 
similarities based on vectors in a low-dimensional space (see 
Section 3.2). 
Methods  
In this section, we describe in details the three main steps of the super-n-
motifs model as they are outlined in the previous section, and we present 
the comparison metric and a complexity analysis of the model. 
Bag-of-n-motifs model 
The bag-of-n-motifs model yields a description of an RNA secondary 
structure in terms of multiple motifs built at different levels of abstraction. 
The description is designed to capture local and increasingly global 
structural features. From a secondary structure, it extracts basic motifs and 
their properties: for instance, an internal loop motif and its property, which 
is its symmetry or asymmetry; or a stem motif and its property, 
corresponding to its number of base pairs (Supplementary Figure S1 
illustrates the motifs and properties for an arbitrary secondary structure). 
Motif properties yield specific structural information about the nature or 
size of the motifs and do not consider specific bases. After extracting basic 
motifs (also called 0-motifs) and their properties, the model computes 1-
motifs by considering the neighbor relations of the 0-motifs. Similarly, it 
builds 2-motifs by considering the neighbor relations of the 1-motifs. The 
bag-of--motifs yields a set of structural features of a secondary structure 
that is the union of 0-motifs, 1-motifs, 2-motifs, … and n-motifs. Figure 1 
presents a simple example of the bag-n-motifs model computed from a 
secondary structure composed of a stem of five base pairs and a hairpin 
loop with two single-stranded nucleotides. A more complex example of 
the bag-n-motifs model, derived from a secondary structure of a circular 
RNA comprising motifs such as pseudoknots, G-quadruplexes, 
multiloops, stems, internal loops and hairpin loops, is illustrated in 
Supplementary Figure S2. 
To generate the structural description of a secondary structure, the bag-of-
n-motifs model builds a series of  + 1 undirected graphs denoted by  = (, 4, … , B , … , 6), where  is a graph built from basic motifs 
and their neighbor relations and every other B  is created from BS4 by 
agglomerating nodes in  BS4 and by extending neighbor relations. A node 
of B is called an -motif. The union of all the sets of -motifs constitutes 
the bag-of-n-motifs, i.e., bag-of-n-motifs =∪  hpR_Ra_h@_B. As an 
example, in Figure 1,  and < are 0-motifs in , while < is a 1-motif 
in 4 . < is created as an agglomerated motif around   with a 
surrounding <, the closest motif to   in . Each motif is also associated 
with a description of its properties in a dotted square: for instance  with _5 in  and < with _5<_2 in 4.  
Fig. 1. Bag-of-n-motifs model of a secondary structure composed of a hairpin loop of two 
single-stranded nucleotides and a stem of five base pairs. It builds the list of motifs, i.e., the 
bag-of-motifs, from the graph of motifs () corresponding to a stem (), a stem with 5 
base pairs (_5), a hairpin loop (<), and a hairpin loop with 2 single-stranded nucleotides 
(<_2). Then it computes the list (or bag) of 1-motifs associated with the graph of 1-motifs 
(4), by considering motifs with their neighbors. This yields a hairpin loop and stem motif 
(<) where the neighbor of the hairpin loop is the stem, a two single-stranded nucleotides 
hairpin and stem of five base pairs (<_2_5), a stem and hairpin loop motif (<), and 
a five-base-pair stem and hairpin loop of two single-stranded nucleotides (_5<_2). The 
bag-of-n-motifs model yields structural features of the secondary structure and comprises 
all the n-motifs: { , <, _5, <_2, <, _5<_2, <_2_5}. 
 
We can formally define the graph  and each B, as follows:  is initialized by , which corresponds to the graph of basic motifs 
with their properties. It is an undirected labeled graph defined as  =(, , :), where  is the set of vertices corresponding to basic motifs. 
Let’s define  =  4, … , C , … , , where ^ is the total number of basic 
motifs.  is the set of edges, indicating adjacency of motifs. Two motifs 
represented by C ∈   and  ∈   are considered adjacent, i.e., r0  , 0t ∈ 0 , if they share at least one nucleotide. :  is a set of ^ 
phantom nodes, each of which is attached to a vertex in  to describe the 
property of the associated motif. Other elements in the construction of  include: 
- A set of node labels Ω1 initialized by {<, , =, >,  , 5, 3, :, 4} 
corresponding to basic motifs. Ω1 is enriched subsequently in the 
following steps. < stands for hairpin loop,  for stem, = for internal 
loop, > for multiloop or multi-branched loop,   for bulge loop, 5 
for single-stranded region or external loop at 5' end, 3 for single-
stranded region or external loop at 3' end, : for pseudoknot and 4 for 
G-quadruplex. 
- A set of property labels Ω- initialized by {(<|>| |5|3)_.  iR ab3pRp cdRhapR, =A MMYVW  , (S|P)_. 3R 3b, 4_. £c3baRa}. The property associated with motifs <, >,  , 5 3 is the number of single-stranded nucleotides. For =, it 
is the symmetry. The property for  and : is the number of base pairs. 
For 4, it is the number of G-quartets, i.e., the number of stacked 
tetrads composed of interacting guanines. 
- Two functions @ and i assigning to each vertex C a label from Ω1 
and a label from Ω-. In particular, C = irCt allows one to generate :, i.e. : ≡ i(). For the model description, the use of the function @ is redundant. But it is a useful element in the software development 
of the model. For the example shown in Figure 1, the bag of 0-motifs 
from  is  = {, <} with the corresponding property set  : ={_5, <_2}. 
  
62
For any  , 0 <  ≤  , B  is built from BS4 . Similar to  , B  is 
represented as B = (B , B , :B), where B =  B4, ⋯ , BC , ⋯ , B represents 
the set of vertices that are the -motifs. We need the following set function OUo¦l() to generate an  -motif: for an ( − 1)-motif BS4C ∈ BS4 . BC =OUo¦lrBS4C t ≡ BS4C ⋯ BS4 ⋯ qrBS4C  , BS4 t ∈ BS4. Here, the bracket 
notation, “[” and “]”, represent the neighbor relations. From this definition 
of the set function OUo¦l(), we can see that the jth -motif is obtained as an 
agglomeration of the ( − 1)-motifs around the jth ( − 1)-motif. The edge 
set  of B  is defined as follows: for two vertices BC ∈ B  and B ∈ B , r , t ∈   if and only if  O−1(−1 ) ∩ O−1(−1 ) ≠ ∅ . In other 
words, there is an edge between BC and B if they have at least one ( −1)-motifs in common. The property set :B  is defined similarly as :B =iB(B), where the property function iB() is defined as follows: for any BC ∈ B ,  BC = iBrBCt ≡ iBS4 ~OUo¦lrBS4C t =iBS4rBS4§ tqBS4§ ∈ OUo¦lrBS4C t = {BS4§ |BS4§ ∈ OUo¦lrBS4C t}. The set of 
property labels Ω- is then augmented by the new property labels generated 
at this level, i.e., Ω- ≡ Ω- ∪ :B. Similar operations are applied to create 
the node labeling function @B and to update the node labels set Ω1.   
Therefore, for each secondary structure in our data set, a set of graphs  is created and the union of all the computed bags of -motifs results in 
a bag-of--motifs. All the bags-of-n-motifs from the secondary structures 
in a data set provide a possibly very large ensemble of motifs. From this 
ensemble of motifs, we will select a set of most relevant motifs that will 
be used as features for representing the secondary structures from our data 
set. To alleviate the text, from now on, the terms “motif” “i-motif” and “n-
motif” will be used interchangeably, unless specified otherwise.  
n-motifs representation of secondary structure 
The n-motifs obtained in the bag-of-n-motifs model can be thought of 
as playing a similar role to that of n-grams in n-gram models. If we arrange 
all the n-motifs in some order, we can create a matrix representation of all 
the secondary structures. We introduce the matrix S ∈ D¨∗©, where  is 
the total number of secondary structures in the data set, b is the number of 
unique n-motifs, and each element of the matrix, , is the frequency of 
occurrence of a unique n-motif  in the secondary structure . We denote 
by  the th row vector of , corresponding to the th secondary structure, 
and by ª the th column vector of , corresponding to the th n-motif. Not 
all the unique n-motifs convey the same amount of information. Therefore, 
it is desirable to select relevant n-motifs to get a refined vector 
representation of secondary structures, called the n-motifs representation.  
Extracting relevant n-motifs from   leads to a better description of 
secondary structures. The method proposed here for selecting relevant n-
motifs is based on an analysis of their frequencies of occurrence. We 
hypothesize that the relevance of an n-motif is proportional to its 
occurrence frequency. For instance, among important motifs of a tRNA, 
the single-stranded region at the 3' end is necessary for the binding of 
amino acids during the translation process. Therefore, we would expect a 
high occurrence of this motif in a population of secondary structures 
comprising tRNA. To automatically identify and remove irrelevant n-
motifs, i.e., more rarely occurring n-motifs, we utilize the head/tail 
division rule (Jiang and Liu, 2011). This rule specifies that in the context 
of a heavy-tailed distribution, the arithmetic mean of the n-motif 
occurrences yields a natural division between the head (high-occurrence 
n-motifs) and the tail (low-occurrence n-motifs) of the heavy-tailed 
distribution. 
The distribution of n-motifs ranked by decreasing order of total 
occurrence follows a heavy-tailed distribution (Supplementary Figure S2). 
We denote this distribution by @. With « the rank of an n-motif ªC  and 
@(«) = ∑ s­¨4  its total occurrence, @satisfies the condition ∀«, @(«) ≥@(« + 1). @(«) ≥ 1 since an n-motif is present in at least one secondary 
structure. @ follows a heavy-tailed distribution in two regards. On the one 
hand, it satisfies the long-tailed distribution property: K→°± @(« + ²) @(«) = 1⁄ , with ² > 0 (Foss et al., 2011). In fact, low-
ranked n-motifs tend to have an occurrence of one because they are present 
in at least one secondary structure. On the other hand, the long-tailed 
distribution is a subclass of the heavy-tailed distribution. Thus, we can 
apply the head/tail division rule to extract relevant n-motifs since @ 
follows a heavy-tailed distribution. An n-motif z­ is considered relevant if 
the condition @(«) ≥ @MY6 is satisfied, where @MY6 = ∑ @r«CtWC4 ∗ 1 b⁄  
with b the total number of n-motifs. 
After removing irrelevant n-motifs, it is useful to reduce the effect of 
extreme n-motif occurrences arising from large secondary structures and 
increase the relative importance of medium n-motif occurrences specific 
to groups of structures. In fact, large secondary structures naturally tend 
to have many more n-motifs than small secondary structures. Moreover, 
while n-motifs specific to groups of structures bear valuable structural 
information about those groups, they are underestimated because the 
corresponding n-motifs tend to have medium to low occurrences. To 
alleviate these effects, we use the logarithm transformation such that BC =hi(BC +  1). BC  represents the relative relevance or importance of an n-
motif ªC  to a secondary structure B. The n-motifs representation of B is 
defined by the vector B. 
The n-motifs representation emphasizes relevant characteristics of 
secondary structures. It removes irrelevant (i.e., rare) n-motifs, reduces the 
impact of extremely high occurrences of n-motifs due to large secondary 
structures and increases the relative importance of n-motifs specific to 
groups of structures. Given that the n-motifs representation has, in fact, 
dependent features, in the next subsection we propose to explore the 
relationships between n-motifs in order to find the best n-motif 
combinations characterizing secondary structures. 
Super-n-motifs representation of secondary structure 
From the previous two steps, we obtain individual n-motifs that capture 
geometric properties of RNA secondary structures. However, some 
secondary structures sharing few n-motifs can belong to a same family. In 
this subsection, we develop a final vector representation of an RNA 
secondary structure by computing n-motif combinations to effectively 
represent structure information. Such combinations should make it 
possible to capture latent statistical relationships between the n-motifs so 
as to create non-correlated features on which comparisons of secondary 
structures will be made. We search for the best linear combinations of n-
motifs by using singular value decomposition (SVD) (Golub and Reinsch, 
1970). 
Let S′ ∈ D¨∗¶ be the matrix of n-motifs representations, where  is 
the total number of secondary structures and K  the total number of 
relevant n-motifs. S′ is decomposed by SVD to a product of matrices, as 
follows:  
 ′ =  ·\  
where \ = 1  with  ∈ D?∗?  and \ = 1  with  ∈ DM∗M . 
Columns of   are the eigenvectors of ′ ∗ \  and are linear 
combinations of n-motifs. Columns of V are the eigenvectors of \ ∗ ′ 
and are linear combinations of ′ rows representing secondary structures. · is a  ∗  K diagonal matrix containing the square roots of the non-zero 
eigenvalues of ′ ∗ \  or singular values of ′ in decreasing order, i.e., 
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¹4,4 > ¹I,I > . . . > ¹W,W >  0. By selecting the first  largest singular 
values in ·, we obtain a truncated matrix  , where Sº  is defined by: 
 ′ ≈  =  ·\    yields the best low-rank approximation of ′, such that ‖ − ′‖ (the 
Frobenius norm) is minimized. 
The sum of the first   singular values in ·  represents the largest 
amount of information, in terms of variability, possibly retained by using 
only  variables (features). We consider the matrices  = ·, where  is weighted relative to ·. The space defined by the  vectors of   is 
called the super-n-motifs space. The super-n-motifs space is a low-
dimensional space relative to the original space, since   is typically 
chosen such that  ≪ K. The super-n-motifs representation of a structure B is denoted by cB. 
The super-n-motifs gather particular information concerning the 
relevant n-motifs and their relationships in order to provide a global 
picture of the structural features of the RNA. The super-n-motifs 
representation yields a vector representation of a secondary structure in a 
low-dimensional space. By comparing these representations, secondary 
structure relationships can be explored. The next subsection presents the 
comparison of secondary structures in the super-n-motifs representation. 
Comparison of secondary structures based on the super-n-
motifs representation  
The exploration of secondary structure relationships is facilitated by using 
the super-n-motifs representation. Secondary structures can be effectively 
compared by computing the cosine dissimilarity (Vinga and Almeida, 
2003; Bonham-Carter et al., 2013) between their super-n-motifs 
representations. Given two secondary structures, B  and C , and their 
respective super-n-motifs representations, cB  and cC , the cosine 
dissimilarity between cB and cC is defined as: p;wArcB, cCt = 1 − rcB ∙ cCt/r‖cB‖¾cC¾t B  and C , are considered similar or close to one another when p;wArcB, cCt ≈ 0  and dissimilar or far from one another when p;wArcB, cCt ≈ 2. 
Complexity of the super n-motifs model 
The time complexity of the super-n-motifs model is Nr ∗ K ∗K(, K)t, where  is the number of secondary structures and K the 
number of relevant n-motifs. It corresponds to the SVD time complexity, 
since our approach is dominated by the SVD computation. The overall 
time complexity of the super n-motifs model is N() + N(b) +Nr ∗ K ∗ K(, K)t where: 
- N() is associated with the computation of the bag of n-motifs model 
on the  structures; 
- N(b) represents the computation required for the selection of the K 
relevant n-motifs out of the total number of n-motifs denoted by b; 
- Nr ∗ K ∗ K(, K)t represents the time complexity of SVD 
(Golub and Van Loan, 1996). 
The space complexity of the super-n-motifs model is due largely to the 
space required to store the matrix of raw n-motifs, which is on the order 
of N( ∗ b). In detail, the space complexity of the super-n-motifs model 
is N( ∗ b) +  N( ∗ K) + N( ∗ ) + N( ∗ K) + N(K ∗ K), where: 
- N( ∗ b) is associated with the space required to store the matrix of n-
motifs, . 
- N( ∗ K) represents the storage space associated with the matrix of 
relevant n-motifs, ’. 
- N( ∗ ), N( ∗ K) and N(K ∗ K) are respectively the space taken 
by the matrices , · and  associated with SVD. 
Typically, b > , so the space complexity is N( ∗ b), corresponding to 
the space necessary to store the matrix associated with  space . 
Results 
We evaluated the model’s capacity to perform accurate, efficient 
comparisons between secondary structures of various sizes from linear 
and circular RNA comprising pseudoknots and G4s. The accuracy of RNA 
secondary structure comparison is expressed in terms of discriminative 
power, i.e., the ability to bring secondary structures from the same family 
closer together and push secondary structures from different families 
farther apart. The efficiency is evaluated in terms of the time required to 
compare sets comprising increasing numbers of secondary structures. 
We used the normalized mutual information (NMI) and the f-measure 
(FMEAS) (Manning et al., 2008) to compute the discriminative power of 
secondary structure comparison algorithms, grouped by their underlying 
representations, on a medium-sized dataset of 2368 secondary structures 
from 12 RNA families (Figure 2 and Supplementary Figure S4) and a 
large-sized dataset of 15287 structures from 76 RNA families (Figure 3). 
These datasets comprise respectively 9 and 66 linear RNA families and 3 
and 10 circular RNA families (Andronescu et al., 2008; Nawrocki et al., 
2015; Giguère et al., 2014; Garant et al., 2015). Supplementary Section 1 
provides a detailed description of these datasets. When the discriminative 
power in terms of NMI or FMEAS is close to one, it means that all the 
members of each secondary structure family are close to one another and 
far from other secondary structures. Details on the computation of NMI 
and FMEAS are provided in Supplementary Section 2. 
For the evaluation on the medium-sized dataset, the approaches and 
representations carefully chosen from the survey (Schirmer et al., 2014) 
are as follows: the super n-motifs model based on 5-grams (sng), the 
super-n-motifs model based on the super-n-motifs representation with  =10  super-n-motifs (snm10) and the number of super-n-motifs 
automatically determined using the broken stick model (snmBr) (see 
Supplementary Section 3); RNAdistance with the full tree (RNAdf) and 
the coarse-grained tree (RNAdc), and RNAforester based on the rooted 
ordered tree (Tree); RNAdistance with full string (RNAdF) and coarse-
grained string (RNAdC), and Bear based on the string-encoded 
representation (String); and Gardenia based on the arc-annotated sequence 
(Arc). In addition to the previously described approaches versions of 
RNAforester and Bear. Algorithm parameters used are described in 
Supplementary Section 3. For the evaluation on the large-sized dataset, 
the models compared are sng, snmBr and RNAdF. This latter was chosen 
because it is one of the approaches achieving the best trade-off between 
efficiency and discriminative power.  
We evaluated the efficiency of the secondary-structure comparison 
algorithms by computing the time required to perform all-against-all 
comparisons on sets of 56, 104, 506, 1007 and 15287 secondary structures  
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Fig. 2. Algorithms’ discriminative power in terms of normalized mutual information (NMI) 
on RNA secondary structure families. NMI distribution close to one means high 
discriminative power. Algorithms were grouped according to their representations: 
sequence (Seq.) super-n-motifs (snm), ordered tree (Tree), string-encoded (String) and arc-
annotated sequence (Arc). Local* refers to local alignment version of approaches such as 
RNAforester and Bear. Families of secondary structures from linear RNA are hammerhead 
ribozymes (HH), transfer RNA (tRNA), 5S ribosomal RNA (5S rRNA), ribonuclease P 
RNA (RNaseP), signal recognition particle (SRP), transfer messenger RNA (tmRNA), 16S 
ribosomal RNA (16S rRNA), 23S ribosomal RNA (23S rRNA) and structures with G-
quadruplexes motifs (G4). Families of secondary structures from circular RNA are potato 
spindle tuber viroid (PSTVd), tomato apical stunt viroid (TASVd) and tomato chlorotic 
dwarf viroid (TCDVd). 
Fig. 3. Discriminative power of sng with  = 5, snmBr, RNadF and RNAdC in terms of 
normalized mutual information (NMI) and f-measure (FMEAS) on RNA secondary 
structure families from a large dataset of 15287 secondary structures belonging to 76 
families. The discriminative power of each model is reported separately according to its 
performance on linear and circular RNA families. 
(Table 1 and Table 2), corresponding respectively to 1540, 5356, 127765, 
506521 and ≈ 117 million pairwise comparisons. Each of these sets 
comprises from small (≈36 nt.) to large secondary structures (≈2900 nt) 
of linear RNA (see the sets of secondary structures in Supplementary File 
1), corresponding to the size variability generally found in RNA secondary 
structures. To avoid redundancy, it is only necessary to compute (I −w)/2 comparisons, where  is the total number of secondary structures 
in a dataset. 
Analysis of discriminative power 
Performance on linear RNA families with high structural variability 
From the results shown in Figure 2 and Supplementary Figure S4, we can 
remark that the super-n-motifs model demonstrates comparable or 
superior discriminative power compared to other approaches on families 
with high structural variability such as RNaseP, SRP and HH. In fact, the 
super-n-motifs model performs better on the RNaseP family compared to 
other methods, showing its capability to identify substructures or local 
structures shared among the set of highly variable secondary structures. 
Indeed, RNaseP structures from our dataset come from three domains, 
Archea, Bacteria and Eukaryotes, and the structures corresponding to 
these domains are known to be highly variable while showing a central 
conserved core (Evans et al., 2006). Specifically, RNaseP structures 
exhibit very diverse conformations, due more to structural rearrangement  
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Table 1. Running times (in d: days, m: minutes and s: seconds) on 56, 104, 506 and 1007 secondary structures, corresponding to 1540, 5356, 127765 
and 506521 pairwise comparisons. 
Representation Algorithm Time complexity 
for one pair. comp. 
56 structures 
1540 pair. comp. 
104 structures 
5356 pair. comp. 
506 structures 
127765 pair. comp. 
1007 structures 
506521 pair. comp. 
Sequence Sng NrK K(, K)t   0.12s 0.22s 3s 35s 
Super-n-motifs snmBr NrK K(, K)t  0.12s 0.66s 3s 4s 
Tree RNAdf À(IpI)  4m29s (103 f.) 16m24s (103 f.) 5h44m (103 f.) 14h7m (104 f.) 
 RNAdc À(IpI)  2s (101 f.) 7s (101 f.) 2m17s (101 f.) 5m4s (101 f.) 
 RNAforester Àr(I b⁄ )£It  1h31m (104 f.) 10h5m (105 f.) >1d  >1d  
String RNAdF À(I) 31s (102 f.) 1m47s (102 f.) 35m58s (103 f.) 1h38m (103 f.) 
 RNAdC À(I) 1s  4s 1m14s (101 f.) 3m22s (101 f.) 
 Bear À(I) 2m31s (103 f.) 8m34s (102 f.) 3h17m (103 f.) 7h54m (103 f.) 
Arc Gardenia Ο(Â) 18m52s (103 f.) 1h32m (104 f.) >1d  >1d  
 ERA O(P) 8h51m (105 f.) >1d  >1d  >1d  
Ensemble Sparse O(I) >1d  >1d  >1d  >1d  
The algorithms were run on an 8 CPU (1.8 GHz) desktop pc with 5.8 GB of RAM. f. and pair comp. stand for fold and pairwise comparisons.  and K refer to the number of 
structures and the number of computed relevant n-motifs.  represents the size of trees or forests, strings or arc-annotated sequences or number of base pairs representing 
secondary structures. d is the depth of trees. r and q are respectively the number of anchors and the maximum degree of forests 
Table 2. Running times (in d: days and s: seconds) of sng, snmBr and 
RNAdF on the large-sized dataset of 15287 secondary structures 
corresponding to ≈117 million pairwise comparisons. 
 
Representation Algorithm Time complexity  Running 
times  
Sequence sng NrK K(, K)t  1697s 
Super-n-motifs snmBr NrK K(, K)t 179s 
String RNAdF À(I)  41d* 
sng and snmBr were run on an 8 CPU (1.8 GHz) desktop pc with 5.8 GB of RAM 
and RNAdF was run in parallel on a 24 core node of the super computer Mammouth-
mp2. *Estimated CPU time, that is, the sum of CPU time consumed by all of the 
CPUs. , K and  refer to the number of structures, the number of computed relevant 
n-motifs and the length of the strings representing the secondary structures. 
than extended stems or loops, as these structures do not differ much in 
size, i.e. ≈337.66 nt. ± 26.25 SD (see Supplementary Table S1). The 
diversity of RNaseP structures can be visualized in Supplementary Figure 
S5, where the structures of ASE_00264, ASE_00099 and ASE_00346 
belong respectively to the Eukarya, Bacteria and Archea domains 
The super-n-motifs model also shows comparable discriminative power 
on the SRP family compared to the ordered tree-based approach, RNAdf, 
and superior discriminative power compared to all the other approaches. 
Given that SRP structures in our dataset are highly variable in terms of 
size (Rosenblad et al., 2009), this suggests that the super-n-motifs model 
is much less affected by the size variability of structures. In fact, the 
standard deviation relative to the mean size of structures in the SRP family 
is very high, ≈266.30 nt. ± 65.46 SD (Supplementary Table S1). 
As for circular permuted structures, the results shown in Figure 2 and 
Supplementary Figure S4 suggest that the super-n-motifs model performs 
very well on the HH family, similar to a coarse-grained approach such as 
RNadc and RNadC. This shows its capacity to handle circular permuted 
structures. Structural variability in the HH family is due to the fact that our 
dataset comprises hammerhead structures of types I and III with a large 
variability in size, ≈61.71 nt. ± 24.16 SD (Supplementary Table S1). It is 
known that the HH family is comprised of three groups, types I, II and III, 
which are circularly permuted forms of HH distinguished by the open-
ended helix that connects the motifs with the flanking sequences 
(Hammann et al., 2012). The structural variability of HH in our dataset 
can be seen by examining structures RFA_00660 and RFA_00407, 
representing HH of type I and type III, in Supplementary Figure S5.  
Performance on linear RNA families with conserved structures 
Performance comparison on families of conserved secondary structures 
shows that the super-n-motifs model displays high discriminative power 
similar to that of the majority of the tested approaches. Indeed, the super-
n-motifs model, as well as RNAdf, RNAdF, RNAforester, Bear and 
Gardenia, generate excellent NMI and FMEAS results on families with 
conserved structures such as the tRNA, 5S, tmRNA, 16S and 23S families 
(Figure 2 and Supplementary Figure S4). The structural conservation of 
these families can be explained by the fact that not much size variability 
for any of these families is observed in our dataset. In fact, a small standard 
deviation compared to the average size of structures is observed for the 
tRNA, 5S, tmRNA, 16S and 23S families. For each of these families, 
respectively, we have average sizes and standard deviations of ≈77nt. ± 
5.42SD, ≈120nt. ± 7.55 SD, ≈362.46nt. ± 6.72 SD, ≈1577.35nt. ± 110.83 
SD and ≈2908.09nt. ± 28.38 SD (Supplementary Table S1).  
Performance on circular RNA families, G-quadruplexes and 
pseudoknots 
The super-n-motifs model is designed to handle secondary structures from 
circular RNA families seamlessly. In fact, our model shows by far the best 
discriminative power compared to all other methods, regardless of 
whether they are based on global or local alignment, on secondary 
structures from the 3 circular RNA families of the medium-sized dataset 
and the 10 circular families of the large-sized dataset (Figure 2, 
Supplementary Figure S4 and Figure 3). The clear advantage of our 
approach can be explained by the fact that, contrary to the other methods 
which assume contiguity of structural features, our model does not. 
Indeed, our model defines a secondary structure as an unordered collection 
of structural features, the n-motifs. Consequently, it captures structural 
features irrespective of their orders, which is an important property that 
allows it to effectively handle not only circular RNA but also RNA with 
the circularly permuted structures found in the HH family.  
The results reported in Figure 2 and Supplementary Figure S4 
demonstrate that the proposed approach has the capacity to handle 
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pseudoknots and G4s. In fact, the super-n-motifs model demonstrates high 
discriminative power on secondary structures from linear RNA families 
comprising pseudoknots, such as RNaseP, tmRNA, 16S and 23S rRNA 
(see Supplementary Table S1). Moreover, our model effectively processes 
G4s, since it is capable of discriminating secondary structures that contain 
a single G4 from those without any G4s. It is important to note that while 
all the other approaches simply ignore these motifs, our model processes 
pseudoknots and G4 effectively, thanks to the flexibility of the bag-of-n-
motifs that allows the explicit integration of any kind of motif (here, 
pseudoknots and G4 motifs) in the structural description of secondary 
structures. Our model makes no distinction between various types of 
pseudoknots, such as the H-type or the three-stemmed RNA pseudoknot 
(Staple and Butcher, 2005).  
Large-scale performance analysis 
A very important advantage of our approach is that it can be used to handle 
very large datasets in a very time-efficient way while maintaining high 
discriminative power as the number of structures grows. As shown in 
Figure 2, it achieves discriminative power comparable or superior to that 
of the tested approaches on linear RNA and consistently outperforms them 
on circular RNA in the medium-sized dataset of 2368 structures with 12 
families. On the large-sized dataset of 15287 structures with 76 families, 
we compared our approach with sng and RNAdF (Figure 3 and Table 2). 
RNAdF was chosen because it is one of the most efficient approaches, 
combining good time complexity, N(I), and high discriminative power 
rivaling that of approaches based on ordered-tree and arc-annotated 
sequences which have a time complexity of at least N(IpI) (see Table 1 
and Figure 2). From Figure 3 and Table 2, it can be seen that our approach 
yields discriminative power comparable to that of RNAdF and superior to 
that of sng, yet significantly outperforms them in term of running times. 
This evaluation shows at least that our approach is indeed effective and 
efficient on a large dataset, i.e., 3 minutes as compared to the equivalent 
of 41 days for RNAdF. Currently, a thorough comparative study of 
different approaches on large datasets like the one used here is not possible 
since most competing approaches would need more than one month to 
produce their results on a single workstation. 
Structural information at the coarse-grained and fine-grained levels  
The results in Figure 2 and Supplementary Figure S4 show that the super-
n-motifs model yields consistently high discriminative power compared 
to approaches using coarse-grained representation of structures (in which 
subsets of nucleotides or base pairs forming motifs such as stems or 
hairpin loops are considered as elements of the representation), for 
instance, RNAdc and RNAdC, on the HH family. It performs equally well 
as, and sometimes better than, approaches using fine-grained 
representation (in which each nucleotide or each base pair is considered 
as an element of the representation). These approaches include RNAdf, 
RNAdF, RNAforester, Bear and Gardenia (Figure 2 and Supplementary 
Figure S4). We observe that approaches based on fine-grained 
representation of structures perform better than approaches based on 
coarse-grained representation because the latter often results in a loss of 
structural information. Our approach combines the advantages of both 
fine-grained and coarse-grained representation, and performs well on all 
the families. This can be explained by the fact that the structural features 
captured by our model represent coarse-grained features such as motifs 
and neighboring motifs, on the one hand, and fine-grained features such 
as the number of base pairs in a stem or the number of string-stranded 
nucleotides in loops on the other. 
Sufficiency of structural information for separating families 
We performed a comparison between structure-based and sequence-
based methods to see whether structural information could be sufficient to 
separate families. We observed that structure-based methods, including 
snmBr, yield high discriminative power, while sequence-based methods 
like sng consistently have low discriminative power on most linear RNA 
families (Figure 2, Supplementary Figure S4 and Figure 3). In fact, for the 
medium-sized dataset families such as HH, tRNA, 5S, RNaseP, SRP and 
tmRNA and the large-sized dataset families, sng yields low performance, 
indicating that most RNAs, based on sequence information, have been 
assigned to the wrong family. These results show that, in our context, 
structural information is more important than sequence information for 
distinguishing RNA families. It is important to note that sng performs well 
on circular RNA, since sng, like snmBr, is insensitive to the RNA direction 
by the fact that it captures the unordered statistical patterns of sequences, 
the n-grams. Consequently, sng can be a good candidate to compare 
circular RNA sequences.  
Efficiency assessment 
The efficiency of the super-n-motifs model is shown by tables 1 and 2. 
We observed that it is faster, by up to 4 or 5 orders of magnitude, than all 
the tested approaches, on data varying from very small-sized sets of 56 
structures, corresponding to 1540 pairwise comparisons, to the large-sized 
set of 15287 structures corresponding to ≈ 117 million pairwise 
comparisons. It exhibits a linear running time: it took 0.15 s, 0.27 s, 4 s, 
7s, 12s and 182s. respectively, to compute all-against-all pairwise 
comparisons of 56, 104, 506, 1007, 2330 and 15287 secondary structures 
of various sizes (from ≈36 to ≈2900 nt.), corresponding to 1540, 5356, 
127765, 506521, ≈2 million, ≈117 million pairwise comparisons (see 
Table 1, Table 2 and Supplementary Table 2). For the large-sized dataset 
of 15287 structures, our approach is 4 orders of magnitude faster than 
RNAdF, since it took 182 s. (3 minutes) to compute ≈ 117 million 
comparisons from the set of 15827 secondary structures, a task that would 
take ≈41 days of estimated CPU time for RNAdF (Table 2).  
Tables 1 and 2 suggest that the alignment-based methods are convenient 
for low or medium-scale analysis but not suitable for large-scale analysis. 
RNAforester, Gardenia, ERA and SPARSE are more suitable for low-
scale analysis, since even to compare 506 structures they already require 
days of computation. It is worth mentioning that ERA and SPARSE 
exhibit the highest running times: 8h51m and more than a day to compare 
56 structures corresponding to 1540 comparisons. For this reason, we were 
unable to evaluate their respective discriminative power on the medium-
sized datasets requiring computation of ≈2 million pairwise comparisons.  
The results presented in the previous paragraphs are to be expected, 
because the majority of the tested approaches typically use DP as a 
foundation to compute alignment. Indeed, it is known that DP-based 
approaches are computationally demanding (Bonham-Carter et al., 2013). 
Alignment-free approaches scale well and are of interest in sequence 
analysis to handle the vast numbers of transcripts generated by high-
throughput sequencing methods (Vinga and Almeida, 2003; Bonham-
Carter et al., 2013; Vinga, 2014). As the number of validated secondary 
structures grows, mainly due to high-throughput probing techniques, an 
alignment-free approach such as the super n-motifs model offers a good 
alternative to the existing methods. 
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Discussion 
Understanding RNA functions by comparing RNA secondary 
structures is challenging for several reasons. On the one hand, secondary 
structures are complex due to the nature of RNA, which can take a linear 
or a circular configuration and may contain pseudoknots and G4 motifs. 
On the other hand, thousands of secondary structures are generated by 
high-throughput probing techniques. In this paper, we proposed the super-
n-motifs model and demonstrated its effectiveness and efficiency at 
comparing RNA secondary structures. 
Our model computes accurate comparisons of secondary structures and 
naturally tends to cluster structures in a way that reflects known secondary 
structure families. This is an important property, because it is expected 
that members of a family of RNA secondary structures performing related 
functions form a natural cluster. This can be particularly helpful for RNA 
annotation, structure-based phylogeny, homology search in databases and 
identification of new families in populations of RNA. Since our model 
efficiently handles pseudoknots and G4 motifs, it can also help in 
understanding their functional roles.  
In future work, our approach can be extended to compare RNA on the 
basis of sequences and secondary and tertiary structures. In fact, in 
addition to pseudoknots and G4 motifs, our model can be extended to 
handle other motifs such as sarcin-ricin, kink turn or c-loop motifs, thus 
making it possible to combine motifs from the secondary structures with 
the tertiary structures. Sequence information can be incorporated with n-
grams as in sng method. Our model can thus yield a rich and global view 
of RNA by combining sequence and structural features.  
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 Fig. S1: Motifs and associated properties considered in the super-n-motifs model.
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Fig. S2: Bag-of-n-motifs model of a secondary structure from a circular RNA composed of three hairpin loops, five stems, two multiloops, one internal loop, one G-quadruplex and one 
pseudoknot. 
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Fig. S3: Heavy-tailed distributions of the 
ranked n-motifs, by increasing order of total 
occurrences, for RNA secondary structure 
families of hammerhead ribozyme (HH), 
transfer RNA (tRNA), 5S ribosomal RNA 
(5S ), ribonuclease P RNA (RNaseP), signal 
recognition particle RNA (SRP), transfer 
messenger RNA (tmRNA), and 16S and 
23S ribosomal RNA (16S and 23S). The 
highest level of n-motifs computed is set to 
0-motifs for experiment A, 1-motifs for 
experiment B and 2-motifs for experiment 
C. Details on family datasets are given in 
Supplementary Section 1. 
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Fig. S4: Algorithms’ discriminative power in terms of f-measure (FMEAS) on RNA 
secondary structure families. FMEAS distribution close to one means high 
discriminative power. Algorithms were grouped according to their representations: 
sequence (Seq.), super-n-motifs (snm), ordered tree (Tree), string-encoded (String) and 
arc-annotated sequence (Arc). Local* refers to local alignment version of approaches 
such as RNAforester and Bear. Families of secondary structures from linear RNA are 
hammerhead ribozymes (HH), transfer RNA (tRNA), 5S ribosomal RNA (5S rRNA), 
ribonuclease P RNA (RNaseP), signal recognition particle (SRP), transfer messenger 
RNA (tmRNA), 16S ribosomal RNA (16S rRNA), 23S ribosomal RNA (23S rRNA) 
and structures with G-quadruplex motifs (G4). Families of secondary structures from 
circular RNA are potato spindle tuber viroid (PSTVd), tomato apical stunt viroid 
(TASVd) and tomato chlorotic dwarf viroid (TCDVd).  
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Table S1: Statistics on RNA families 
RNA family (Type) Nb. sec. structures Avg. nb. of nuc. ±  SD Nb. sec. structures 
with pseudoknots 
Nb. sec. structures 
with modified bases  
Source 
HH (Linear)1, 2  136 61.71 ± 24.16 0 0 (Andronescu et al., 2008) 
tRNA (Linear)1, 2 640 77.19 ± 5.42 0 610 (Andronescu et al., 2008) 
5S (Linear)1, 2 149 120.48 ± 7.55 0 4 (Andronescu et al., 2008) 
RNaseP (Linear)1, 2  96 337.66 ± 26.25 90 0 (Andronescu et al., 2008) 
SRP (Linear)1, 2 254 266.30 ± 65.46 0 2 (Andronescu et al., 2008) 
tmRNA (Linear)1, 2 390 362.46 ± 6.72 389 3 (Andronescu et al., 2008) 
16S (Linear)1, 2 396 1577.35 ± 110.83 396 28 (Andronescu et al., 2008) 
23S (Linear)1, 2 51 2908.09 ± 28.38 49 5 (Andronescu et al., 2008) 
PSTVd (Circular)1, 2 73 361 ± 0 0 0 (Giguère et al., 2014) 
TASVd (Circular)1, 2 73 360 ± 0 0 0 (Giguère et al., 2014) 
TCDVd (Circular)1, 2 72 357 ± 0 0 0 (Giguère et al., 2014) 
G4 family (Linear)1 38 22 ± 5.77 0 0 (Garant et al., 2015) 
CSVd (Circular)2 72 356 ± 0 0 0 (Giguère et al., 2014) 
CLVd (Circular)2 75 373 ± 0 0 0 (Giguère et al., 2014) 
CCCVd (Circular)2 50 246 ± 0 0 0 (Giguère et al., 2014) 
ASSVd (Circular)2 67 330 ± 0 0 0 (Giguère et al., 2014) 
PBCVd (Circular)2 64 315 ± 0 0 0 (Giguère et al., 2014) 
CVd-OS (Circular)2 67 330 ± 0 0 0 (Giguère et al., 2014) 
CbVd-1 (Circular)2 50 248  ± 0 0 0 (Giguère et al., 2014) 
U1 (Linear)2 100 162.25 ± 3.03 0 0 (Nawrocki et al., 2015) 
U2 (Linear)2 208 190.51 ± 10.73 0 0 (Nawrocki et al., 2015) 
6S (Linear)2 149 180.01 ± 11.53 0 0 (Nawrocki et al., 2015) 
U4 (Linear)2 170 144.24 ± 16.97 0 0 (Nawrocki et al., 2015) 
Y_RNA (Linear)2 104 100.17 ± 9.58 0 0 (Nawrocki et al., 2015) 
U5 (Linear)2 180 117.18 ± 5.45 0 0 (Nawrocki et al., 2015) 
U6 (Linear)2 188 107 ± 9.10 0 0 (Nawrocki et al., 2015) 
FMN (Linear)2 144 136.32 ± 16.57 0 0 (Nawrocki et al., 2015) 
TPP (Linear)2 109 107.41 ± 11.83 0 0 (Nawrocki et al., 2015) 
SAM (Linear)2 433 110.48 ± 13.49 0 0 (Nawrocki et al., 2015) 
Purine (Linear)2 133 100.82 ± 1.70 0 0 (Nawrocki et al., 2015) 
Cobalamin (Linear)2 430 202.91 ± 15.37 0 0 (Nawrocki et al., 2015) 
HIV_PBS (Linear)2 130 99 ± 0.21 0 0 (Nawrocki et al., 2015) 
ydaO-yuaA (Linear)2 106 143.68 ± 16.89 0 0 (Nawrocki et al., 2015) 
ykoK (Linear)2 157 168.66 ± 6.81 0 0 (Nawrocki et al., 2015) 
Entero_5_CRE (Linear)2 160 89.18 ± 6.76 0 0 (Nawrocki et al., 2015) 
HCV_SLVII (Linear)2 110 65.36 ± 0.58 0 0 (Nawrocki et al., 2015) 
HCV_SLIV (Linear)2 110 36.78 ± 0.41 0 0 (Nawrocki et al., 2015) 
HIV_FE (Linear)2, 145 51.88 ± 0.55 0 0 (Nawrocki et al., 2015) 
Prion_pknot (Linear)2 148 41.06 ± 1.97 0 0 (Nawrocki et al., 2015) 
Flavivirus_DB (Linear)2 111 72.29 ± 2.64 0 0 (Nawrocki et al., 2015) 
mir-154 (Linear)2 121 78.99 ± 2.76 0 0 (Nawrocki et al., 2015) 
MIR169_2 (Linear)2 100 130.6 ± 34.54 0 0 (Nawrocki et al., 2015) 
c-di-GMP-I (Linear)2 155 86.72 ± 5.99 0 0 (Nawrocki et al., 2015) 
MOCO_RNA_motif 
(Linear)2 
160 141.98 ± 13.05 0 0 (Nawrocki et al., 2015) 
PK-G12rRNA (Linear)2 347 108.02 ± 0.938 0 0 (Nawrocki et al., 2015) 
IsrR (Linear)2 308 185.21 ± 4.36 0 0 (Nawrocki et al., 2015) 
AdoCbl-variant (Linear)2 144 130.72 ± 6.03 0 0 (Nawrocki et al., 2015) 
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RNA family (type) Nb. sec. structures Avg. nb. of nuc ± SD Nb. sec. structures 
with pseudoknots 
Nb. sec. structures 
with modified bases  
Source 
C4 (Linear)2 456 87.34 ± 2.68 0 0 (Nawrocki et al., 2015) 
Clostridiales-1 (Linear)2 194 168.54 ± 7.58 0 0 (Nawrocki et al., 2015) 
Cyano-1 (Linear)2 265 67.73 ± 2.98 0 0 (Nawrocki et al., 2015) 
Downstream-peptide (Linear)2 627 59.9 ± 3.7 0 0 (Nawrocki et al., 2015) 
Flavo-1 (Linear)2 201 82.39 ± 13.37 0 0 (Nawrocki et al., 2015) 
JUMPstart (Linear)2 128 38.49 ± 0.614 0 0 (Nawrocki et al., 2015) 
PhotoRC-II (Linear)2 445 95.16 ± 3.96 0 0 (Nawrocki et al., 2015) 
SAM-I-IV-variant (Linear)2 437 99.03 ± 10.60 0 0 (Nawrocki et al., 2015) 
SAM-II_long_loops (Linear)2 126 60.70 ± 3.56 0 0 (Nawrocki et al., 2015) 
TwoAYGGAY (Linear)2 210 160.72 ± 21.86 0 0 (Nawrocki et al., 2015) 
crcB (Linear)2 287 69.31 ± 9.07 0 0 (Nawrocki et al., 2015) 
glnA (Linear)2 956 57.24 ± 12.98 0 0 (Nawrocki et al., 2015) 
manA (Linear)2 189 189.56 ± 6.64 0 0 (Nawrocki et al., 2015) 
msiK (Linear)2 120 58.55 ± 1.25 0 0 (Nawrocki et al., 2015) 
Pfl (Linear)2 182 94.62 ± 20.08 0 0 (Nawrocki et al., 2015) 
potC (Linear)2 136 69.60 ± 1.63 0 0 (Nawrocki et al., 2015) 
radC (Linear)2 130 145.52 ± 6.65 0 0 (Nawrocki et al., 2015) 
wcaG (Linear)2 118 97.87 ± 3.65 0 0 (Nawrocki et al., 2015) 
mir-1937 (Linear)2 171 119.18 ± 3.14 0 0 (Nawrocki et al., 2015) 
group-II-D1D4-1 (Linear)2 237 84.77 ± 9.74 0 0 (Nawrocki et al., 2015) 
group-II-D1D4-2 (Linear)2 144 118.18 ± 5.31 0 0 (Nawrocki et al., 2015) 
group-II-D1D4-3 (Linear)2 406 173.07 ± 10.58 0 0 (Nawrocki et al., 2015) 
group-II-D1D4-5 (Linear)2 139 197.23 ± 11.59 0 0 (Nawrocki et al., 2015) 
group-II-D1D4-6 (Linear)2 174 225.91 ± 10.83 0 0 (Nawrocki et al., 2015) 
group-II-D1D4-7 (Linear)2 244 143.59 ± 11.15 0 0 (Nawrocki et al., 2015) 
HEARO (Linear)2 110 143.6 ± 15 0 0 (Nawrocki et al., 2015) 
IMES-1 (Linear)2 219 191.15 ± 3.83 0 0 (Nawrocki et al., 2015) 
IMES-2 (Linear)2 366 140.88 ± 2.66 0 0 (Nawrocki et al., 2015) 
ar14 (Linear)2 118 120.51 ± 4.89 0 0 (Nawrocki et al., 2015) 
sau-50 (Linear)2  117 147.51 ± 2.26 0 0 (Nawrocki et al., 2015) 
Medium-sized dataset1 2368 - - - - 
Large-sized dataset2 15287 - - - - 
1
 and 2 refer to families belonging respectively to medium- and large-sized datasets of RNA secondary structures. 
 
1 RNA secondary structure datasets 
Two datasets are considered, a medium-sized set with 2368 structures and 
a large-sized one with 15287 structures (Supplementary Table S1). The 
first dataset is composed of 12 representative families: 8 families of linear 
RNA, 4 of which contain pseudoknots; 3 families of circular RNA; and a 
family of linear RNA with G4s. The second one is composed of 76 
families: 66 families of linear RNA and 10 families of circular RNA, some 
of which are the linear and circular families from the first dataset. 
However, the G4 family has been excluded. We will first describe the 
families of the medium-sized dataset and then those of the large-sized 
dataset.  
Linear RNA families and pseudoknots 
The secondary structures from linear RNA families in the medium-sized 
dataset come from the RNASTRAND database (Andronescu et al., 2008). 
The database comprises a large collection of curated secondary structures 
from both general and specialized databases, such as the RCSB protein 
DataBank (Rose et al., 2013), the comparative RNA Web site and Project 
(CRW) (Cannone et al., 2002), the Sptrinzl tRNA database (Jühling et al., 
2009), etc. We have secondary structures from HH, tRNA, 5S ribosomal 
RNA (5S), RNaseP, SRP and transfer messenger RNA (tmRNA), 16S and 
23S ribosomal RNA (16S and 23S) with lengths ranging from ≈61 to ≈2900 nt. (Supplementary Table S1). It is important to mention that we 
do not make use of databases with uncurated structures, especially 
structures predicted based on  the minimum free energy (MFE) model such 
as RNAfold, because they are known to be noisy and can significantly bias 
the assessment of algorithms’ discriminative power (Mattei et al., 2014). 
This is the reason we did not use a benchmark like BRASERO, because 
while it is a benchmark that provides a rich ecosystem to assess the 
discriminative power of various approaches, it incorporates predicted 
structures in the algorithm evaluation procedure. 
The families RNaseP, tmRNA, 16S and 23S rRNA contain 
pseudoknots. In fact, they comprise respectively 90 (out of 96), 389 (out 
of 390), 396 (out of 396) and 49 (out of 51) secondary structures 
containing pseudoknots (Supplementary Table S1). Pseudoknots are 
denoted by a combination of upper- and lower-case alphabets or special 
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characters representing the base pairs involved in the pseudoknots. For 
instance, a secondary structure denoted by '..((..AA.))..((.aa..)).' contains 
one pseudoknot composed of two base pairs. Secondary structure families 
from linear RNA contain modified bases, and these are biologically 
important to consider. In fact, there are hundreds of modified bases and 
they are pervasive in many RNA families such as tRNA, rRNA, transfer 
messenger RNA (tmRNA), etc. (Cantara et al., 2011; Machnicka et al., 
2013; Grosjean, 2000). In our dataset almost all tRNAs (610 out of 640) 
comprise modified bases (Supplementary Table S1).  
Circular RNA families 
The secondary structure families from circular RNA in the medium-sized 
dataset were derived from experimentally determined secondary 
structures of three viroid species: Potato Spindle Tuber Viroid (PSTVd), 
Tomato Apical Stunt Viroid (TASVd) and Tomato Chlorotic Dwarf 
Viroid (TCDVd) (Giguère et al., 2014). From viroid secondary structures, 
we simulate the unordered set of base pairs characterizing secondary 
structures from circular RNA by moving the extremities of the 
corresponding dot-bracket by successive steps of 5 nt. For instance, a 
secondary structure denoted by '.(((...))).' will be transformed to '..(((..))).'. 
Since viroids are circular RNA, all the transformed dot-brackets 
comprising approximately the same set of base pairs are associated with 
the same specific viroid and simulate the unordered set of base pairs. We 
obtained 73 secondary structures (≈361 nt) of PSTVd, 73 secondary 
structures (≈360 nt) of TASVd and 72 secondary structures (≈357 nt) of 
TCDVd (Supplementary Table S1). 
G-quadruplex family  
The family of secondary structures with G4 in the medium-sized dataset 
comes from the G4RNA database (Garant et al., 2015). This database 
includes RNA proven to contain G4 motifs and proposed secondary 
structures with G4s predicted using RNAfold. We are interested in 
evaluating the algorithms’ ability to discriminate between secondary 
structures with G4s and those without. Therefore, of the secondary 
structures containing G4s, we selected secondary structures containing 
only one G4 motif. This procedure minimizes the impact of possible 
secondary structure prediction error by focusing only on structures having 
a single G4 motif. This family has 38 secondary structures of ≈22 nt 
(Supplementary Table S1). G4s are represented by the character '+' in dot-
bracket format: for instance, '..++.++.++.++.' is a secondary structure with 
one G4. 
Families of the large-sized dataset  
The secondary structures in the large-sized dataset include all the 
structures from the medium-sized dataset except the G4 family, as well as 
58 additional families of linear RNA from the RFAM database (Nawrocki 
et al., 2015) and 7 additional families of circular RNA secondary 
structures. Structures from the 58 families are between ≈36 nt and ≈225 
nt in size and have been derived from RFAM. Families have been selected 
such that the number of their corresponding seed sequences is greater than 
100. In this manner, we make sure that we have a sufficiently high number 
of sequences representing the families. We generate the secondary 
structures from each seed sequence using the consensus structures of 
families as a constraint for folding, via the script refold.pl and the 
RNAfold tool provided by the ViennaRNA package (Lorenz et al., 2011). 
Using the consensus structures of families as a constraint for folding 
significantly reduces the prediction errors generated by RNAfold. The 7 
families of circular RNA secondary structures correspond to the viroid 
species CSVd, CLVd, CCCVd, ASSVd, PBCVd, CVD-OS and CbVd-1. 
Structures of these viroids have been experimentally determined in 
(Giguère et al., 2014) and the same protocol used for the generation of the 
set of structures for PSTVd, TASVd and TCDVd has been applied. The 
structures of the large-sized dataset are provided in the Supplementary File 
1.  
2 Protocol for assessing algorithms’ 
discriminative power  
The objective of the discriminative power assessment is to check whether, 
for any given secondary structure, all the structures of the same family of 
a given structure are among the most similar, or the least dissimilar, 
secondary structures according to the similarity or dissimilarity measure 
computed. To evaluate the discriminative power of an algorithm, we 
compute all-against-all pairwise comparisons of RNA secondary 
structures using the selected algorithm to yield a dissimilarity matrix. 
Then, we evaluate the ability of each algorithm to generate low 
dissimilarity scores between members of the same family (compactness) 
and high dissimilarity scores between members of different families 
(separation) in terms of NMI and FMEAS (Manning et al., 2008). 
Hereafter, we describe the protocol for the medium-sized dataset only, 
since the protocol for the large-sized dataset follows the same pattern. 
We computed the pairwise comparisons of 2368 secondary structures 
using snm10 and snmBr (see the secondary structures for the super-n-
motifs model in Supplementary File 1). To handle secondary structures 
from a circular RNA, our model requires the added string 'c_' at the 
beginning of the headers corresponding to the secondary structures from 
the circular RNA in dot-bracket format. We calculated all-against-all 
pairwise comparisons of 2330 secondary structures from families in which 
pseudoknots and the G4 family were removed, using RNAdf, RNAdc, 
RNAdF, RNAdC (see the secondary structures for RNAdistance in 
Supplementary File 1); this is because these algorithms do not handle 
pseudoknots and G4. In the case of RNAforester, Bear and Gardenia, in 
addition to the removal of pseudoknots and the G4 families, modified 
bases were replaced by the original bases found in the database 
MODOMICS (Machnicka et al., 2013) (see the secondary structures for 
RNAforester, Bear and Gardenia in Supplementary File 1). For the case 
of sng, only sequences were used. Parameters used for running the 
algorithms are described in Supplementary Section 3. Dissimilarity 
matrices computed by the algorithms are provided in Supplementary File 
2. 
To evaluate the capability of each algorithm to compute dissimilarity 
scores leading to compact within-family groups and well-separated 
between-family groups, we make use of NMI and FMEAS on each line of 
the dissimilarity matrix. Concretely, we compute a set of NMI values, 
represented by QÄ1/ (and a set of FMEAS values, QÅ12Æ!) for each family @, i.e. QÄ1/ = £,BÄ1/| = 1. . |@|, where |@| stands for the number of 
secondary structures in family @ . Each £,BÄ1/ , evaluating whether the 
secondary structure «B  of family @  is more similar to the members of 
family @ than those outside of family @, is defined as follows: £,BÄ1/ =O>=(:B, ) , where both :B  and   are binary vectors of dimension  
(recall that  is the total number of secondary structures involved in the 
dissimilarity matrix). For any 1 ≤  ≤  , :B = 1 if the dissimilarity 
between structure «B and structure  is among the |@| smallest, :B = 0 
otherwise. For any ,  = 1 if structure  is a member of family @ ,  = 0  otherwise. QÅ12Æ!  can be defined similarly. To simplify 
notation, we have intentionally omitted the index  from :B and . O>=(:B, ) and Ç>(:B, ) are defined as follows:  
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O>=(:B, ) = =(:B, )/£ba(=(:B)=()) where =(:B, ) is the mutual 
information between :B and , and <(:B) and <() are the entropies of :B and  respectively. See (Manning et al., 2008) for more detail. Ç>(:B, ) = 2(bRdh ∗ bRd3) (bRdh + bRd3⁄ ) , 
where bRdh(:B, ) = |{|:B =  = 1,1 ≤  ≤  }|/|{|:B =1,1 ≤  ≤  }1| and bRd3(:B, ) = |{|:B =  = 1,1 ≤  ≤  }|/|{| = 1,1 ≤  ≤  }1| . In our case, Ç>(:B, ) =bRdh(:B , ) = bRd3(:B, ) , since |{|:B = 1,1 ≤  ≤  }1| =|{| = 1,1 ≤  ≤  }1| . Typically, when O>=(:B , ) ≈ 1 
(O>=(:B, ) ≈ 0) or Ç>(:B, ) ≈ 1 (Ç>(:B, ) ≈ 0), there is a 
near perfect (almost no) match between the least dissimilar secondary 
structures to «B  and the secondary structures of the true family of «B, here 
represented by @. This is the reason why, in the results reported in the box 
plots of Fig. 2, Fig. 3 and Fig. S4, we assign more value to the 
performances represented by small boxes near the upper bound for each 
family. Concerning the evaluation protocol for the large-scale dataset, we 
group all the sets of NMI values QÄ1/ to form two distinct sets: the set of 
NMI values for the linear families and the set for the circular families. The 
same strategy is applied for QÅ12Æ!. 
NMI and FMEAS are powerful evaluation metrics capable of assessing 
the effectiveness of the tested approaches. However, it is worth 
mentioning that FMEAS will tend to provide more optimistic results, since 
it completely ignores the true negatives and focuses on precision and 
recall. In our context, true negatives correspond to the proportion of 
structures that do not belong to the family of structures currently being 
assessed. In contrast to FMEAS, NMI provides a more balanced measure 
since it implicitly considers the true negatives. 
3 Parameters of algorithms 
The all-against-all pairwise comparisons of secondary structures, using 
snm10, snmBr, RNAdf, RNAdc, RNAdF, RNAdC, Bear, Gardenia, ERA 
and SPARSE, were computed on an 8 CPU (1.8 GHz) desktop PC with 
5.8 GB of RAM, under Linux. RNAforester, the local alignment version 
of RNAforester, Bear and the local alignment version of Bear were run on 
the Mammouth-parallèle II supercomputer at Université de Sherbrooke, 
funded through Calcul Québec and Compute Canada. Since Bear, the local 
alignment version of Bear and the local alignment version of RNAforester 
produce similarity scores, we transform the computed similarity matrix > 
to a dissimilarity matrix  as follows:  = K3«(>) − >. For Gardenia, 
we apply the following transformation:  = K3«(>′) − (>′)  where > = > − min(>) , since it computes similarity scores which can be 
negative. Gardenia and both versions of RNAforester were fed with one 
pair of structures at a time. Since SPARSE takes as input sequence and 
base pair probability, the base pairs of the given or fixed secondary 
structures are taken into account by setting the corresponding base pair 
probability to 1.0. Base pairs not found in the fixed secondary structures 
are removed. The list of parameter values used for all the approaches are 
provided in Supplementary Table S2.  
The parameters of the super-n-motifs model were experimentally set as 
follows: the maximum level of n-motifs   such that  = 1  with the 
number of super-n-motifs  automatically determined using a heuristic, 
the broken stick model (Cangelosi and Goriely, 2007; Peres-Neto et al., 
2005; Frontier, 1976). In our experiments, we have chosen  = 1 because 
it allows the model to reach a good trade-off between discriminative power 
and model complexity. In fact, choosing  = 0  would mean that the 
model utilizes only basic motifs and ignores any neighbor relations, 
leading to a lack of structural information in the final representation, while 
choosing  = 2 would generate too many n-motifs, leading to noisy and 
redundant structural features. In fact, the number of n-motifs increases 
rapidly with increasing , ranging from hundreds of n-motifs with  = 0 
to tens of thousands with  = 2 (Supplementary Table S3). Although we 
did propose an algorithm in this paper for selecting the most relevant n-
motifs, based on frequencies of occurrence, analyzing relevance on the 
large number of n-motifs in terms of frequencies alone might not be 
enough. This is an open question that needs much further investigation. 
 
Table S2: Running parameters of the tested models. 
Algorithm Parameters used 
Super-n-motifs model based on 5-grams 
(sng) 
-g 5 -m 1 
Super-n-motifs model with  = 10  
super-n-motifs (snm10) 
-s 10 
Super-n-motifs model using the  
broken stick model (snmBr) 
Default 
RNAdistance with full tree (RNAdf) -Df -Xm 
RNAdistance with coarse-grained tree 
(RNAdc) 
-Dc -Xm 
RNAforester --score -d and --score –l 
( local alignment) 
RNAdistance with full string (RNAdF) -DF -Xm and DF -Xp 
(large-sized dataset) 
RNAdistance with coarse-grained string 
(RNAdC) 
-DC -Xm 
Bear -c 1 and -c 1 -l  
(local alignment) 
Gardenia --fasta 
ERA Default 
SPARSE Default 
Table S3: Statistics regarding various maximum levels of n-motifs. To 
compute these statistics, the super-n-motifs model was run on the 
medium-sized dataset of 2368 RNA secondary structures from 12 
families. 
Max. level of n-motifs 0 (motifs) 1 (1-motifs)* 2 (2-motifs) 
Raw nb. of n-motifs 335 9659 67090 
Nb. of relevant n-motifs 33 585 4272 
Nb. of automatically 
determined super-n-
motifs 
2 26 276 
Running time (in sec.) 3.1339 12.45 1879.67 
Median NMI ± IQR 0.403±0.4 0.953±0.08 0.926±0.19 
Median FMEAS ± IQR 0.719±0.4 0.990±0.02 0.981±0.06 
-* 
 Default parameter. 
Automatically setting   in the super-n-motifs representation, i.e. 
determining the number of singular values (or vectors) in SVD analysis, 
is also an open challenge. In fact, most of the methods used to 
automatically compute  are heuristic and data-dependent (Peres-Neto et 
al., 2005). Nevertheless, we adopted the broken stick model because of its 
straightforward implementation and its fast computation. The broken stick 
model assumes that if the total variance is divided randomly among the 
computed singular values, the expected distribution of the singular values 
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will follow a broken stick distribution. The proportion of variance 
associated with the singular values under the broken stick model is defined 
as  = (1 ⁄ ) ∑ 1 ⁄7B , where  represents the percentage of variance 
associated with the Vy singular value and p is the total number of singular 
values. The   singular values, computed with SVD, are considered 
relevant when their associated percentages of variance exceed the 
expected percentage of variance under the broken stick model.
Fig. S5. RNA secondary structures of ASE_264, ASE_00099 and ASE_00346 representing structures of Eukaryot, Bacteria and Archea RNaseP. Secondary structures of RFA_00660 and 
RFA_00407 represent HH structures of types I and III 
.
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Chapitre 4 
 Segmentation et exploration interactive des ARN 
La segmentation et l’interactivité sont deux étapes importantes dans l’exploration des structures 
secondaires. D’une part, la segmentation est un outil utile et puissant puisqu’il permet de 
découvrir les segments sous-jacents à une population d’ARN en identifiant les groupes qui 
partagent des caractéristiques structurales similaires. Une fois les groupes de structures 
similaires identifiés, il devient aisé de les caractériser, par exemple, en identifiant les structures 
représentatives ou en identifiant les caractéristiques structurales spécifiques de chaque groupe. 
Ainsi, la segmentation est une étape importante de l’exploration des caractéristiques 
structurales des ARN, car elle facilite la caractérisation des ARN en permettant l’identification 
des caractéristiques propres à chaque groupe. D’autre part, l’interactivité, grâce à la mise en 
œuvre de visualisation interactive, facilite le processus d’exploration des structures secondaires 
en rendant aisée l’inspection visuelle des caractéristiques structurales, de même que le contrôle 
et la modification des paramètres propres à chaque étape de l’exploration. Puisque la 
visualisation des structures a déjà été abordée dans la Section 2.3, nous allons, dans un premier 
temps, présenter la segmentation en général, puis les approches de segmentation spécifiques 
aux structures secondaires d’ARN, ensuite les défis liés à la segmentation et l’interactivité dans 
l’exploration des structures secondaires. Enfin, nous présentons structurexplor, une nouvelle 
plateforme intégrant la segmentation et l’exploration interactive des données. 
4.1 La segmentation  
Selon Tuﬀery [166], la classification non supervisée (ou segmentation) est l’opération 
statistique qui consiste à regrouper des données (individus ou variables) en un nombre limité 
de segments (ou classes, ou groupes). La découverte des segments se fait automatiquement, 
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sans connaissance a priori sur les données. L’opération de segmentation consiste en la 
comparaison des données les unes par rapport aux autres à l’aide de mesures de similarité ou 
de distance. Les plus proches en termes de similarité ou de distance sont regroupés. La 
segmentation a de nombreuses applications, notamment dans la santé [167], [168] ou en 
marketing numérique [169], [170]. En biologie, la bio-informatique [171] fait intervenir la 
segmentation entre autres pour l’analyse des puces à ADN [172], l’analyse phylogénétique 
[81], la prédiction de structure [52]. 
Dans l’analyse des structures secondaires, la segmentation utilise les mesures de similarité ou 
de distance pour regrouper les ARN voisins de sorte à former des groupes homogènes. Ces 
approches sont utiles notamment pour : 
• identifier des familles d'ARN et leurs motifs caractéristiques; 
• identifier les conformations alternatives des structures secondaires d'ARN [173], [174]; 
et, 
• améliorer la prédiction de structures secondaires en déterminant la structure centroïde 
à partir de l’échantillonnage de l'ensemble de Boltzmann des structures d'un ARN [86], 
[87], [175], [176]. 
De manière générale les algorithmes de segmentation, en regroupant les ARN, cherchent à 
maximiser la distance entre les groupes formés (séparation) et minimiser la distance entre les 
ARN d'un même groupe (cohésion). Parmi les familles d'algorithmes de segmentation 
couramment utilisées, nous pouvons citer quatre familles [166], [177]–[181] :  
1. la segmentation basée sur la densité : Le principe est d'explorer la densité des données 
qui est un indicateur de la formation d'un segment. En effet, plus les objets sont denses 
dans une région, plus ces objets auront tendance à former un groupe homogène. Une 
des approches populaires, DBSCAN [182], détermine les régions denses en explorant 
la densité autour de chaque point, représentée par le nombre minimum de voisins, noté Ka, dans un rayon prédéfini, noté, É. L’ensemble des points formant alors une 
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région dense est identifiée comme un segment et les points se trouvant dans des régions 
peu ou pas denses sont considérés comme points ou données aberrantes. D’autres 
approches basées sur la densité existent, telles que OPTICS [183] ou DENCLUE [184]; 
2. les mélanges de lois de probabilité : Les lois de probabilités sont utiles pour modéliser 
les données. Ainsi, on peut imaginer que chaque groupe suit une loi de probabilité qui 
lui est propre. Dans le cas du choix de la loi normale (ou la loi de Gauss), le but est 
d'estimer pour chaque groupe les paramètres Ê (la moyenne) et ¹I (la variance). Les 
paramètres de chaque composante du mélange sont estimés via l’algorithme EM [185]; 
3. les approches par partitionnement : Les méthodes par partitionnement telles que K-
moyennes [186]–[188] ou F-moyennes [189], permettent de partitionner l'ensemble de 
données de départs en groupes ou segments de formes convexes. Typiquement ces 
approches calculent les segments ou partitions optimales par la minimisation de la 
somme des erreurs quadratiques, notée SSE : 
 = L L par∆Ìo , «tI∈Ìo
Í
B4  
où par∆Ìo , «tI représente la distance euclidienne entre le centroïde du cluster, ∆Ìo, 
qui est le vecteur moyen de B et «, un membre de B. Certaines approches telles que 
les K-moyennes sphériques utilisent, à la place de la distance euclidienne, la distance 
du cosinus [190]; et, 
4. la segmentation hiérarchique : Largement utilisée en taxonomie ou en phylogénétique, 
cette approche permet de découvrir la hiérarchie potentielle, sous forme d'arbre binaire, 
d'un ensemble d'objets. Deux catégories d’approches de segmentation hiérarchique 
existent. On a d’une part les approches dites descendantes, partant de l’ensemble des 
données et effectuant des bissections successives jusqu’à l’obtention de segments 
représentant les objets individuels. Une approche populaire est l’algorithme des K-
moyennes par bissection [191] [192] consistant à diviser successivement un segment 
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en deux segments en appliquant à ce dernier l’algorithme des K-moyennes pour trouver 
les deux segments optimaux. D’autre part, on a les approches dites ascendantes 
consistant à fusionner de manière successive les segments les plus proches en partant 
de chaque donnée individuelle jusqu’à obtenir un seul segment contenant toutes les 
données. Les algorithmes de segmentation hiérarchique basés sur le lien unique [193], 
le lien complet [194], [195] ou encore lien moyen [196] sont des approches ascendantes. 
L’algorithme du lien unique considère la distance entre deux segments,   et § , 
comme la distance minimale entre les membres de ceux-ci : 
p(, §) = mino∈ÌÎ,Ï∈ÌÐ p(«B , «C) 
où p(«B, «C) représente la distance, selon la mesure de similarité ou distance choisie, 
entre «B  et «C . L’algorithme du lien complet considère la distance entre segments 
comme la distance maximale entre leurs membres. Quant à celui du lien moyen ou 
«Unweighted Pair Group Method with Arithmetic Mean» (UPGMA), la distance entre 
segments est représentée par la distance moyenne entre les membres des segments. 
Un défi majeur pour les algorithmes de segmentation réside dans le choix du nombre de 
segments ou groupes optimaux. Il existe diverses mesures permettant de trouver le nombre de 
segments adéquats. Ces mesures établissent un compromis entre cohésion et séparation de sorte 
à trouver le nombre de  de segments optimaux. Parmi les mesures existantes, nous avons 
l’indice de Davis-Bouldin [197], l’indice de Dunn [198] ou encore celui de Calinski-Harabatz 
(CH) [199]. L’indice CH a été appliqué dans le contexte des ARN afin d’identifier les 
conformations alternatives qui sont représentées par les segments optimaux de l'ensemble 
thermodynamique des structures secondaires d'ARN [86]. L’indice CH est défini comme suit : 
<() =  ()/( − 1)/Ñ()/(VwV§ − ) 
Ici,  est le nombre de groupes, VwV§  est le nombre total d'objets,  () est la somme des 
carrés des distances intersegments, et Ñ()  est la somme des carrés des distances 
intrasegments. Le meilleur  est celui qui maximise CH. 
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4.2 Les approches de segmentation des structures secondaires 
d'ARN 
4.2.1 GraphClust 
GraphClust intègre une méthode à noyau appelée «The Neighborhood Subgraph Pairwise 
Distance Kernel » (NSPDK). L'idée principale de cette méthode est d'évaluer la similarité entre 
deux structures secondaires représentées par deux graphes en calculant la similarité entre les 
paires de sous-graphes. Par la suite, GraphClust explore les régions denses, c’est-à-dire les 
régions où les structures secondaires sont proches les unes des autres, pour identifier les 
segments. 
Considérant une séquence d'ARN , celle-ci est fractionnée en sous-séquences de 30 et 150 
nucléotides avec un certain paramètre de chevauchement h . Pour chaque sous-séquence,  
structures représentatives sont prédites à partir d'un algorithme de prédiction de structure 
secondaire, RNAshape.   est alors représenté par un graphe   avec un ensemble de 
composants déconnectés d, qui sont les structures des sous-séquences de . Une paire de 
voisins est définie par deux sous-graphes d'un d dont les noeuds c et  sont séparés par une 
distance p et dont leurs voisins (voisins de c et ) ne dépassent pas un rayon b. La similarité 
entre deux graphes  et ′ est calculée en évaluant l'isomorphisme entre les paires de voisins 
grâce au noyau de graphe, noté _(, ′). Ce noyau s'écrit : 
_(, ) = L L L 1( ≅ )1( ≅  )Æ,0∈[Ó,Ô¦l(U);ÆÕ0Õ∈[Ó,Ô¦l(UÕ)ÖW  
avec ≅ représentant la relation d'isomorphisme entre deux sous-graphes racinés, 1 la fonction 
indicatrice, ]W,ÖS4() et ]W,ÖS4() toutes les paires de voisins possibles de rayon b et distance p 
pour les graphes  et ′. 
Sachant que le test d'isomorphisme exact des graphes peut être couteux en temps de calcul, 
GraphClust évalue la similarité entre les graphes en les encodant de manière explicite dans des 
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vecteurs. Chaque dimension de ces vecteurs représente une paire de sous-graphes voisins de 
rayon b et distance p, avec le scalaire associé qui est son occurrence dans . Le nombre de 
dimensions maximum s'élève à N(b∗p∗|()|I) avec |()|I le nombre de paires possibles, b∗ et p∗ le nombre de rayons et distances possibles. La similarité de ces vecteurs est estimée 
en utilisant une technique de hachage nommé MinHASH et les composants non nuls sont 
ensuite mis à un, car l'utilisation du MinHash nécessite des vecteurs binaires. La propriété 
remarquable de cette technique est qu'elle fournit un estimateur non biaisé de l'indice de 
Jaccard, sachant que cet indice est défini par: KC;;WÖ(f, g) = f ∩ g f ∪ g⁄  où f  et g 
représente deux vecteurs binaires. Il permet en un temps linéaire, N(), de trouver les voisins 
d'une instance. Le nombre de voisins d'une instance indique la densité autour de celle-ci. Cette 
densité est mesurée par la formule  («) = 1 ⁄ ∑ _W∗Ö∗(«, ª)×∈ÄÎ()  avec O(«), les  plus 
proches voisins de «. («) est la moyenne des similarités entre x et ses voisins. Les instances 
qui forment des régions denses forment les segments. 
GraphClust est l'une des premières approches, à notre connaissance, qui fait une application du 
noyau de graphe dans le contexte de la segmentation de structures secondaires. Néanmoins, le 
fait qu'il intègre un grand nombre de paramètres, incluant ceux de quatre algorithmes 
BLASTCLUST [200], LocARNA, RNAshape, Infernal [201] complexifie son utilisation. 
GraphClust tient compte des structures de tailles arbitraires. 
4.2.2 NoFold 
NoFold [202] est une approche de segmentation qui ne nécessite ni le repliement ni 
l’alignement de structures secondaires d’ARN. Il se base sur les modèles de covariance des 
familles de la base de données de RFAM pour représenter les ARN et effectuer la segmentation. 
Tout comme GraphClust, NoFold est capable de traiter des structures de tailles arbitraires. 
L’approche de NoFold consiste à projeter les ARN dans un nouvel espace, latent, où celui-ci 
est construit à partir de l’application de l’analyse en composante principale sur un espace 
vectoriel d’origine dans lequel chaque ARN est représenté par un vecteur. Les composantes de 
ce dernier représentent la similarité entre cet ARN et toutes les familles d’ARN non codant de 
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RFAM. Les scores de similarité sont calculés en tenant compte du modèle de covariance (voir 
Section 3.1.2.2) de chaque famille. Le nouvel espace où sont projetées les structures est appelé 
l’espace empirique des structures de l’ARN (RESS), et le nombre de composantes principales 
retenues par NoFold est fixé à 100 sur la base du critère de Kaiser ou Guttman-Kaiser [203]–
[205]. Ce critère considère les composantes, dont les valeurs propres associées strictement 
supérieures à 1, comme étant significatives. 
NoFold s’appuie sur la construction de RESS pour effectuer la segmentation des ARN. Il utilise 
l’algorithme du lien moyen sur les ARN projetés dans ce nouvel espace, en utilisant la mesure 
de distance de Spearman, définie par p!7YWM6 = 1 − Ø!7YWM6 , afin de construire la 
hiérarchie des segments. Les segments optimaux sont déterminés d’une part en coupant la 
hiérarchie des segments de sorte à considérer tous les segments d’au moins trois membres et 
d’autre part en sélectionnant les segments qui ne se chevauchent pas par le parcours des 
segments de la plus petite taille à la plus grande ou du plus petit diamètre au plus grand. Le 
diamètre est la distance moyenne de Spearman entre les membres d’un segment. Par la suite, à 
partir des segments restants, ne sont considérés que ceux qui ont un diamètre supérieur à un 
seuil déterminé empiriquement. 
4.2.3 RNAsoup 
RNAsoup, «RNA spot groups in RNA cluster-tree»2, est une plateforme de postsegmentation 
de structure secondaire d'ARN qui, à partir d’un arbre binaire résultant de la segmentation 
hiérarchique, calcule les partitions ou segments optimaux et cela, en tenant compte de l’énergie 
libre des structures. Il prend en entrée un arbre binaire résultant de la segmentation hiérarchique 
des ARN et un fichier de séquences d'ARN. Il fournit en sortie les segments optimaux de 
structures. Pour trouver les segments optimaux, RNAsoup évalue le ratio entre le coût associé 
à la séparation et la fusion de deux segments C1 et C2 en s’appuyant sur l’énergie libre des 
structures. Soit le coût de séparation, noté (4, I), et la fusion, notée @(4, I). L’hypothèse 
                                                 
2
 http://www.bioinf.uni-leipzig.de/~kristin/Software/RNAsoup/ 
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nulle selon laquelle C1 et C2 forment un seul segment est rejetée lorsque le ratio entre (4, I) 
et @(4, I) est plus petit qu’une valeur prédéfinie, c’est-à-dire, lorsque [206]: 
(4, I)@(4, I) < 1 − 2Ù − Ú2 −
16ÙIO  
où  représente la significativité de la décision de rejeter l’hypothèse nulle et plus  est grand 
plus on aura tendance à considérer des segments de large variance. (4, I) et @(4, I) sont 
respectivement définis par (4, I) = ∑ ∑ ~B − ÌÏ;w6AqÌÏqBIC4  et @(4, I) = ∑ rB −|Ìl∪Ìm|BÌl∪Ìm;w6A t où B représente l’énergie libre d’une structure , ÌÏ;w6A, l’énergie libre de la structure 
consensus du segment C  et Ìl∪Ìm;w6A , l’énergie libre de la structure consensus du segment 
constituer de la fusion de 4 et I, c’est-à-dire, 4 ∪ I. 
4.2.4 RNAcluster  
L'objectif de la plateforme de RNAcluster [207] est de fournir un ensemble de mesures de 
distance et de similarité couplées à un algorithme de segmentation basé sur l’arbre de 
recouvrement minimum afin d'analyser l'ensemble des structures possibles d’un ARN dans le 
but d’identifier les conformations alternatives d’une séquence d’ARN. Typiquement, les 
structures en entrée de RNAcluster sont issues d’un même ARN et sont donc de taille identique. 
Elles peuvent être des structures sous-optimales au sens de l’énergie libre ou un échantillon 
représentatif générées à partir de l’ensemble de Boltzmann des structures. De nombreux outils 
tels que mfold, RNAshapes [208], Sfold [175] et la librairie viennaRNA peuvent être utilisés 
pour générer ces structures.  
Les mesures de distance ou de similarité que propose RNAcluster incluent la distance basée 
sur la représentation en montagne, la distance des appariements, la distance d’édition d’arbre 
et de chaine de caractères représentant les structures secondaires. Les segments optimaux sont 
trouvés en calculant un arbre particulier appelé arbre de recouvrement minimal ou arbre 
couvrant de poids minimal (MST) à partir des distances entre structures. Parmi tous les arbres 
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couvrant, c’est-à-dire, les arbres qui contiennent tous les sommets représentant les structures 
et dont les arêtes reliant les sommets sont pondérées par les distances entre structures, le MST 
est l’arbre couvrant qui minimise la distance totale entre les structures. Du calcul du MST 
utilisant l’algorithme de Prim [209], la courbe MST est dérivée et l’indice de cohésion, noté , 
est fourni comme support d’aide à la décision pour identifier les segments possibles. La courbe 
MST permet d’identifier les régions denses et  associe à chaque segment un indice mesurant 
la cohésion des segments définis par : 
 = ∑ ∑ pBC4ÛCÛ64ÛBÛ6( − 1)  
où pBC  est la distance entre une structure   et  . De plus, RNAcluster calcule pour chaque 
segment le centroïde, en utilisant la distance des appariements, et la structure d’énergie 
minimale du segment. 
4.3 Les défis liés à la segmentation et l’exploration interactive des 
structures secondaires d’ARN 
Découvrir et caractériser les populations d’ARN constituent le but principal de l’exploration 
des structures secondaires d’ARN. La mise en œuvre de ce processus fait intervenir la 
segmentation, pour identifier les groupes potentiels de structures secondaires et l’exploration 
interactive par des outils de visualisations interactives des données, pour accélérer les itérations 
au travers de toutes les étapes du processus d’exploration. Des outils tels que GraphClust ou 
NoFold ont été conçues pour identifier les groupes de structures similaires dans des populations 
d’ARN de taille arbitraire tandis que RNAcluster a été développé pour segmenter les structures 
d’ARN de tailles identiques tel est le cas pour l’analyse de l’ensemble des structures possibles 
des ARN. RNAsoup est une approche de post-segmentation permettant de déterminer les 
segments optimaux à partir d’une hiérarchie de segments. Bien que GraphCluset et NoFold 
permettent d’analyser les structures indépendamment de leur taille, ces deux approches ne sont 
pas faciles d’utilisation et requiert, pour GraphClust, le paramétrage de quatre autres outils, 
BLASTCLUST [200], LocARNA, RNAshape, Infernal [201], et pour NoFold l’utilisation ou 
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le calcul des modèles de covariances des familles d’ARN (Tableau 6). De plus, ces outils ne 
sont disponibles qu’en ligne de commande, sauf RNAsoup qui propose une interface graphique 
et des visualisations statiques pour analyser la segmentation obtenue facilitant son utilisation 
et l’exploration des structures de tailles identiques (Tableau 6). Dans le contexte plus large de 
l’analyse des structures d’ARN de conformation circulaire et comprenant les motifs tels que 
les G-quadruplexes ou les motifs, aucune de ces approches n’est adaptée. 
Tableau 6. Comparaison des algorithmes de segmentations des structures secondaires d’ARN 
Algorithmes de 
segmentation  
Longueur des 
structures 
Interface  Visualisation Utilisation ARN circ.a/G-
quadb/Pseud.c 
Graphclust Arbitraire Ligne de 
commande 
Aucune + ○ 
Nofold Arbitraire Ligne de 
commande 
Aucune + ○ 
RNAsoup Arbitraire Ligne de 
commande 
Aucune + ○ 
RNAcluster Identique Graphique Statique +++ ○ 
a
 ARN circulaire. b G-quadruplexes. c Pseudonœuds. 
Dans un cadre plus général, les limites des approches présentées rendent compte de la 
complexité du processus d’exploration des structures secondaires. En effet, celui-ci nécessite 
la mise en place d’outils pour extraire, représenter, comparer, segmenter et visualiser les 
propriétés des structures et des segments calculés. Tout cela requiert des connaissances en 
informatique, en statistique et en fouille de données, en visualisation des données pour pouvoir 
itérer au travers de toutes les étapes d’exploration dont fait partie la segmentation afin d’en 
extraire la connaissance biologique liée à l’ARN étudié. L’exploration devient, pour un 
biologiste structural, un processus très couteux en temps de mise en œuvre et en acquisition 
des connaissances nécessaires afin d’analyser des populations d’ARN. Pour répondre à ces 
défis, nous proposons une nouvelle plateforme nommée structurexplor, qui sera introduite dans 
la section suivante. 
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4.4 Structurexplor : un outil pour l’exploration interactive des 
caractéristiques structurales des ARN 
Nous proposons structurexplor qui a pour vocation de soutenir et d’aider les biologistes dans 
le processus d’exploration des structures en leur permettant par exemple d’identifier les 
groupes de structures partageant potentiellement la même fonction. Structurexplor est conçu 
pour faciliter l’exploration des caractéristiques structurales de populations d’ARN. Ces 
caractéristiques font référence aux segments de structures similaires, aux structures de formes 
peu communes, à la variabilité structurale au sein des groupes de structures, etc. Cette 
plateforme s’appuie sur le modèle des super-n-motifs pour capturer toute la richesse de 
l’information biologique potentiellement importante que peuvent contenir les structures. 
L’article scientifique associé à la plateforme structurexplor a été accepté dans le journal 
Bioinformatics. 
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Abstract 
Summary: Discovering function-related structural features, such as the cloverleaf shape of transfer 
RNA secondary structures, is essential to understand RNA function. With this aim, we have developed 
a platform, named structurexplor, to facilitate the exploration of structural features in populations of 
RNA secondary structures. It has been designed and developed to help biologists interactively search 
for, evaluate and select interesting structural features that can potentially explain RNA functions. 
Availability: Structurxplor is a free software package under GLPv3 licence, and runs on Windows, Mac 
OS X and Ubuntu. It is available at http://jpsglouzon.github.io/structurexplor/. 
 
Introduction  
Because structure largely determines RNA function (Wan et al., 2011), 
exploration of structural information in a population of RNA secondary 
structures to discover features related to specific functions of RNA is 
essential. A typical example of a function-related structural feature is the 
cloverleaf shape of transfer RNA secondary structures, which is known to 
play a crucial role in the translation mechanism. 
Exploration of structural features is an iterative process in which a 
structural biologist, the key actor of the exploration process, searches for, 
evaluates and selects structural features potentially related to RNA 
functions, which will then be experimentally validated (Holzinger et al., 
2014; Shneiderman, 2002). Specifically, the exploration process involves 
searching for and evaluating structural features by first preprocessing, 
comparing and clustering the structures, and then computing and 
generating visualizations of structural features to facilitate their 
interpretation. Interesting structural features can then be selected for 
further experimental validation. 
Exploring structural features is a complex and time-consuming task, 
especially for those who are not computer science specialists. In fact, a 
costly investment of effort and time is required to gain the necessary 
advanced knowledge of languages such as Bash, Python or R, and data 
analytics such as supervised or unsupervised learning methods (Holzinger 
et al., 2014). Often, one has to use various tools in combination in a 
pipeline to enable effective exploration of structural features. Most 
existing tools were designed and developed to solve one particular 
challenge related to a specific task in the exploration process. For instance, 
the challenge of finding clusters of similar structures was addressed by 
Sfold (Chan et al., 2005), GraphClust (Heyne et al., 2012), NoFold 
(Middleton and Kim, 2014), while the challenge related to visual 
inspection of structures was tackled by tools such as VARNA (Darty et 
al., 2009) or Forna (Kerpedjiev et al., 2015). Programs or methods such 
as RNAdistance (Hofacker et al., 1989), the relaxed base pair measure 
(Agius et al., 2010), ERA (Zhong and Zhang, 2013) or the super-n-motifs 
model (Glouzon et al., 2017) have been specially designed to compare 
structures. The existing tools are unable to assist biologists in the multiple 
phases of the exploration process. 
We propose a new platform, named “Structurexplor”, to facilitate the 
exploration process for a population of RNA secondary structures. The 
main contributions of this platform are as follows:  
• It facilitates the whole exploration process by assisting the 
expert in preprocessing and comparing structures, and 
computing various features such as clusters of structures, 
representative and unusual structures, and many others. These 
features are useful since they provide insights into the data. For 
instance, the shape of the representative structures of clusters 
sheds light on the main structural shapes of a population of 
RNA. 
  
90
• It assists in evaluation and interpretation of the computed 
features by providing interactive visualization functionalities 
to efficiently inspect those features. For instance, it provides a 
way to focus on a specific cluster by zooming in and 
interactively inspecting the shape of the member structures of 
this cluster.  
• It is versatile, offering the capability to explore structural 
features of secondary structures from both linear and circular 
RNA, and to take pseudoknots and G-quadruplexes into 
account, through its use of the super-n-motifs model (Glouzon 
et al., 2017).  
Structurexplor combines a set of tools and models into a unified platform 
to accelerate the exploration process for RNA secondary structures. The 
following sections provide a description of the Structurexplor platform 
and a practical example of its use. 
Methods 
Structurexplor is a web application mainly written in R (R Core Team, 
2015) with the Shiny package (Chang et al., 2016) providing a fast and 
responsive interface. It has been deployed using ShinyProxy (Verbeke and 
Michielssen, 2016) which is an alternative open-source program for Shiny 
server (Chang et al., 2016). Structurexplor takes secondary structures in 
dot-bracket format as input and facilitates the exploration by a series of 
steps. First, it computes the structural dissimilarities using the super-n-
motifs model. It clusters the structures according to their dissimilarity by 
employing one of the various clustering algorithms including unweighted 
pair group method using arithmetic mean (UPGMA), Ward or complete 
linkage (Pang-Ning et al., 2006). Then, it computes various structural 
features such as the representative structure of each cluster. Finally, 
Structurexplor offers various interactive visualizations that can be used to 
explore structural features. For instance, it allows interactive visualization 
of the shape of a representative structure.  
Among the structural features output, Structurexplor yields clusters of 
structures, i.e., groups of structures with similar shapes, indicating either 
possible functional groups or alternative foldings in the case of exploration 
of the structure ensemble. Clusters are computed using the stats package 
(R Core Team, 2015). Cluster quality is also assessed, based on the 
silhouette coefficient (Pang-Ning et al., 2006) computed using the cluster 
package (Maechler et al., 2015), which gives information about how 
compact and well-separated the clusters are. While other indexes such as 
Calinksi-Habaratz (Caliński and Harabasz, 2007) or Davies-Bouldin 
(Davies and Bouldin, 1979) can help to assess clustering quality, the 
silhouette coefficient has the advantage of being easier to interpret. In fact, 
the silhouette coefficient is bounded between -1 and 1. It offers a clear 
interpretation from -1 indicating a low quality clustering to 1 a very high 
quality of clustering. To facilitate linguistic expression of the clustering 
assessment, we use quality indices of “Very high”, “High”, “Medium”, 
“Low” and “Very low” corresponding to the silhouette coefficient 
intervals [1,0.7], [0.7, 0.5], [0.5, 0.3], [0.3, 0], [0, -1]. As an example, a 
very high clustering quality means that the clusters are far apart and 
members of a same cluster are very close to each other. The silhouette 
coefficient requires that the number of members in each cluster be at least 
3.  
Structurexplor provides cluster and structure hierarchies, which are useful 
for the study of structural phylogeny. Structurexplor also gives 
information about the most representative and unusual structural shapes 
of RNA by the identification of representative and unusual structures of 
clusters. The package assesses the structural variability of clusters, i.e., 
how structure shapes may vary within a cluster. Finally, it identifies the 
region that best describes the clusters. Details about representative and 
unusual structures, structural variability and the region best describing 
clusters are provided in the supplementary material. 
Finally, Structurexplor provides an interactive visualization of the 
hierarchy, a two dimension representation of structures based on the 
super-n-motifs representations of structures (Glouzon et al., 2017), 
visualization of the structure shapes and general information on structures 
and clusters in data table format. These are respectively based on 
phylotree.js (Pond et al., 2015), rCharts (Vaidyanathan, 2013), Forna 
(Kerpedjiev et al., 2015) and DT (Xie, 2015). Many interactive controls 
are available to facilitate exploration, such as the capacity to re-root the 
hierarchy on specific nodes or to focus on a specific cluster by zooming in 
on the corresponding region of the 2D representation of structures.  
 
Example  
When no prior information is available about a population of RNA 
secondary structures, being able to obtain a clear understanding of the 
most important structural shapes can be very useful. A typical example is 
provided to show how Structurexplor can facilitate the identification of 
these shapes. The example, consisting of 179 various-sized structures 
from transfer RNA (tRNA) (74-77nt), group-II-D1D4-1 (GII) (70-108nt), 
5S ribosomal RNA (5S) (117-124nt), Ribonuclease P RNA (RNaseP) 
(300–330nt), Signal recognition particle RNA (SRP) (317–320nt) and 
transfer messenger RNA (tmRNA) (362-366nt) families, is available in 
the “Prepare” menu. tRNA, 5S, RNaseP, SRP, tmRNA, originated from 
RNASTRAND database (Andronescu et al., 2008). GII secondary 
structures coming from RFAM database (Nawrocki et al., 2015) and 
representing a conserved structural region from the full structure of Group 
II Intron has been generated using the consensus structures as a constraint 
for folding, via the script refold.pl and RNAfold (Lorenz et al., 2011). 
After running the example, Structurexplor switches to the “Explore” 
menu, where users can interactively explore various clustering 
configurations, by changing the clustering algorithm, for instance. The 
impact of these modifications on the clustering quality can be instantly 
observed, which is useful for quickly assessing the quality of clustering 
configurations. After selecting the best clustering configuration, users can 
then investigate and visualize structures and cluster features.  
As mentioned earlier, Structurexplor provides an effective way to visually 
exploring structural dissimilarity of RNAs. It can generate, in the panel 
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“Features visualization”, a scatter plot in which each structure is displayed 
as a point on a two-dimensional (sub)space (2D) and allows to visually 
inspect whether the structures are relatively close, i.e. either similar, or 
distant (Figure 1). If two structures on the plot are selected, the structural 
dissimilarity computed on all the dimensions is also displayed to 
complement the dimensions-relevant dissimilarity information shown by 
the relative distance on the plot. Recall that each dimension in the super-
n-motifs model represents specific combinations of structural features 
such as stems or hairpins. Each dimension on the plot is labeled by the 
amount of associated structural information representing the explained 
variability, i.e. the strength or the importance of a specific combination of 
structural features used to represent the structures. To get further 
information about the computation of the 2D visualization of structures, 
the structural dissimilarity and the structural information associated with 
each dimension, readers are referred to the super-n-motifs model (Glouzon 
et al., 2017).  
Structurexplor helps identify clusters. Figure 1 shows six clusters, the 
shapes of the representative structures of clusters 1 and 2, and the 
structures with unusual shapes. These features are computed taking into 
account all the dimensions used to represent the secondary structures i.e. 
the full set of super-n-motifs, and are reported for visualization in the 
scatter plot. We can see from the typical shapes of the representative 
structures that clusters 1, 2, 3, 4, 5, and 6, correspond to the functional 
families tRNA, GII, 5S, RNaseP, tmRNA and SRP. This example 
illustrates Structurexplor’s suitability for discovering useful information, 
such as identification of functional groups, from RNA secondary 
structures.  
 
 
Fig. 1: Clusters of structures and visualization of representative structures for clusters 1, 2, 3, 4, 5 and 6, corresponding to the transfer RNA, Group II 
Intron, 5S ribosomal RNA, Ribonuclease P RNA, transfer messenger RNA and Signal recognition particle RNA families. 
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Representative structures, unusual structures, 
structural variability and regions best describing 
clusters 
The representative structure of a cluster  , denoted by bRÌ ,  is 
computed as follows: bRÌ = KAo∈;Î ∆;Î,B  where ∆;Î,B=∑ p(B , C)|ÌÎ|C ||Ü . p(B , C) is the cosine dissimilarity between structures B   and C in the super-n-motifs space defined by the super-n-motifs model. 
The unusual structures of   are calculated by hcaÌÎ = B ∈ d|∆;Î,B>
QPr∆;Ît + 1.5 ∗ =Q](∆;Î) . QPr∆;Ît  and =Q](∆;Î)  represent the third 
quartile and the interquartile range of ∆;Î , respectively. The structural 
variability of a cluster  is =Q](∆;Î).  
The region best describing a cluster  which corresponds to the top n-
motifs closest to  , denoted by ÝÞYAV, is computed as follows: ÝÞYAV = ª4, ⋯ , ª6|p(bRÌ , ª4) < ⋯ < p(bRÌ , ª6) < ⋯ < prbRÌ , ª|ß|t . prbRÌ , ªCt is the cosine dissimilarity between bRÌ and the n-motif, ªC , 
in the super-n-motifs space.
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Chapitre 5 
 Étude de la classification des viroïdes  
5.1 Les viroïdes 
Les viroïdes, agents pathogènes spécifiques aux plantes, sont responsables de plus de 20 
maladies végétales différentes. Ils infectent une multitude de plantes dont la pomme de terre, 
le chrysanthème, le pêcher, etc. [222]. Ils entraînent alors des symptômes allant de la 
modification du phénotype, la distorsion des feuilles, la décoloration folliculaire, du 
rabougrissement des plantes, à la mort de leurs hôtes, etc. [222]–[224]. Affectant la qualité des 
fruits et des légumes, ils peuvent causer d’importantes pertes dans le secteur de 
l’agroalimentaire. L’illustration type est le viroïde du cocotier [225] qui a décimé près d’un 
demi-million de cocotiers à la fin des années 60 [222], [226]. 
 
Les viroïdes ont été identifiés pour la première fois au 19e siècle [227], alors que le terme 
viroïde est proposé officiellement par le pathologiste Théodore O. Diener [228] dans les années 
1970. Ils sont différents des virus en raison de la simplicité de leur structure, un génome à ARN 
circulaire sans capside (structure protéique entourant le génome ARN ou ADN d’un virus) de 
245 à 400 nucléotides [222]. Toutefois comme la plupart des virus, ils requièrent la machinerie 
de transcription de la plante afin de pouvoir se répliquer et de ce fait ne sont pas considérés 
comme des organismes. Depuis, de nouvelles espèces de viroïdes ont été découvertes [229], 
[230]. Parmi ces espèces figurent le viroïde du cocotier du cadang-cadang (CCCVd) [225], le 
viroïde du tubercule fusiforme de la pomme de terre (PSTVd) [231] ainsi que le viroïde de la 
mosaïque latente du pêcher (PLMVd) [232]. 
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Bien que les processus impliqués dans l’infection aux viroïdes ne soient pas encore 
intégralement élucidés, des études ont démontré que la machinerie à interférence par ARN des 
plantes est principalement en cause [223], [233]–[237]. La machinerie à interférence par ARN 
[238], [239] est le système de défense contre les pathogènes telle que les virus et les viroïdes. 
Le déclenchement de ce système est directement lié à l’apparition des symptômes [223], [233], 
[240], [241]. Lors de l’infection, les ARN infectieux sont ciblés et coupés par une protéine 
cellulaire appelée DICER, en petits ARN (sARN). Ces sARN coupés sont incorporés aux 
complexes RISC (Complexe déclencheur de répression ARN - RNA Induced silencing 
Complex). Les sARN s’apparient à certains ARN messagers, entrainant leur coupure par la 
protéine AGO, protéine intégrée aux complexes RISC. Les ARN messagers dégradés ne 
peuvent plus être transcrits en protéine. Le gène codant pour ces protéines est alors réprimé, ce 
qui expliquerait l’apparition des symptômes. C’est pourquoi les viroïdes, qui ne codent pour 
aucune protéine, sont capables de réprimer l’expression des gènes de leurs hôtes [242]–[244]. 
PSTVd et le viroïde de l’avocatier (ASBVd) sont des exemples pour lesquels on a trouvé une 
corrélation positive entre le niveau d’expression des sARN et la sévérité des symptômes [243]–
[245]. 
 
Les viroïdes montrent une variabilité génétique élevée [246], c’est-à-dire, qu’au sein d’une 
même espèce, nous observons une grande diversité d’individus différents, appelée variants. 
Cette variabilité est liée au fait qu’ils possèdent un taux élevé de mutations [247]. Ce taux est 
dû à l’action de l’ARN polymérase ADN dépendant qui lors du processus de réplication produit 
beaucoup d’erreurs. En effet, au lieu d’utiliser de l’ADN comme matrice, la polymérase utilise 
de l’ARN pour la réplication des viroïdes. Une étude a montré que le taux de mutations du 
viroïde du chrysanthème (CCHMVd) atteint 1/400 par site (position dans une séquence), le 
taux de mutations le plus élevé pour une entité biologique enregistrée jusqu’à présent, celui des 
bactéries étant autour de 1/1 million par site [247]. Dans une autre étude, nous avons exploré 
l’hétérogénéité des séquences du viroïde du pêcher (PLMVd), appartenant à la même famille 
que CCHMVd, à savoir celle des Avsunviroidae. Nous sommes parvenus à des résultats 
similaires puisque nous avons observé, pour PLMVd, un nombre moyen important de 
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mutations allant de 4.6 à 6.4 sur un génome d’environ 340 nucléotides, équivalent à au moins 
4.6/340 par site. À noter que nous avons été capables d’analyser et retracer l’évolution 
d’environ 4000 séquences différentes ou variants de PLMVd obtenus après avoir infecté un 
pêcher. Ces points montrent la grande variabilité génétique des viroïdes leur conférant 
l’appellation de quasi-espèce [222], [247], car au sein d’une même espèce on observe une 
grande diversité d’individus. Ces mutations sont tolérées à cause de leur petit génome qui ne 
code pour aucune protéine. 
 
À ce jour, la position occupée par les viroïdes dans la classification reste floue. À notre 
connaissance, la littérature ne fournit pas de réponse claire en ce qui concerne l’ordre auquel 
ils appartiennent sachant que le monde du vivant est divisé successivement en règne, classe, 
ordre, famille, genre et espèce. Cependant, une classification locale au sein des viroïdes est 
définie [248], [249]. Il s’agit de deux familles avec leurs genres et espèces associés. La section 
suivante aborde la classification des viroïdes. 
5.2 Classification des viroïdes 
Les viroïdes sont divisés en deux familles [250] : la famille Avsunviroidae et la famille des 
Pospiviroidae. Ces familles se différencient d’une part par leur phylogénie moléculaire 
(phylogénie basée sur les séquences) établie dans [251], [252], où ces familles, avec les 
différents genres associés, forment des groupes monophylétiques. Et d’autres parts, elles se 
distinguent par leurs caractéristiques biologiques, à savoir, le site de réplication, la présence 
d’une Région Centrale Conservée et la présence d’un motif d’ARN particulier, le ribozyme en 
tête de marteau (HH) (Figure 20) [253]–[255]. Le terme « ribozyme » provient d’une part de 
l’abréviation d’acide ribonucléique (ribo) et d’enzyme (zyme). Celui de « tête de marteau » 
provient de la forme de la structure secondaire en tête de marteau. Les HH possèdent une 
activité catalytique, la coupure. Cette activité intervient lors de la réplication des viroïdes et 
permet aux multimères formés d’être coupés en monomères. La réaction est catalysée par 
l’ARN lui-même, qui est coupé (autocoupure). La classification des viroïdes est illustrée dans 
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le Tableau 7 et s’inspire de [222], [249], de la base de données SubViral [119] et de la base 
données de taxonomie du «National Center for Biotechnology Information» (NCBI) [256]. 
 
Figure 20. Les caractéristiques biologiques des Pospiviroidae et des Avsunviroidae. 
Tableau 7. Classification des viroïdes. Adapté de [249], [252]. 
Familles Genres Espèces 
Avsunviroidae Avsunviroid Avocado sunblotch viroid (ASBVd) 
 Elaviroid Eggplant latent viroid (ELVd) 
 Pelamoviroid Chrysanthemum chlorotic mottle viroid (CCHMVd) 
  Peach latent mosaic viroid (PLMVd) 
Pospiviroidae Apscaviroid Apple dimple fruit viroid (ADFVd) 
  Apple scar skin viroid (ASSVd) 
  Australian grapevine viroid (AGVd) 
  Citrus bent leaf viroid (CBLVd) 
  Citrus dwarfing viroid (CDVd) 
  Grapevine yellow speckle viroid 1 (GYSVd-1) 
  Grapevine yellow speckle viroid 2 (GYSVd-2) 
  Pear blister canker viroid (PBCVd) 
  Citrus viroid III (CVd-III) 
  Citrus viroid V (CVd-V) 
  Citrus viroid IV (CVd-OS) 
 Cocadviroid Citrus bark cracking viroid (CBCVd) 
  Coconut cadang-cadang viroid (CCCVd) 
  Coconut tinangaja viroid (CTiVd) 
  Hop latent viroid (HLVd) 
 Coleviroid Coleus blumei viroid 1 (CbVd-1) 
  Coleus blumei viroid 2 (CbVd-2) 
  Coleus blumei viroid 3 (CbVd-3) 
 Hostuviroid  Hop stunt viroid (HSVd) 
 Pospiviroid Chrysanthemum stunt viroid (CSVd) 
  Citrus exocortis viroid (CEVd) 
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Familles Genres Espèces 
  Columnea latent viroid (CLVd) 
  Iresine viroid 1(IrVd) 
  Mexican papita viroid (MPVd) 
  Potato spinble tuber viroid (PSTVd) 
  Tomato apical stunt viroid (TASVd) 
  Tomato planta macho viroid (TPMVd) 
  Tomato chlorotic dwarf (TCDVd) 
5.2.1 Les Pospiviroidae 
Les espèces de viroïdes de cette famille, groupées en cinq genres différents, se retrouvent dans 
le noyau des cellules hôtes [233], [257]. Les Pospoviroiadae possèdent une structure 
secondaire en forme de longue tige et caractérisée par la présence de 5 domaines 
caractéristiques. Ces domaines sont : le domaine terminal de gauche (TL), le domaine de 
pathogénicité (P), la région centrale conservée (RCC), le domaine variable (V) et le domaine 
terminal de droite (TR) (Figure 21) [158], [258]. La réplication des Pospiviroidae est dite en 
cercle roulant asymétrique [233], [248], [250] (Figure 22). L’ARN circulaire monomérique (+) 
du viroïde est pris comme matrice pour la polymérisation par l’ARN polymérase II (ARN Pol 
II) formant un multimère (-). ARN Pol II intervient pour transcrire le multimère (-) en son 
complémentaire (+). L’activité enzymatique de l’ARNase III coupe le multimère (+). Les 
monomères (+) qui en résultent se liguent pour former des ARN circulaires (+) à l’aide d’une 
ARN ligase. 
 
 
Figure 21. Les cinq domaines caractéristiques de la structure secondaire des Pospiviroidae. 
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Figure 22. Le cycle de réplication des viroïdes. L’ARN circulaire infectieux de polarité (+) est utilisé comme 
matrice pour synthétiser des multimères (-) dans le cycle symétrique. Ces multimères sont coupés par l’activité 
du ribozyme pour former des monomères (-). Le même processus est enclenché avec les monomères (-) pour 
obtenir au final des monomères (+). Dans le cycle asymétrique, les multimères (-) synthétisés à partir de l’ARN 
infectieux (+) servent d’intermédiaires pour la formation de multimères (+). Ces multimères sont coupés pour 
former des monomères (+), qui sont ensuite recircularisés. RZ représente le ribozyme HH. Les brins bleus et 
rouges représentent les polarités négative (-) et positive (+), respectivement. Adapté de [248]. 
5.2.2 Les Avsunviroidae 
La famille Avsunviroidae comprend près de 4 espèces qui sont groupées en trois genres. Il 
possède une structure branchée, c’est-à-dire possédant des boucles multiples, comme c’est le 
cas par exemple pour le viroïde de la mosaïque latente du pêcher (Figure 23) [259]. 
Contrairement aux Pospiviroidae, cette famille est caractérisée par la présence du HH. Les 
viroïdes de cette famille s’accumulent dans le chloroplaste de leur hôte [233], [257] et se 
répliquent par un mécanisme en cercle roulant symétrique [248], [250] (Figure 22). Ce dernier 
consiste en la transcription d’un ARN circulaire monomérique (+) en plusieurs ARN 
complémentaires formant un multimère (-). La machinerie transcriptionnelle du chroloplaste 
est à l’origine de cette transcription. Le HH, responsable de la coupure de ces multimères, 
génère des monomères. Ces monomères se font ensuite liguer pour former des ARN circulaires 
(-). Ces ARN circulaires (-) deviennent à leur tour des matrices poursuivant toutes les étapes 
précédentes pour obtenir des ARN circulaires (+). C’est la raison pour laquelle cette réplication 
est dite symétrique. 
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Figure 23. La structure secondaire branchée d’un viroïde appartenant aux Avsunviroidae, le viroïde de la mosaïque 
latente du pêcher.  
5.3 Les défis reliés à la classification des viroïdes basée sur la 
séquence 
Actuellement, la classification des viroïdes s’appuie sur l’étude de la phylogénie des séquences 
de différentes espèces établissant les différentes relations de parenté potentiellement existante 
entre viroïdes. De plus, elle repose sur leurs caractéristiques biologiques telles que le site et le 
type de réplication de ceux-ci, la présence ou absence du ribozyme HH, la forme générale de 
leurs structures (c’est-à-dire branchées ou en forme de tiges) et la présence de motifs 
structuraux comme le TL, P ou encore le CCR [253]–[255], [258]. La contribution des 
caractéristiques biologiques appuie assez bien la classification des viroïdes. Cependant, 
certains points en ce qui concerne la phylogénie des viroïdes sont importants à considérer. Nous 
allons présenter trois de ces points dont le dernier semble le plus critique. 
Le premier point concerne le seuil d’appartenance des espèces des viroïdes qui demeure 
arbitraire. Il a été fixé à l’origine à 90% d’identité de séquence [251] et a été suggéré récemment 
à 85% [252]. Ainsi, lorsqu’un variant de viroïdes partagent un pourcentage d’identité de 
séquences supérieur à 85% avec une espèce, ce variant est considéré comme appartenant à cette 
dernière. Néanmoins, certains cas contradictoires se présentent tels que celui de PSTVd et 
TCDVd qui ont un pourcentage d’identité de séquences de 89% [252], supérieur au seuil de 
85%, mais qui sont considérés comme deux espèces différentes. Ainsi, avoir une classification 
des espèces plus systématique, et donc moins arbitraire serait idéale. 
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Le deuxième point est que les algorithmes d’alignements multiples, notamment Clustal [260], 
utilisés pour étudier la phylogénie des viroïdes et résultant dans la classification actuelle de 
ceux-ci [251], [252], ne tiennent pas compte de la configuration circulaire des viroïdes. Ces 
approches imposent la contiguïté des régions homologues partant de l’extrémité 5’ vers 
l’extrémité 3’. Cependant, ceci n’est pas vérifié pour les ARN circulaires puisqu’ils ne 
possèdent pas d’extrémités 5’ et 3’. Par conséquent, tenir compte de la configuration circulaire 
des viroïdes afin de déterminer leur position dans la classification de ceux-ci est important. 
Le dernier point, le plus crucial, concerne la validité des préalables à l’analyse phylogénétique 
des séquences de viroïdes, support de leur classification. En effet, un des préalables majeurs à 
l’analyse phylogénétique d’espèces concerne la fiabilité de l’alignement multiple des 
séquences. En général, lorsque l’alignement n’est pas fiable ou lorsqu’il est de faible qualité, 
des biais sont introduits dans les analyses subséquentes. Par conséquent, l’arbre phylogénétique 
généré deviendra impropre à une quelconque interprétation. Par contre, un alignement de bonne 
qualité assure l’obtention d’un arbre fiable. S’assurer de la fiabilité de l’alignement des viroïdes 
est donc une étape incontournable pour aboutir à une classification adéquate.  
La fiabilité d’un alignement multiple requiert que les séquences soient suffisamment similaires, 
c’est-à-dire qu’elles ont un pourcentage d’identité de séquence (PID) supérieur à environ 60% 
[37], [94], [95], [261]. Le PID est un indice évaluant la conservation de nucléotides entre des 
séquences alignées. La zone couvrant les PID inférieurs à 60% est appelée la zone de pénombre 
ou «twilight zone». L’origine du seuil critique du PID de 60% est issue des algorithmes 
d’alignement multiple qui deviennent seulement efficaces lorsque les séquences alignées sont 
globalement similaires [37], [261]. En dessous du seuil de 60%, les algorithmes d’alignement 
multiple deviennent imprécis. Dans ce cas, il est conseillé de tenir compte de la structure des 
ARN [37], [94], [261]. S’assurer que les PID des séquences alignées, en particulier ceux des 
viroïdes, dépassent le seuil critique de 60% est donc capital pour valider la fiabilité de leur 
alignement. 
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Afin d’évaluer la qualité des alignements multiples des viroïdes, il est nécessaire de calculer le 
PID de toutes les paires de séquences pour en dégager le PID médian. Le PID médian 
représente la valeur centrale prise en général par les PID des viroïdes. Avant de calculer le PID 
médian, il est tout d’abord nécessaire de définir l’ensemble de données des viroïdes sur lequel 
va porter l’analyse des viroïdes en général. Une fois notre ensemble de données présenté, nous 
allons définir comment est calculé le PID. Puis, nous allons nous appuyer sur le PID médian 
pour évaluer la conservation de séquence de toutes les espèces, de celles de la famille 
Pospiviroidae ainsi que de la famille Avsunviroidae.  
5.3.1 Données des séquences et des structures des viroïdes 
Notre échantillon de données comprend 29 espèces de viroïdes au format point-parenthèses 
encodant l’information de la séquence et de la structure secondaire de chaque viroïde (Sous-
section 2.2). Les structures des viroïdes ont été expérimentalement déterminées, en joignant les 
données de prédictions de structures secondaires aux données expérimentales de SHAPE 
(Sous-section 2.4.2 et 2.4.4) [158], [259]. Ainsi les structures obtenues sont des structures 
valides où les biais inhérents aux algorithmes de prédictions de structures basées sur la 
minimisation de l’énergie libre sont réduits. Les espèces de viroïdes que nous avons couvrent 
les familles Avsunviroidae et Pospiviroidae et tous les genres, connus à ce jour, c’est-à-dire, 
Cocadviroid, Hostuviroid, Pospiviroid, Coleviroid, Apscaviroid, Avsunviroid et Elaviroid. De 
ce fait, notre ensemble de données est représentatif de l’ensemble des viroïdes. Les espèces de 
notre ensemble de données sont : CTiVd (254 nt), CCCVd (246 nt), CBCVd (285 nt), HLVd 
(256 nt), HSVd (296 nt), CLVd (373 nt), PCFVd (348 nt), PSTVd (361 nt), TCDVd (357 nt), 
IrVd (370 nt), TASVd (360 nt), CEVd (370 nt), CSVd (356 nt), CbVd-1 (248 nt), CbVd-2 (301 
nt), CbVd-3 (361 nt), ASSVd (330 nt), CVd-V (294 nt), GYSVd-1 (366 nt), PBCVd (315 nt), 
CBLVd (328 nt), AGVd (369 nt), ADFVd (306 nt), CVd-III (295 nt), CVd-OS (330 nt), 
ASBVd (247 nt), ELVd (335 nt), CCHMVd (399 nt), PLMVd (338 nt) (voir Tableau 7). Les 
données présentées seront utilisées dans le calcul du PID des viroïdes traités dans la sous-
section suivante. 
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5.3.2 Indice de conservation de séquences 
Le PID est un indice de conservation qui quantifie la proportion de nucléotides partagés entre 
des pair de séquence d’ARN [262], [263]. Soient deux ARN, « et ², et leurs séquences notées «A  and ²A  préalablement alignées par l’algorithme d’alignement global de séquence de 
Needleman-Wunsch [125]. Le PID entre «A et ²A notés :=(«A , ²A) est calculé de la manière 
suivante : 
:=(«A, ²A) = hKbR pR hah pRa£cRhicRcb pR 3 é£cRdR 3 c dhcbaR = ∑ |«BA ∩ ²BA|6BK(|«A|, |²A|) 
où  est la longueur de l’alignement d’une paire de séquences, et |«A| et |²A| représentent 
respectivement la longueur de la séquence «A et ²A. Le PID médian est la médiane de tous les 
PID calculés à partir de toutes les paires possibles d’alignements des séquences de viroïdes, 
pour un total de K(K − 1)/2 paires avec K le nombre total de viroïdes. Bien qu’il existe 
d’autres variantes de PID dont l’unique différence réside au niveau du dénominateur, étant par 
exemple la longueur moyenne des séquences ou encore la longueur de l’alignement incluant 
les brèches ou gap [262], [263], nous préférons utiliser celle dont le dénominateur consiste en 
la longueur de la séquence la plus courte. En effet, les séquences de viroïdes sont de tailles 
variables, entre ≈ 240 et ≈ 400 nt. De cette manière, le calcul du PID n’est pas influencé par 
la différence, en termes de longueur, des séquences des viroïdes. Nous allons alors utiliser le 
PID défini dans cette sous-section pour analyser la conservation des séquences de viroïdes qui 
est présentée dans la sous-section suivante. 
5.3.3 Conservation des séquences des espèces de viroïdes 
Lorsque l’on tient compte des PID calculés à partir de toutes les paires de séquences des espèces 
de viroïdes, il s’en dégage un PID médian d’environ 45% (Figure 24). Cette dernière valeur est 
bien en dessous du seuil critique de 60%. Cela indique que les viroïdes sont en majeur partie 
très différents les uns des autres quand on considère leurs séquences. Par conséquent, tenter un 
alignement multiple de toutes les espèces de viroïdes apparait inapproprié et de ce fait remet 
en question la fiabilité de la procédure de classification des viroïdes basés sur les séquences 
[252]. Puisque l’alignement de toutes les espèces de viroïdes n’est pas approprié, analyser la 
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conservation de séquences à l’intérieur de chaque famille apparait être une alternative 
potentielle.  
Les familles Pospiviroidae et Avsunviroidae ont respectivement un PID médian d’environ 49% 
et 42%, bien en dessous du seuil critique de 60% (Figure 24). Bien que la famille Pospiviroidae 
présente un niveau de conservation de séquence plus élevé que la famille Avsunviroidae, elles 
n’ont, toutefois, pas le niveau de conservation requis pour permettre un alignement multiple 
fiable. Ces résultats suggèrent que l’alignement multiple de chacune de ces familles est 
imprécis, donc inapproprié. Deux conclusions peuvent être tirées de ces résultats. La première 
conclusion est que toute reconstruction phylogénique de chacune de ces familles n’est 
potentiellement pas adéquate étant donné que les alignements de séquences de chaque famille 
ne sont pas fiables. La deuxième conclusion, conséquence de la première, est que la validité de 
l’arrangement des espèces entre les différents genres au sein de chaque famille est remise en 
question. En effet, le regroupement des espèces en genres est, en plus des caractéristiques 
biologiques, déduit de l’alignement multiple de séquences de chaque famille qui n’est pas 
fiable. 
 
Figure 24. Pourcentage d’identité de séquences de toutes les espèces de viroïdes de la famille Pospiviroidae et 
de la famille Avsunviroidae. La ligne rouge en pointillé représente le seuil critique de PID, étant de 60%. 
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L’alignement multiple des viroïdes peut être potentiellement biaisé et peut négativement 
affecter la reconstruction phylogénétique des viroïdes et l’étude subséquente de leur 
classification. Sachant que la structure est intrinsèquement liée à la fonction des ARN et qu’elle 
tend à être plus conservée que la séquence, il apparait intéressant d’aborder la question de la 
phylogénie des viroïdes en s’appuyant sur une analyse structurale des viroïdes. Dans ce 
contexte, nous allons proposer, à la sous-section suivante, une approche pour l’analyse des 
viroïdes basée sur les structures secondaires. 
5.3.4 Approche proposée 
Considérer l’information de la structure peut apparaître comme une avenue intéressante pour 
étudier la classification des viroïdes. En effet, les viroïdes sont considérés comme des quasi-
espèces maintenant leur fonction tout en ayant un fort taux de mutations, indiquant une forte 
conservation au niveau structurale. Cette conservation est marquée par les domaines tels que 
CCR ou TL récurrents chez la famille Pospiviroidae, ou la forme branchée des structures de 
viroïdes appartenant à la famille Avsunviroidae (Sous-sections 5.2.1 et 5.2.2). Tenir compte de 
la structure à la place de la séquence, de manière systématique, contribuerait à mettre en 
relation la fonction, les divers domaines conservés et la position taxonomique des espèces des 
viroïdes. 
Dans ce contexte, nous proposons une approche alternative qui consiste à étudier la 
classification des viroïdes du point de vue de la structure en s’appuyant sur le modèle des super-
n-motifs. Ce modèle offre une représentation efficace des ARN et par conséquent rend plus 
précises leurs comparaisons. En outre, il possède deux avantages. Le premier avantage est qu’il 
tient compte de la configuration des viroïdes qui sont des ARN circulaires. En effet, il ne 
nécessite aucun alignement et permet de capturer les motifs structuraux indépendamment de 
leur ordre intégrant, de ce fait, la configuration linéaire ou circulaire des ARN. Et le deuxième 
avantage est qu’il évalue avec précision la similarité entre structures en identifiant les 
caractéristiques structurales locales et globales qui représentent le mieux les ARN. Par 
conséquent, il intègre naturellement les caractéristiques distinctives des viroïdes telles que les 
domaines CCR ou encore TR tout en étant peu sensible à la variation en termes de longueur 
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entre les structures. La sous-section suivante présente l’analyse systématique des structures 
secondaires des viroïdes et la contribution de cette analyse pour une meilleure classification de 
ceux-ci. 
5.4 Vers une classification des viroïdes basée sur les structures 
secondaires 
Précédemment, nous avons montré que les séquences de viroïdes sont faiblement conservées 
mais que cependant se dégage une certaine régularité en termes de distributions des motifs 
structuraux. En effet, tous les Pospiviroidae ont une structure en tige, avec une distribution des 
motifs TL, P, CCR, V et TR relativement similaires (Sous-sections 5.2.1). Quant aux 
Avsunviroidae, ils ont tous une structure branchée (Sous-section et 5.2.2). Dans cette sous-
section, nous allons, d’abord, présenter l’indice qui permet d’évaluer la conservation 
structurale entre les structures secondaires d’ARN. Puis, nous allons évaluer la conservation 
structurale de toutes les espèces de viroïdes ainsi que la conservation structurale de chaque 
famille. Ensuite, nous allons étudier les possibles structures alternatives des viroïdes. Et enfin, 
nous allons proposer et analyser une nouvelle classification des viroïdes basée sur leurs 
structures secondaires.  
5.4.1 Indice de conservation de structures 
La conservation structurale est calculée grâce à un indice qui est le pourcentage d’identité de 
structures (PSID) [37]. Le PSID tient compte de la quantité d’information structurale, 
correspondant aux appariements partagés entre des paires de structures secondaires d’ARN. 
Soient   et    les ensembles des appariements de deux ARN, x et y, structuralement alignés 
au préalable grâce à RNAforester [139]. Le PSID entre x et y s’écrit : 
:=( ,   ) = hKbR p33bRKRa 3ba3iéhKbR KKcK p33bRKRa RabR 3b pR abcdacbR
= q  ∩   qKr| |q  qt 
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où | | et q  q représentent le nombre d’appariements des structures secondaires des ARN « 
et ² . Le PSID médian est la médiane des PSID calculés à partir de toutes les paires 
d’alignements des structures secondaires de viroïdes, pour un total de K(K − 1)/2 paires avec K le nombre total de viroïdes. Bien qu’il soit possible de calculer le PSID en s’appuyant sur 
l’alignement de structures produit par d’autres algorithmes d’alignement de structures tels que 
RNAdistance ou LocARNA, nous avons choisi RNAforester. En effet, RNAforester, comme 
LocARNA, aligne simultanément la séquence et la structure, intégrant à la fois l’information 
de la séquence et de la structure. Puisque nous avons défini comment mesurer la conservation 
structurale des ARN grâce au PSID et au PSID médian, nous allons examiner la conservation 
structurale des viroïdes dans la sous-section qui suit. 
5.4.2 Conservation des structures considérant toutes les espèces viroïdes et 
les familles Avsunviroidae et Pospiviroidae 
Les viroïdes de notre échantillon de données possèdent une forte conservation structurale. 
Typiquement, le PSID médian associé au PSID de toutes les paires de structures de viroïdes 
s’élève à plus de 90% (Figure 25). La forte conservation des viroïdes est, en majeur parti, 
expliquée par la conservation élevée de la famille Pospiviroidae. En effet, le PSID médian de 
cette famille s’élève à environ 94% tandis que pour la famille des Avsunviroidae, il est de 70% 
(Figure 25). En ce qui concerne la famille Avsunviroidae, ces résultats confirment la complexité 
inhérente des structures de celle-ci qui possèdent une grande variété de motifs structuraux 
incluant des boucles multiples comparativement aux structures de la famille Pospiviroidae. 
Pour la famille Pospiviroidae, la conservation très élevée des structures illustre le fait que la 
majorité de leurs domaines structuraux, à savoir TL, P, CCR, V et TR, sont très similaires. En 
effet, s’ils ont un PSID médian de 94%, cela implique que leur différence fonctionnelle est 
expliquée par une différence médiane de 6% au niveau de leur structure. Ces résultats semblent 
indiquer l’importance cruciale de la structure secondaire au sein des caractéristiques 
biologiques distinctes de chaque famille. Dans ce contexte, les différences fonctionnelles 
seraient associées à des variations dans un ou quelques domaines clés, en particulier chez les 
Pospiviroidae. Une étude a montré qu’en ajoutant le domaine TR de HSVd au domaine TR de 
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CEVd ou le domaine TR de CEVd au domaine TR de HSVd, il y a une réduction drastique de 
la croissance des tomates, dans le premier cas, et des concombres, dans le deuxième cas, par 
un facteur de 10 [264]. De même, une autre étude montre que des variations structurales dans 
le domaine P de PSTVd suffisent à passer de l’apparition de symptômes légers à des 
symptômes un peu plus sévères chez le plant de tomate [265]. 
 
Figure 25. Pourcentage d’identité de structures de toutes les espèces de viroïdes. 
De manière générale, nous observons que les structures de viroïdes sont largement plus 
conservées que les séquences. En effet, comparativement au PID médian de 45%, le PSID 
médian est pratiquement le double de ce dernier et s’élève à plus de 90% (Figure 26). Des 
résultats similaires sont observés lorsque l’on compare les PID et PSID médian des familles 
Pospiviroidae et Avsunviroidae (Figure 26). Ces observations corroborent le fait que la 
structure, en particulier celle des viroïdes est importante pour leurs fonctions (Sous-section 
5.2.1 et 5.2.2). Nos expérimentations portant sur la conservation des structures des viroïdes ne 
considèrent que les structures les plus stables combinées aux données de SHAPE pour chacune 
des espèces. Cependant, il est probable que les structures de certaines espèces de viroïdes 
adoptent, non pas une, mais plusieurs conformations alternatives, leur conférant des fonctions 
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potentiellement différentes. Par conséquent, nous allons examiner les structures alternatives 
possibles des viroïdes et présenter les résultats dans la sous-section qui suit.  
 
Figure 26. Comparaisons du pourcentage d’identité de séquences et de structures de toutes les espèces de viroïdes. 
La ligne rouge en pointillé représente le seuil critique de pourcentage d’identité de séquence, s’élevant à 60%. 
5.4.3 Structures alternatives des viroïdes 
Explorer les structures alternatives possibles des viroïdes et leurs similarités est crucial, car 
elles renseignent sur la probable multiplicité de leurs fonctions. Nous allons alors présenter 
l’approche utilisée pour identifier les conformations alternatives des structures de viroïdes. Puis 
nous allons filtrer ces conformations pour ne retenir que celles qui sont significatives. Et enfin, 
nous allons analyser la similarité entre les structures alternatives des différentes espèces de 
viroïdes. 
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5.4.3.1 Identification des structures alternatives des viroïdes 
Pour un ARN, l’intérêt de découvrir les segments optimaux et les structures représentatives à 
partir de l’ensemble de Boltzmann des structures secondaires, ou ensemble des structures 
possibles d’un ARN (Sous-section 2.4.2), résident dans le fait qu’ils renseignent sur les 
différentes conformations potentiellement adoptées par cet ARN [266]. Par exemple, lorsqu’il 
ressort deux segments sur l’ensemble des structures possibles d’un ARN, cela indique que cet 
ARN possède deux conformations possibles. Les structures représentatives de ces deux 
segments présentent les particularités structurales propres à chaque conformation. Pour 
explorer les structures alternatives possibles des viroïdes, nous avons échantillonné 1000 
structures de l’ensemble de Boltzmann des structures secondaires pour chacune des 29 espèces 
de viroïdes. Il faut rappeler qu’il a été précédemment démontré qu’un échantillon de 1000 
structures est représentatif de l’ensemble de Boltzmann des structures secondaires [86], [87]. 
À partir de ces 1000 structures, pour chacune des 29 espèces de viroïdes, nous avons calculé 
les segments optimaux. Il convient de définir comment nous avons déterminé les segments 
optimaux et comment nous avons identifié les structures représentatives de chaque segment. 
Pour calculer les segments, nous avons utilisé l’algorithme de segmentation hiérarchique du 
lien moyen (UPGMA) (Sous-section 4.1). Cet algorithme génère une hiérarchie de segments 
et s’appuie sur une matrice de dissimilitude qui est calculée en utilisant la distance des 
appariements. La distance des appariements est une méthode qui s’applique bien dans ce 
contexte puisque toutes les structures sont de taille identique (Sous-section 3.1.1.1). Pour 
déterminer les segments optimaux à partir de la hiérarchie de segments calculés par UPGMA, 
nous avons coupé successivement la hiérarchie sur plusieurs niveaux. Chaque niveau de 
coupure correspond à un partitionnement ou segmentation de notre ensemble de structures en 
segments que nous évaluons grâce au coefficient silhouette, celui-ci étant défini au paragraphe 
suivant. La segmentation de meilleure qualité, c’est-à-dire celle associée au coefficient 
silhouette le plus élevée, a été retenue. Par la suite, les structures représentatives des segments 
du partitionnement optimal ont été identifiées. La structure représentative d’un segment est 
celle qui minimise, pour chaque segment, la distance entre les membres de ce segment et son 
centroïde. Le centroïde représente le vecteur moyen du segment ou bien son centre de gravité. 
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La structure représentative vérifie pour un segment B, min∈Ìo pr«, ÊÌot où « et ÊÌo représentent 
respectivement un membre de B et son centroïde. 
Le coefficient silhouette permet d’évaluer la qualité de la segmentation. Sachant qu’il est borné −1,1, un coefficient de 1 indique une segmentation parfaite. En d’autres termes, les segments 
sont bien séparés les uns des autres et les membres de chaque segment sont très proches les uns 
des autres. Lorsque le coefficient est d’environ 0, la segmentation est de qualité faible, c’est-
à-dire que les segments se superposent. Quand le coefficient atteint -1, la segmentation est de 
mauvaise qualité, c’est-à-dire que les structures sont distribuées de manière totalement 
aléatoire dans les segments. Le coefficient silhouette est définie, pour une segmentation , par 
() = ∑ A()áÄ  où («)  représente le coefficient silhouette associé à une structure « ,   ={4, … , B, … , } avec |C|=k où k le nombre de segments et O le nombre total de structures. («) est définie de la manière suivante : 
(«) = («) − 3(«)maxr3(«), («)t 
où («) représente la distance moyenne entre la structure « et les membres du segment les plus 
proches de celui-ci auquel « appartient. 3(«) représente la distance moyenne entre la structure « et les membres du segment auquel il appartient. Pour un ensemble de segmentations possibles , nous retenons celle qui maximise le coefficient silhouette. 
5.4.3.2 Suppression des conformations marginales 
L’analyse des segments de l’ensemble des structures possibles des viroïdes présente un nombre 
élevé de segments marginaux, c’est-à-dire de petites tailles. La taille d’un segment est exprimée 
en pourcentage et représente la proportion de structures appartenant à un segment par rapport 
à l’ensemble des 1000 structures générées pour un viroïde. Lorsque l’on analyse la distribution 
du nombre total de segments sur les 1000 structures possibles des 29 espèces de viroïdes en 
fonction de leurs tailles, on observe deux pics (Figure 27). Le premier pic à l’extrémité droite 
de l’histogramme signifie qu’il y a un grand de nombre de segments dont la proportion de 
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structures est élevée, proche de 99%. Tandis que le deuxième pic à l’extrémité gauche 
représente le nombre élevé de segments ayant une très petite quantité de structures, proche de 
0%. Sachant qu’il y a une quantité importante de segments marginaux, il est important de les 
supprimer afin d’obtenir un portrait plus juste des conformations alternatives des viroïdes.  
Les segments dont la proportion de structures est inférieure à 5% sont considérés comme 
marginaux et sont par conséquent retirés. Pour déterminer le seuil représentant la proportion 
minimale de structures pour un segment, nous examinons la distribution du nombre de 
segments pour tous les viroïdes en faisant augmenter le seuil de 0% à 24% (Figure 28). Le seuil 
maximal est fixé à 24% pour tenir compte des viroïdes, en particulier ELVd, dont le segment 
le plus large a une proportion de structures d’environ 27% (Tableau 8). De notre analyse, on 
observe que la proportion des viroïdes possédant plus de deux segments est très faible et ne 
varie que très sensiblement indépendamment du seuil fixé. Cela implique qu’en grande 
majorité les viroïdes présentent un ou deux segments. En considérant les courbes associées à 
la proportion de viroïdes possédant un et deux segments, pour le premier seuil de 0%, on 
remarque que plus de 80% ont deux segments. La proportion des viroïdes ayant deux segments 
chute drastiquement passant de plus de 80% à moins de 40% lorsque l’on passe du seuil de 0% 
à 1%, tandis que la proportion des viroïdes possédant un segment augmente de manière 
significative, de moins de 10% à plus de 50%. Les courbes représentant la proportion des 
viroïdes ayant un et deux segments se stabilisent à partir du seuil de 5% pour s’éloigner l’une 
de l’autre à 17%. Ainsi, à l’intérieur de cet intervalle aucun segment n’est supprimé, indiquant 
la présence d’un nombre relativement stable de segments. À cause de cela, il apparait judicieux 
de fixer le seuil de suppression des segments marginaux à 5%. Alors, pour un ensemble de 
1000 structures, tout segment ayant moins de 50 structures a été retiré de l’ensemble des 
segments. Les segments résultants et leurs représentants sont, dans la prochaine sous-section, 
analysés afin d’évaluer leurs degrés de similitude. 
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Figure 27. Distribution du nombre de segments pour toutes les espèces de viroïdes en fonction de la proportion 
de structures. 
 
Figure 28. Nombre de viroïdes ayant un segment et plus en fonction de seuils associés à différentes proportions 
de structures. 
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Figure 29. Nombre de viroïdes possédant un, deux et sept segments. 
Tableau 8. Nombres de segments obtenus pour chaque espèce de viroïdes avec leurs probabilités associées. 
Viroïdes Nb. de segment Probabilité de segment 
Cocaviroid   
CTiVd 1 0.99 
CCCVd 2 0.782, 0.218 
CBCVd 2 0.81, 0.19 
HLVd 1 0.998 
Hostuviroid   
HSVd 1 0.997 
Pospiviroid   
CEVd 1 0.999 
CLVd 1 0.999 
CSVd 2 0.648, 0.352 
PCFVd 1 0.999 
PSTVd 1 0.999 
TASVd 1 0.999 
TCDVd 1 0.998 
IrVd 1 0.999 
Coleviroid   
CbVd-1 1 0.997 
CbVd-2 2 0.835, 0.165 
CbVd-3 1 0.999 
Apscaviroid   
ADFVd 1 0.999 
AGVd 1 0.987 
ASSVd 2 0.666, 0.333 
CBLVd 2 0.661, 0.335 
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Viroïdes Nb. de segment Probabilité de segment 
CVd-III 2 0.733, 0.267 
CVd-OS 1 0.999 
CVd-V 2 0.615, 0.304 
GYSVd-1 1 0.998 
PBCVd 1 0.999 
Avsunviroid   
ASBVd 2 0.647, 0.352 
Elaviroid   
ELVd 7 0.275, 0.239, 0.14, 0.107,  
0.083, 0.073, 0.058 
Pelamoviroid   
CCHMVd 1 0.971 
PLMVd 1 0.997 
5.4.3.3 Analyse des structures alternatives des viroïdes 
Nos analyses suggèrent que bien qu’il existe une certaine proportion de viroïdes possédant des 
structures alternatives, la majorité des viroïdes présentent plutôt une conformation unique. 
Nous observons que sur l’ensemble des 29 viroïdes étudiés, 19 ( ≈ 66%) présentent une 
conformation unique tandis que le reste (≈34%) possède deux segments et plus (Figure 29). 
ELVd est le seul viroïde ayant une grande diversité de conformations, car il possède sept 
segments (Tableau 8). Il est important de rappeler que les segments sont associés chacun à une 
taille ou proportion de structures et que ceux-ci peuvent être interprétés comme des 
conformations où la proportion des structures correspond à la probabilité d’occurrences d’une 
conformation particulière [86]. Pour enrichir l’étude des structures alternatives, nous avons 
alors analysé la distribution des probabilités de conformations au sein des espèces et des genres. 
En considérant non seulement les viroïdes ayant une conformation unique et ceux possédant 
deux conformations alternatives dont l’une possède une probabilité d’occurrence élevée, c’est-
à-dire supérieure à 0.7, on a dénoté 23 espèces sur 29 soient ≈79% des viroïdes. On remarque 
que ceux-ci appartiennent majoritairement aux genres des Cocadviroid, Hostuviroid, 
Pospiviroid, Coleviroid et Pelamoviroid (Tableau 8). On peut en déduire globalement que pour 
ces genres, le processus de repliement de ces espèces tend à favoriser l’adoption d’une 
conformation unique. Dans ce contexte, les conformations alternatives ne sont potentiellement 
que peu ou pas probables. Par contre, on remarque que les genres des Apscaviroid, Elaviroid 
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et Avsunviroid possèdent plusieurs viroïdes ayant au moins deux conformations, dont les deux 
sont au moins associées à une probabilité inférieure à 0.7 (Tableau 8). Cela indique une possible 
compétition entre ces différentes conformations puisque les conformations alternatives 
semblent favorables. Le cas le plus atypique est celui d’ELVd qui possède 7 segments où l’écart 
entre les probabilités des différentes conformations est relativement faible comparativement 
aux autres espèces avec des probabilités de 0.27, 0.23, 0.14, 0.10, 0.08, 0.07 et 0.058. Cela 
semble indiquer qu’aucune conformation particulière n’est privilégiée par ELVd. En somme, 
excepté quelques espèces des genres Apscaviroid, Elaviroid et Avsunviroid, la majeure partie 
des espèces tendent à adopter une conformation unique qui est potentiellement privilégiée 
durant le processus de repliement des viroïdes de sorte à maintenir leurs fonctions. Toutefois, 
il est important de noter que certaines interactions avec des protéines ou autres molécules 
peuvent favoriser la formation d’une conformation précise. 
En analysant les relations de proximités entre les structures représentatives de l’ensemble des 
structures possibles avec les 29 structures d’origines de notre ensemble de données, on observe 
que ces structures forment des segments compacts pour chaque espèce (Figure 30). Après avoir 
généré la matrice de distance entre les structures représentatives et les structures d’origine, elles 
sont regroupées en segment en fonction de leur similarité en utilisant l’algorithme UPGMA. 
De la hiérarchie des segments obtenus grâce à UPGMA, on observe que pour chacune des 
espèces, les structures représentatives de l’ensemble des structures possibles et la structure 
d’origine forment des groupes homogènes. En d’autres termes, aucun représentant et structure 
d'origine ne se retrouvent en dehors des espèces auxquels ils appartiennent. Cela confirme le 
fait que les viroïdes, ayant ou non des structures alternatives, tendent à adopter des 
conformations globalement proches les unes des autres. Le cas d’ELVd ayant 7 segments est 
explicite puisque toutes ces structures alternatives avec la structure d’origine forment un 
groupe compact. En d’autres termes aucune structure appartenant à ELVd ne se retrouve être à 
proximité d’une autre espèce. Ces résultats indiquent que la structure d’origine, tout comme 
les autres structures, peut être utilisée comme candidat pour étudier la classification structurale 
des viroïdes. Dans la prochaine sous-section, nous abordons ce point et discutons de l’apport 
des structures à la classification générale des viroïdes.  
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Figure 30. Arbre des structures les plus stables et des structures représentatives de l’ensemble des structures 
possibles pour chaque espèce de viroïdes. ]R_ indique le représentant du segment . Lorsqu’aucun représentant 
n’est indiqué la structure correspond à celle des données d’origine décrite dans la section 5.3.1. 
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5.4.4 Classification structurale des viroïdes 
Puisque les structures de viroïdes sont plus conservées que les séquences et que leurs propriétés 
sont typiquement associées à leur fonction, explorer la classification des viroïdes du point de 
vue de leurs structures secondaires apparait judicieux. Pour ce faire, l’objectif est de généré 
l’arbre représentant la classification des structures des viroïdes et d’analyser les similarités et 
différences significatives entre celle-ci et la classification des viroïdes basée sur leurs 
séquences. Plus précisément, l’idée est d’étudier la répartition des espèces obtenue par 
l’analyse des structures de viroïdes au sein des genres et familles de viroïdes déterminées à ce 
jour par l’analyse de séquences des viroïdes. Pour aboutir à cela, nous avons évalué d’abord la 
similarité structurale entre viroïdes grâce à notre modèle des super-n-motifs présenté dans le 
Chapitre 3. Nous avons calculé ensuite l’arbre présentant la classification structurale des 
viroïdes basée sur la structure avec l’algorithme UPGMA. Enfin nous avons utilisé une 
bibliothèque du langage de programmation R, nommée pvclust [267], couplé au modèle des 
super-n-motifs, pour évaluer le niveau de confiance associé à chaque branche de l’arbre généré 
par UPGMA. Le seuil de confiance associé aux branches de l’arbre est fixé à 90% pour nous 
assurer que les branches sont fortement supportées par nos données de structures. Bien qu’il 
soit possible de tenir compte des branches de l’arbre dont le seuil de confiance est inférieur à 
90%, il nous apparait judicieux de considérer, dans notre analyse, seulement celles dont le 
support est élevé pour minimiser les possibles erreurs et biais d’interprétations. 
 
En considérant l’arbre de structures des viroïdes, on observe certaines similarités lorsque l’on 
compare l’organisation des viroïdes basée sur la structure et basée sur la séquence (Figure 31). 
Le premier point est que l’organisation des familles en générale demeure similaire. En effet on 
voit bien une claire séparation entre la famille Avsunviroidae et celle des Pospiviroidae. De 
plus, on s’aperçoit que la majorité des espèces appartenant à la famille des Pospiviroidae 
forment un groupe qui est significative sauf pour les espèces CLVd, CEVd,CbVd-1 et HSVd. 
Remarquons, au sein de la famille des Pospiviroidae, que toutes les espèces du genre 
Cocaviroid, c’est-à-dire HLVd, CBCVd, CTiVd et CCCVd, sont présentes de manière 
significative dans un même groupe. Bien qu’on observe des similarités significatives dans 
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l’organisation des familles des viroïdes basés sur la séquence et la structure, des différences 
significatives se dégagent. 
 
Figure 31. Arbre des structures de viroïdes. Les branches en rouge sont significatives avec niveau de confiance 
supérieur ou égal à 90%. 
Les différences notables qui existent entre la hiérarchie des structures et des séquences de 
viroïdes touchent trois espèces de viroïdes, AGVd, GYSVd-1 et CBLVd appartenant au genre 
Apsacaviroid, l’espèce CbVd-2 du genre Coleviroid et enfin PCFVd appartenant au genre 
Pospiviroid. Les espèces AGVd, GYSVd-1 et CBLVd, bien qu’appartenant au groupe des 
Apscaviroid, sont plus similaires, du point de vue de leurs structures, aux espèces du genre 
Pospiviroid. D’abord, elles ont un PSID plus élevé avec PSTVd, viroïde représentant le genre 
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Pospiviroid, par rapport à ASSVd, représentant le genre Apscaviroid. En fait, ils ont 
respectivement un PSID de 94.4%, 97% et 96.1% avec PSTVd, et 90%, 89.2 et 92.7% avec 
ASSVd (Tableau 9). Lorsque l’on analyse leurs différences structurales, on s’aperçoit que la 
majorité des régions structurales sont partagées entre GYSVd-1, CBLVd, AGVd et PSTVd 
(Figure 32). Il en est de même avec ASSVd, excepté la région représentée par le domaine 
terminal gauche de ASSVd qui n’est partagé ni par GYSVd-1, ni par CBLVd et ni par AGVd. 
Cela indique que GYSVd-1, CBLVd, et AGVd aient échangé leur domaine TL pour celui 
appartenant au genre Pospiviroide. Ces observations confirment le fait qu’AGVd, GYSVd-1 et 
possiblement CBLVd, sont des recombinants puisqu’il a été montré qu’ils sont la combinaison 
des genres Pospiviroïde et Apscaviroïde [268]. Remarquons que le domaine terminal gauche, 
partagé par PSTVd (représentant du genre Pospiviroïde) AGVd, GYSVd-1 et CBLVd, est 
crucial pour la réplication et le développement des espèces du genre Pospiviroïde dans les 
plantes tomates [269]. C’est la raison expliquant possiblement pourquoi AGVd, en particulier, 
a la capacité d’infecter les plants de tomates comme toutes les autres espèces du genre 
Pospiviroïde [268]. En ce qui concerne GYSVd-1 et CBLVd, le fait qu’il partage les mêmes 
propriétés structurales semble indiquer une potentielle capacité à infecter les plants de tomates.  
Tableau 9. Distribution des PSID de AGVd, GYSVd-1, CBLVd, CbVd-2 et PCFVd. Les PSID d’intérêts pour 
notre analyse sont en caractères gras. 
 AGVd GYSVd-1 CBLVd CbVd-2 PCFVd 
CTiVd 100 100 98.76543 100 100 
CCCVd 100 100 98.76543 100 100 
CBCVd 100 98.05825 94.11765 99.02913 100 
HLVd 100 100 98.78049 98.78049 98.78049 
HSVd 98.86364 100 87.5 96.59091 100 
CLVd 88.88889 91.2 96.07843 98.21429 91.12903 
PCFVd 95.16129 94.35484 95.09804 97.32143 100 
PSTVd 96.12403 94.4 97.05882 96.42857 96.7742 
TCDVd 94.21488 94.21488 98.03922 97.32143 91.73554 
IrVd 95.27559 90.4 96.07843 96.42857 91.93548 
TASVd 96.875 95.2 97.05882 97.32143 95.96774 
CEVd 92.96875 92 97.05882 99.10714 94.35484 
CSVd 96.72131 96.72131 97.05882 97.32143 94.2623 
CbVd-1 100 100 98.85057 98.85057 100 
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 AGVd GYSVd-1 CBLVd CbVd-2 PCFVd 
CbVd-2 100 94.64286 91.17647 100 97.32143 
CbVd-3 92.36641 94.4 100 98.21429 96.77419 
ASSVd 92.72727 90 89.21569 89.09091 92.72727 
CVd-V 91.83673 91.83673 89.79592 90.81633 91.83673 
GYSVd-1 92.8 100 97.05882 94.64286 94.35484 
PBCVd 94.05941 94.05941 87.12871 93.06931 95.0495 
CBLVd 96.07843 97.05882 100 91.17647 95.09804 
AGVd 100 92.8 96.07843 100 95.16129 
ADFVd 89 89 84 88 88 
CVd-III 82.82828 82.82828 80.80808 81.81818 82.82828 
CVd-OS 86.66667 86.66667 86.27451 84.7619 85.71429 
ASBVd 56.75676 56.75676 56.75676 56.75676 56.75676 
ELVd 56.25 56.25 61.76471 56.25 56.25 
CCHMVd 38.9313 41.6 48.03922 44.64286 40.32258 
PLMVd 24.77064 24.77064 27.45098 25.68807 25.68807 
 
 
 
Figure 32. Comparaison des structures de AGVd, GYSVd-1 et CBLVd avec PSTVd et ASSVd, représentant 
respectivement des genres Pospiviroid et Apscaviroid. Les appariements en bleu et en rouge représentent les 
appariements appartenant à PSTVd et ASSVd qui sont respectivement partagés par et exclues de AGVd, GYSVd-
1 et CBLVd. RNAforester est utilisé pour générer l’alignement global de structures et VARNA pour la 
visualisation. 
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Les espèces CbVd-2 et PCFVd apparaissent sensiblement plus proches, au niveau de leurs 
structures, du genre Cocaviroid que respectivement des genres Coleviroid et Pospiviroid. Dans 
le cas de CbVd-2, le PSID de CbVd-2 et CCCVd représentant le genre Cocadviroid s’élèvent 
à 100% tandis que le PSID de CbVd-2 et CbVd-3, représentant des Cocadviroid, sont de 98.2% 
(Tableau 9). En particulier, lorsque l’on considère leurs structures, on voit que CbVd-2 et 
CCVd ont une structure identique (Figure 33). Puisque CCCVd est un viroïde plutôt court, 246 
nt. comparativement à CbVd-2 ayant 301 nt, il semble que la structure de CCCVd constitue un 
sous-ensemble de CbVd-2, en d’autres mots, une sous-structure de cette dernière. 
 
 
Figure 33. Comparaison des structures de CbVd-2 avec CCCVd et CbVd-3, représentant respectivement les genres 
Cocaviroid et Coleviroid. Les appariements en bleu et en rouge représentent les appariements appartenant à 
CCCVd qui sont respectivement partagées par ou exclues de CbVd-2. Pour la comparaison de CbVd-3 et CbVd-
2 (*), les appariements en bleu et en rouge représentent les appariements appartenant à CbVd-2 qui sont 
respectivement partagés par et exclues de CbVd-3. RNAforester est utilisé pour générer l’alignement global de 
structures et VARNA pour la visualisation.  
 
En ce qui concerne PCFVd, on dénote des conclusions similaires à celles de CbVd-2. En effet 
PCFVd est, au niveau de la structure, sensiblement plus similaire au Cocadviroid qu’au 
Pospiviroid. D’une part, on note que le PSID de PCFVd et CCCVd représentant les 
Cocadviroid, s’élève à 100%, ce qui est sensiblement plus grand que le PSID du couple PCFVd 
et PSTVd représentant Pospiviroid, étant de 96,2% (Tableau 9). D’autre part, on remarque que 
les couples PCFVd, CCCVd et PCFVd, PSTVd partagent des domaines structuraux très 
similaires, même si de légères variations sont observées pour le couple PCFVd et PSTVd 
(Figure 34). D’un point de vue global, PCFVd et PSTVd sont très similaires puisqu’en outre, 
ils sont de tailles similaires, respectivement de 348 nt et 361 nt Par contre, d’un point de vue 
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un peu plus local, il semble que CCCVd soit un sous-ensemble structural de PCFVd puisque 
CCCVd a une longueur de 246 nt tandis que PCFVd possède 348 nt. 
 
 
Figure 34. Comparaison des structures de PCFVd avec CCCVd et PSTVd, représentant respectivement les genres 
Cocaviroid et Pospiviroid. Les appariements en bleu et en rouge représentent les appariements appartenant à 
CCCVd et PSTVd qui sont respectivement partagées par et exclues de PCFVd. RNAforester est utilisé pour 
générer l’alignement global de structures et VARNA pour la visualisation. 
 
5.5 Conclusion 
Mieux connaître l’organisation des viroïdes et l’impact de leurs structures sur leurs fonctions 
permet de mieux lutter contre ces agents pathogènes puisqu’ils sont responsables de plus de 20 
maladies végétales différentes. La classification des viroïdes en familles et genres a depuis 
longtemps été établie et a permis d’évaluer leurs relations et disséquer leurs rôles et fonctions. 
Les études précédentes portant sur la classification des viroïdes se sont surtout concentrées sur 
l’analyse des séquences des viroïdes, en particulier l’analyse phylogénétique de ceux-ci, afin 
d’identifier leur différente relation de parenté. Cependant, les approches phylogénétiques ont 
des limites, dont la principale est qu’il est nécessaire que les séquences soient suffisamment 
conservées pour que les procédures de reconstruction phylogénétique passant par les 
alignements multiples de séquences soient fiables. Or ce n’est pas le cas pour les viroïdes, car 
ils partagent entre eux un niveau conservation très faible remettant en question toute 
reconstruction phylogénétique. Puisque la structure, en général, présente un niveau de 
conservation très élevée, il devient judicieux de changer de méthodologie. En effet, il apparait 
plus intéressant d’approcher la classification de viroïdes du point de vue de leurs structures que 
seulement du point de vue de leurs séquences. 
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Cette approche présente deux avantages majeurs. Le premier est que puisque les structures 
sont, du point de l’évolution, plus conservée que les séquences, approcher la classification des 
viroïdes de ce point vue semble plus fiable que de se baser sur les séquences. Le dseuxième 
avantage est de joindre l’information fonctionnelle à l’étude de leur classification, car les 
viroïdes possèdent de nombreuses propriétés structurelles telles que le TL ou encore le CCR 
nécessaire entre autres pour la réplication, en particulier pour les espèces du genre Pospiviroid. 
Dans ce chapitre, nous avons rapporté l’analyse des structures de viroïdes aboutissant à une 
nouvelle classification de ceux-ci s’appuyant sur leurs structures. Les conclusions de l’analyse 
des structures viroïdes sont les suivantes. Premièrement, l’analyse des structures de viroïdes 
nous a permis de confirmer qu’elles sont beaucoup plus conservées que les séquences. En effet, 
les viroïdes possèdent un pourcentage d’identité de structures autour de 92% tandis qu’ils ont 
un pourcentage d’identité de séquence d’environ 45%. Deuxièmement, bien que certains 
viroïdes possèdent des structures alternatives, la grande majorité présente une conformation 
unique. Par conséquent, le processus de repliement tend à favoriser une seule conformation, 
possiblement celle qui est la plus viable. Troisièmement, la classification des viroïdes basée 
sur les structures, bien que similaires à celle obtenue par les séquences présentent des 
différences, dont la plus importante, un sous-ensemble d’espèces appartenant au genre 
Apscaviroid, à savoir, AGVd, GYSVd-1 et CBLVd. Ces espèces, bien que similaires au genre 
Apscaviroid, partagent une similarité plus élevée avec les espèces du genre des Pospiviroid. 
Ceci est expliqué par le fait que AGVd, GYSVd-1 et CBLVd partage avec ceux-ci le domaine 
TL. C’est alors la présence de ce domaine qui pourrait permettre à AGVd d’infecter, en plus 
de la vigne, les plants de tomates comme toutes les espèces du genre Pospiviroid. 
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Conclusion 
Cette thèse a pour but d’apporter des contributions théoriques et pratiques dans ce que l’on 
pourrait appeler la bio-informatique structurale de l’ARN, représentant la jonction entre la bio-
informatique et la biologie structurale de l’ARN. En particulier, à mesure que de nouvelles 
connaissances biologiques de l’ARN évoluent, la représentation biologique de ces 
connaissances se complexifie. Dans ce contexte, l’évolution des modèles et outils bio-
informatiques est nécessaire et même urgente afin de refléter au mieux cette représentation 
biologique de l’ARN.  
L’ARN est une macromolécule qui possède de nombreuses propriétés biologiques qu’il est 
nécessaire d’intégrer dans les modèles et plateformes d’analyses afin de mieux refléter cette 
réalité. En effet, il se replie sur lui-même pour former une structure nécessaire à sa fonction. Il 
a une configuration linéaire ou circulaire, comme c’est le cas chez les viroïdes, agent pathogène 
à ARN circulaire attaquant les plantes. Enfin, les ARN peuvent posséder des motifs 
fonctionnels structuraux importants tels que les pseudonœuds ou encore les G-quadruplexes. 
Intégrer ces propriétés biologiques aux modèles et outils d’exploration de l’ARN est un enjeu 
capital puisqu’il permet d’avoir une représentation de l’information ajustée aux connaissances 
actuelles de la structure de l’ARN. Dès lors, il devient possible d’étudier non seulement les 
structures d’ARN linéaire, mais aussi ceux des ARN circulaires et de tenir compte des 
pseudonœuds et G-quadruplexes afin, par exemple, de découvrir et d’annoter de nouvelles 
familles d’ARN ou d’identifier de nouvelles fonctions associées aux ARN.  
Ce travail présente trois contributions majeures allant de contributions théoriques à des 
contributions plus pratiques, pour répondre au besoin d’intégration de la complexité des 
propriétés structurales de l’ARN dans leur exploration. La première contribution propose une 
représentation des structures de l’ARN et plus précisément ses structures secondaires, ces 
dernières représentant le fondement de la structure de l’ARN. Cette contribution prend la forme 
d’un modèle appelé le modèle des super-n-motifs qui a pour but d’intégrer, autant que possible, 
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toutes les caractéristiques structurales des structures secondaires d’ARN, correspondant à la 
grande majorité, des motifs connus incluant les pseudonœuds et les G-quadruplexes, dans une 
représentation que l’on pourrait qualifier d’intelligente. En effet, celle-ci combine toutes les 
caractéristiques des ARN et en déduit les combinaisons qui sont les plus informatives, c’est-à-
dire celles qui décrivent le mieux les structures. Ces dernières servent au support, dans le 
modèle des super-n-motifs, pour la comparaison des structures secondaires. En effet, la 
comparaison devient encore plus pertinente puisque cette représentation reflète, autant que 
possible, la réalité de la biologie structurale de l’ARN, tout en faisant ressortir celles qui sont 
les plus importantes.  
La deuxième contribution est la suite logique de la première puisqu’elle s’appuie sur le modèle 
des super-n-motifs afin de proposer une plateforme, nommée structurexplor, facilitant 
l’exploration des structures secondaires d’ARN. Le principe sous-jacent à structurexplor est de 
permettre à l’utilisateur, qui est un spécialiste en biologie de la structure de l’ARN, de se 
concentrer sur l’analyse et l’interprétation des résultats en simplifiant le processus 
d’exploration des structures secondaires. En effet, ce processus est complexe car il combine 
l’informatique, les statistiques, le fouille de données et la visualisation des données afin 
d’extraire de l’information pertinente à partir des structures secondaires. Structurexplor a donc 
pour vocation de permettre aux spécialistes en biologie structurale de davantage se concentrer 
sur l’interprétation biologique des résultats de l’étude des structures secondaires d’ARN.  
La troisième contribution est pratique et consiste à mettre en œuvre notamment le modèle des 
super-n-motifs afin d’analyser les structures secondaires des viroïdes pour mieux comprendre 
leur organisation. Considérer les viroïdes du point de vue de leurs structures permet, en plus de 
l’étude de leurs séquences, d’enrichir davantage les connaissances biologiques des viroïdes. 
Premièrement, les structures apparaissent plus conservées que les séquences de manière 
générale. Cela est tout à fait compréhensible puisqu’il est connu que, par exemple, les membres 
de la famille Pospiviroidae, représentant la majorité des espèces de viroïdes ont tous une 
conformation similaire, en forme de tige, et qu’ils sont organisés de la même manière par la 
présence d’un domaine terminal gauche, d’un domaine de pathogénicité, d’une région centrale 
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conservée, d’un domaine variable et d’un domaine terminal droite. Deuxièmement, la majorité 
des espèces tendent à adopter une conformation unique indiquant qu’une seule conformation 
est en général favorisée lors du processus de repliement des séquences viroïdes. De ce fait les 
conformations drastiquement différentes sont potentiellement non fonctionnelles corroborant 
la préservation dans l’organisation générale en forme de tige, des différents domaines 
structuraux notamment chez la famille Pospiviroidae. Troisièmement, l’analyse des structures 
des viroïdes permet de constater l’impact de la recombinaison structurale des viroïdes sur leur 
classification. En effet, étudier la classification des viroïdes basée sur leurs structures 
secondaires permet d’analyser la manière dont les domaines sont distribués à travers toutes les 
espèces. Le cas de AGVd est pertinent, puisqu’étant connue comme un recombinant, on 
constate au travers de l’étude des structures de viroïdes qu’il partage avec les espèces du genre 
Pospiviroide le domaine terminal gauche. Ce dernier lui confère la capacité d’infecter, en plus 
des vignes, les plants de tomates comme la majorité des espèces du genre Pospiviroide. 
Les contributions de ce travail s’inscrivent dans la perspective d’apporter une meilleure 
compréhension de la biologie de l’ARN sur trois aspects. Le premier aspect concerne le fait 
que nos contributions à savoir l’approche des super-n-motifs et la plateforme structurexplor 
rend possible l’analyse des structures d’ARN circulaires, en particulier les viroïdes, ce qui 
auparavant n’avait pas été possible. Cette analyse ouvre la voie à l’exploration des structures 
d’autres familles d’ARN circulaires. De plus, parce que nos contributions permettent 
d’explorer les structures en tenant compte des motifs tels que les G-quadruplexes à ARN et 
pseudonœuds, ignorer par la majorité des méthodes actuelle, elles permettront 
l’approfondissement des connaissances biologiques des processus de régulations entourant les 
G-quadruplexes et les pseudonœuds. 
Le second aspect s’inscrit dans l’effort d’une conception holistique de l’ARN. En effet, l’ARN 
est une molécule formant un tout, constitué de la combinaison de l’information de la séquence 
et de la structure secondaire et tertiaire. Considérer l’ARN de cette manière, ouvrirait 
possiblement de nouvelles perspectives dans la compréhension de sa biologie en contribuant à 
unifier les modèles, techniques et représentations existantes de l’ARN. Dans ce sens le modèle 
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des super-n-motifs offre une manière intuitive et flexible de représenter la structure de sorte à 
faciliter l’intégration de toutes les informations intrinsèques de l’ARN. En effet, il considère 
un ARN comme une combinaison de motif qui peuvent être des sous-séquences ou patrons de 
séquences, des motifs de structures secondaires ou tertiaires. Jusqu’à présent il intègre les 
motifs de la séquence, de la structure secondaire et certains motifs tertiaires comme les G-
quadruplexes et les pseudonœuds. Étendre le modèle pour intégrer l’intégralité des motifs 
tertiaires connus à ce jour incluant les kink turn, les sarcin ricin ou bien d’autres permettrait 
d’aboutir à une vue plus unifiée de l’ARN. 
Le dernier aspect concerne le fait que la comparaison efficiente de dizaines de milliers de 
structures de tailles arbitraires a été rendue possible grâce au modèle des super-n-motifs. Ce 
dernier ouvre la voie à l’exploration des structures secondaires d’ARN à grande échelle. Cela 
est particulièrement utile dans le contexte où des méthodes de déterminations de structures de 
plus en plus performantes sont développées, par exemple SHAPE-seq [109], [110], permettent 
de générer de grandes quantités de structures. Le modèle des super-n-motifs devient aussi 
pertinent pour la classification des ARN non codant et l’annotation des génomes puisqu’il 
fournit une représentation vectorielle intégrant les informations structurales essentielles des 
ARN pouvant être intégré à un modèle efficace de classification.  
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