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Abstract
The MIRO Center for Space Exploration Technology Research (cSETR) at the
University of Texas at El Paso (UTEP) has developed the Technology Research and Innovation
Acceleration Park (tRIAC) in Fabens, Texas. This facility has been established in order to meet
new research demands for experimental testing of Liquid Oxygen (LOX)/Liquid methane
(LCH4) propulsion systems. Within this facility, a vertical test stand capable of measuring up to
3,000lbf will be constructed for main engine testing of the JANUS and DAEDALUS vehicle
programs.
In order to meet challenges of precise remote system operation and data acquisition
during engine testing, cSETR designed and built the Modular Instrumentation and Control
Interface Trailer (MICIT). The MICIT is a fully enclosed, transportable system that contains a
data acquisition system capable of collecting data from a myriad of aerospace testing
instrumentation, as well as the ability to remotely control mechanical components. This system is
designed with modularity for customization of the system to meet the requirements of a wide
range of future experimental set-ups. In addition, the MICIT includes built-in safety features,
both, software-based and hardware, to optimize system performance, while ensuring safe
operation.
This work will introduce the overall MICIT system design and development procedures.
First, the operational, safety, and interface design requirements will be discussed, along with an
introduction to the total system capabilities. Next, the transport trailer selection criteria, its
capabilities, and the analysis that was carried-out to properly size and select the air conditioning
unit will be presented.
In addition, this work introduces the instrumentation and power distribution racks, their
respective layouts, and their design. Within the instrumentation rack design section, the data
acquisition equipment will be listed, along with their respective sensing capabilities.
Correspondingly, the power distribution rack design section will discuss the system’s power
vi

distribution capabilities. In this section one can find the rack power distribution components and
their capabilities. This section will then discuss the power availability at the HQ site versus the
test stand site, and will present the imposed system limitations, and how these limitations were
derived, for powering the system from the HQ site.

From this, the maximum number of

instrumentation and hardware that can be used when powering the system from the HQ site will
be listed. This section will conclude by discussing the emergency uninterruptable power supply
sizing process and run time limitations.
In conjunction, this work includes the interface panel connection types and the
limitations on the type of instrumentation that can be connected at each port. Additionally, the
method for controlling power through relays will be discussed. Furthermore, this work also
includes a network communication system design overview, which describes the included
components and their respective data capabilities. These include the network switches and the
optic fiber cable. Within this work one can also find some of the integrated safety features of the
system. This work also includes a system operational procedure that will discuss how to operate
and use the MICIT system. Finally, this work provides a preventative maintenance checks and
maintenance procedure to retain the system’s optimal performance for years to follow.

vii

Table of Contents
Acknowledgements ..........................................................................................................................v
Abstract .......................................................................................................................................... vi
Table of Contents ......................................................................................................................... viii
List of Tables ................................................................................................................................. xi
List of Figures ............................................................................................................................... xii
Chapter 1: Introduction ....................................................................................................................1
1.1 Introduction to cSETR and tRIAC ....................................................................................1
1.2 Scope of Thesis .................................................................................................................4
Chapter 2: Engine Testing Background ...........................................................................................5
2.1 JANUS and DAEDALUS Programs and Testing Objectives ..........................................5
2.2 ENGINE Testing ...............................................................................................................6
Chapter 3: Data Acquisition and Control System Background .....................................................10
3.1 Engine Control Programs:...............................................................................................10
3.2 Data Acquisition: ............................................................................................................11
3.3 Facility Safety Features...................................................................................................12
3.3 Transport Systems ...........................................................................................................12
Chapter 4: Previous Systems and Lessons Learned .......................................................................14
4.1 Development of the Bunker Facility DARCS ................................................................14
4.2 Development of the High Pressure Combustion Program DAQ System .......................16
Chapter 5: Design of Modular Instrumentation and Control Interface Trailer ..............................20
5.1 System Design Requirements .........................................................................................20
5.2 Introduction to Design ....................................................................................................23
5.3 Transportation Trailer .....................................................................................................24
5.3.1 Air Conditioning Unit Sizing ..............................................................................28
5.4 Instrumentation Racks ....................................................................................................34
5.5 Data Acquisition .............................................................................................................37
5.5.1 Compact RIO Data Acquisition System .............................................................38
5.5.2 Compact DAQ Data Acquisition System ...........................................................40
viii

5.5.3 Reconfiguring the DAQ System .........................................................................41
5.6 Instrumentation Interface Panels.....................................................................................43
5.7 Power Distribution System .............................................................................................46
5.7.1 Power Distribution Design:.................................................................................49
5.7.2 Design Process: ...................................................................................................50
5.7.3Hardware Limitations Based on Power Availability: ..........................................53
5.7.4 Emergency Power: ..............................................................................................54
5.8 System Controls ..............................................................................................................55
5.8: Network Communication ...............................................................................................57
5.9 Safety Features ................................................................................................................59
Chapter 6: MICIT Capabilities ......................................................................................................60
Chapter 7: LabView Software Design and Graphic User Interface ...............................................65
7.1 Introduction to LabView .................................................................................................65
7.2 Program Overview (FPGA Logic Program) ...................................................................66
7.3 LabView Architecture Overview ....................................................................................68
Chapter 8: System Operation Procedure ........................................................................................69
8.1 MICIT Transport Procedure ...........................................................................................69
8.2 System Start-up and Operation .......................................................................................70
8.3 System Shut-down ..........................................................................................................71
8.4 Maintenance Checks and Procedures..............................................................................72
Chapter 9: Conclusions and Recommendations ............................................................................74
References ......................................................................................................................................75
Appendix A: AC/DC Power for HQ Site Operation ......................................................................76
Appendix B: Fiber Optic Communication Network ......................................................................77
Appendix C: Instrumentation Power Assumptions........................................................................78
Appendix D: Single Module to Relay Electrical Schematic ..........................................................79
Appendix E: Trailer Dimensions ...................................................................................................80
Appendix F: AC Unit Placement ...................................................................................................81
Appendix G: APC Smart UPS Product Manual ............................................................................82
Appendix H: APC Smart UPS Product Specifications ..................................................................99
Appendix I: 8VDC Power Supply Product Specifications ..........................................................107
Appendix J: DC Rack Mounted Power Supply Product Specifications ......................................113
ix

Appendix K: NI cRIO 9066 Product Specifications ...................................................................115
Appendix L: cDAQ 9189 Product Specifications ........................................................................123
Appendix M: NI 9214 TC Module Product Specifications ........................................................137
Appendix N: NI 9205 Voltage Module Product Specifications ..................................................153
Appendix O: NI 9403 Digital Output Module Product Specifications ........................................167
Appendix Q: NI 9269 Voltage Output Module Product Specifications ......................................177
Appendix R: NI 9361 Frequency Counter Module Product Specifications ................................189
Appendix S: NI 9870 Serial Communication Module Product Specifications............................219
Appendix T: Omega 24-channel Relay Card Product Specifications ..........................................280
Appendix U: Panasonic High Power Relay Product Specifications ............................................281
Appendix V: Cisco Network Switch Product Specifications ......................................................285
Appendix W: Cisco Network Switch Product Specifications......................................................304
Appendix X: Cisco Optic Fiber Specifications ............................................................................305
Vita 306

x

List of Tables
Table 5.1: Minimum Instrumentation Requirements for Engine Testing ..................................... 22
Table 5.2: System Heat Addition from Power Input .................................................................... 30
Table 5.3: Data Acquisition and Control Capabilities Summary ................................................. 37
Table 5.4 MICIT Power Distribution Hardware Summary .......................................................... 49
Table 5.5 Testing Hardware and Instrumentation Power Requirements ...................................... 49
Table 5.6 Maximum HQ Site Powering Capabilities ................................................................... 52
Table 6.0: Trailer Capabilities Summaries ................................................................................... 60
Table 6.1: Data Acquisition Summary.......................................................................................... 61
Table 6.1: Instrumentation Supported by Type ............................................................................ 62
Table 6.2: Power Distribution by Type......................................................................................... 63
Table 6.3: Power ........................................................................................................................... 63
Table 6.4: Data Communication Capabilities ............................................................................... 64

xi

List of Figures
Figure1.0: Rendering of the Planned MIRO cSERT tRIAC Facility ............................................. 2
Figure 1.1 Rendering of Janus-1 Concept Vehicle on Planned Flame Trench ............................... 3
Figure 1.2 Rendering Janus-1 Concept Vehicle on Planned Flame Trench2 .................................. 3
Figure 2.0: CHROME-X Engine Assembly ................................................................................... 5
Figure 3.0: NASA Orion flight test vehicle interface van (right) ................................................. 13
Figure 3.1: NASA's Mobile Operations Facility Trailer (right) and interior test consoles (left)8 13
Figure 4.0: DARCS Data Acquisition and Power Rack ............................................................... 15
Figure 4.1: High Pressure Combustion DAQ test stations ........................................................... 17
Figure 4.2: High Pressure Combustion Rack Control-Loop (top) and time stamped wave form
data (bottom) ................................................................................................................................. 18
Figure 5.0: MICIT Interfaces with External Systems ................................................................... 21
Figure 5.1 Renderings of complete MICIT system ...................................................................... 24
Figure 5.2: Transport Trailer Attached to Tow Vehicle ............................................................... 26
Figure 5.3: Top View of Transport Trailer Layout ....................................................................... 27
Figure 5.4: Top View of 2 and 3 Rack Layouts with Interior Dimensions .................................. 27
Figure 5.5 Initial Trailer Heat Transfer Model ............................................................................. 29
Figure 5.6: LG, 4.396kW window mounted a/c for MICIT system ............................................. 32
Figure 5.7: Trailer Heat Transfer Model for case 2 ...................................................................... 33
Figure 5.8: Power Distribution Rack ............................................................................................ 35
Figure 5.9: Instrumentation Rack ................................................................................................. 35
Figure 5.10: Power Distribution Rack with Side Access Panel Removed ................................... 36
Figure 5.11: National Instruments cRIO Chassis, with Base Configuration Modules ................. 39
Figure 5.12: National Instruments cDAQ Chassis, with Base Configuration Modules ............... 41
Figure 5.13 Solenoid Interface Connection Points ....................................................................... 44
Figure 5.14 K and E-type Thermocouple Interface Panel ............................................................ 44
Figure 5.15: DB-9 Interface Panel ................................................................................................ 45
Figure 5.16: 32-Port Speakon Connector Panel ............................................................................ 45
Figure 5.17: 8-Channel BNC Connector Panel............................................................................. 45
Figure 5.18: Special Design Interface Panel ................................................................................. 46
Figure 5.19: DC Power Supply Chassis Configuration ................................................................ 47
Figure 5.20: 8VDC Power Supply ................................................................................................ 48
Figure 5.21: Omega, 24 Channel Relay Board ............................................................................. 56
Figure 7.0: DARCS Front Panel for the Center’s Bunker Facility ............................................... 66
Figure 7.1: Shows a Simple Operation Case for State Machine Configuration. .......................... 67

xii

Chapter 1: Introduction
1.1 INTRODUCTION TO CSETR AND TRIAC
The MIRO Center for Space Exploration Technology Research (cSETR) is a UTEP
research center committed to conduct research, train, and educate students in propulsion and
energy engineering. This center, formerly the Combustion and Propulsion Research Laboratory,
was formed through a cooperative agreement with the National Aeronautics and Space
Administration (NASA) and is geared primarily to conduct research in the areas of liquid
propulsion systems. The center is predominantly recognized for its work in the area of liquid
oxygen (LOX)/liquid methane (LCH4) propellant combustion.1 Some of the on-going projects
include an O2/CH4 main engine torch igniter, a LOX/CH4 5-8 lbf reaction control engine (RCE),
500 lbf thrust LOX/LCH4 rocket engine, and 2,000 lbf thrust LOX/LCH4 rocket engine.
Initially, the center’s experimental activities were conducted in two on-campus
laboratories that provided a combined 11,000ft2 of reconfigurable experimental space. These two
facilities proved to be sufficient for the safe operation of small scale propulsion hardware for
several years. Nevertheless, with the center’s rapidly expanding initiatives and the increasing
scale of the proposed research activities, safe test at the existing on-campus facilities was no
longer feasible, and a larger testing area was required.
To meet such demand, the center, through a collaborative agreement with the County of
El Paso, established the Technology Research and Innovation Acceleration Park (tRIAC) (Figure
1.0) in the area of Fabens, Texas. This off-campus facility enables the center to conduct a wide
range of propulsion and combustion testing activities at a size that was not feasible within the
pre-existing facilities.

1

(The University of Texas at El Paso Miro Center for Space Exploration and Technology Research, 2017)
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Figure1.0: Rendering of the Planned MIRO cSERT tRIAC Facility
The tRIAC facility will encompass two co-located sites, namely the Alpha and Beta sites.
The combined sites will ultimately occupy an area of approximately 13 acres and will include a
vertical rocket engine test stand fully equipped with the hardware to conduct engine testing for
the Daedalus and Janus projects, six independent test cells, for the testing of smaller scale
hardware, a data collection and control center, and a headquarters site for system integration and
test planning.
Alpha site, scheduled to be constructed first, will include three test cells and a vertical
test stand, where the engines for Janus and Daedalus projects will be tested.

The engine test

area will include a vertical thrust stand, a propellant distribution system, and flame trench for
exhaust gas deflection.

Figure 1.1 illustrates the Janus-1 concept vehicle on top of the

architectural drawing of the Alpha site test stand, flame trench.
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Figure 1.1 Rendering of Janus-1 Concept Vehicle on Planned Flame Trench2

Figure 1.2 Rendering Janus-1 Concept Vehicle on Planned Flame Trench2
The test stand area will include a structural support tower, which will be used to provide
support to test vehicle structures. Figure 1.2 shows a rending of the test stand area with a model
of the Daedalus demonstrator concept.
Furthermore, located at a distance of 1000ft from the test stand site, the tRIAC data
collection and control center will be used as the primary test control facility. This center will
enable personnel to safely carry-out remote engine testing, while providing data collection and
processing capabilities. From this location, test personnel will execute all manual and automated
test sequences and use the capability for remote monitoring of testing activities.

2 (Ponce, 2017)
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1.2 SCOPE OF THESIS
As part of the development of the tRIAC facility, and the future testing
requirements of the aforementioned testing programs, there is an inherent need for the accurate
data acquisition and control of remote experiments. The characteristic dangers of rocket engine
and large-scale combustion testing require remote operability of such systems, thereby increasing
the overall complexity of the facility design.
This thesis presents the design and development of the Modular Instrumentation and
Control Interface Trailer (MICIT), a system designed to meet the data acquisition and control
requirements for remote combustion research activities. This work will focus on the design and
integration of the various data acquisition (DAQ), control, power distribution, and network
systems to enable the operation of a wide range of testing instrumentation and system
components from a remote platform.

4

Chapter 2: Engine Testing Background
The following chapter will include an introduction to the JANUS and DAEDALUS test
programs and will elaborate on some of the test objectives and scheduled test activities at the
tRIAC facility.
2.1 JANUS AND DAEDALUS PROGRAMS AND TESTING OBJECTIVES
Two of the major, development projects that the center is undertaking are the
development of the JANUS vertical take-off and landing (VTOL) vehicle and the DAEDALUS
suborbital vehicle test bed. The JANUS VTOL vehicle is a robotic lander that will be used to
demonstrate integrated LOX/LCH4 propulsion including the CHROME-X engine-a 2000 lbf
LOX/CH4 throttle engine (Figure 2.0), the torch igniter, and 5-8lbf RCE. This project is a three
phase development process (J-1, J-2, and J-3) that will result in a fully autonomous VTOL
vehicle. Currently, the project is in the J-1 phase and work is scheduled to be completed by the
end of 2018. During this phase, the in-house designed CROME-X engine will be tested at the
tRIAC facility, to characterize and evaluate performance.

Figure 2.0: CHROME-X Engine Assembly
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On the other hand, the Daedalus project is geared towards the design of a suborbital
demonstrator vehicle to evaluate performance, restartability at altitude, and interaction of the
propulsion system under microgravity conditions.3 The main engine for the Daedalus project is
CHROME- a 500 lbf, LOX/LCH4 engine. The Daedalus project includes three phases (D-1, D-2,
and D-3) of which D-1 will include the testing, characterization, and evaluation of the CHROME
engine design. D-1 hot fire, engine testing will begin in late spring of 2018 at the tRIAC facility.
2.2 ENGINE TESTING
In order to fully measure and characterize the performance of the engines, it is necessary
to take a complete test campaign. First, both engines will carry-out a wide range of flow tests, or
cold flow tests, to evaluate individual component performance prior to engine ignition. Once, the
engines successfully perform as expected under cold-flow conditions, they will proceed to hotfire testing. The engines will be tested at various points over the range of throttle for the design,
operation time will increased until the engines demonstrate operation at thermo-equilibrium. The
standard data collected will include thrust measurements, pressure measurements along the
propellant feed system to include tank pressures, inlet pressures, and chamber static and dynamic
pressures, propellant flow rates, and temperature data.
To achieve the desired test conditions for each of the engines’ test campaigns the cSERT
developed the Ground Propellant System (GPS) (Figure 2.1). This system will include a LOX
and LCH4 delivery system from propellant tanks, equipped with independent nitrogen pressuring
systems, and delivery lines fitted with instrumentation for precise delivery control and data
logging along the length of the system. As seen from the piping and instrumentation diagram
(P&ID) in Figure 2.2, the instrumentation includes solenoid valves, motor valves, pressure
transducers, flow meters, and temperature sensors.

For safe operation of the system, test

3 (Trillo, Design of a 500lbf Liquid Oxygen and Liquid Methane Rocket Engine for Suborbital
Flight, 2016)
6

engineers will have ability to monitor the conditions at various points along the delivery system
and will control all valves along the length of the system.

Figure 2.1: Rendering of Test Stand and Ground Propellant System

Figure 2.2: Ground Propellant System P&ID
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As shown in Figure 2.3, the engine assembly will be equipped with instrumentation to
record propellant inlet conditions and engine parameters during operation. This instrumentation
will monitor key parameters in the engine to demonstrate safe operation.

Figure 2.3: Engine Assembly P&ID
As shown Figure 2.4, the engines will also be mounted on a load cell module that will
enable measurement of the engine thrust.

Figure 2.4: CHROME Engine Mounted on Load Cell Module

8

External instrumentation such as live stream video cameras, thermal imaging
instrumentation, and oxygen sensors will be used to record data. The instrumentation will enable
the successful safe operation of the facility during engine testing.

9

Chapter 3: Data Acquisition and Control System Background
Historically, when conducting rocket engine testing, one of the main contributors towards
successful testing is the ability carry-out precise test executions, monitor important parameters,
and collect exact measurements. Today, these tasks are carried out by what is typically referred
to as a measurement, control and command (MCC) system. These systems typically include
system computers, storage devices and a system interface to the test facility and engine and for
operator work at testing terminals.4
According to Kitsche, the first rocket engine test facilities ever built included piping that
would go through the control room its self. This would allow test engineers to visual inspect
instrumentation read-outs, and manually adjust pressure regulators and valve positions during
testing. 4 These type of facilities provided very limited precise control and test data was usually
filtered through a chart recording that would record the value of any electrical signals on rolls of
paper. Today, with the advancement of electronic sensors and computers, test engineers have the
ability to control test with unequivocal precision, while allowing for rapid electronic data
collection and storage, the likes of which was not possible during the early rocket engine tests.
3.1 ENGINE CONTROL PROGRAMS:
Around the 1970’s, test facilities began to implement computers for the monitoring and
control of test facility hardware. By the 1980’s most control rooms included main frame control
computers.5

These computers allowed for increased data collection and processing during

testing; they also revolutionized testing control by introducing test automation, more commonly
referred to as test sequences. Test sequences typically include a series of commands which are
conducted sequentially to operate and control a test. These sequences can often times include a
large number of sub-sequences that will carry-out very specific tasks aimed at contributing
towards the overall test.
4 (Kitsche, 2010, p. 46)
5 (Kitsche, 2010, p. 49)
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Typically, the electrical activation of engine and system valves originates at the MCC. In
addition, the electrical signal for engine igniters/initiators and hydraulic controls for maneuvers
such as thrust vectoring also originate from the MCC. These are sent out through the automated
test sequence as a series of commands that corresponds to the outlined test procedure for engine
system operation. This is most typically achieved by combining a digital output system which
can send a digital signal that corresponds to a component state (on/off), and electrical relays that
acts as a power switches between the facility power and the component.
3.2 DATA ACQUISITION:
Data acquisition (DAQ) is the process of measuring physical phenomenon such as
temperature and pressure with a computer. A DAQ system consists of an array of sensors, DAQ
measurement hardware, and a computer with programmable software.6 (National Instruments,
2017) Most conventional instrumentation transmits signals in the form of analog signals or
voltage outputs. These signals are transmitted to a signal conditioning system, usually a part of
the MCC system, where the incoming signal is amplified and forwarded to an analog to digital
signal converter. Often times included with the signal converter system are the instrumentation
power supplies, which will supply the required power for the instrument to function properly.
The signal converter will then convert the received voltage or analog signal to a digital value that
can be internally stored in a computer. Through the use of software the system can then convert
the digital voltage value to a physical measurement corresponding to the specific instrumentation
type (i.e. pressure or temperature values).7 To accurately convert the digital signal to a physical
measurement the use of instrumentation calibration data is required. This information is typically
provided by the manufacture in the certificate of calibration, where the user will find the signal
to measurement correlations, any correction factors to account for fluid types, and the standard
error of measurement that is specific to that instrument. This information can then be programed

6 (National Instruments, 2017)
7 (Kitsche, 2010, p. 54)
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within the software to improve the overall measure accuracy. Additionally, the facility will often
times conduct instrument calibrations to verify that all instruments are operational and show no
significant deviation outside of their normal operating ranges.
3.3 FACILITY SAFETY FEATURES
Another feature of modern MCC systems is the ability program safety features than can
automatically monitor system parameters and abort a test operation if the system detects a
measurement outside the nominal range. These automatic abort parameters, often referred to as
system red-lines, utilize facility instrumentation to monitor the state of the test set-up for any
conditions that may indicate emanate system failure. These can include, but are not limited to,
temperature data to initiate a shut-off sequence if the temperature for a piece of hardware is near
that of material failure; pressure red-lines that can detect delivery line-over pressurization and
can initiate a purge sequence before a system component fails; and dynamic pressure data that
can abort a test if they detect the onset of combustion instabilities which may lead to catastrophic
failure. This network of automated red-lines can greatly reduce the risks associated with engine
testing and can further increase the overall system’s fidelity. In addition, facilities can also
include hardware-based safety features, such as emergency shut-off buttons and power kill
switches that can act as secondary abort sequence initiators in the event that the automated
software does not detect an error.
3.3 TRANSPORT SYSTEMS
While some facilities have the capability to hard-wire all MCC instrumentation between
the control room and the test site, the capability to make a system transportable is sometimes
desirable. This is true for multi-use systems that may need to be moved to interface with multiple
facilities or test sites to provide MCC capabilities. One such example is the NASA Orion flight
test vehicle interface van shown in figure 3.1.

12

Figure 3.0: NASA Orion flight test vehicle interface van (right)8
The vehicle interface van was used in 2010 to conduct launch abort system flight tests at
U.S. Army's White Sands Missile Range (WSMR) in New Mexico. This vehicle transported the
interface electronics that connected directly to the Orion capsule during testing, while allowing
for the flexibility of system transport to the actual test pad8. In a similar manner, the NASA’s
Mobile Operations Facility, shown in Figure 3.2, was used to monitor test at the test pad. This
transportable operations center hosted 14 console positions from which engineers where able to
launch the system’s test sequence and conduct on-site monitoring of the test. 8

Figure 3.1: NASA's Mobile Operations Facility Trailer (right) and interior test consoles (left)8

8 (Kauderer, 2010)
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Chapter 4: Previous Systems and Lessons Learned
4.1 DEVELOPMENT OF THE BUNKER FACILITY DARCS
In 2012, the Center for Space Exploration and Technology Research initiated the
development of the bunker facilities within the Goddard Laboratory for the purposes of
advancement in the university’s propulsion research. Unlike the large scale capabilities of the
tRIAC complex, this facility was designed to conduct small scale LOX/LCH4 testing of
spacecraft system components. Some of the legacy components tested within this facility
includes various injector designs, igniters, and reaction control thrusters. Similar to the tRIAC
facility, there was a requirement to achieve remote operation of the system, while simultaneously
allowing for the capability of data transfer. To meet these system requirements the center
developed the Data Acquisition and Remote Control System (DARCS).
According to the original developing team, “The objective of the DARCS was to serve
as a modular control and data acquisition system to accommodate all the experiments testing
cryogenics and combustion”9. The system would be required to include inter-operability
between various propulsion experiments in an autonomous and controlled manner from the
adjacent control room. The DARCS system also served as a power distribution unit, which
included an emergency power supply, two small DC power supplies, and an interface with the
facilities main power.
The DARCS system also included recording capabilities, which could record the data
from the various types of instrumentation, to include pressure transducers, temperature sensors,
flow meters, and could control valves and other electronic hardware. Additionally, the system
included integrated safety capabilities, which enabled both the user and system to initiate
emergency abort sequences when an experiment presented hazardous conditions.

9 (Betancourt-Roque, 2012)
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Figure 4.0: DARCS Data Acquisition and Power Rack10
The DARCS design ultimately consisted of a two patch panel system that was hard wired
between the two adjacent rooms. The panel within the control room illustrated in Figure 4.1 was
designed to house individual relays, which would be controlled through PCI cards to open and
close system valves. Additionally, this panel managed the power distribution through two
external DC power supplies and routed facility power to provide AC power to facility
components. The panel inside the bunker was merely for the purpose of interfacing the
components to designated channels. Also, due to the relatively small distance (<30 feet) between
instruments in the bunker and the control room data acquisition systems, all of the
instrumentation wire was harnessed and routed directly to the data acquisition systems inside the
control room for signal processing.
Although this system proved to be a reliable solution, during the early years of the
facility, it did demonstrate some short-comings. First, since the power system was permanently
hardwired into the facility, future projects were limited to the small number of power interface
channels that were built into the existing patch panel. Second, adding new instrumentation to the
10 (Betancourt-Roque, 2012)
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system required new, individual sections of wire that would then be routed through the bunker
walls to the control room. This mode of operation limited the facility operators to the small
number of pre-existing instrumentation or the incurred challenge of adding additional
instrumentation through the bunker walls. The DARCS data acquisition system was also
designed with limited scalability. This meant that if test instrumentation requirements exceeded
that of the facility’s capabilities than an entirely new system would have to be purchased to
accommodate the additional instrumentation. Also, since the system used a PCI card-based data
acquisition system, the facility was limited to the number of PCI card slots available on the main
computer; because of this, only a total of 8 data acquisition PCI cards could be used at one time
and any further expansion would also require an additional computer. Therefore, while the
DARCS system worked very well for initial projects, as the test campaigns grew in complexity,
it became increasingly difficult and costly to scale the system to meet the additional hardware
requirements.
Despite some of the downfalls of this system there were several design solutions that
were implemented to the MICIT system. Namely the inclusion of an uninterruptable power
supply and the use of system redline programing.
4.2 DEVELOPMENT OF THE HIGH PRESSURE COMBUSTION PROGRAM DAQ SYSTEM
Prior to implementing the design of the MICIT data acquisition and control system for
the test stand, a test system was designed and implemented for the High Pressure Combustion
test program. The design of the system was meant to operate the High Pressure Combustor while
providing a smaller scale version of the test stand DAQ system to demonstrate and validate
integrated data acquisition and control capabilities.
The design of the High Pressure Combustion test program system consisted of two test
stations that included both, data acquisition and control capabilities. One rack included an
integrated emergency power source, a power distribution system for both AC and DC power,

16

relay control, an array of National Instruments data acquisition chassis and control instruments,
and an interface panel. This design is shown in Figure 4.2.

Figure 4.1: High Pressure Combustion DAQ test stations
One of the major system subsystem that was to be tested, was the fiber optic
communications network for command and data transfer. This was achieved by utilizing
Ethernet enabled data acquisition components that could interface with a network switch. Then
using utilizing a local network the data and commands could be transferred from the test area to
the control center. The system proved to be able to conduct remote testing by communicating
through a 1100 foot section of double pair fiber optic wire, with an average response loopresponse time of approximately 100ms. The one way response time would be half of this
response time, or about 50ms from the time the signal is sent to the time it is received at the
relay. Figure 4.3, shows the control loop (top) and actual data collected during testing that shows
the signal waveform timing data.
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Figure 4.2: High Pressure Combustion Rack Control-Loop (top) and time stamped wave form
data (bottom)
It should also be noted that this response time only corresponds to the time required for a
command signal to be sent out to a relay and a confirmation signal to return to the computer for
data logging. This does not take into consideration the valve response time, as the response time
for valves will vary by valve type, manufacture, and size. The valve response time should be
included to the overall system response time once the facility is built.
Furthermore, this data was recorded while conducting a test that also included the
simultaneous operation of 10 other valves, as well as the data logging of over 50 pieces of
instrumentation. Therefore, it can be safely assumed that this response time will likely
correspond to response times that will be seen when using the MICIT system during actual tests.
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These response times should be validated once the system is built and interfaced with a test setup.
An additional aspect that was observed was the data transfer capabilities of the system.
The data communication network operates on two, independent 2.5Gbps transceivers. For a
typical 30 second test, with instrumentation recording at an average of 500Hz, a data file size of
approximately 27MB was produced. This is largely negligible when compared to the available
5000MB per second of data transfer capability for the local area network. While this High
Pressure Combustor operated at relatively low recording frequencies it does offer some insight as
to the system’s data handling capabilities. In all, due to the demonstrated performance of this
system similar hardware and instrumentation will be incorporated to the MICIT system design.
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Chapter 5: Design of Modular Instrumentation and Control Interface Trailer
The purpose of the Modular Instrumentation and Control Interface Trailer (MICIT) is to
provide data acquisition and control capabilities for engines testing at the tRIAC facility. The
development of the Modular Instrumentation and Control Interface Trailer (MICIT) incorporates
safety considerations, maximizes user control and data acquisition capabilities, and includes
designed modularity for increased scalability of the system towards future projects. The
following sections will describe the system design and capabilities, as well as the methodologies
and selection criteria employed to design and select sub-system components.

5.1 SYSTEM DESIGN REQUIREMENTS
In order to develop the design requirements for this system, it was first necessary to
define the operational use of the MICIT system, as well as the potential interfaces with other
external systems within the tRIAC facility.
The intended system is to provide data acquisition and control capabilities for the
center’s tRIAC facility. Due to the safety, stand-off distance between the control room and the
test stand, it is necessary design a system which can act as an intermediate hub that can collect
commands from the data center and relay them to the test stand hardware. The intended system
will also include data collection capabilities that will enable data transmit to the control room for
test monitoring. Therefore, the system will serve as a powering and data collection interface hub
for all test stand instrumentation and hardware, while serving as a command transfer and data
relay station, to the control center. Figure 5.0 shows the intended system’s external interfaces
with other facility systems and describes their intended interface relation.
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Figure 5.0: MICIT Interfaces with External Systems
From this information it is then possible to define the systems design requirements. The
design requirements for the development of the MICIT system are categorized into three
requirement categories, namely system operation, safety, and integration.

System Level Operational Requirements:
1. The system must be able to communicate data and operational commands
between the tRIAC test stand and the tRIAC control room or the HQ site (distance
~1000ft).
2. The system must be self-enclosed and fully transportable within the facility
through the use of a small pick-up truck or a van.
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3. The system must be able to operate in an outdoor environment during testing
activities.
4. The system must be able to power and operate all ground propellant system
valves, hardware, and test instrumentation. Minimum instrumentation quantities
for testing are listed in Table 5.1.
Table 5.1: Minimum Instrumentation Requirements for Engine Testing
Hardware/ Instrumentation

Quantity

Thermocouples E-Type

32

Thermocouples K-Type

32

Solenoid Valves

15

Motor Valves

2

Igniter Spark Plugs

1

Pressure Transducers

10

w/ Amplifier
Dynamic PT w/ Amplifier

2

Flow Meters

2

Load Cell w/ Amplifier

5

Relay Cards

2

Indicator Lights

3

Buzzer System

1

5. The system will allow a user to operate test instrumentation and hardware either
locally and remotely, depending on the user’s test objectives.
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System Level Safety Requirements:
1. Users shall not be able to operate the MICIT system from the test site and from
the control center at the same time. This prevents accidental testing while
personnel are working within the immediate test area.
2. The MICIT system shall include visual and auditory warning indicators which
will serve to alert on-site personnel to testing activities and increase operational
safety.
3. The system shall include software and hardware based emergency shut off
options.
4. The system shall include an array of similar and dissimilar redundancies to
increase the overall robustness of the system.
System Integration Requirements:
1. The system must allow for hardware and instrumentation additions to meet
increased number of instrumentation requirements of projected testing activities.
2. The system must serve as an electrical interface for all hardware at the test stand
and as a minimum shall be able to accommodate the instrumentation required for
engine testing, as outlined in Table 5.1
5.2 INTRODUCTION TO DESIGN
To meet all of the previously mentioned requirements, the Modular Instrumentation and
Control Interface Trailer consist of a series of sub-systems, which include a set of custom
designed data acquisition and control racks, a power distribution system, a communications
network, and a transport trailer. Combined, these sub-systems form a transportable, modular data
acquisition and control system that can be used for remote engine testing at the tRIAC facility.
The system transport trailer makes the MICIT fully mobile, and gives the system the
capability to operate anywhere within the tRIAC facility, within a 1100ft radius. This trailer can
operate as a local control room, and is retrofitted with safety indicator and warning components
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which can help increase on-site safety. On-board the trailer are two interconnected racks that
house the power distribution hardware, data acquisition systems, the network communication
equipment, instrumentation interface panels, control relays, and an on-board, emergency,
uninterruptable power supply. Figure 5.1 shows a rendering of the fully integrated design.

Figure 5.1 Renderings of complete MICIT system

5.3 TRANSPORTATION TRAILER
One of the requirements for the data acquisition system to be effectively used within the
tRIAC facility is for the system to be fully transportable and self-contained. In order to satisfy
this requirement the data acquisition, control, and communication systems are housed inside an
enclosed 14ft x 7ft x 7ft trailer. This trailer is to serve as the primary system enclosure during,
and will allow for system transportability within the tRIAC facility grounds.
The trailer was selected based on the following criteria. First, the trailer dimensions had
to be within several size limitations. Once on site, the trailer will need to be stored inside tRIAC
headquarters building when not in use and must therefore not exceed a height of 12feet in order
to fit through the main headquarters door. The interior of the trailer shall have a height of at least
6 feet, to enable personnel within the trailer to stand comfortably when working inside. The
trailer must also include sufficient interior space to house two instrumentation racks, with
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additional space for expansion to a third rack (See Figure 5.4), and must also include a working
area for local system operation and integration (approximately 4ft by x 4 ft working area).
Additionally, the trailer shall have the capacity to tow up to 2000lbs of cargo and shall have the
ability to operate on unimproved dirt roads.
The selected trailer is a 14ft long x 7ft wide Interstate Inc. Loadrunner, dual-axel trailer,
with a spring-assisted ramp style main door. This type of trailer was selected not only because it
met the outlined trailer requirements, but also because it closely emulated the previously
discussed Orion vehicle interface van. The trailer includes 3/8” aluminum wrapped plywood
walls, ¾” exterior grade plywood floors, with a stainless steel undercarriage frame. The trailer
has a rated cargo capacity of up 3,000 lbs. and includes a hitch jack along with two additional,
rear stabilizer jacks for added stability, while stationary. Appendix E and F show the dimensions
of the trailer and air conditioner placement.
The empty weight of the trailer is 2100 lbs, therefore a fully loaded trailer will have a
total weight of approximately 5100lbs. This weight should be used as a minimum towing
capacity when selecting a towing vehicle.

Furthermore, the two equipped rack will have an

approximate weight of 395lbs each, or 790lbs total, in addition, the air conditioning unit has a
weight of 110lbs, and the fiber optic spool has a weight of 95lbs. Combined the total cargo will
be approximately 995lbs, or about a third of the total cargo capacity.
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Figure 5.2: Transport Trailer Attached to Tow Vehicle
The instrumentation racks will be bolt mounted to the interior of the trailer directly
above the axels to provide maximum stability during use. Additionally, the space created to the
front of the trailer will serve as a local control room where users can interface with
instrumentation while conducting on-site test facility validation checks. The trailer is also
equipped with a 32” wide, side access door, which will serve as the primary entry door for
personnel, while locally operating the system. To the rear of the racks is an integration space that
will serve as the working area for test engineers to interface equipment to the instrumentation
racks. The ramp-style door will allow for direct access to the instrumentation interface panels,
allowing for increased accessibility of personnel and instrumentation wire during testing.
Furthermore, to facilitate the deployment and recovery of the fiber optic spool over the 1100ft
length, a custom reel assembly was installed to the rear of the trailer. Figure 5.3 shows a top
view of the trailer layout and Figure 5.4 shows a top view of the trailer with interior dimensions
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Figure 5.3: Top View of Transport Trailer Layout

Figure 5.4: Top View of 2 and 3 Rack Layouts with Interior Dimensions
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Furthermore, the trailer was modified to include interior lighting for illumination of the
working and integration spaces; as well as exterior, adjustable flood lighting for local area
illumination of the test stand during ground operations. The transport trailer was also modified to
include a set of 5.5” diameter by 7” tall, exterior indicator lights (Green, Amber, Red) and a
buzzer system audible at 80 decibels at 100ft. These indicator components were interfaced
directly with the instrumentations racks, and can therefore be controlled remotely from the data
center. The indicator lights and buzzer system are ultimately meant to be implemented in the
facility’s operational procedures as a local warning system, which can be used to complement
facility risk reduction control measures.

5.3.1 Air Conditioning Unit Sizing
One of the primary concerns of operating the trailer outdoors is the risk of
instrumentation overheating and the heat hazards that personnel working within the trailer might
be exposed to. Therefore, it will be necessary to modify the trailer to include an air conditioning
unit, which can maintain the interior temperature of the trailer to that of a safe level for both
instrumentation and personnel. To properly size the a/c unit two heat transfer analyses were
carried out. The first was geared towards finding the minimum heat that must be removed from
the trailer to maintain a constant interior temperature; this would give a minimum a/c unit size
that could be used. The second was conducted after the a/c unit was selected to determine the
change of temperature

of the inside of the trailer when compared to the external

temperature.
For the first analysis, a worst case scenario of power consumption and external
temperature was assumed. Figure 5.5 shows a system model with the included assumptions for
this analysis.

28

Figure 5.5 Initial Trailer Heat Transfer Model
For this case, it was assumed that the trailer would be operating outdoors during a hot
summer day, with an assumed exterior temperature of 37.8°C (100°F). To select a maximum
interior temperature, the system components were compared and it was determined that the
lowest, maximum operating temperature was that of the network switch at 40°C (104°F),
however for personnel working inside the trailer a temperature over 32.2°C (90°F) would be
unsafe.
For this analysis it was assumed that all internal instrumentation is powered at the same
time. Then using the power consumption of the system, as found Appendix A, it was possible to
designate the respective heat addition to the trailer due to the electrical power input. The PassThru Electrical Power represents power that is interfaced through the trailer, but will power a
load that is external to the trailer. Such is the case for the operation of the 30 solenoid valves,
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where the trailer will only serve as an interface point and the majority of the heat dissipation will
occur at the point of maximum resistance or the valve. For this reason it was assumed that only
5% of the pass-thru power would be converted to a trailer space heat addition or 180W.
On the other, hand the electrical input of 1789W is electric power that is supplied to the
internal rack hardware and power supplies. However, it cannot be assumed that 100% of this
power will be converted to heat, since the power supplies will ultimately power hardware that is
external to the trailer where most of the heat dissipation will occur. For this reason it is necessary
to consider the conversion efficiency of power supplies or the net power input to provide a net
power output at the specified voltage. This is best shown through equation (1).
̇

(1)
̇

For the purpose of the heat transfer analysis, however, it is more useful to consider the
percentage of waste power, or power that is converted to heat inside the trailer. This can be
described through equation (2).
̇

̇

̇

(2)

̇

From these equations Table 5.2 was generated for each of the powered components supplies.
Table 5.2: System Heat Addition from Power Input
Hardware

12VDC Power Supply

Power
Input

Percentage Converted

180W

45%

Heat Addition

to Heat
81W

(TDK-Lambda, FPS100012)
24VDC Power Supply

684W

50%

(TDK-Lambda,
FPS100024/S),
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**

342W

8 VDC Power Supply

15.6W

59%

9.2W

21.6 W

100%

21.6W

Dynamic PT Amplifier

84W

100%

84W

32x Static PT Amplifiers

384W

100%

12W

5x Load Cell Amplifiers

60W

100%

60W

Rack Fans

360W

100%

360W

1789.2W

CORRECTED TOTAL:

969.8W

(Acopian, A8MT500)
Network Switch

NET TOTAL:

**Actual percent converted to heat is 38%, however 20% of the load remains inside the trailer.
Therefore the value is corrected to include an addition 12% of corresponding head addition to the
trailer.
Finally, the heat conduction across the trailer walls was calculated using the standard
conduction equation (3).
̇

(3)

Where A is the surface area of the four trailer walls and roof, equal to 34.8m2(the surface area of
the trailer floor was not considered since the undercarriage is coated in a polyurethane weather
protective coating that would greatly minimize heat transfer across this boundary), k is the
thermal conductivity of the trailer plywood walls (0.12

), and t is the wall thickness is

10.04mm.11 Solving equation (3), once finds that the heat transferred from the environment to
the interior of the trailer is ̇

= 2248.6W. Finally, by summing all of the heat inputs one

determines that the total heat transferred to the trailer’s interior space, for the aforementioned
conditions, is 3398.4W. This value then becomes a critical selection criterion as it corresponds to
the minimum heat removal capacity that the selected air conditioner must be able to support.
The selected air conditioner unit is an LG 4.396 kW (15,000 BTU/Hr), 115-Volt, window
air conditioner (LG, LW1516ER, Figure 5.6).
11Values taken from (Cengel & Ghajar, 2007)
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Figure 5.6: LG, 4.396kW window mounted a/c for MICIT system
A window mounted air conditioner was selected to facilitate installation onto the trailer front
panel wall, while allowing for ease of access from the interior to power on/off the unit. The
unit’s heat removal capacity is a little over 120% of the total heat input for the assumptions in the
previously mentioned heat analysis case. It is also noteworthy to mention that this air
conditioner’s heat removal capacity is generally considered the upper limit for a 120VAC
powered unit and selecting a unit with a higher cooling capacity would require selecting a unit in
the 230VAC power class. This was undesirable since the test stand facility power will not
include 230VAC outlets and adding a transformer dedicated for the a/c unit only would be
impractical.
Once the air conditioner selection was made, it was necessary to determine the net
change of temperature

of the inside of the trailer when compared to the external

temperature, for a fully powered system with the air conditioner unit installed. Figure 5.7 shows
the heat transfer assumptions for this heat transfer analysis case. For this case it is assumed that
all of the systems are powered, with the same power inputs as seen in the previous case, the air
conditioner is operating at max capacity, and the exterior and interior temperatures are unknown.
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Figure 5.7: Trailer Heat Transfer Model for case 2
Through the energy balance equation, as shown below, it is possible to solve for the steadystate ̇

equal to 3246.2W.
∑ ̇

̇

̇

̇

(

)

̇
Then, using equation (3) and the trailer wall characteristics, it is possible to determine the ΔT
corresponding to this conductive heat transfer, where ΔT is determined to be 7.8°C (14°F).
̇
̇
From this analysis it can be said that the temperature of the trailer is expected to be
approximately 14°F cooler that the external temperature for steady-state conditions, with a fully
powered system, and the air conditioner on. This would indicate that the maximum outdoors
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temperature that the system could operate in, with personnel working inside the trailer would be,
104°F.
As, an added risk reduction measure it is recommended that the trailer’s interior space be
fitted with a temperature probe that can be monitor from the control room. Moreover, a similar
heat transfer analysis should be carried out when additional instrumentation is installed within
the trailer. Furthermore, future modifications to the trailer may include Kevlar lining the interior
of the trailer to protect instrumentation and personnel when conducting local area testing. This
added thermal resistance would significantly change the values found in this work and a more
detailed heat analyses should be conducted.
5.4 INSTRUMENTATION RACKS
Similar to the High Pressure Combustor DAQ system, the MICIT design includes the use
of server-style racks to store power distribution hardware, signal acquisition instrumentation,
network communication equipment, instrumentation interface panels, control relays, and an onboard, emergency, uninterruptable power supply.
The selected racks are standard 40U and 45U racks equipped with internal roof-mounted
fan clusters for air recirculation and heat dissipation. The power racks were selected to allow for
maximum modularity, while providing a robust encasing for all on-board instrumentation. Figure
5.8 and Figure 5.9 show the power distribution rack and the instrumentation rack, respectively.
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Figure 5.8: Power Distribution Rack

Figure 5.9: Instrumentation Rack
One lesson that was learned from the previous system was that the power and data
acquisition elements should be stored in separate enclosures. The HPC test station integrated
power distribution and data collection instrumentation within a single rack. This design layout
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can ultimately prove to be problematic as high power noise can ultimately interfere with the
sensitive data acquisition instrumentation, thereby leading to incorrect measurements. Although
this behavior was not exhibited with the HPC test station, this issue may become pronounced as
the system expands to meet larger instrumentation requirements. Therefore, as a precautionary
measure the system design of the MICIT includes a two-rack design. One rack includes the
power distribution units, control hardware, solenoid valve interface panels, motor valve control
panel, instrumentation amplifiers, and the uninterruptible power supply. The second rack
includes the communication hardware, data acquisition hardware, network communication
equipment, and all instrumentation interface panels. This separation of elements will ultimately
allow for ease of system expansion without the risk of introducing noise to the acquired signals.
In addition, the isolation of all power systems within a single rack will decrease the possibility of
accidental shock when interfacing instruments with the data acquisition rack or conducting
system maintenance. As a precautionary measure, the power distribution rack is also equipped
with front and rear protective doors to prevent accidental contact with energized interface
connections, which may lead to injury resulting from electric shock. (Figure 5.10)

Figure 5.10: Power Distribution Rack with Side Access Panel Removed
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5.5 DATA ACQUISITION
Perhaps the most important set of components within the MICIT design are the data
acquisition and control components. These components will allow for the acquisition, transfer,
and logging of various types of instrumentation signals and allow for the output of system
commands as dictated by the end-user. First, in order to develop a data acquisition system which
would have increased flexibility and scalability, the design includes a modular instrumentation
system that is composed of two 8-slot chassis, within interchangeable module slots. These
chassis include a National Instruments Compact RIO (model NI cRIO-9066) and a National
Instruments Compact DAQ (NI 9189), fitted with individual application modules. Table 5.3
summarizes the total data acquisition capabilities that will be pre-wired for the systems base
configuration.
Table 5.3: Data Acquisition and Control Capabilities Summary
Intended Purpose

Number of
Available
Channels

Maximum Sampling
Frequency

Temperature Signal
Acquisition (All Types)

64

(per channel)
68 Hz

Analog Signal Acquisition
(+/- 10V)

48

250 kHz

Relay Operation Digital
Output Signal (+/- 5V)

96

142.8 kHz

Signal Generation (+/- 10V)

4

(Rate of signal emission)
100kHz
(Rate of signal emission)

(100Hz-100kHz)
Frequency Counting

8

1MHz

RS-232 Serial Communication

4

1000 kbaud
(Max Baud rate)

These sampling frequencies are a property of the maximum capabilities of the module
only. The processing speed of the cRIO and cDAQ are much higher, at 667 MHz and 80 MHz
respectively, and will therefore not limit the sampling frequency of the individual modules. It
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should be noted that these frequencies represent the maximum sampling rate of each module per
channel and recording all channels at the maximum frequency will create excessive amounts of
data and will lead to reduced system speed. Therefore, as a rule of thumb, the sampling rate of
each module should be customized to be the minimum acceptable sampling rate for each type of
instrumentation. These sampling rates should ultimately be defined by the test engineer and set
for each type of instrument through LabView programing. Recording the minimum amount of
data will streamline data acquisition speeds and will save time when post processing test data by
eliminating unnecessary data.

One of the main advantages of using modules for the data acquisition and control system
is that it enables that user to customize the system to meet the specified instrumentation
requirements of each individual test. Table 5.3 represents the amount of inputs that the system
will be wired to receive in its base configuration, if one requires additional channels of a certain
type then additional hardware is required. For this modules can be added or replaced to further
customize the system and additional cDAQ chassis can be installed to increase the total number
of modules for the system. This will ensure that the system is able to be scaled to meet the
requirements test programs for years to come.
5.5.1 Compact RIO Data Acquisition System
The Compact RIO is an 8-slot, Ethernet enabled, chassis with an embedded, real-time,
reconfigurable Field Programmable Gate Array (FPGA) controller. The onboard controller hosts
a 667 MHz Dual-Core CPU, 256 MB DRAM, 512 MB storage, and Zynq-7020 FPGA. This
powerful onboard controller makes the cRIO‑9066 chassis ideal for the advanced control and
monitoring applications required to execute test sequences and conduct real-time system
monitoring; for this reason all control and system monitoring instrumentation modules must be
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directly interfaced with the cRIO chassis. Figure 5.11, demonstrates the cRIO chassis fitted with
the selected instrumentation modules. 12

Figure 5.11: National Instruments cRIO Chassis, with Base Configuration Modules
The cRIO’s module configuration includes (from left to right), a 4 Switch Input Module
(NI 9344), 3-32 channel Digital Input/Output Modules (NI 9403), a 4-channel Voltage output
Module (NI 9269), a 4-channel serial communications module (NI 9870), a 16 channel
thermocouple module (NI 9214), and a 16 channel voltage input module (NI9205).
The 4 channel switch input module is used as a system arming switch. Using this module
the system has been programed to recognized switch position as an arming switch. When the
system is being operated locally the module will be in the off position, this will automatically
block system usage from the data center. When all personnel are ready to clear the test stand area
the module can be turned on and the system is now accessible remotely for operation of the test
stand. This programmed control prevents dual-user operation, which means that while personnel
are operating on-site, the system cannot be accidentally operated remotely.
The input/output modules (NI 9403) are capable of transmitting 5 volt signals at a
maximum frequency of 142.8 kHz. These signals are directly interfaced to the relay control
cards, and will be used as the control signal for opening and closing relays. This will be
discussed further in Section 5.8.
12 (Compact RIO Controller and Capabilities , 2017)
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The 4-channel voltage output module (NI 9269) is cable of outputting a 10V signal at a
maximum frequency of 100kHz. This signal will be used to generate the 100 to 500Hz, 10V
pulse signal that is used to control the arc rate of the igniter spark plugs. The 4 channel serial
communication module (NI 9870) has four RS232 serial connections that can be access through
the cRIO’s FPGA to communicate with serial devices. The module has a maximum baud rate of
921.6 kbit/s per port and can communicate 2 Mbit/s of data between the interfaced device and
the CompactRIO. This module will be used to communicate and send commands to the motor
valve controller.
Finally, the 16 channel thermocouple and 16 channel voltage measurement modules,
capable of a recording at a frequency of 60Hz/channel and 250kHz/channel respectively, will
serve as the primary system redlining signal inputs. These modules are reserved for critical
instrumentation that will be used to detect rapid response redlining measurements. Although
other redlining instrumentation can be connected to the cDAQ modules, the cRIO redline
modules have the added advantage of having a local processing FPGA that can quickly detect the
preprogramed redline values and initiate an abort sequence without having to process the
measurement at the controlling computer first. This will ultimately decrease the response time of
the system in initiating an emergency response sequence in the event that a redline threshold is
surpassed.
5.5.2 Compact DAQ Data Acquisition System
As previously mentioned, the system also includes an 8-slot Compact DAQ (NI 9189)
chassis. This chassis is primarily focused on the acquisition of various instrumentation signals
and houses three additional Temperature Input Modules (NI 9214), three Voltage Input Modules
(NI9205), and one Counter Module (NI 9361), show on Figure 5.12.
The thermocouple modules are able to record temperatures measurements from K,E,
T,J,N,B,R, and S type thermocouples. These modules have a built in auto-zero channel that will
record the local temperature for cold-junction temperature compensation.
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The voltage input modules (NI9205) is capable of receiving signals in the +/-10V range
at a sampling rate of 250kHZ per channel. These capabilities make this module ideal for
receiving pressure sensor, load cell, flow meter, and accelerometer data. These modules are also
customizable to receive either single-ended or differential type signals. The final module is an 8
channel, 0 to 5V differential or 0-24V single ended, input counter module (NI9361). This
module is capable of counting pulse signals up-to the 1MHz range and is ideal for use in turbine
flow meters and other high signal frequency output applications.

Figure 5.12: National Instruments cDAQ Chassis, with Base Configuration Modules
5.5.3 Reconfiguring the DAQ System
As previously mentioned the above stated capabilities are those which can be found in the
system’s current configuration. This system is however designed to be modular and can be
reconfigured to meet the requirements of any project. When reconfiguring the system there are
several general guidelines that should be followed. First, modules that are used for control such
as digital output or serial communication modules, and/or are used for rapid red-line response,
should be connected to the cRIO. This allows for the user to effectively use the cRIOs
capabilities of state machine programing architecture. Modules the only module that should not
be removed under any circumstances is the input switch module, as it acts as a system arm
switch. The cDAQ, on the other hand, should be reserved only for data acquisition tasks, such as
temperature and voltage measurements.
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Second, the cRIO is compatible with all National Instruments modules, but the cDAQ is
not. Some highly specialized modules designed for use with a cRIO are not compatible with a
cDAQ chassis. Special care should be taken not to intermix modules intended for the cRIO with
that of the cDAQ. The manufacture will usually identify modules that are only compatible for a
certain platform, but it is still highly recommended that the user check with a National
Instruments technical support for any specific compatibility issues.
Third, users should attempt to limit module selection to be the same as those that are
already in use. National Instruments offers various grades of modules that will accomplish the
same task; these different grades will vary in accuracy and sampling speed. If at all possible the
use should use the same grade for all similar tasks (i.e. for voltage measurement applications use
only NI9205 Modules). This will facilitate LabView module interface as the amount of available
sample collection clocks is limited and devices recording at different sampling rates that those
already in use will require an additional counter. If, however, the user needs to select a module
that is outside those already in use to meet a specific data collection requirement of a project,
then the user should attempt to use a uniform sampling frequency to limit the amount of counters
that are dedicated to this task. Finally, if this is not possible an a highly specialized sampling
frequency is required then a clock module will also need to be installed to give the chassis
additional sampling capabilities. If a third chassis is required to expand the number of slots
available, the user should purchase a cDAQ and not a cRIO. This will simplify integration into
LabView as it limits complexity when selecting a master device in state machine programing.
To change or connect a new module the user simply needs to install the module into the
available slot. The chassis will automatically detect the new module, which should appear on the
user interface NI Max under available devices. If the module is not detected, restart the program
to see the new module. Then the user can add an interface panel and wire the channels to their
respective interface connection. All modules include a connection diagram that will designate the
channel numbering convention and will identify different wiring conventions for using the
module for different applications (i.e. a voltage measurement has both a single-ended wiring
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convention and a differential convention). For this refer to the module manual or see the wiring
convention by using NI Max and selecting “connection diagram”. These channel numbers will
correspond to the channel numbering convention that will be used to program a new channel into
the LabView program.
The chassis will automatically designate each module a device name (i.e. Module in Slot
1 is device-1 or DEV-1) and the channel numbering convention will be as designated by the
module. When adding a new module, the chassis may reassign or change device names which
can result in a shift of all device name (i.e. Device-1 becomes Device-2). When this occurs the
user must change the device names to their corresponding name within the LabView program. If
this is not done attempting to run the LabView program will result in an error indicating that a
device cannot be found.

5.6 INSTRUMENTATION INTERFACE PANELS
One legacy item that was first used in for the HPC DAQ test station racks and will be
included for this design is the use of instrumentation interface panels. These panels allow for
increased instrumentation interchangeability to meet the specific instrumentation requirements of
evolving testing campaigns. All instrumentation wiring is internally routed through the rack and
interfaced within the appropriate sensing module. This allows the user to simply connect
additional instrumentation to the panel for added sensing capabilities.
First, the solenoid valves include four standard 16-channel female banana plugs style
interface panels. Internally each of these panels is interfaced with the 120VAC power and the
corresponding relay on the relay board. These channels should be limited to 1A devices, unless
an in-depth electrical analysis is conducted, that will demonstrate that all components can be
powered safely.

The absolute maximum current limit is 5A as this is the corresponding

maximum limit to the relays, exceeding this current limit will damage the relay board.
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While these channels are connected to a normally open circuit, it is important not to touch
the banana plugs or connect/disconnect components while the system is powered. For added
protection these interface points are covered by a rack door when not in use, to avoid accidental
contact with the banana plugs. Figure 5.13 shows the solenoid panels.

Figure 5.13 Solenoid Interface Connection Points
Next, the thermocouples are connected to corresponding 32-port, miniature K and E type
connector panels, shown in Figure 5.14. These panels are connected directly to the temperature
sensing modules on the cRIO and cDAQ. It is important to note that these panels are
thermocouple type sensitive, therefore only the respective thermocouple type should be connect
to these ports.

Figure 5.14 K and E-type Thermocouple Interface Panel
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Flow meters and load cells will connect to an 8 channel, DB-9 connector type panel as
shown in Figure 5.15. These will be routed directly to their respective signal amplifiers.

Figure 5.15: DB-9 Interface Panel
Static pressure transducers will interfaced onto a 32-port, 4-pole female Speakon type
connector panel (Figure 5.16). These 4 pole coonectors will be interfaced directly to the pressure
transducer amplifiers. Dynamic pressure transducers will be connected to an 8 channel, BNC
connector panel, which will be interfaced to the respective channels on the 8 port amplifier.
(Figure 5.17).

Figure 5.16: 32-Port Speakon Connector Panel

Figure 5.17: 8-Channel BNC Connector Panel
Additionally, the racks also include specially designed panels that were made for specific
application purposes (Figure 5.18). These include the communications panel, which includes 4
RS-232 connector ports for interface with the network switch, and the 4 FC/ACP Fiber Optic
wire connectors; the igniter spark plug panel, which includes 4 sets of banana plug power ports
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and 4 BNC signal output connectors; and the motor valve interface panel, which includes two
sets of banana plug power ports and two DB-9 connectors for serial communication.

Figure 5.18: Special Design Interface Panel
In all, internal wiring schematics for each of the panel type can be found in the MICIT
electrical schematic file, which includes specified connector pin designation, module connection
points, and type of wire used. This document is meant to serve as a legacy document that should
be updated when system changes are made.
5.7 POWER DISTRIBUTION SYSTEM
As, previously mentioned, the MICIT system will include an integrated power
distribution rack that will interface with the locally available power grid and distribute the power
to each of the respective interfaced, testing devices, to include valves and system
instrumentation. This is achieved though the integration of multiple power supplies to provide
DC power and the precise distribution of facilities power to provide AC power. The design
includes a TDK-Lambda, 3 slot, 1-U rack mountable power supply chassis, that has been fitted
with two independent power supplies, namely a 12VDC and a 24 VDC power supply. The third
slot will remain available for future expansion and can accept a 12VDC, 24 VDC, 32DC, or 48
VDC power supply module of the TDK-Lambda FPS1000 series. This is sub-system is shown in
Figure 5.19.
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Figure 5.19: DC Power Supply Chassis Configuration
The 12VDC power (TDK-Lambda, FPS100012) is capable of providing a maximum
output of 12VDC/72A, and is powered using an independent 120VAC/10A input, at maximum
load. This power supply will be used to operate the trailer indicator lights, which will ultimately
warrant a total power input of 120VAC/1.5A for power supply operation.
Similarly the 24VDC power supplies (TDK-Lambda, FPS100024/S) also requires an
independent 120VAC/10A input and is capable of a maximum output of 24VDC/40A. This
power supply, as seen Appendix A, will be used to power the 3-24 slot relay cards, the cRIO, and
cDAQ chassis, the two main engine valve motors, and the external buzzer. As seen in Appendix
A the power supplies, under the current load conditions will utilize 120VAC/6A input. It should
be mentioned that it is highly recommended that any additional 24VDC components that will
interface with the system, be interfaced to a second, independent 24VDC power supply. This is
to ensure that the power supply has sufficient power availability margin for operation during
emergency sequence execution.
The MICIT power distribution rack also includes an Acopian A8MT500 power supply,
shown in Figure 5.20. This power supply operates on a maximum power input of
120VAC/0.65A and has a maximum power output of 8V/4A. This power supply will be
exclusively used to provide the necessary power input for the torch igniter’s spark plug ignition
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coil (8V/400mA ea.). As seen in Appendix A this power supply will provide the required power
for operating two separate main engine torch igniter sparkplugs with the capability of expanding
to a total of 4 igniters.

Figure 5.20: 8VDC Power Supply
Additionally, all critical communication and control hardware will be interfaced with a
smart, 1500VA ACP Uninterruptable power supply (ACP, SMT1500RM2U) for continued power in
the event of facility power loss. This device is capable of powering interfaced devices with up to
120VAC/15A during nominal operation, and has a back-up battery capable of providing up to 120V/8.3A
(~1000W) for 7 minutes.

Furthermore, when the MICIT system is moved to test stand site it will be necessary to
include a power distribution system that can convert the locally available power to usable
120VAC/ 20A circuits. This can be achieved by installing a rack mountable LEX Core,
PRM3IN-9CC which will receive a single 3-phase power input and distribute it to 8 internal,
independent 120VAC/20A circuits. Final selection of this device, however, should be postponed
until the power availability and interface connections at the test stand site are finalized. Table 5.4
provides a summary of the total power distribution capabilities.
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Table 5.4 MICIT Power Distribution Hardware Summary
Hardware
12VDC Power Supply

Max Power Output

Max Power Input

12VDC/ 72A

120VAC/10A

24VDC/40A

120VAC/10A

8VDC/4A

120VAC 0.65A

1500VA Uninterruptible Power
Supply

120V/15A Nominal
Operation

120VAC/15A

(ACP, SMT1500RM2U)

or

(TDK-Lambda, FPS100012)
24VDC Power Supply
(TDK-Lambda, FPS100024/S),
8 VDC Power Supply
(Acopian, A8MT500)

120V/8.3 for 7.0 minutes in
emergency power mode

5.7.1 Power Distribution Design:
Design Requirements for Power Distribution:
As a minimum requirement, the MICIT system must have the ability to internally power all
instrumentation required for engine testing as outlined in the table below Table 5.5.
Table 5.5 Testing Hardware and Instrumentation Power Requirements
Hardware

Quantity

Power Requirements (ea.)

Solenoid Valves

15

120VDC/1A

Motor Valves

2

24VDC/8.5A

Igniter Spark Plugs

1

8V/ 400mA

Pressure Transducers

10

115VAC/96mA

2

115VAC, 0.7A

w/ Amplifier
Dynamic PT
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w/ Amplifier
Flow Meters

2

24VDC/25mA

Load Cell

5

115VAC/0.1mA

Relay Cards

2

24V/0.8A

cRIO

1

24V/0.7A

cDAQ

1

24/0.7

Network Switch

1

120VAC/0.18

Indicator Lights

3

12VDC/2.8A

Buzzer System

1

24V/0.16A

Rack Fans

1

120VAC/1.5A

w/ Amplifier

The MICIT power distribution system must be able to operate within the power
availability limits for the tRIAC HQ site 6 independent 120VAC/20A circuits. This will be the
limiting case as the test stand site will have two, 3-phase 120VAC/300A circuits.
All power distribution hardware must be internally contained within the power
distribution rack, to reduce the possibility of electric shock. The system must contain a form of
back-up power such that, if power is lost, communication is maintained from the control room to
the MICIT and the main motor valves can be shut-off.
5.7.2 Design Process:
This section will describe how this system will meet the outlined requirements along with
the considerations and assumptions made. First, during the initial stages of alpha site
construction, engine testing is scheduled to be conducted at the HQ facility site, with the intent of
relocating operations to the test stand site upon site completion. Since both sites will have
differences in power availability, it will be necessary to design the system to include two
different power distribution architecture designs. However, when analyzing the power
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availability of both sites it becomes immediately clear that the HQ site will be the limiting
operating site as the HQ site only has 6 independent, 120VAC/20A circuits. For this reason all
selected hardware and integrated instrumentation must be able to operate within the limits of
120VAC/20A circuits.
To accomplish this it was first necessary to conduct a power budget analysis. The
document located in Appendix A itemizes the each of the required components along with the
power requirements of each device. It is important to mention that, since both the MICIT and the
facility design were conducted in parallel, the instrumentation listed was assumed based on
commercially available instrumentation that can fulfill the needs of the propellant delivery
system. For this reason the document also includes the expected manufacture and part number
for each of the assumed instrumentation, this will allow for Ground Propellant System designers
to verify the capabilities of each of the assumed hardware when selecting the final
instrumentation. It is also important to mention, that the outlined instrumentation was used only
for the basis of creating a design baseline. Therefore the system can safely power
instrumentation within the outlined limits; any deviation will require additional power budget
analysis. Furthermore, based on this outlined instrumentation it then becomes possible to outline
the total power required for operating the minimum number of the instrumentation as described
in design requirement 1. From this it was necessary to select hardware that could meet these
minimum requirements while providing a degree of scalability for future projects. Using this
information one is also able to select hardware which will be able to support the outlined power
requirement needs, as well as outline the maximum number of instrumentation, by type, that can
be safely operated for each of the power availability conditions. Based on this information it was
also possible to determine the wire gauge requirements for each of the internal components. This
information is recorded in the electrical schematics for the MICIT system
Table 5.6 shows maximum number of instrumentation that can be power based on the
power availability at each site.
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Table 5.6 Maximum HQ Site Powering Capabilities
Hardware

Quantity

Solenoid Valves

30

Motor Valves

2

Igniter Spark Plugs

4

Pressure Transducers w/ Amplifier

32

Dynamic PT w/ Amplifier

8

Load Cells w/ Amplifier

5

Flow Meters

2

Relay Cards

2

cRIO

1

cDAQ

1

Network Switch

1

Indicator Lights

3

Buzzer System

1

Rack Fans

1

As a validation check for system performance, prior to conducting testing all
equipment interface connections should be inspected using a voltmeter to verify the correct
power is being supplied to the respective connection. Once this is complete, all instrumentation
should be interfaced and powered individually to check for any individual faults (i.e. faulty
wiring, insufficient supplied power). This should be followed by a full system power-up to
ensure that facility and all internal components are able to withstand the outlined electrical loads.
Additionally, equipment check-outs should be conducted as part of regular pre-test procedures,
to ensure that the system remains operational over time.
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5.7.3Hardware Limitations Based on Power Availability:
As previously mentioned, the hardware limitations as indicated in Table 5.10 represent
the limitations that were derived based on assumed hardware in Appendix C. However, it is
understood that the hardware that may be used for future projects will deviate from the assumed
hardware listed in the aforementioned appendix. Therefore, the following section outlines the
general procedure for determining hardware limitations based on power availability and the
MICIT’s capabilities.
First, the user must identify the power availability as provided by the facility. This will
ultimately dictate the amount hardware that can be physically powered using the available
power. In most cases this will be 120VAC power taken directly from the facility. For this case
the user must determine the circuit’s maximum current rating. This can be done by inspecting the
circuit breaker box to determine the rating for each circuit. For the HQ site, circuits are standard
120VAC/20A circuits; check the facility’s electrical schematic to determine where each circuit is
physically located. If a power supply is being used to provide DC power then the user must
check the maximum power output. Keep in mind that the maximum power output for the power
supplies of the system as outlined in Table 5.8 assumes that each device is connected to an
independent circuit. If this is not the case, then the user must determine the amount of current
that will be used when converting from DC to AC power. This can be calculated simply using
Power=Voltage*current. Keep in mind that power supplies have a conversion efficiency that
must be considered. See the user manual for more information.
Next, the user must determine the power requirements for the selected test hardware. This
can be done by inspecting the product manual. If multiple types of hardware are to be powered
from the same source then the summation of the currents must be used. Once this value is
obtained divide the 75% of available current as provided by each circuit by the current needed to
power the hardware. This will give the maximum number of the specific type of hardware that
can be powered from the circuit. Next, the user must check that the maximum current does not
exceed that of the MICIT’s hardware current limits. The relays card channels are limited to a
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maximum of 5A at 120VAC. If this value is exceeded then a high power relay must be used. It is
also important to check the wiring schematic to ensure that the correct wire gauge is being used
to suit the current requirements. If a wire is not of sufficient grade to support the current
requirements of the hardware, then this wire must be replaced and annotated on the wiring
schematics. Finally, it is recommended that the user perform an integrated power distribution
validation test prior to testing to determine if the facility can support all power requirements for
the hardware while in use. For this, the user can connect all components and simultaneously
power all components. This should only be done when the necessary calculations have been
made and validated. Failure to do so may damage or destroy hardware. Indicators of exceeding
power availability are tripping circuit breakers or hardware not being operational. If this is
occurs immediately shut-off all power and re-evaluate the electrical architecture.
5.7.4 Emergency Power:
As previously mentioned, in the event of power loss, the data center must be able
to maintain communication with the MICIT to shut-down the system and perform an emergency
sequence. From this it is determined that the minimum required instrumentation that must remain
powered is the order to perform these actions are the cRIO, cDAQ, network switch, the motor
valves, and the relay cards. The network switch, cRIO, and cDAQ will allow the user to
maintain communication with all devices from the control room and allow for the transfer of
commands. The motor valves will allow for main engine cut-off and the relay cards will remain
powered for use in the event of a partial power failure, where a portion of the system solenoid
valves may still be power and shut-down is required.
From these requirements, it was presumed that these components would require
an uninterruptable power supply that would be able to power these devices for at least 1 minute
to allow the cRIO to execute an emergency shut-off sequence, rendering the system safe until
power can be re-established. Based on this information the first step was to determine the
maximum power consumption of these devices in the event of a complete power loss scenario.
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Appendix A shows the power consumption for all components interfaced with the UPS
system. This assumes that all interfaced instrumentation is energized (i.e. the motor valves will
remain on for the duration of the shut-down sequence) and takes into consideration power
conversion efficiency of the interfaced power supplies. From this it can be seen that the total
power output by the UPS to power all interfaced devices will be 120VAC/7.51A. Furthermore,
from simple power calculations, it becomes apparent that the minimum required power output
will be 901.2W at a nominal 120VAC, for one minute. For added margin an extra 10% power
was assumed making the total requirement approximately 992W.
From this criterion it is then possible to select an UPS that can fulfill the outlined
requirements. The selected UPS is a rack mountable 1500VA ACP Uninterruptible Power
Supply (ACP, SMT1500RM2U). This UPS is cable a 1000W output at a nominal 120V for 7
minutes, at full charge. The selected UPS also includes 6 rear mounted 120V outlets which will
allow for complete integration of all components.
As additional validation of design, and for added precision of the total run time, it may be
possible to interface all components to the UPS and once fully charged, shut-off the power, and
track the time until equipment power loss results. This will give the design added fidelity prior to
conducting actual test as well as give test engineers a more precise powering capability in the
event of a power failure. Additionally, as it is outlined later in the operation procedure, the UPS
power output is at maximum charge (>90% batter charge level) this requires a charge period of 3
hours prior to use. Failure to carry-out this step prior to operation will result in a reduced run
time.
5.8 SYSTEM CONTROLS
In order to give the system the capability to power and shut-off hardware remotely, the
use of the digital output models will be coupled with relays. Here the 32 channel NI9403
modules, capable of outputting a 5 volt analog signal, will be used to provide the actuating
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voltage across the relay to turn on and of components. Additionally, signal outputs can be
generated by the user manually or autonomously designating an “on” state through LabView.
First, the system uses three Omega, 24-channel power relay boards (Omega, OME-DB24PRD/24/DIN), shown in Figure 5.21.

Figure 5.21: Omega, 24 Channel Relay Board
These relays require a 5V actuation voltage and can switch a maximum load of
250Vac/5A per channel. These relay cards also have the ability to be used for a normally-close
(NC) or normally-open (NO) circuit, where a NO circuit is one in which the switch is in
normally in the “off” position and the hardware will not receive power. For this case all circuits
were wired as NO circuits, this means that all valves will be in the normally closed position and
if power to the system is ever lost during testing the valves will automatically return to the closed
position, with the notable exception being the motor valves. The relays interface with the NI9403
digital output module via a DB-32 connector, where only 24 pins are utilized. Appendix E
shows the electrical schematic for a single module to relay connection. All valves, igniter spark
plugs, trailer indicator lights, and buzzer system will be interfaced with these relays.
For high current applications, such as the load required for the actuator motors
(24VDC/7.04 A), the use of high powered solid state relays will be used. These Panasonic
(AQA221VL) solid-state relays are also actuated by a 5 volt signal and have a maximum
switching load capacity of 250V/15A.
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It should be noted that for both relay types, the positive or “hot” wire is the wire that is
controlled at the relay. Although it is also acceptable to control the negative side of the circuit, it
is generally not safe to do so, as accidental grounding of the system can lead to personal shock.
For this application, since it will be common for personnel to interact with the propellant
delivery system during activities such as instrumentation and hardware check-outs, the preferred
method will be to control the hot side of the circuit. For more details on the control system
wiring one can reference the electrical schematic or Appendix D. A validation of performance
should be carried-out, for each of these relays, prior to testing where the user can manually open
individual channels to verify that each of the relays opens and the component interface port
receives power.
5.8: NETWORK COMMUNICATION
In order to relay commands and data between the test stand and the control room (1000ft
distance) it was necessary to develop a communication network. For this three system solutions
were proposed, namely a hardwired architecture, a wireless system, and a fiber optic wire based
architecture. The hardwire solution, proposed that each instrument would run the entire 1000ft
distance from the test site to the control room. This solution was impractical as the low voltage
output signals from the instrumentation would require amplification to reach the control room,
where the signal would then be processed and corrected for any losses. This overall complexity
would ultimately reduce the fidelity of the data and would require significant effort to scale the
system every time the instrumentation requirements changes.
The second option considered was wireless communication. This solution was quickly
ruled out due to the low reliability of wireless communication and the imposed dangers related to
losing connectivity to a system while testing. The final option considered was an optic fiber
based network. This solution was selected as fiber optic is known to have the capability to
transmit large quantities of data, with minimal losses across large distances (< 50km). It was also
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decided all data collection and control hardware would be Ethernet enabled, which is why the
cRIO and cDAQ chassis were selected to include an Ethernet communication port.
Once a base carrier was selected it was necessary to develop the communication network
architecture. The network design includes two Cisco 28-Port Gigabit Managed Switches (Cisco,
SG300-28), 4 single mode , 2.5 Gbps transceivers (Fibertronics, SFP-LX-SM-0310), and a spool
of 1100ft., 4 strand, outdoor single mode optic fiber cable (LANshack,PRO-769-S-O-4-FC/APC2P-1100).
The local area network is interfaced in the following manner. First, one of the Cisco
network switches is installed in the data acquisition rack, where the cRIO and cDAQ are
interfaced to independent ports. A second network switch is located at the control center, where
the control computer is interfaced with one of the Ethernet ports. The network switches have an
overall switching capacity of 56Gbps and can forward standard 64-byte packets at a rate of
41.67Mpps between networked devices. These devices have 26 standard 10/100/1000 Mbps
ports, 2 combo mini, gigabit interface converter ports, and have been preprogramed to be ipaddress recognizable to the control room computer.
Connected to each of the switches’ 2 combo gigabit ports, are the gigabit transceivers.
These devices transmit the desired data between devices via the single mode optic fiber. The
selected transceivers are capable of operating at a data rate of up to 2.5Gbps and guarantee link
budget of 18 dB up to a distance of 40km. These devices work in fiber pairs where one fiber is
designated as the transmitter and the corresponding pair is designated as the receiver. For
redundant purposes a second pair is included, this not only increased the total data transfer
capacity to 5Gbps, but if one pair is damaged the adjacent pair can handle the data transfer to
communicate with the test set-up. The fiber optic cable in between these two transceivers is an
outdoor-grade, 4 x 1310nm strand, single-mode optic fiber cable. This cable has a total loss of
0.305 dB over the entire distance of the optic fiber cable, which is negligible as it is 1.6% loss off
the overall transceiver light intensity capacity. Appendix B shows the electrical connection
diagram for this network.
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5.9 SAFETY FEATURES
To ensure that the system could be operated while upholding the upmost regard for the
safety of the operating individuals and the facility, the system was designed to include both
physical and software based safety features.
The physical safety features include two hard wired emergency stop buttons. One is to be
housed inside the trailer and is intended to be used for locally stopping the system. The second
emergency stop is to be stored at the control center and will act as a secondary emergency stop
while operating from the control center. The LabView VI for this system also includes a software
based emergency stop that can be activated in a similar manner in the event of an emergency.
In addition to a programed emergency stop, the system also includes a LabView arming
switch module which prevents the user from interfacing with any devices via LabView until the
system is armed. This is important as it will prevent accidental test sequence initiation prior to
the test site area being cleared of all personnel. This function can also include an added
countdown timer, where after arming the switch, the LabView interface will be granted access
after a predestinated amount of time has passed. This will provide the allotted time for any
personnel leaving the test stand to arrive at the operations center.
Finally, the system also includes an audible buzzer system and indicator lights which are
mounted to the exterior of the trailer. These features are meant to be implemented as indicators
to alert local personnel of ongoing testing activities.
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Chapter 6: MICIT Capabilities
The Tables 6.0 to 6.1 give a complete summary of the system’s capabilities in its base
configuration. For design details reference Chapter 5.
Table 6.0: Trailer Capabilities Summaries
TRANSPORT TRAILER CAPABILITIES
Overall Dimensions:
Length:

17’10”

Width:

7’8”

Height:

9’7”

Interior Dimensions:
Length:

14’5”

Width:

6’6”

Height:

7’5”

Rear Door Dimensions:
Type:

Ramp Style

Height:

78”

Width:

77”

Construction Type:
Flooring:

¾” Plywood

Wall:

3/8” Plywood

Axel:
GVWR:

7,000lbs

Empty Weight:

2,100lbs

Current Cargo Weight:

995lbs

Tires:

15” Radial
60

Table 6.1: Data Acquisition Summary
DATA AQUISISTIONS CAPABILITIES
NI cRIO 9066, 8 slot chassis

1Gbps
communication
rate

NI cDAQ 9189, 8 slot chassis

1Gbps
80MHz Signal Processing
communication
Speed
rate

Intended Purpose

Number of
Available
Channels

667MHz Signal
Processing Speed

Maximum Sampling
Frequency

64

(per channel)
68 Hz

(NI 9214)
Analog Signal Acquisition
(+/- 10V)

48

250 kHz

(NI 9205)
Relay Operation Digital
Output Signal (+/- 5V)

96

142.8 kHz

Temperature Signal
Acquisition (All Types)

(Rate of signal emission)

(NI 9403)
Signal Generation (+/- 10V)

4

100kHz
(Rate of signal emission)

(100Hz-100kHz)
(NI 9269)
Frequency Counting

8

102.4 kHz

4

1000 kbaud

(NI 9361)
RS-232 128 Byte
Communication

(Max Baud per Serial
Communication Channel)

(NI 9870)
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Table 6.1: Instrumentation Supported by Type
INSTRUMENTATION SUPPORTED AT HQ SITE
Hardware**

Quantity

Solenoid Valves

30 (1A/120VAC)

Motor Valves

2 (7.5A/24V)

Igniter Spark Plugs

4

K-type Thermocouples

32

E-Type Thermocouple

32

Pressure Transducers w/ Amplifier

32

Dynamic PT w/ Amplifier

8

Load Cells w/ Amplifier

5

Flow Meters

2

Relay Cards

2

cRIO

1

cDAQ

1

Network Switch

1

Indicator Lights

3

Buzzer System

1

Rack Fans

1

** Table 6.1 assumed instrumentation type and model number listed in Appendix C
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Table 6.2: Power Distribution by Type
POWER DISTRIBUTION CAPABILITES**
Hardware

Max Power Output

12VDC Power Supply

12VDC/ 8.4A

(TDK-Lambda, FPS100012)
24VDC Power Supply

24VDC/17.45A

(TDK-Lambda, FPS100024/S),
8 VDC Power Supply

8VDC/0.8A

(Acopian, A8MT500)
120VDC/20A Circuit Distribution Bus

3 x 120VAC/15A

1500VA Uninterruptible Power Supply

120V/15A Nominal
Operation

(ACP, SMT1500RM2U)

or
120V/8.3 for 7.0 minutes in
emergency power mode
** These figures assume the system is powered by the HQ facility. This restriction will be
discussed further in Section 6.2.
Table 6.3: Power Control Capability
POWER CONTROL CAPABILITIES
3x Relay Cards:
(Omega, OME-DB-24PRD/24/DIN)
Number of Channel per card:

24
250VAC/5A
30VDC/5A

Maximum Load:
High Power Relays:
(Panasonic, AQA221VL)
Type:

Single-channel

Maximum Load:

250VAC/15A
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Table 6.4: Data Communication Capabilities
DATA COMMUNICATIONS CAPABILITIES
Network Switch:
(Cisco, SG300-28)
Max Data Transfer (64-byte packets)

41.67 Mpps

Input Channels (10/100/1000 Mbps)

26

Transceiver:
(Fibertronics, SFP-LX-SM-0310)
Data Transfer Rate (Optic Fiber)

5 Gbps (Total)
2.5 Gbps (Single Pair)

Fiber Optic Wire:
(PRO-769-S-O-4-FC/APC-2P-1100)
Wire Type:

Dual Pair (4wire)
1100ft

Length:
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Chapter 7: LabView Software Design and Graphic User Interface
Central to the data acquisition and control capabilities of the MICIT system is the
LabView programing behind it. Laboratory Virtual Instrument Engineering Workbench or
LabView is regarded as one of the top system programing software and is used by NASA and
many other aerospace companies for data collection and control of their test systems.
Due to the complex nature and the rather involved process of developing the LabView
architecture behind the MICIT system, a detailed review of the software programming will not
be presented. Instead, the following sections are meant to provide a very brief system-level
overview of the LabView programing that is behind the operation of the MICIT system.
7.1 INTRODUCTION TO LABVIEW
LabView is the interconnected software that allows for the organized collection of data
from the various instruments presented, as well as a platform for enabling control-based
operations. LabView is able to interface with all network devices to specify the function and task
assigned to modules and module channels. While collecting data the user is able to specify the
type of instrument, the desired sampling rate, the recording rate, and even assign nominal
operating parameters which can be used as triggers if the measured value falls outside of the
predestinated range. On the control computer a LabView front panel will be generated. This
usually consists of virtual indicators, controls, switches which can be used to manually operate
the corresponding hardware. Figure 7.0, shows a sample front panel that was designed for the
center’s bunker facility as part of the DARCS system.
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Figure 7.0: DARCS Front Panel for the Center’s Bunker Facility13
In addition to manual operation, LabView can also carry-out automated sequences through the
use of Boolean value designations to hardware at a specified time interval. This is usually the
preferred method of operating complex systems as it provides better system control, while
illuminating human error.
For the MICIT system LabView will be used to collect and transmit data, send
commands to specified hardware along the test set up, monitor test parameters, and perform
automated emergency responses when a potential hazard is observed.
7.2 PROGRAM OVERVIEW (FPGA LOGIC PROGRAM)
This chassis configuration enables the user to program the system to operate in a state
machine arrangement, with continuous state scanning and re-configurable state interrupts. This
allows for an added form of safety, as the on-board controller will continuously scan for system
states and can automatically abort a test when a system parameter is outside the desired range.
The programming logic operates in the following manner- first the software programmer
indicates the red-line parameter range values, which can include pressure and temperature
measurements at critical points in the test facility. Then through the combined use of an event

13 (Pineda, 2012)
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structure and a case structure, the programmer will indicate standard actions that the system is to
take when the FPGA detects a state outside the desired input range. In the same manner, multiple
cases can be programmed to conduct a wide range of evasive or emergency sequences in
response to designated emergency interrupts.
When the system is operational, the on-board FPGA program will iteratively scan the
state of the designated input signals. If the system detects a nominal value (as designated by the
programmer), then the system continues to operate as dictated in the automated sequence. If,
however, the system detects a value, which is outside the nominal range (i.e. a temperature
measurement approaches a failure temperature for a critical component), then the system will
carry-out the designated actions or sequence for that state interrupt. This form of programming,
if correct, can create a near-autonomous system thereby reducing the overall risk of system
failure, while conducting testing. A graphical example of this form of operation is demonstrated
in below in Figure 7.1.

Figure 7.1: Shows a Simple Operation Case for State Machine Configuration.
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7.3 LABVIEW ARCHITECTURE OVERVIEW
When the MICIT system is delivered it will include a base LabView VI package. This
will be a fully programmed version of the system that will be used as the base configuration of
the LabView programming. The VI will be split into two major sections, namely those that the
user will have access to change and those which should not be altered without proper review.
The section that allows for user modifications will allow the user to define,
instrumentation types, numbers, and sampling rates. The user will also be able to modify redline
parameters and create a customized front panel to suit the needs of the team. The second section
is meant to remain largely intact for years to come, as it includes items such as the program that
defines the recognition of an emergency stop button being pressed, the data recording and
filtering section. It should be mentioned that a comprehensive overview of the design and
development of the LabView program for operation of the MICIT system is currently underway
and is scheduled to be complete upon system delivery to Fabens in mid to late January. It is
expected that the future manual will be a detailed review of how to operate, program, and modify
the alterable portions of the systems LabView program.
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Chapter 8: System Operation Procedure
This section is meant to provide an overview of the start-up and operation of the MICIT
system. Additional risk reduction control measures and procedures may be added to this
procedure as determined by the facility safety manager and the lead test engineer.
8.1 MICIT TRANSPORT PROCEDURE
First, prior to moving the trailer, the operator should conduct a 360-degree check of the
area surrounding the trailer to check for any personnel or equipment that may interfere with the
movement of the trailer. The operator should also inspect the interior for any lose equipment that
may shift during transport or movement of the trailer. Once this is complete the trailer can be
raised using the hydraulic jack located to the front of the trailer, also ensure the trailer hitch is
unlocked. Then, using a minimum of two ground guides, one in the front and one in the rear of
the vehicle, guide the hauling truck or van towards the hitch point for trailer attachment. Once
the driver is in position lower the trailer using the hydraulic jack until the trailer is fully resting
on the vehicle and trailer hitch is locked. The user must then connect the trailers power cord to
the vehicles rear power auxiliary port, this will power the trailer’s turn and brake lights.

Once the trailer is secured to the vehicle and the area is clear of any personnel, the
vehicle can move the trailer to the designated location. During this time it will be necessary to
un-spool the onboard optic fiber cable, this can be completed by uncloaking the reel an pulling
the optic fiber to the desired length. Due to the fragile nature of the optic fiber, special care
should be taken to lay the wire in such a manner where vehicles and foot traffic will not crush
the wire, which may lead to cracking or internal separation of the fiber strands. Once the vehicle
has reached the designated staging area, the trailer can be disconnected and stabilized using the
exterior stabilizer jacks. Once complete, personnel may enter the trailer to being interfacing
equipment and conducting system checks.
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8.2 SYSTEM START-UP AND OPERATION
Next, prior to operating the system it is essential to verify the location of each of the
interfaced instrumentation to ensure that it has been interfaced at the designated port. This is
important as connecting an instrument to the wrong type of interface or power source may result
in damage to the instrumentation or the internal hardware. Additionally, the hardware operator
should ensure that the cRIO system-arm switches, located in the instrumentation rack’s cRIO
Module, slot 1, are all in the off position. This will ensure that the system LabView interface is
disabled until the test conductor is ready to transition/allow for LabView control.
At this point, the MICIT system racks can be powered. Here the operators will connect
each of the power cords to their designated power source connection. For HQ site testing follow
the power distribution schematic located in Appendix A: AC/DC Power for HQ Site Operation
For this case each of the power cords will need to be connected to independent 120VAC/20amp
circuits. (Note: These are located on the west wall of the HQ site building and each quad-outlet
receptacle operates on an independent circuit 120VAC/20A circuit. Do not connect multiple
power cords to the same quad-receptacle as power cords from the MICIT system will operate
close to the 15A limit and adding multiple cords to the same receptacle will lead to tripping of
the circuit breaker and/or damage to the facility or the instrumentation.)
When the system is operating at the test stand site the operators will connect the
2independedt 120VAC/30A connectors from the facility power outlets to the respective LEX
Core power distribution outlet. Once this step is complete it should be assumed that all wires
inside the instrumentation rack are energized. Although this is not necessarily true and there are
power control relays that are meant to isolate the interface connections from the power
distribution unit, it is very difficult for an untrained operator to identify “hot” wires within the
system without the proper equipment. Additionally, it is possible that a relay switch could fail
leading to a closed, or energized, circuit. For this reason, under no circumstances should an
operator open the instrumentation racks after the racks have been interfaced with power. Failure
to comply with this warning may result in serious injury and/or death.
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Next, the operator will need to power the ACP UPS system, this will power all of the
additional instrumentation that is interfaced with the emergency power supply. For this the
operator will need to press the power button located above the digital display on the ACP UPS.
This will immediately result in the powering of any hardware that is connected to the UPS. Note,
however, that the UPS will charge to 90% capacity in the first three hours of operation. During
this time period electrical equipment will be energized, but in the event of a power loss do not
expect full battery runtime capability during the initial charge period. For this reason, if the three
hour charge period is to be avoided, it will be necessary to charge the UPS prior to testing.
Additionally, the digital display on the UPS will show the battery charge percentage level once
the ups is turned on, it is highly recommended that the UPS be at a 90% battery charge level
before executing any type of automated sequences.
Once this is complete the arm-switches can be placed in the “on” position, at which point
the system will enable LabView control. The operation can then interface with the system locally
through the network switch or remotely through the data center computer. From here it will be
possible to conduct instrumentation and hardware signal acquiring, calibration, check-out test,
and/or testing operations. For calibrating and checking equipment, refer to the respective
operating manual for the specific instrumentation in use.
8.3 SYSTEM SHUT-DOWN
To power off the system, the operator should first shut off all test set-up components,
stop the LabView interface by stopping the VI, and setting the system-arm switches to the “off”
position. The operator can then turn off the UPS system; this is completed by pressing the power
button. The UPS will then ask for a “power-off” confirmation, the user will select yes. Then the
UPS will provide the option for a power-off delay, using the arrows the user can navigate
through the power-off delay modes or select “No Delay” for immediate system shut-off. Once
the UPS is completely off, the operator can then disconnect all single or 3phase 120VAC power
cords from the system. After the power is removed the operator should refrain from opening the
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racks, or disconnecting any instrumentation for a period of at least 1 minute to allow for any
hardware capacitors to completely dissipate any remaining charge. At this point the system can
be considered completely powder off and is safe to disconnect equipment and open the racks if
necessary.
8.4 MAINTENANCE CHECKS AND PROCEDURES
The MICIT system will require periodic preventative-maintenance checks to detect any
potential faults, and preserve the system’s operational readiness. This is important as proper
system maintenance will allow for the continued precision of data acquisition systems, resulting
in continued high-quality data over the course of the systems life cycle. First, at least twice per
year the trailer should be inspected for any faults to include worn tires, loose wires or faulty
lights, jack-lift failure, damaged door hinges, or loose equipment in the interior This will allow
for the detection and correction of any vehicle faults that may become a hazard when operating
and transporting the vehicle within the facility grounds.
Additionally, the racks should be periodically opened and inspected for any internal
deficiencies. First, without powering the racks the operator should open the side access panels
and conduct a visual inspection for any foreign objects to include tools or excess wires. Then, the
operator should inspect all wires for any fraying, cracked wire insulation, loose connections,
faulty solder points, and any signs of system overheating such as wire discoloration. Wires that
are found to be deficient should be replaced with the same grade of wire and connected as
specified in the electrical schematics. Any system changes that are not included in the original
electrical schematic should be recorded in the systems configuration management log. Then
using an air compressor with an air gun attachment at an outlet pressure of 30 psi, gently remove
dust and built-up dirt from any hardware fans and filters, this will allow for continued air
circulation throughout the system and prevent overheating due to the reduced performance of
system fans.
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Once this is complete the power distribution systems should be powered and
instrumentation interface connections should be checked to ensure that the proper voltage is
being applied for each type of instrument. Any significant drops or increases in voltage can
indicate electrical system ground-looping issues or a malfunctioning power supply. The relays
should also be checked by opening and closing each of the relays and verifying the absence of a
voltage while off, and the presence of voltage when the relay is on, at each of the hardware
interface connections. Any discrepancies may indicate a faulty relay or channel error. The UPS
should also be tested using the built-in battery self-test function. This will ultimately indicate if
the system’s battery is still operation and will provide a battery replacement warning if the
battery is outside the nominal operating range.
Finally, the communication system should be checked for any faults or deficiencies. First,
the operator should inspect the optic fiber for any signs of torn, cracked, or excessive bends in
the wire insulation. These can indicate that the optic fiber may have been damaged or cracked
internally. If the wire is suspected of damaged an optic fiber wire test professional will have to
be contacted to inspect the wire. Furthermore, the wire terminating end connection should be
checked for any separation. If this occurs a trained professional will need to re-terminate the
optic fiber ends. Additionally, it is recommended that the wire be tested to be within operational
tolerances at least every 5 years. Once this is complete the system communication should be
tested by operating each of the individual components through LabView and initiating an
automated sequence to validate the systems performance for automated tests.
In all, these to maintain the systems optimal functionality these maintenance checks
should be carried out. Additional, checks are authorized and should be included as additions to a
configuration management log.
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Chapter 9: Conclusions and Recommendations
This work presented the design and development of the Modular Instrumentation and
Control Interface Trailer for rocket engine testing at the cSETR’s tRIAC facility. The MICIT
system includes data acquisition and control capabilities and communications that will allow for
precise data collection during engine testing. The design and hardware selection for each of the
subsystems was discussed, along with some of the operational parameters for the use of the
system. The system is currently being built and is scheduled to be complete by early January
2018. Once the hardware and software integration for the MICIT system occurs, it will be
necessary to conduct design verification and system performance validation, prior to conducting
engine testing. This will ultimately give the system greater operational fidelity and will allow
facility engineers to better understand the operational capabilities of the system. Furthermore,
since the MICIT system is expected to be used for a series of test programs, over the course of
multiple years, it is highly recommended that any systems changes be properly recorded and and
documented within a configuration management log. This will ultimately facilitate the
understanding of the system as it evolves to meet the requirements of increasingly complex test
programs.
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Appendix A: AC/DC Power for HQ Site Operation

*For detailed view see MICIT Electrical Schematics

76

Appendix B: Fiber Optic Communication Network

*For detailed view see MICIT Electrical Schematics
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Appendix C: Instrumentation Power Assumptions

Appendix D: Single Module to Relay Electrical Schematic

*For detailed view see MICIT Electrical Schematics
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Appendix E: Trailer Dimensions
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Appendix F: AC Unit Placement
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Appendix G: APC Smart UPS Product Manual
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