Abstract
Introduction
Detection and classification of different types of heartbeats in the electrocardiogram (ECG) is of major importance in the diagnosis of cardiac dysfunctions. Some arrhythmias appear infrequently, and in order to capture them the clinicians use Holter devices. The use of specific algorithms for automatic analysis of ECG recordings may facilitate the analysis of the very long Holter ECG recordings.
Several algorithms for the discrimination between normal beats (N) and premature ventricular contractions (PVC) have been proposed in literature, some of them using heart beat morphology parameters [1] [2] [3] [4] [5] [6] or frequency-based parameters [7, 8] .
In addition numerous classification methods have been studied, and they include: adaptive signal processing for on-line estimation of non-stationary signals that present a recurrent behaviour [9] [10] [11] [12] [13] , linear discriminants [4, 5] , neural networks [14, 15, 3, 8] , fuzzy adaptive resonance theory mapping [16] , operation on vectors in the multidimensional space [6] and self-organized maps [17] .
A particular aspect of the learning strategy is studied, paying attention to the organization of the classifiers' training set, and considering two main strategies: local learning set and global learning set [18, 4, 6] . In the first case the learning set is customized to the tested patient, while in the latter it is built from a large ECG database. The local learning set requires a cardiologist to annotate a set of normal (N) and premature ventricular contraction (PVC) heart beats of the patient under consideration. On the other hand, the capacity of the global learning set to classify new records without additional training is balanced by a lower accuracy, since the morphology of N and PVC differ not only from patient to patient, but also from lead to lead of a same individual.
In the present work, the local and global classifiers were investigated, considering 26 morphology heart beat parameters for the classification of normal beats and premature ventricular contractions in the electrocardiogram. For this purpose, the learning capacity and the classification ability of four classification methods were compared: neural networks (NN), K-th nearest neighbour rule (Knn), discriminant analysis (DA) and fuzzy logic (FL).
2.
Methods and material
ECG database
All 48 ECG recordings from the Massachusetts Institute of Technology -Beth Israel Hospital (MIT-BIH) arrhythmia database were used. Each recording has a duration of 30 min and includes two leads -the modified limb lead II and one of the modified leads V1, V2, V4 or V5 [19] . The sampling frequency is 360 Hz and the resolution is 200 samples per mV. Two cardiologists have annotated all beats in the database. Approximately 70% of the beats have been annotated as Normals.
Since we focused only on the PVC classification, we followed the American Heart Association (AHA) records equivalent annotation [19] , including some of the abnormal beats (left bundle branch block, right bundle branch block, aberrantly conducted beat, nodal premature beat, atrial premature beat, nodal or atrial premature beat, nodal escape beat, left or right bundle branch block, atrial ectopic beat and nodal ectopic beat) in the Normal group [3, 5, 6] . In addition, fusion premature ventricular contractions, ventricular flutter waves, ventricular escape beats, blocked APB, paced beats, missed beats and questionable beats were excluded from the study. No selection based on the quality of the signal was performed, thus the analysis was applied even in the presence of artifact or noise in the ECG signal.
Forty-two of the MIT-BIH arrhythmia database recordings are of leads II and V1. The remaining are of leads II and V5 (100, 114, 123), V2 and V5 (102, 104), II and V4 (124).
Preprocessing
The preprocessing of the ECG signal was consistent to subsequent real-time application of the PVC/N clustering of the beat complexes. It involves suppression of powerline interference, high-frequency electromiographic noise and low-frequency drift, described in details in [3, 5] .
Pattern recognition parameters
Several heart beat parameters for pattern recognition were derived for each complex annotated as N or PVC in the MIT-BIH arrhythmia database. First, examining the two ECG leads, the onset and the offset of the complex were identified and the width (Width) was computed. Then, from each ECG lead the following 11 parameters were derived: maximal positive peak (Pp), maximal negative peak (Pn), the area as sum of absolute values in the beat interval width (Ar), the area of positive values in the same width (ArP), the area of negative values in the width (ArN), the sum of absolute velocity values in the width (Av1), the number of samples with 70% higher amplitude than that of the highest peak (No), the time interval duration from the onset to the maximal positive peak (Ima), the time interval duration from the onset (Imi) to the maximal negative peak. Considering the time sequence obtained by the beat onset, the maximal positive peak and the maximal negative peak, the QRS slope velocity (S1) between the beat onset, and the first peak and the slope velocity (S2) between the first and the second peaks were obtained. From the VCG signal, the following parameters were considered: the maximum amplitude of the vectorcardiogram vector in the plane formed by the two MIT-BIH leads (VCGamp) and the angle of the maximal amplitude vector (VCGang). For more relevant information in the classification task, the VCGang parameter was split in the sine and cosine components (VCGsin, VCGcos). Therefore, 23 ECG and 3 VCG parameters were considered for the classification of Normal and PVC beats.
Classification methods

Neural networks (NN)
Multiple feed-forward neural networks were used for the classification of the QRS complexes. The backpropagation learning phase with an approximation of a second-order algorithm, based on Levenberg-Marquardt method, was applied for improving the speed of convergence. One input layer, one hidden layer and one output layer with one output node were used. The assessed heart beat was labeled as belonging to one of the two classes: N or PVC, which corresponds to the highest output of the neural network.
K-th nearest neighbour rule (Knn)
This classification rule operates on vectors in a multidimensional space [20, 21] . In our case the heart beats are presented by 26-dimensional vectors: where index 1 and 2 indicate the two ECG lead from which the parameter is obtained.
The reference sets are formed by vectors of both N and PVC classes. Each vector was previously labelled as belonging to one of the two classes by experts' classification (in this case -the database signals annotations). A new vector x (with unknown classification) is classified on the basis of the nearest vector from the used reference set. The distance between the vector x and each of the clusters z j is computed as Euclidean distance to the mean vector of the corresponding cluster:
where j is the cluster index, i is the parameter index, and n is number of the parameters used. Vector x is classified to the class of the cluster z j at which d j has a minimum. All parameters used in this equation must be previously scaled with respect to the standard deviation, because their different magnitude or variances may cause unequal weight in the calculation of d j with inappropriate effects:
Here Nr is the number of all reference vectors and i x is the mean value of the i-th parameter.
Discriminant analysis (DA)
Using discriminant analysis to differentiate between N and PVC beats, two linear discriminant functions of the n-dimensional vector x were calculated.
Here wi′ ′ ′ ′, wi′ ′ ′ ′′ ′ ′ ′ and a′ ′ ′ ′, a′ ′ ′ ′′ ′ ′ ′ are the corresponding discriminant coefficients and constants. Equation 3 relates to the possibility the heart beat described by vector x to be N, and on the opposite equation 4 gives the possibility to be PVC. These two discriminant functions were computed for the assessed heart beat and it was labeled as corresponding to one of two classes: N or PVC, depending which of the values of F' or F" was higher.
Fuzzy logic (FL)
A further method for the classification of QRS complexes was used with a partition of the feature space with a fuzzy clustering and a consequent fuzzy classification [22] [23] [24] . In this way a fuzzy inference system whose membership function parameters are tuned using a fuzzy clustering with a least squares type method was developed. The tested QRS complexes were classified as the type which corresponds to the maximal membership function.
Learning datasets
The particular aspect of the organization of the training strategies is considered, and one global and two local learning sets were investigated. The global learning set (G) consists of 260 vectors -130 for N and 130 for PVC, taken almost equally from any of the patients in the database. In order to ensure unbiased classification accuracy we used the leave one out (LOO) rule. The first local learning set (L1) includes 76 vectors -38 PVCs collected from all the patients in the database, and the first 38 heart beats of the tested patient (which are usually Ns). The second local learning set (L2) consists of the first 30% of the heartbeats of the tested patient with additional artificial PVCs, if necessary.
Results
In order to compare the classification ability of the four tested methods and the learning capacity of the three learning datasets, we process all the QRS complexes of the 48 ECG recordings, described in section 2.1 and classified as N or PVC. The specificity, representing the accuracy of the classification of Normal QRS complexes, and the sensitivity, representing the PVC clustering for any of the tested classification methods with the three learning datasets are given in Table 1 . Table 1 . Specificity (Sp) and Sensitivity (Se) of neural networks (NN), K-th nearest neighbour rule (Knn), discriminant analysis (DA) and fuzzy logic (FL) with the three learning datasets -global (G) and local (L1 and L2). 
Learning dataset
Discussion and conclusions
The local classifiers (L1 and L2) achieved better accuracies because of their good adaptability to the patients. On the other hand, the easier operation with the global classifier, which has the capacity to process new records without additional learning, was expectedly balanced by lower accuracies.
The performance of the four heartbeat classification methods is dependent on the use of local or global learning sets. With global learning set, the DA and the FL methods perform better than the other two classifiers. On the other hand, NN assure the best results (high and balanced Sp and Se) using the L2 learning set, while the Knn provides the best results with the L1 learning set.
The results, obtained in this study are helpful for selection of the proper type of learning set for each of the tested classifiers. Using all 48 ECG recordings from the MIT -BIH database we believe that we had provided reliable statistical outcome and adequate comparison of the assessed methods and learning datasets.
