In this paper we examine whether or not the Great Recession had a temporary or permanent effect on output growth volatility after years of low macroeconomic volatility since the early eighties. Based on break detection methods applied to a set of advanced countries, our empirical results do not give evidence to the end of the Great Moderation period but rather that the Great Recession is characterized by a dramatic short-lived effect on the output growth but not on its volatility.
Modelling volatility is challenging for econometricians as it is typically an unobserved phenomena, however with some well-known stylized facts. For example, as shown by Fernández-Villaverde and Rubio-Ramírez (2010), time-varying volatility, namely periods of high volatility followed by periods of low volatility, is an important feature of macroeconomic times series. To describe fluctuations in volatility, researchers frequently employ some form of generalized autoregressive conditional heteroskedasticity (GARCH) models developed by Engle (1982) and Bollerslev (1986) under the assumption of a stable variance process. Typically, a high degree of persistence in conditional macroeconomic volatility is found in empirical studies. However, it has been also proved that this persistence if often driven by the neglecting of breaks in the variance (see, e.g., Diebold, 1986 ). 3 Indeed, some shocks can cause abrupt breaks in the unconditional variance of returns and are equivalent to structural breaks in the parameters of the GARCH process governing the conditional volatility of returns. Generally those shocks invalidate statistical inference. In such a case, including dummy variables to account for such shifts diminishes the degree of persistence in conditional volatility. For example, using GARCH specifications with breaks in volatility, and show that the time-varying variance falls sharply or disappears, once they incorporate the break in the variance equation of output. Also Balke and Fomby (1991) , Atkinson et al.(1997) or Darné and Diebolt (2004) , inter alia, show that specific events have a dramatic impact on modelling macroeconomic and financial time series. This type of event includes, for example, oil shocks, wars, financial slumps, changes of policy regimes, natural disasters, etc. Due to their 3 Kim and Nelson (1999) , Mills and Wang (2003) , Summers (2005) , and Smith and Summers (2009) implement a Markov switching heteroskedasticity approach with two states to assess volatility in the growth rate of real GDP. The GARCH modeling approach provides an alternative to deal with this issue by assuming a constant variance process. 5 unpredictable nature and large impact on macroeconomic and financial relationships, these extraordinary events are referred to as (infrequent) large shocks and are often identified as breaks, jumps or outliers. Finally, as suggested by Hamilton (2008) , even if one's interest is in estimating the conditional mean, correctly modeling the conditional variance can still be quite important, for two reasons: (i) hypothesis tests about the mean in a model in which the variance is misspecified will be invalid, with a "spurious regression" possibility; and (ii) the inference about the conditional mean can be inappropriately influenced by outliers and high-variance episodes if one has not incorporated the conditional variance directly into the estimation of the mean, and infinite relative efficiency gains may be possible. 4 To the best of our knowledge, only one study examines the presence of breaks in mean and in variance to assess the effects of breaks on macroeconomic volatility measurement, including the Great Recession period. Gadea et al. (2014) focus only on the US and identify breaks in mean that can have only a permanent effect and not a temporary effect. In this paper, we identify permanent and temporary breaks for both mean and variance in the GDP series of 10 advanced countries (US, UK, Japan, Germany, 4 In the strictest sense, the efficiency of an estimator is determined by the ratio of its minimum possible variance to its actual variance. Only when the ratio is equal to one -that is, when it has the lowest possible variance -is an estimate considered efficient. An estimator is asymptotically efficient if it reaches efficiency with large samples. More generally, an estimator is considered to be efficient if its sampling variance is relatively small, resulting in small standard errors. It follows that some estimators are more efficient than others, and thus the concept of relative efficiency is useful for assessing competing estimators (Andersen, 2007) . Hamilton (2008) shows that there is a gain in asymptotic efficiency for the estimation of the parameters in the conditional mean when taking into account outliers and high-variance episodes. The relative efficiency gain of estimating by incorporating outliers and high-variance episodes relative to estimating without incorporating these events can become infinite as the sample size grows for typical values of GARCH parameters. See also Harden and Desmarais (2011).
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France, Italy, Canada, Australia, Spain and, the Netherlands). Our empirical results do not give evidence to the end of the Great Moderation period but rather that the Great Recession is characterized by a dramatic short-lived effect on the output growth but not on its volatility, at least for all the countries included in the analysis. Therefore, from our analysis based on recent GDP data, there is currently no evidence of a new regime of high macroeconomic volatility. Then, we show that neglecting the breaks in mean and in variance can lead to spurious econometric results as regards (i) macroeconomic volatility modelling, and (ii) relationships between output growth and output volatility. We find that the time-varying variance is well modeled by a (G)ARCH process for Canada, France, Italy and Spain, and disappears for Australia, Germany, Japan, the Netherlands, the UK and the US. Finally, we find no relationship between output growth volatility and output growth once we account for breaks, using GARCH-inmean model.
The remainder of this paper is organized as follows: Section 2 briefly describes the methodology of break detection for both GDP growth rates and its variance, and presents the results. The effects of breaks on output volatility modeling are presented in Section 3. Section 4 discussed the growth-volatility relationship. Finally, Section 5 concludes.
Detecting breaks
In this section, we present the methodology we implement in order to detect breaks within the GDP series, for both mean and variance, as well as the main empirical results we get. We focus on quarterly growth rates of real GDP series stemming from Quartertly National Accounts of each country, as provided by the OECD in its Economic Outlook database. All the series start in 1970Q1 and end in 2015Q4. 
Detection of breaks in mean
Breaks in macroeconomic series reflect extraordinary, infrequently occurring events or shocks that have major effects on modeling macroeconomic time series. There are several methods stemming from the statistical field for detecting breaks or outliers based on the so-called intervention analysis approach, as originally put forward by Box and Tiao (1975) . In this paper, we implement an improved detection algorithm proposed by Chen and Liu (1993) , which is readily available with slight modifications in TRAMO/SEATS by Gómez and Maravall (1997) . Especially, we focus on break detection from AutoRegessive Moving-Average (ARMA) models to emphasize the large shocks that have affected the output growth. Let's assume that we observe (y t ) the quarterly growth rate of macroeconomic output which follows the following process:
where
where z t is an ARMA(p, q) process 5 (L being the usual lag operator), and f (t) contains exogenous disturbances or breaks. Following Chen and Liu (1993), we will consider three various types of breaks: additive outlier (AO), level shift (LS) and temporary change (TC). The specifications for different f (t) are as follows:
8 where ω i , for i = AO, LS, TC, denotes the magnitude of the break 6 , I t (τ j ) is an indicator function that takes the value of 1 at time t = τ j and 0 otherwise; τ j being the unknown date at which the break occurs, with j = 1, . . . , m, and m is the number of breaks. These various types of breaks differently affect the observations: AO causes an immediate and one-shot effect on the observed series; LS produces an abrupt and permanent step change in the series (permanent shock); TC produces an initial effect which dies out gradually with time (transitory shock). In this latter case, the parameter δ controls the pace of the dynamic dampening effect (0 < δ < 1). 7 Note also that the detection algorithm provides an estimated date for the break through a sequential procedure. We refer to Appendix A for more details on the break detection methodology.
Now we apply this methodology in order to detect outliers on GDP growth rate series for the 10 countries considered in our analysis (US, UK, Japan, Germany, France, Italy, Canada, Australia, Spain, and the Netherlands.), from 1970Q1 to 2015Q4. 8 In Table 1 , all detected breaks are given by country, with their type, timing and t-statistics. In addition, we also associate the date of each break to a specific event that occurred near that date.
First, we find breaks for all the output growths and many of the detected large negative breaks are associated with the Great Recession. Clearly, all the countries in 6 More precisely, it is considered that AOs are outliers which are related to an exogenous change in the series with no permanent effects, whereas TCs and LSs are more in the nature of structural changes.
TCs represent short-lived shifts in a series with a return to previous levels whereas LSs are more the reflection of permanent shocks. In the remainder of the paper, we use the term "break" for AO, TC and LS. 7 The values of delta cannot be estimated but have to be specified. TRAMO/SEAT chooses in its default option to set delta = 0.7. We have specified different values for delta (between 0.1 to 0.9) and choose the value that minimizes the AIC and BIC criteria. Note that the AO and LS are two boundary cases of a TC, where δ = 0 and δ = 1, respectively. Another great common feature visible within those results is the type of breaks.
Indeed, most of the countries experience a temporary change (TC break) in output growth during the Great Recession period, meaning that the economy was hit by the financial shock but recovers after few quarters, between two or three quarters. In addition, we get that the estimated pace of recovery was quite low in general asλ is close to 0.6 or 0.7, except for Italy that recovers at a lower speed (λ = 0.8). Further, the Great Recession had a very short-lived impact (one quarter) on three countries (Germany, Japan, and the Netherlands) as they experienced an additive outlier. In fact, according to those results, it means that there is no definitive reduction of the output growth after the recession; otherwise a level shift break would have been preferred. 9 This latter result shed some light on the current economic debate about the possible loss 9 Gadea et al. (2014, 2015) also find that the US GDP growth rate does not have any structural We now look at the effect of taking breaks-in-mean into account on some basic statistics. Table 3 presents summary statistics for the output growth variables of all countries, for both original and break-in-mean-adjusted series. As regards the original variables, empirical statistics indicate that none of those series is Normally distributed.
Australia is more volatile, as measured by standard deviation, than other countries.
As regards higher moments of the distribution, France, Germany and Japan exhibit evidence of significant negative skewness and all the countries display excess kurtosis. Let's turn now to breaks-in-mean adjusted series, in order to adjust GDP growth series for breaks-in-mean, we incorporate the various types of outliers based on dummy variables that take a value of one from each point of structural break onwards and take a value of zero elsewhere. Once breaks are accounted for, measures of nonNormality in adjusted series improve, sometimes quite dramatically, reducing excess skewness and excess kurtosis. Excess skewness disappears for France and Japan, implying that the breaks are principally responsible for the asymmetries, but still remains for Germany, and becomes significant for the US. Excess kurtosis disappears for four countries (Canada, France, Japan and Spain). Therefore, this supports the fact that breaks-in-mean may cause excess kurtosis in time series, as already pointed for example by Carnero et al. (2001) . However, it is sticking to note that evidence of conditional heteroscedasticity is still found for all the break-adjusted series, excluding
Germany.
From the comparison of basic statistics, it turns out that accounting for breaks diminishes deviation to Normality, which is an expected result. However, this does not prevent from evidence of ARCH effects at this stage.
Detection of breaks-in-variance
Once breaks-in-mean have been identified, we correct the output growth series from those breaks to get breaks-in-mean corrected series (z t ), as defined in equation (1) .
We first test for breaks-in-variance starting from adjusted series (z t ) using the Bai and Perron (1998, 2003) approach. 11 Following McConnell and Perez-Quiros (2000) and Watson (2003, 2005) , we assume that, for each country, the GDP growth corrected from breaks-in-mean follows a linear autoregressive (AR) process such that: 12
where ε t is the serially uncorrelated error term. The lag order p in the AR(p) model is selected from the Schwarz Bayesian criterion (SBC), with the maximum lags p max = q(T /100) 1/4 where q = 4 for quarterly data. 13 Once parameters in equation (4) have been estimated, we test for breaks-in-variance in the absolute values of the estimated residuals,ε t , from the following equation:
where u t is the regression error term at time t. 14 In addition to the Bai-Perron test, we also applied two other well-known break- 13 To check for remaining residual autocorrelation, we apply the Ljung-Box test for residual serial correlation to each AR(p) model selected by SBC. If necessary the lag length p is increased until the null of no residual autocorrelation cannot be rejected at the 5% significance level. 14 We also used the unbiased estimators of residuals, (2000), and found the same number of breaks. 15 The ICSS procedure has been used by for the G7 countries and Gadea et al.
(2014, 2015) for the US. Gadea et al. (2014 Gadea et al. ( , 2015 found the same break-in-variance than our results for the US in 1984Q1 using the Bai-Perron approach and the ICSS procedure. Note that Rodrigues and Rubia (2011) show that outliers can generate large size distortions in this test, and suggest to identify the variance changes from the outlier-adjusted data. Further, Inclán and Tiao (1994) advise that "it is advisable to complement the search for variance changes with a procedure for outlier detection".
breaks detected by those procedures are very close for most of the countries, giving some robustness to the empirical results. In order to define our break-in-variance dating, we retain the date that common to at least two testing procedures. We refer to
Online Appendix for further details on multiple detection procedures and results for breaks in variance.
Results for breaks in variance are presented in the first column of Table 2 . 16 We find at least one break in volatility in all countries, except for France and Japan, and two breaks for Spain and the UK. Most of the breaks in volatility are associated with the well documented decline in output growth volatility in the eighties (Canada, Italy, the Netherlands and the US), characterized in the literature as the "Great Moderation"
period. Spain and the UK experienced a break in volatility almost ten years later (1993Q3 and 1992Q2, respectively). It is noteworthy that in opposition to the previous results as regards break-in-mean detection, the timing of the decline in volatility is not synchronized, as also pointed out by Cecchetti et al. (2006) . This observed pattern suggests that there is no clear common shock underlying those breaks in volatility.
However, a different timing for the decline in volatility may be related to different learning of good policies. 17 Table 2 18 whereas there is 16 We find the same breaks in mean and in variance when the sample size ends in 2007Q4. 17 We thank the referee for this comment. 18 
Impact of breaks on output volatility modelling
In this section, we assess the impact on modeling of not taking breaks into account, for both conditional mean and conditional variance. As argued by Fernández-Villaverde and Rubio-Ramírez (2010), modelling volatility is important to understand the source of aggregate fluctuations, the evolution of the economy, and for policy analysis.
Further, it is necessary to have an accurate modeling of volatility to propose structural models with mechanisms that generate it (Fernández-Villaverde and Rubio-Ramírez, 2007, 2010; Justiniano and Primiceri, 2008) . In this respect, we estimate an AR(p)-GARCH(1,1) model (Bollerslev, 1986) for the growth rate series on three datasets:
(1) raw data; (2) break-in-mean adjusted data; and (3) break-in-mean and breakin-variance adjusted data. Indeed, GARCH-type models have proved useful in the measurement of output volatility in the empirical literature. 20 Chen (2011) employs a Markov regime-switching approach in G7 countries from data ending in 2010Q4.
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The conditional mean growth rate is supposed to follow an AR(p) process of the form:
where for all t, x t = y t for raw series or x t = z t for break-in-mean corrected series, with
The lag order p is selected from the Schwarz Bayesian criterion (SBC) in order to cap- The sum of α and β quantifies the persistence of shocks to conditional variance, meaning that the effect of a volatility shock vanishes over time at an exponential rate.
The GARCH models are short-term memory which define explicitly an intertemporal causal dependence based on a past time path. It is possible to shed light on the speed of the mean reversion process from GARCH parameters, based on the half-life concept.
Half-life gives the point estimate of half-life ( j) in quarters given as (α + β) j = 1 2 , so the half-life is given by j = ln(0.5)/ln(α + β), i.e. it takes for half of the expected reversion back towards E(σ 2 ) to occur (Andersen and Bollerslev, 1997). When α+β = 1 21 Under the assumption of a Normal distribution k = 3, so the condition becomes 3α 2 +2αβ+β 2 < 1.
an Integrated GARCH (IGARCH) model is defined (Engle and Bollerslev, 1986 ), for which the unconditional variance is not finite, implying that the shocks to the conditional variance indefinitely persist. Table 4 provides the estimation results for the AR(p)-GARCH(1,1) models. The parameters of the volatility models are estimated by maximizing the (quasi) loglikelihood function from the quasi-Newton method of Broyden, Fletcher, Goldfarb and Shanno (BFGS). 22 For each country, the best model is given in bold face, owing to the higher value of the log-likelihood. We comment below the results for each of the three datasets.
Original data (y t ).
The conditions of stationarity and existence of the fourth moment are satisfied for almost all the countries (except for Canada, Italy, the UK and the US), showing that the effect of a volatility shock vanishes over time at an exponential rate. Japan is modeled by a GARCH(1,1) process and exhibits a slightly high volatility persistence, with persistence estimate of 0.870 and half-life of shocks to volatility near to five quarters, whereas Australia, France and Germany are modeled by an ARCH(1) process, suggesting a low level of persistence (less than one quarter). Finally, the IGARCH process captures the temporal pattern of volatility for the Netherlands and Spain, implying that the shocks to the conditional variance persist indefinitely. 23 Break-in-mean-adjusted data (z t ).
When breaks-in-mean are taken into account, the level of volatility persistence is 22 To estimate the GARCH models, we use the package G@RCH 7.0 for Ox. 23 An IGARCH model has been estimated because the stationarity condition of the GARCH model were not satisfied.
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slightly modified for most of the countries. The value of α decreases and the value of β increases when the data are cleaned of breaks for Canada, the Netherlands and Spain, as also found by Carnero et al. (2001) . Note that the GARCH model did not satisfy the regularity and/or non-negativity conditions from original data for Canada, the Netherlands, Spain and the UK but these conditions are satisfied from break-in-mean-adjusted data, except for Italy, suggesting that outliers can bias these conditions. This finding confirms that of Ng and McAleer (2004) , showing that outliers can affect the moment conditions of GARCH models. Further, the volatility of output growth for the UK is now modeled by a GARCH(1,1) with a high degree of persistence, α + β = 0.970.
More interesting, the (G)ARCH effect disappears for Australia, Germany and the US when outliers are taken into account, suggesting that a homoscedastic error process is more suitable. Further, the log-likelihood from break-adjusted data is higher than the one from the original data, showing the relevance of taking into account outliers in modeling the output growth, from a goodness-of-fit point of view.
Accounting for break-in-variance in break-in-mean adjusted data (z t ).
We now consider the break-in-mean adjusted data (z t ) and we estimate the model given by equation (6) and by the following equation for the conditional variance:
where m is the number of detected breaks in the variance, d it is the dummy variable corresponding to the i th detected break, and ω i is the impact measure of d it . We use the dates of break presented in Table 2 . The parameter estimates of dummies variables are all found to be significant. 24 The negative estimate of the dummy variable ( and growth by taking into account a structural break in the volatility process.
We re-examine the effect of output volatility on its growth by estimating GARCH-M models using the three datasets considered in the previous section. The mean growth rate is defined as:
where for all t, x t = y t for raw series or x t = z t for break-in-mean-adjusted series, where σ t equals the standard deviation of the conditional variance (σ 2 t ), and λ measures the amplitude of the volatility effect. As in and Fang et al. 
where θ measures the level effect of the output growth on the variance. Table 5 displays the GARCH-M estimation results for original data and break-in-mean adjusted data.
For the original data, we find a significant relationship between output volatility and its growth (estimated by λ) for only two countries from a (I)GARCH(1,1)-M model, with a positive relationship for Canada and a negative relationship for Spain. When breaks-in-mean are taken into account, the growth-volatility relationship disappears for both countries, suggesting that the breaks bias the estimation of this relationship.
Now we incorporate breaks-in-variance in the GARCH-M model through the following equation:
where m is the number of detected breaks in the variance, d it is the dummy variable corresponding to the i th detected break, and ω i is the impact measure of d it .
When breaks in volatility are incorporated in the estimation on the GARCH-M model, we find no relationship between output volatility and its growth, whatever the country. 26 This result confirm those obtained by and . From a macroeconomic point of view, this implies that economic performances, as measured by GDP growth, do not depend on the uncertainty as measured by GDP volatility.
Conclusion
In this paper, we focused on break detection in mean and in variance on output growth for a set of advanced countries, based on statistical test procedures. It turns out that the Great Recession period is characterized by large breaks in mean of transitory nature, while dates of breaks in variance are consistent with the Great Moderation period in the eighties. This leads us to conclude that there is no evidence favoriting an end of the low output volatility period, but rather that the Great Recession has a dramatically short-lived effect on the output growth but not on its volatility.
In addition, we showed that neglecting the breaks both in mean and in variance can have large effects on output volatility modeling based on GARCH specifications. We find that the time-varying variance is well modeled by a (G)ARCH process for Canada, France, Italy and Spain, and disappears for Australia, Germany, Japan, the Netherlands, the UK and the US. Finally, we find no relationship between output growth volatility and output growth once we account for breaks, using GARCH-in-mean model. Notes: a δ denotes the parameter which designed to model the pace of the dynamic dampening effect for the outlier TC (0 < δ < 1). 0.520 Outlier-adj. 0.404 (1.49) 0.422 (6.26) 0.393 Outlier-adj. 0.586 (2.29) 0.327 (4.27) 0.172 38
