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Preface
The banking and finance industry plays a significant role in the economy of a 
nation. As such, it demands continuous research and up-to-date feeds for it to stay 
competitive and resilient. Due to its revolving and dynamic nature as well as its 
significance and interlinkages with other industries, a well-functioning banking 
and finance system is vital in safeguarding the interest of all stakeholders. The 
hard lessons and experiences learned from the financial crises of 1997/1998 and 
2008/2009, as well as the recent COVID-19 pandemic, have instigated extensive 
postmortems and re-evaluations of the banking and financial system among related 
players in the field to improve and perhaps share and adopt best practices of every 
aspect in the industry. 
Realizing the significant impacts of this industry, this book, Banking and Finance, 
highlights major issues related to banking and finance and puts forth recent 
empirical evidence, scientific research, best practices, and recommendations. 
This book discusses all major areas of banking and finance. With the wide range 
of topics highlighted and discussed, together with recent scientific research and 
findings using advanced econometrical approaches, this book not only enriches the 
literature but also offers policy implications that will benefit all players including 
academicians and practitioners in the field of banking and finance.
The book contains sixteen chapters by thirty-one authors divided into two sections. 
The first section discusses banking while the second covers finance. 
In the banking section, Aysa Siddika and Razali Haron provide a concise overview 
of capital adequacy regulation and the importance and evolution of regulation. 
They further explain how several banking crises and banks’ defaults motivated the 
Basel Committee on Banking Supervision (BCBS) to provide a comprehensive 
guideline in managing bank capital. 
Ellis Kofi Akwaa-Sekyi explores a qualitative self-regulation approach to address a 
major risk facing banks using the BCBS framework of internal controls. The chapter 
specifically examines the effect of the qualitative principles of the BCBS internal 
control framework on credit risk covering banks from selected EU countries. The 
author provides evidence on the significant relationship between board functions 
and activities, board structure and board monitoring, and credit risk and concludes 
that investment in high-risk assets, bank profitability, and the board chair being a 
former CEO increases credit risk in European banking. 
Naji Mansour Nomran and Razali Haron examine the impact of governance mecha-
nisms on the performance of Islamic banks (IBs) in eighteen countries during the 
financial crisis of 2008. The study provides justifications on Shariah Supervisory 
Board effectiveness in improving IBs’ performance even during the crisis periods. 
They conclude on the importance of IBs to adopt appropriate governance structures 
to sustain future performance.
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Dimas Bagus Wiranatakusuma, Imamuddin Yuliadi, and Ikhwan Victhori analyze 
the risk of IBs in Indonesia and identify the most dominant risk that could trigger 
other risks. Their study suggests that financing risk is the most dominant risk 
triggering vulnerability in Indonesian IBs. 
Oluwaseun James Oguntuase examines climate change and the associated 
uncertainties, acknowledging it as one of the greatest global challenges to the 
governance of the global socioeconomic and financial system. The author 
demonstrates the triangular relationship between the three notions of climate-
related risks, credit risk, and financial stability by enumerating the channels 
through which climate risks can cause credit risk and affect the stability of the 
financial system.
Taslima Julia and Salina Kassim study green banking and the impact it has on 
sustainable development goals (SDGs) and its relationship with the objective of 
Islamic law. The authors argue that banks can contribute enormously to restore 
environmental balance and to preserve a livable condition for future generations 
through green banking. They further establish that green banking, SDGs, and the 
objective of Islamic law are complementary to each other.
Wooi Keong Yong and Wooi Meng Yong discuss the impact of recent local political 
development Brexit and the trade war between the United States and China on 
the banking sector of Malaysia. The chapter concludes that the global economic 
events of Brexit and the US–China trade war in the last few years along with 
the unanticipated COVID-19 pandemic coupled with the political uncertainty 
domestically poses great credit risk to Malaysian banks.
Naima Andleeb, Md Fauzi Ahmad, and Shahab Aziz explore the importance of 
knowledge sharing in banking management along with the organizational culture. 
The chapter proposes a framework in which knowledge sharing is expected to 
be influenced by the organizational culture of banks. The authors explain that 
organizational culture itself is comprised of uncertainty avoidance, performance 
orientation, and gender egalitarianism.
Akinbode James Olalekan discusses the progress of bank service delivery in Nigeria. 
The country has recorded significant efficiency in bank service delivery via the 
effective use of an electronic banking system. Despite progress, some improvement 
is still required in employees’ knowledge gaps, technology, legal framework, labor, 
and attitude. The improvement in these critical aspects is imperative for further 
improvement of banking service delivery in the country.
Moving on to the finance section, Wojciech Grabowski analyzes the interlinkages 
between stock markets in the Central European countries (Czech Republic, Poland, 
Slovakia, and Hungary; CEE4) and stock markets of Germany and the United 
States. The chapter divides the study period according to a few important events 
and identifies three significant breakpoints in variance. Stock markets in the CEE-4 
countries turned out to be informationally efficient in three of the four sub-periods. 
Stock markets in Poland and Hungary were more sensitive to changes in rates of 
return on the German market.
Maya Puspa Rahman reports that based on past research, a yield curve contains 
information for future growth and, to a certain extent, was accurate in predicting 
recessions through the signal of yield curve inversion. In line with this argument, 
V
the chapter provides new evidence on the long- and short-run relationship between 
economic growth and yield spread in Malaysia, based on a twenty-year span of 
data divided according to sample periods. The study finds strong evidence of 
co-integration between the yield spread and growth, concurring on the long-run 
and short-run dynamics between them. 
Mehmet Selman Çolak, İbrahim Ethem Güney, and Yavuz Selim Hacıhasanoğlu 
study the relationship between economic uncertainty and balance sheet strength 
of non-financial firms quoted in Borsa İstanbul. To measure the balance sheet 
strength, the authors make use of a multivariate indicator (MFA score), which is a 
composite index to gauge the credit risk of the firms. MFA scores are then compared 
with some uncertainty indicators for the study period. The chapter concludes 
that when the uncertainties in global or Turkish economy are high, a significant 
causal relationship is observed from uncertainty indicators to firms’ balance sheet 
strength. More specifically, economic uncertainties negatively affect firms’ balance 
sheet performance in such an environment.
Teimuraz Tsabadze proposes a new approach for the assessment of credit risk. The 
chapter first discusses the existing models of credit risk assessment and justifies the 
need for a new approach. Fuzzy mathematics is employed since the new approach 
is created for conditions of uncertainty. The proposed approach is based on group 
decision-making, where experts’ opinions are expressed by trapezoidal fuzzy 
numbers. The theoretical basis of the proposed approach is laid out in the metric 
space of trapezoidal fuzzy numbers, and two realization algorithms are given.
Hongwei Wang and Shiqin Chen highlight the common problem of sparse data for 
crowdfunding recommendations. They argue collaborative filtering (CF) performs 
poorly in the case of sparse data like Kickstarter. Considering this limitation, they 
propose a method of enabling indirect crowdfunding campaign recommendations 
based on a bipartite graph. Experimental results show that the bipartite graph-
based CF achieves better performance in the recommendation for the extremely 
sparse data from crowdfunding campaigns.
Rosa Adamo, Domenica Federico, Mariantonietta Intonti, Simona Mele, and 
Antonella Notte analyze the characteristics of a crowdfunding platform operating 
on the Italian market (Produzioni dal Basso), highlighting its characteristics, 
strengths, and weaknesses. Italy is unique as crowdfunding was introduced for the 
first time in Europe. The study also carries out a simulation for the realization of a 
crowdfunding project by an Italian foundation operating in the social sector of child 
and adolescent distress, implemented through the use of the same platform. 
The book ends with a legal discourse on sales and conformity of goods and its 
importance to economic development. Djieufack Roland adopts an in-depth 
analysis on the matter and embraces that conformity of goods can conveniently 
be addressed from a number of different angles: contract law, consumer patterns, 
local and international standards, and the principles of caveat venditor and 
caveat emptor. The author explains that the concept of conformity is dynamic and 
amorphous as it is recognized as an impetus to economic development and plays a 
major role in matters of sales of goods within an economy. 
It was indeed a great experience editing this book, which is filled with knowledge 
from various perspectives. It is truly an eye opener to what is happening in the field 
of banking and finance all over the world regardless of the economic landscapes.
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This chapter aims to provide a concise overview of the capital adequacy 
regulation, importance of the regulation, and evolution of the capital adequacy 
regulation. Bank capital executes the significant role of preventing the bank from 
failure and acts as a buffer against possible losses. Capital adequacy is the least 
amount of capital a bank has to preserve to execute the business, take advantage 
of profitable growth opportunities, absorb losses, and sustain the customers’ con-
fidence on it. Several bank crises and bank defaults motivate the Basel Committee 
on Banking Supervision to provide a comprehensive guideline in managing bank 
capital. The capital adequacy regulation is an international standard to safeguard 
the banks through setting a risk-sensitive minimum capital requirement. The 
regulatory authority sets the regulatory capital, and the operating banks are 
required to maintain the adequate level of capital.
Keywords: capital adequacy regulation, Basel Accord, Basel Committee, 
regulatory capital, risk-weighted asset
1. Introduction
History of several bank failures evidences how the excessive risk taking can 
affect the whole economy as well as the global financial scenario. Since bank deals 
with different kinds of risks, the regulators strive to minimize this risk exposure 
through different regulations. The key regulations aiming to minimize the risk 
and bank failure is the capital adequacy regulation. The principle of the capital 
adequacy regulation is based on the fact that the minimum capital should be high 
enough to absorb the potential losses. While capital acts as a buffer for the bank, in 
the distressed period, the higher the buffer, the lower the risk of default. Therefore, 
the importance of maintenance of adequate level of capital is never overestimated. 
This chapter will present a brief history of capital adequacy regulation and the 
evolution of the regulation over time.
2. Basel Committee on Banking Supervision
Bank for International Settlement (BIS), the oldest international financial 
organization, was founded in 1930. Its members are central banks or the regulatory 
authorities of 60 countries. The committee aims to serve as a regulatory authority 
for monetary and financial stability and foster international cooperation.
West Germany’s Herstatt Bank closed its operation on June 26, 1974, due to 
excessive foreign exchange risk that posed counterparty risk in international 
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Bank for International Settlement (BIS), the oldest international financial 
organization, was founded in 1930. Its members are central banks or the regulatory 
authorities of 60 countries. The committee aims to serve as a regulatory authority 
for monetary and financial stability and foster international cooperation.
West Germany’s Herstatt Bank closed its operation on June 26, 1974, due to 
excessive foreign exchange risk that posed counterparty risk in international 
settlement with the banks in New York. Subsequently, at the end of 1974 due to this 
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cross-jurisdiction implication, BIS formed “Committee on Banking Regulations 
and Supervisory Practices” also known as Basel Committee on Banking Supervision 
(BCBS) headquartered in Basel. Since the inception, the committee has established 
a series of banking standards to promote monetary and financial stability. Though 
at the beginning, the group’s members were the governor of Central banks of G10 
countries, at present, it has 45 institutions from 28 jurisdictions.
BCBS provides assistance to the central banks through regular cooperation to 
improve the quality of supervision in the banking industry. The committee sets reg-
ulations for the central banks. In addition, it acts consistently to enhance the finan-
cial stability and level playing field to avoid competitiveness conflicts globally. The 
member countries implement its prudential regulations and report to the committee 
periodically. BCBS decisions are expected to be followed by the member countries 
toward sound practice and standard guidelines in the financial industry [1].
The Committee’s members are Argentina, Australia, Belgium, Brazil, Canada, China, 
European Union, France, Germany, Hong Kong SAR, India, Indonesia, Italy, Japan, 
Korea, Luxembourg, Mexico, the Netherlands, Russia, Saudi Arabia, Singapore, South 
Africa, Spain, Sweden, Switzerland, Turkey, the United Kingdom, and the United States. 
BCBS performs as a forum for regular cooperation on banking standard, regulation, and 
supervision issues between the member countries. It provides comprehensive guidelines 
for managing bank capital to safeguard against operational and financial risk in an 
international standard. Toward this standardization in banking operation and supervi-
sion, the committee has published a number of landmark guidelines on capital adequacy 
known as Basel I, Basel II, and Basel III.
This guideline advises holding a minimum amount of capital on the risk-
weighted assets of the bank. This regulation is called the capital adequacy regula-
tion (CAR) or minimum capital requirement (MCR).
2.1 Regulatory capital and economic capital
Banks as public confidence institution are strictly guided by regulations 
and supervision by the regulatory authority. Since risk is an integral part of any 
financial institution, in the process of providing different services to the economy 
banks come across different types of risk in their operation. As a result, risk is the 
subject of all regulation bases [2]. Regulators and risk managers define risk as an 
uncertainty that has adverse effect on the positive outcome of the bank like banks 
return, asset, or goodwill. Hence, the regulations intend to enhance the resilience of 
the bank in the stressed situations to protect the interest of the depositors and other 
associated counterparts of the bank.
In discussion of bank capital, the most widely used terms that come together are 
regulatory capital and economic capital. Regulatory capital as its name implies is 
the minimum level of capital required by the regulatory authority. Principally, the 
regulatory capital should be derived from the maximization of the social welfare 
function that takes into account the cost and benefit of the capital regulation [3]. 
Economic capital is the level of capital chosen by the shareholder of the bank. It 
relates with a desired rating required to safeguard the bank’s losses at a certain 
confidence level. So, if the bank’s loss during a period is higher than the initial level 
of capital, it will be in default. Therefore, the shareholder trades off between the 
costs of raise or increase of the equity against the benefit of reducing the banks 
probability of default. Mainly, cost of capital determines the relative position of 
the economic and regulatory capital. When the cost of capital is low, the economic 
capital is higher than the level of regulatory capital [3].
While discussing the economic capital and regulatory capital levels, the actual 




level chosen by the shareholder taking into consideration different regulatory 
requirements. Threat of closing the undercapitalized bank or avoidance of penalty 
insists the bank management and shareholders to keep the actual capital level above 
the minimum requirement.
In this chapter, we will discuss the regulatory capital or the minimum capital 
requirement (MCR) of the bank.
2.2 Basel I
In 1998, when the world economy faced the economic recession, the Latin 
American countries could not sustain their debts due to higher interest rates of 
loans and shorten repayment period [1]. These sovereign defaults possess criti-
cal situation for the international banks by eroding the capital buffer and global 
financial stability. The concern for global financial stability encouraged the BCBS 
committee to set up an international standard for risk measurement. The committee 
released a capital measurement system referred to as the “Basel Capital Accord” in 
July 1988 [4]. The principal of this measurement was to weigh the on-balance sheet 
and off-balance sheet asset according to the risk they possess. The accord required 
banks to hold at least 8% of risk-weighted assets (RWA) as capital; 50% of which 
must be Tier 1 or core capital.
Initially Basel Accord I focused to the credit risk of the bank measured by the 
Cookie ratio. However, being criticized for exaggerating on the credit risk in 1996, 
an amendment was issued through incorporating the market risk to address banks’ 
exposure in foreign exchange risk, securities trade, equities, commodities, and 
options [4]. This amendment permitted the bank to use internal model to measure 
the market risk and associated capital against this risk.
The first Basel Accord, i.e., Basel I was introduced among the member coun-
tries of G-10 which includes Belgium, Canada, France, Germany, Italy, Japan, the 
Netherlands, Sweden, Switzerland, the United Kingdom, and the United States. 
The accord was designed to implement among all of the internationally active banks 
across countries to make a level playing field, i.e., to avoid competitiveness conflicts 
globally. For large and complex institutions, the regulation becomes less significant. 
Finally, a more risk-sensitive and comprehensive capital structure guideline—Basel 
II—was developed.
2.3 Basel II
As a response to Enron scandal and innovation of financial derivatives after the 
execution of Basel Accord I, a new regulatory framework was imperative to introduce.
A more sensitive new capital requirement known as Basel II was initiated shortly 
in 2004 to accommodate the highly complex on- and off-balance sheet items, 
promote more risk sensitive capital requirement through banks own assessment, 
and provide greater transparency. The purpose of the Basel II accord was to address 
the risk areas that were not covered by Basel I, to measure the capital requirement 
above the minimum level.
The Basel II accord released in 2004 was developed on three pillars, which are as 
follows:
i. Pillar I or minimum capital requirement (MCR)
ii. Pillar II or supervisory review process (SRP)
iii. Pillar III or market discipline (MD)
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2.3.1 Pillar I or minimum capital requirement (MCR)
Pillar I or MCR states that banks are required to maintain regulatory capital 
that is 8% of risk-weighted assets (RWA). The RWA refer to the total assets of 
the bank that are risk-adjusted or weighted against credit risk, market risk, and 
operational risk according to the risk grade. Bank assets consist of cash, invest-
ment in securities, loans to governments, and businesses individuals that bear 
different risk characteristics. Therefore, risk weight is assigned to this asset 
group to indicate the level of riskiness in each asset group. To calculate the capital 
requirement, it takes into account both the on-balance sheet and off-balance sheet 
items of the bank.
Eligible regulatory capital is constituent of core capital or Tier 1 capital and 
supplementary capital or Tier 2 capital. Pillar I states the maintenance of regula-
tory capital on these two types. Core capital is the equity capital of the bank, 
retained earnings, and other reserves. For supervisory purposes, the committee 
determined to present the capital of the bank in two groups Tier 1 and Tier 2 where 
Tier 1 or the core capital should not be less than 50% of the total capital base of the 
bank that consists of common equity and approved reserves from the retained earn-
ings. Other elements of the capital will have to be grouped in Tier 2 that is limited to 
100% of the core capital or Tier 1 capital. Tier 2 includes the following:
• Undisclosed reserve or unpublished reserves
• Revaluation reserve of certain assets
• General provision/general loan-loss reserves
• Hybrid debt capital instrument
• Subordinated term debt
Short-term subordinated debt covering market risk or Tier 3 capital. Even 
though the eligible regulatory capital consists of core capital and supplementary 
capital, to cover the market risk, bank at its discretion can build Tier 3 capital that 
consists of short-term subordinated debt. This Tier 3 capital base can be built to 
support solely the market risk and cannot be higher than 250% of the core capital or 
Tier 1 capital.
The items to be deducted from the capital base are goodwill (deduction from 
Tier 1 capital), increase in equity due to securitization exposure, and investment in 
subsidiaries performing in the banking and financial sector that is not included in 
the national system.
Minimum capital requirement (MCR) is calculated for credit risk, market risk, 
and operational risk. BCBS advises that the minimum capital requirement under 
Basel II must be 8%, which will be calculated as follows:
  CAR =  Tier 1 + Tier 2 − Deductions + Tier3  ___________________________________    Cr risk RWA + Oper risk RWA + Mkt risk RWA ≥ 8% (1)
where CAR is the capital adequacy ratio, Tier 1 is the Tier 1 capital, Tier 2 is 
the Tier 2 capital, Tier 3 is the Tier 3 capital, Cr risk RWA is the risk-weighted asset 
for credit risk, Oper risk RWA is the risk-weighted asset for operational risk, and 
Mkt risk RWA is the risk-weighted asset for market risk.
The following sections present a brief discussion on calculation of capital 





Risk-weighted asset for credit risk is calculated for credit RWA for exposure in 
banking book except the counterparty credit risk arising from equity investment, 
securitization exposure, and trading book instruments. Bank can choose either 
standardized approach (SA) or internal ratings-based approach (IRBA) to calcu-
late their capital requirement against credit risk. In standard approach the risk is 
measured by the support of external rating or credit assessments whereas internal 
rating based approach is conducted by banks internal rating system and subject to 
the approval of the supervisors [5].
In case of standardized approach, claims against different counterparties are risk 
weighted against their rating. This credit rating is assessed by external credit rating 
institutions. In case of absence of any credit rating, the banks are advised to follow 
the instruction by the regulatory authorities. National regulatory or supervisory 
authorities permit the eligibility of the external credit assessment institution upon 
fulfillment of certain conditions. The credit rating agency must fulfill six criteria: 
objectivity, independence, international access/transparency, disclosure, resource, 
and credibility.
BCBS advises risk weight for claims on sovereigns, non-central government 
public sector entities, multilateral development banks, banks, securities firms, 
corporates, included in the regulatory retail portfolios, secured by residential 
property, commercial real estate, past due loans, and off-balance sheet items. A 
higher credit score signifies lower risk weight in calculating the risk-weighted asset 
of the bank. In standardized approach, bank calculates the total risk-weighted asset 
of the bank taking into consideration the whole credit portfolio. Along with the 
regular claims, the unsecured loans that are past due for more than 90 days are also 
risk weighted. This unsecured portion of the loan is risk weighted after the net of 
specific provision.
In standardized approach, the off-balance sheet items are converted into credit 
exposure equivalents through the use of credit conversion factors (CCF). The original 
maturity time determines the CCF of different commitments in the off-balance 
sheet items.
Internal ratings-based approach (IRB) as its name implies relies on own estimates 
of risk measurement in determining the capital requirement against credit risk, 
which are subject to fulfillment of certain conditions as well as disclosure require-
ments by the regulatory authorities. In IRB, the risk management team identifies 
the probability of default (PD), loss given default (LGD), the exposure at default 
(EAD), and effective maturity (M). Through these risk components, banks measure 
the unexpected loss (UL) and expected loss (EL). The capital requirements are 
calculated on the basis of unexpected loss. Expected losses are treated separately [5].
2.3.1.2 Operational risk
BCBS defines operational risk as “the risk of loss resulting from inadequate or 
failed internal processes, people, and systems or from external events.” It includes the 
legal risk and excludes strategic and reputational risk. The committee advises three 
measurement approaches to calculate the capital charge against the operational risk of 
the bank. The approaches are (i) the basic indicator approach (BIA), (ii) standardized 
approach (SA), and (iii) advanced measurement approach (AMA).
Banks are encouraged to follow the sequential order of the measurement 
approaches. The level of sophisticated risk measurement system and practice would 
decide to follow the later approaches, i.e., standardized approach and advanced 
measurement approach. Internationally active banks with significant risk exposure 
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in the operational areas are permitted to follow the standardized or advanced 
measurement approach.
In basic indicator approach, the capital charge for operational risk is equal to the 
15% of average positive annual gross income of the bank. Gross income is the total 
of net interest income and net non-interest income. It does not include any realized 
profit or loss from the sale of securities and any income derived from insurance. The 
calculation of capital charge in basic indicator approach is as follows:
  K BIA =  [Σ ( GI 1…n × 𝛂𝛂) ] / n (2)
Here KBIA is the capital charge in basic indicator approach; GI is the gross 
income, which was positive, over the previous 3 years; n is the number of previous 3 
years for which gross income is positive; and α is 15% required capital level against 
the operational risk.
In standardized approach, a bank’s activities are divided into eight sectors: cor-
porate finance, trading and sales, retail banking, commercial banking, payment and 
settlement, agency services, asset management, and retail brokerage. In standard-
ized approach, for every sector separate gross income is calculated separately. To 
measure the capital charge, this sectoral gross income is multiplied by denoted beta 
(a factor). Beta is a proxy variable that denotes relationship between the operational 
risk (of loss) for the particular business sector and aggregate level of gross income 
for that business sector [5]. Unlike basic indicator approach, standardized approach 
measures capital charge for each business line separately.
In SA, capital charge is calculated by taking the 3 years average of simple sum-
mation of the regulatory capital charge for each of the business sectors. Any nega-
tive capital charge due to negative gross income for any business sector may offset 
the positive capital charge in other business sector without limit. If the aggregate 
capital charge across all business lines in a certain time period is negative, then the 
numerator will be considered as zero. BCBS expressed the equation as follows:
  K SA =  { Σ Years 1–3 max  [Σ ( GI 1–8 X  β 1–8 ) , 0] } / 3 (3)
where KSA is the capital charge under the standardized approach; GI1–8 is 
the annual gross income in a given year, for each of the eight business sectors; and 
β1–8 is a fixed percentage, set by the BCBS, the level of required capital to the level of 
the gross income for each of the eight business sectors.
Table 1 presents the value of β for each business sector as prescribed by BCBS 
[5] as follows.
Sl. no. Business sector Value of β (%)
1 Corporate finance 18
2 Trading and sales 18
3 Retail banking 12
4 Commercial banking 15
5 Payment and settlement 18
6 Agency services 15
7 Asset management 12
8 Retail brokerage 12
Table 1. 




In advanced measurement approach, banks use some qualitative and quantita-
tive criteria to calculate the risk exposure and capital charge by their own. This 
approach requires complex modeling and is subject to the approval of the supervi-
sory authority.
2.3.1.3 Market risk
BCBC defines market risk as “the risk of losses in on- and off-balance sheet posi-
tions arising from movements in market prices.” Sources of market risk are interest 
rate risk, foreign exchange risk, and commodities risk [5]. Interest risk arises from 
the loss due to movement of interest rate. Foreign exchange risk arises from changes 
in banks’ assets and liability due to the fluctuation of foreign exchange rate. In the 
case of cross-border investments, when banks invest in different currencies risk 
arises due to adverse changes in the exchange rate. Similarly, commodity risk arises 
from the uncertain future market price changes in commodity prices.
Market risk is measured using the standardized measurement method and value 
at risk (VaR) or internal model approach. The choice of method is subject to the 
permission of the regulatory authorities. In standardized measurement method, 
four risks are addressed which are interest rate, equity position, foreign exchange, 
and commodities risk. The practice of internal model approach is subject to compli-
ance of certain conditions and approval of the supervisory authorities.
Therefore, bank’s total minimum capital requirement will be the summation of 
the capital requirement against the credit risk, capital charge for operational risk, 
and capital charge for market risk of the bank.
2.3.2 Pillar II or supervisory review process (SRP)
Pillar II or supervisory review process intends to assure that the bank has 
sufficient capital to support different risks arising in the business operation as 
well as encourage developing and practicing better risk management technique. 
SRP concedes the bank management to set capital target through developing an 
Internal Capital Assessment Process (ICAAP) that commensurate with banks own 
risk profile [5]. It also ensures that the bank management bears the responsibility 
to maintain the adequate level of capital beyond the minimum level to support 
its risk. The committee identifies the appropriate relationship between the risk 
and amount of capital and the effectiveness of bank’s internal control and risk 
management process. The role of supervisory authority is to evaluate how the 
operating banks are assessing their risk and capital requirement and intervene if 
necessary. SRP intends to intervene the bank regulators to prevent capital shortfall 
from the minimum level in the early stage and to take rapid corrective action [5]. 
The SRP takes into account other risk factors that are not considered in Pillar 
I (i.e., liquidity risk and interest risk). The regulatory authority evaluates the 
bank’s assessment of capital, ability to monitor, and be compliant with the capital 
regulations.
2.3.3 Pillar III or market discipline
Pillar III promotes market discipline through a set of qualitative and quantitative 
disclosure requirements that allow the market participants to understand the scope 
of application, capital position, risk exposure, and assessment of the banks. It is 
complement to Pillars I and II. Therefore, the disclosure allows a bank to present its 
risk position that is based on a common and consistent framework to the regulatory 
authority as well as public for comparison and credibility.
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management process. The role of supervisory authority is to evaluate how the 
operating banks are assessing their risk and capital requirement and intervene if 
necessary. SRP intends to intervene the bank regulators to prevent capital shortfall 
from the minimum level in the early stage and to take rapid corrective action [5]. 
The SRP takes into account other risk factors that are not considered in Pillar 
I (i.e., liquidity risk and interest risk). The regulatory authority evaluates the 
bank’s assessment of capital, ability to monitor, and be compliant with the capital 
regulations.
2.3.3 Pillar III or market discipline
Pillar III promotes market discipline through a set of qualitative and quantitative 
disclosure requirements that allow the market participants to understand the scope 
of application, capital position, risk exposure, and assessment of the banks. It is 
complement to Pillars I and II. Therefore, the disclosure allows a bank to present its 
risk position that is based on a common and consistent framework to the regulatory 
authority as well as public for comparison and credibility.
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Bank supervisors having their power to disclose requirements to the operating 
banks contribute to safe and sound banking practices. Banks will have a formal 
disclosure policy approved by the board of directors, which exhibits the items to 
be disclosed, frequency, and internal control over the process. These capital and 
risk disclosure requirements do not conflict with and minimize the scope of the 
accounting requirements.
2.4 Basel III
Global economy suffers severe financial distress during 2007–2008. Excess 
liquidity in the banking sector resulting in too much weak credit or loans to 
subprime borrowers is at the top of the list behind the crisis of 2007–2008. Other 
reasons that triggered the global crisis are excessive risk taken by the financial 
firms, excess leverage, lack of adequate quality capital, inadequate liquidity buf-
fer, and excess dependence on the credit rating agency [6]. The crisis revealed the 
lapses in the regulatory framework, market transparency, and supervision quality 
[7]. The crisis of 2007–2008 exposed the shortcomings of Basel II in managing the 
systematic risk and revealed the moral hazard problem linked with the systemati-
cally important banks.
In response to the crisis, BCBS addressing the weaknesses proposed revised 
capital framework that enforces raising higher quality of capital. It suggests build-
ing more common equity to improve loss absorption capacity and maintaining two 
liquidity standards and leverage ratio. The purpose of the regulation is to increase 
the level and quality of capital, enhance risk capture, constrain bank leverage, 
improve bank liquidity, and limit pro-cyclicality. In 2017, the committee reforms 
Basel III 2010 that seeks the credibility in risk calculation and improvement in 
comparison on the capital position of the bank [8].
The minimum amount of common equity to be maintained is increased from 
2 to 4.5% and capital conservation buffer of 2.5% of the risk-weighted assets of 
the bank. In addition, the regulatory authority can enforce additional capital buf-
fer during the period of excess credit growth. For systemically important banks, 
additional loss absorbency capacity can be introduced [7]. In 2017 reform, the 
committee has brought some changes in calculating credit risk through detailed 
risk weighing rather than flat risk weight for loans against residential and com-
mercial real estate. In addition, banks are advised to perform due diligence in 
case of relying on external credit ratings.
To make the banking industry more stable, building capital alone is not suf-
ficient. Therefore, to protect against buildup of excessive balance sheet leverage, 
Basel III introduced non-risk-based leverage ratio. This non-risk-based leverage 
ratio is Tier 1 capital to average total restated balance sheet assets over the quarter. 
The leverage ratio should be minimum 3%.
Moreover, for better resilience, (a) liquidity coverage ratio (LCR) for short-
term disruption and (b) net stable funding ratio (NSFR) for long-term liquidity 
mismatch in the balance sheet are introduced. LCR is a standard for a minimum 
level of liquidity where the institution can generate enough cash outflow from the 
high-quality liquid assets in any short-term distress situation. The LCR standard is 
measured by the ratio of stock of high liquid assets to total net cash outflows over 
the next 30 calendar days. However, NSFR measures the sustainable funding ratio 
relating to the assets and off-balance sheet activities [9]. NSFR is the ratio of the 
available amount of stable funding to the required amount of stable funding, which 
should be greater than 100%. It suggests the banks to rely on long-term liabilities 
over short-term liabilities and small and retail liabilities over wholesome liabilities 




The crisis also revealed that the existing regulation has not appropriately covered 
major on- and off-balance sheet items, trading book, and derivative-related risk 
exposure. BCBS advises a revised framework to address the trading book exposure 
under Basel III that increases the capital charges around three to four times of previ-
ous level. Basel III upholds the counterparty credit risk management and collateral 
risk management and addresses the pro-cyclicality effect and credit valuation 
adjustment risk to reduce the reliance on external credit rating agencies. Table 2 
presents the present capital ratio and liquidity ratio advised by the committee [10].
2.4.1 Capital conservation buffer and countercyclical buffer
The case of Lehman Brothers and AIG call attention to how a single firm can 
boost up shock in the financial market as well as in the global economy. The finan-
cial crisis of 2007–2008 has revealed that microprudential guideline alone is not 
sufficient to address the systematic risk. Macroprudential regulation that takes into 
account the risk arising from interconnectedness of the financial institutions is 
important to respond to the systematic risk and financial stability in the economy.
Therefore, the macroprudential guidelines impose additional capital require-
ment for systematically important banks to reduce their default probability. 
BCBS advises building common equity of 2.5% of risk-weighted asset as capital 
conservation buffer so that in times of distress, this buffer can be scaled down to 
absorb losses. BCBS also advises the regulatory authorities to raise an additional 
countercyclical capital buffer of 2.5% to respond with excessive credit growth that 
may induce systematic risk in the financial sector. Banks incur a huge loss during 
downturn followed by a long excessive aggregate credit growth. After the asset 
price bubbles loans go unpaid, prices go down, banks loan decrease, and level of 
defaults even increases more [11]. To prevent this systematic risk, banks are advised 
to build additional capital up to 2.5% during the credit growth time that ensures 
the sufficient level of capital during the distress periods. It ensures that during the 
downturn, the banking institution has enough cushions to absorb the additional 
loss and provisioning. It also intends to support the financial stability by building 
countercyclical capital buffer during boom period through increasing to the cost of 
credit which reduces the demand for it [12].
3. Islamic banking and capital regulation
BCBS provides capital standard for conventional banks but Islamic banks 
are also under the same jurisdiction toward a safe and sound banking system. 
Islamic banks differ from the conventional banks in their operation due to 
Particulars Minimum % of RWA
Common equity 4.5
Capital conservation buffer 2.5
Tier 1 capital 6
Total capital 8
Liquidity coverage ratio ≥100
Net stable funding ratio ≥100
Table 2. 
Minimum capital requirement ratio.
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unique items in the liability side of the balance sheet, risk sharing with the 
depositor and investor, absence of interest, and so on. Moreover, Islamic banks 
cannot access some credit derivatives to mitigate risk like conventional banks 
because of governing by the Shariah Principle. Wide range of financing mode 
also poses Islamic banking to face different kinds of risk. Since the operation of 
Islamic banking differs from the conventional banking, the determination of 
capital requirements also differs [13]. Studies find BCBS capital regulation does 
not address the risk of Islamic bank and lacks the goal to minimize the level of 
risk faced by the Islamic banks. Furthermore, it contributes to increase the risk 
of Islamic banks [14].
The Islamic Financial Services Board (IFSB) is an international organization 
that provides prudential guidelines and standards for the Islamic banks, insurance 
(takaful), and capital markets to enhance the stability of the Islamic financial 
industry. IFSB provides the standards aligning with the global regulatory standards 
in calculating capital requirements, thereby making disclosure toward transparency 
and market discipline [12]. However, because of asset-based financing, profit-loss 
sharing, profit bearing, or loss sharing principle, the capital determination is dif-
ferent from the conventional banking institution. Like the BCBS, IFSB also advises 
countercyclical capital buffer to the Islamic banks to reduce the systematic risk 
during the period of excessive credit growth.
4. Empirical studies on capital regulation and bank risk
The relationship between bank capital level and risk management is the 
most studied issue after the capital regulation regime. The empirical evidence 
provides useful insights about the factors affecting the risk undertaking of the 
banks. However, the studies focusing on the relationship between capital, risk 
management, and performance found contrasting results. Several studies found, 
in effect, that capital regulation stimulates the banks to take excessive risk 
through allowing the banks to increase riskier investment with the increase of 
bank capital [6]. Regulatory restriction, lower rate of return, riskier portfolio, 
and deposit insurance are the major causes identified behind the positive associa-
tion between risk and capital regulations [15, 16]. Building capital raises cost of 
capital, decreases expected profit and rate of return, and induces the bank to 
invest in riskier sector that is more riskier in the long run [16]. Conversely, strict 
regulation, income diversity, and bank size are the factors identified behind the 
negative relationship between capital regulation and bank risk [17–20]. However, 
studies also find that capital regulation has different impact on conventional and 
Islamic banks.
5. Conclusion
Bank regulations and supervisions are to make the financial system more 
resilient that facilitate the stakeholders, creditors, depositors, and different 
counterparties. It prevents banks to take excessive risk. Therefore, to increase the 
financial stability around the world, BCBS a committee of BIS provides prudential 
guidelines for the banks and other financial institutions. The committee has advised 
three capital accords: Basel I, Basel II, and Basel III. Basel III is addressed to mitigate 
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Chapter 2
Internal Controls and Credit Risk





Poor corporate governance practices have been cited as contributory to the 2007
global financial crisis. The chapter explores a qualitative self-regulation approach to
address a major risk facing banks using the Basel Committee on Banking Supervi-
sion (BCBS) framework of internal controls. The study examines the effect of the
qualitative principles of the BCBS internal control framework on credit risk. Cor-
porate institutions use internal control frameworks to address the most operational
risks, but the current study hypothesizes a possible relation with the credit risk.
This research covers banks from selected EU countries covering some period before
and after the 2007 financial crisis using a fixed-effect model. We report a significant
relationship between board functions and activities, board structure and board
monitoring, and credit risk. The results indicate that investment in high-risk assets,
bank profitability and board chair being ex-CEO increases credit risk in European
banking. The chapter extends the scope of a previous work that used the elements
of the COSO internal control framework on a single country. This quantitative
measure of qualitative constructs of the framework complements existing research
that uses algorithms and simulations to study credit risk.
Keywords: Basel Committee on Banking Supervision Framework,
Board of Directors, credit risk, European banking, internal controls
1. Introduction
The aftermath of the 2007 global financial crisis led to the tightening of corpo-
rate governance practices among financial institutions. As the apex of the internal
governance system, board of directors have a duty in ensuring adherence and
compliance with sound banking practices. The internal control framework of the
Basel Committee on Banking Supervision (BCBS) reiterates the role of board of
directors and senior management in ensuring that there is efficiency, compliance
and standard reporting of banking activities. Prior to the 2007 global financial crisis,
the BCBS had reported the importance of bank internal controls. The breakdown of
internal control systems is attributable to weak management oversight, account-
ability and control culture, inadequate risk assessment of banking activities, failure
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of control structures and activities, ineffective share and flow of internal
information and ineffective internal audit and monitoring activities [1].
Some researchers argue that poor risk management practices and weak corpo-
rate governance systems partially or significantly account for the 2007 global
financial crisis [2, 3]. The crisis led to high rates of non-performing loans which
affected several economies in the US and Europe. In a briefing to the European
Parliament, the authors lament the rate of non-performing loans leading to credit
risk among EU countries during and after the global financial crisis [4]. Prior
research identifies factors such as low profitability, bank size and high concentra-
tion of banks in lending as key determinants of credit risk in the banking industry
[5]. This study explores qualitative self-regulation approach using the BCBS internal
control framework to investigate how internal controls affect credit risk in Euro-
pean banking. This chapter extends prior research about the banking industry in
Spain where the authors find significant relation between the elements of internal
controls using the COSO framework [6]. The study differs from existing ones in
several ways. Whilst previous study focuses on a single country, the current chapter
covers several countries within the EU thus making it broader and wider. The work
of Akwaa-Sekyi and Moreno [6] uses single variables to measure the elements of
internal controls but the current study uses several variables which cover the prin-
ciples of internal controls. Unlike the previous study which uses the COSO frame-
work, this chapter uses bank-related framework suggested by the BCBS. To the best
of our knowledge, this is the first chapter to use the BCBS internal control frame-
work to study its relationship with credit risk within the European banking.
This chapter derives motivations from three sources. The first motivation for
this study comes from Cho and Chung [7]. They find that banks with weak internal
control weakness report high provision for loan losses and loan loss reserves which
exacerbates credit risk. Anytime banks intensify efforts to strengthen internal con-
trol weaknesses, there were reductions in provisions and loan loss reserves [7].
Based on their findings, we propose the use of the BCBS internal control framework
to minimize bank credit risk. Second, prior research by Uhde et al. [8] motivates
this chapter. In reviewing existing literature Uhde et al. [8] underscore the rele-
vance of a framework that combines board structure and composition to ensure
effective board monitoring. We concur with this integrated framework approach
and therefore propose the joint effect of board functions and activities, board
structure and board monitoring to minimize bank credit risk. Finally, the work of
Karkowska and Acedański [9] motivates this chapter. The authors conclude that
there is no much change in the corporate governance and bank stability nexus after
the financial crisis and therefore suggest the need to strengthen corporate gover-
nance practices. This implies there is still room for banks to improve upon their
corporate governance practices to deepen and sustain investor confidence in the
banking system. For this reason, we suggest an internal control framework that is
quite exhaustive in addressing the menace of investor losses such as credit risk.
Failures to detect breakdowns in internal controls lead to massive fraud which puts
shareholder investment in jeopardy and lack of confidence in the banking sector.
The chapter seeks to fill these research gaps by analyzing how internal governance
of the BCBS framework of internal controls affects credit risk.
The contributions of this chapter are not far-fetched. First, this chapter extends
the literature on the relationship between board functions and activities and bank
credit risk. The findings suggest that effective board functions and activities mini-
mize bank credit risk. Second, this study proffers evidence to support the agency
and institutional theories to monitor managerial behavior likely to result in invest-
ment losses through credit risk. The result complements existing research that
independent board structure minimizes credit risk. Another contribution of this
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chapter to the agency theory is how board chair being ex-CEO increases bank risks.
Prior research [10–12] uses CEO duality which is defined as situations where
existing CEOs double as board chair. Our study uses current chair being ex-CEO to
determine the effect of previous position (ex-CEO) in influencing board functions.
We find that board chair being ex-CEO increases bank credit risk which is contrary
to the views of John et al. [12] that CEO duality increases corporate governance.
One other strength of this chapter is its complementarity to existing and widely
used quantitative approaches to managing credit risk. The chapter encourages the
use of internal governance mechanisms to address a major problem in banking. The
rest of the sections cover hypotheses development, methodology, results and dis-
cussion, and conclusion.
1.1 Basel Committee of Banking Supervision framework for internal control
systems
Following significant losses in banking organizations, the concerns to minimize
such occurrences triggered the coming together of experts from various countries to
develop a framework that will guide the conduct of banking business. The motiva-
tion behind the development of the framework for internal control systems is to
address and enhance supervisory issues that encourage sound risk management
practices [1]. The confidence in an effective and functioning control system is its
ability to prevent and enable earlier detection of catastrophic but avoidable poten-
tial losses. Thus the framework is meant for member countries worldwide to use in
evaluating internal control systems among banks albeit the situational circum-
stances pertaining to different countries. The Basel Committee on Banking Super-
vision which is a subcommittee of the risk management committee of the Bank for
International Settlements outline 13 principles for assessing internal control systems
captioned under five main areas or elements. The broad areas include management
oversight and the control culture, risk recognition and assessment, control activities
and segregation of duties, information and communication and monitoring
activities.
1.2 Thirteen principles of the BCBS internal control framework
• The role of board of directors includes reviewing policies, have understanding
and ability to manage risks and ensure that senior management complies. The
board has a duty to ensure the establishment and maintenance of internal
control systems.
• Senior management has a duty to ensure the implementation of board
developed policies, develop processes for identifying, measuring, monitoring
and controlling risks and internal control systems through delegation and
segregation of duties.
• Board of directors and senior management must exemplify a culture of ethical
behavior and integrity and respect for internal controls by full engagement
• Regular, effective and continuous assessment of all material risk exposures of
the bank
• Appropriate control structure at all business levels, ensuring enforcement of
compliance and approval limits, reconciliation and verification systems,
physical controls
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Failures to detect breakdowns in internal controls lead to massive fraud which puts
shareholder investment in jeopardy and lack of confidence in the banking sector.
The chapter seeks to fill these research gaps by analyzing how internal governance
of the BCBS framework of internal controls affects credit risk.
The contributions of this chapter are not far-fetched. First, this chapter extends
the literature on the relationship between board functions and activities and bank
credit risk. The findings suggest that effective board functions and activities mini-
mize bank credit risk. Second, this study proffers evidence to support the agency
and institutional theories to monitor managerial behavior likely to result in invest-
ment losses through credit risk. The result complements existing research that
independent board structure minimizes credit risk. Another contribution of this
18
Banking and Finance
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Following significant losses in banking organizations, the concerns to minimize
such occurrences triggered the coming together of experts from various countries to
develop a framework that will guide the conduct of banking business. The motiva-
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address and enhance supervisory issues that encourage sound risk management
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captioned under five main areas or elements. The broad areas include management
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activities.
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• The role of board of directors includes reviewing policies, have understanding
and ability to manage risks and ensure that senior management complies. The
board has a duty to ensure the establishment and maintenance of internal
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• Senior management has a duty to ensure the implementation of board
developed policies, develop processes for identifying, measuring, monitoring
and controlling risks and internal control systems through delegation and
segregation of duties.
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behavior and integrity and respect for internal controls by full engagement
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• Ensure segregation of duties and elimination of potential conflict of interest in
the conduct of business
• Detailed and comprehensive internal financial, operational and compliance
data, external market information (events and conditions) which is reliable,
timely and easily accessible in a consistent and user-friendly format
• Reliable and secured information systems independently monitored and
supported by adequate contingency arrangements
• Effective flow and share of information across personnel in functional areas
and departments and units
• Periodic ongoing and daily monitoring of key risks by internal audit and
business lines
• Independent and competent internal audit ensuring adherence to internal
control systems and reporting to senior management and board of directors
• Reporting material internal control weakness to senior management and board
• Supervisors should ensure that all banks irrespective of size have effective
internal controls that are consistent with the complexity and risks of business
The reasons behind the enforcement of these principles are to ensure that inter-
nal control systems achieve performance, information and compliance objectives
[1]. The Basel framework is a risk-based approach which grants some independence
to banks to manage their own risks and to ensure safe and sound bank practices
through effective balancing of supervisory and principle-based regulatory
approaches [13]. Well-functioning internal controls serve as bedrock for capital
adequacy under prudential risk management regulation.
To ensure sound governance and protection shareholder and other stakeholder
interests, board of directors exercise oversight responsibilities over senior
management. Board of directors owe it a duty to ensure a culture of control,
adherence to principles and statutes exist to put management in check. This
function has been given alternative names such as “tone at the top” by researchers.
The International Federation of Accountants [14] emphasizes the tone at the top
and culture and ethical framework as vital to the implementation of internal
controls. The federation attributes serious accounting scandals to a situation of poor
tone on the part of top management. Hansen et al. [15] and Hermanson et al. [16]
report that the tone at the top should be assessed and reported periodically to ensure
that management and upper management continuously conform to systems put in
place. They admit the importance of the tone at the top and culture of control as
very key to ensuring effective internal controls among public and non-public
organizations. The board must be seen to be doing more than just enough to ensure
good tone and corporate culture that minimizes risk [17]. Financial organizations
must pursue a risk culture that seeks to improve oversight structures and risk
metrics and good compliance [18]. Effective implementation of board policies
sustains and fuels management oversight and control culture. Schwartz [19]
identifies board policies among other dimensions of effective corporate culture.
Management oversight and control culture covers the roles and responsibilities of




Risk recognition and assessment involves the determination, identification and
evaluation of risks or unfavorable events likely to impede the achievement of
organizational objectives. Under risk management, companies should specify suit-
able objectives, identify and analyze risks, assess fraud risk and identify and analyze
significant change. The expertise and experience of management and board mem-
bers and their ability to identify, measure, monitor and evaluate risks goes a long
way to reduce the consequences of bank risks. These functions means ensuring
acceptable rates of risk weighted asset density [20], diversification and enforce-
ment of internal controls to address operational risks.
The BCBS framework emphasizes the use of relevant information and commu-
nication to internal (functional areas and employees) and external users (stake-
holders) through various reports (Abbas and Iqbal [21]). Banks earn reputational
capital by providing reliable timely information to internal and external stake-
holders [22]. Information flow, information sharing and representation on various
committees within banks improves upon the risk culture [18] and transparency.
Board meetings and committee functions helps information production. The control
activities comprise selecting and developing control activities in general and over
technology and deploying policies and procedures. It concerns taking precautionary
measures and determining acceptable risk tolerance levels through policies, checks,
and balances [21]. Bank control activities were found to significantly minimize
credit risk [6]. Monitoring is about conducting on-going and/or separate evalua-
tions and evaluating and communicating deficiencies [23]. The use of internal and
external audit units, enforcement of internal control policies and adherence to
regulatory measures improve bank monitoring. The agency problem can be linked
to major banking activities which increases the probability risk exposure. Bank
complexity and opacity (especially in the credit creation function) have the ten-
dency to exacerbate the agency problem [24]. Bank managers in their effort to
originate, fund, service and monitor credit supply may engage in certain actions or
inactions that will impair the loan portfolio leading to the loss of assets. It is to avert
such occurrences that effective internal control systems that minimizes such losses
should be in place and effectively enforced.
1.3 Credit risk
Credit risk is crucial for bank management because of its relationship with other
risks such as operational, market, and liquidity risks. Players in the financial ser-
vices industry especially large-sized institutions use unproven and untested credit
risk models and this could be cited as one of the causes of the 2007 financial crisis
[3]. A publication on the role of credit risk in bank management and corporate
governance, Lang and Jagtiani [3] argue that over-reliance on advanced quantitative
credit risk models did not prove successful during the mortgage crisis. Thus, a
multi-approach that adopts qualitative approaches to complement prudential quan-
titative models will enhance bank risk management. The chapter proposes this
multi-approach by employing the BCBS framework for internal controls to address
bank credit risk. Credit risk is a destination point for loan default and non-
performing loans. Series of loan defaults transform into non-performing portfolio
before it gets to the stage of credit risk. Figure 1 shows the credit risk trajectory.
In this trajectory (Figure 1), unpaid loans transform into default, then
prolonged default graduates into non-performing loans which leads to credit risk
and eventually the effect on related market participants could lead to financial
crisis. The final destination of this trajectory is financial crisis, which affects the
wider industry players because of the interconnectedness of the banking model. In
the event of increasing default, there is increase in portfolio credit risk [25]. Bank
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report that the tone at the top should be assessed and reported periodically to ensure
that management and upper management continuously conform to systems put in
place. They admit the importance of the tone at the top and culture of control as
very key to ensuring effective internal controls among public and non-public
organizations. The board must be seen to be doing more than just enough to ensure
good tone and corporate culture that minimizes risk [17]. Financial organizations
must pursue a risk culture that seeks to improve oversight structures and risk
metrics and good compliance [18]. Effective implementation of board policies
sustains and fuels management oversight and control culture. Schwartz [19]
identifies board policies among other dimensions of effective corporate culture.
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bers and their ability to identify, measure, monitor and evaluate risks goes a long
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credit risk management strategies should therefore be comprehensive to address
issues of default and prevent increasing non-performing loans. Most literature on
credit risk uses ratios such as non-performing loans to total loans, provision for loan
losses and loan loss reserves [5, 6, 26] to measure credit risk.
2. Hypotheses development
In spite of the distinctive nature of the principles of internal controls according
to the BCBS framework, they overlap and reinforce each other. For this reason, the
author proposes three broad thematic areas which comprise board activities and
functions, board structure and board monitoring.
2.1 Board functions and activities
The functions and activities of board of directors affect their supervisory and
fiduciary role in protecting the interest of shareholders. The activities and functions
of the board of directors affect managerial behavior. From the institutional theory,
Zucker [27] explains that it is a complex view of the organization and how it
responds to normative pressures from the internal and external environment that
compels the organization to take legitimate stance to respond to such pressures.
Institutional theories emphasize standard systems and procedures for the conduct
of business to ensure survival of the organization. Scott [28] outlined three factors
of institutionalization which comprises cognitive elements (systems and cultural
foundations of society), normative elements (expectation from acceptable
behavior) and enforcement processes (assessment, surveillance and sanctioning).
Relating this theory to the BCBS internal controls framework, it implies drafting,
implementing and improving policies that lead to acceptable behavior. It connotes a
policy of creating, exemplifying and sustaining a culture of ethical behavior and
compliance. The BCBS framework emphasizes enforcing sound internal control
measures and this is a function of the expertise of the audit committee. The
expertise of the board provides assurance for quality and efficiency in discharging
board functions [29]. Board of directors carry out their activities by attending
meetings and participating in committee tasks. The activities of board members are
also about the number of meetings held within the financial year. We expect audit
committee expertise, board policy functions and number of board meetings to
significantly reduce credit risk. We therefore hypothesize that:
H1: Board functions and activities minimize credit risk.
2.2 Board structure
The structure of a board determines their effectiveness and efficiency with
which they carry out their activities. Different studies use different variables to
measure board structure. For example, Farag and Mallin [30] models board
Figure 1.
The credit risk trajectory. Source: Author’s construct.
22
Banking and Finance
structure in terms of unitary and dual boards and CEO duality and report no
significant relation with bank fragility. Studying the UK financial sector, Akbar
et al. [10] use board size, board independence and combined role of CEO and board
chair as variables for board structure. The results from the UK study show that there
is little evidence of CEO duality. The regression results confirm low risk taking
behavior. Other authors use board size, board independence and board member
affiliations as proxy for board structure [9]. The authors report that independent
board structure reduces bank risks. The inconclusiveness in the findings stimulates
further investigation into board structure. The structure of board of directors
should ensure minimizing the agency problem through segregation of duties (as
enshrined in the BCBS internal control framework). The structure, composition and
characteristics of board of directors could be relevant in their oversight and control
functions [31]. Board characteristics such as board composition, independence, size,
and gender diversity are efficient in monitoring and control of management [32].
The authors explain that these board characteristics motivate board members in the
quest to control and maintain a risk culture and sound bank management to the
satisfaction of stakeholders. The current study measures board structure by non-
executive board members, board diversity, and board chair being ex-CEO. We
expect that boards with non-executive members, few cases of board chair being
ex-CEO and boards with adequate female representation can demonstrate higher
degree of independence. This leads to the hypothesis that:
H2: Independent board structure reduces credit risk whilst boards with weak
independence increase credit risk.
2.3 Board monitoring and control
Board monitoring has undergone several evolutions in corporate governance
research [33]. The authors emphasize the role of the internal audit in responding to
the agency problem through effective monitoring. The agency theory provides
strong theoretical foundation to internal control research. The theory (traceable to
the late 20th century and attributable to Jensen and Meckling) provides an under-
lying explanation of internal controls with the assumption that institutional behav-
ior emanates from individual pursuit of self-interest and that there should be
separation of ownership from control in order to minimize possible conflict of
interest between the agent and the principal. The theory emphasizes separation of
ownership from control, protection of minority interests, reducing conflict of
interest and minimization of information asymmetry [34]. Jensen and Meckling
[34] explain that the firm is a nexus of contracts among individual factors of
production with conflicting objectives. Thus the best way of unifying these conflicts
of interest is the use of contracts that minimizes the agency costs and enhances
performance to maximize the value of the firm. A managerial tool put in place to
check management and employee misbehavior through auditing, budgeting, com-
pensation and other forms of control have proven successful in minimizing the
agency costs [33, 35, 36]. Some high level of transparency and reporting is manda-
tory in order to effectively deal with information asymmetry. Internal control
frameworks through the internal audit unit ensure the reporting and compliance
objectives. Board audit committees reinforce the monitoring functions by ensuring
compliance and adherence to internal controls [37]. Upadhyay et al. [37] conclude
that board monitoring committees mitigate costs. We measure board monitoring by
audit committee independence. Firms prefer using control-based approaches
through audit committees with emphasis on high risk areas [38]. We propose the
use of risk assessment and control by ensuring appropriate risk-weighted assets to
total assets ratio to check possible insolvency. The use of risk weighted density
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expertise of the board provides assurance for quality and efficiency in discharging
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also about the number of meetings held within the financial year. We expect audit
committee expertise, board policy functions and number of board meetings to
significantly reduce credit risk. We therefore hypothesize that:
H1: Board functions and activities minimize credit risk.
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The structure of a board determines their effectiveness and efficiency with
which they carry out their activities. Different studies use different variables to
measure board structure. For example, Farag and Mallin [30] models board
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structure in terms of unitary and dual boards and CEO duality and report no
significant relation with bank fragility. Studying the UK financial sector, Akbar
et al. [10] use board size, board independence and combined role of CEO and board
chair as variables for board structure. The results from the UK study show that there
is little evidence of CEO duality. The regression results confirm low risk taking
behavior. Other authors use board size, board independence and board member
affiliations as proxy for board structure [9]. The authors report that independent
board structure reduces bank risks. The inconclusiveness in the findings stimulates
further investigation into board structure. The structure of board of directors
should ensure minimizing the agency problem through segregation of duties (as
enshrined in the BCBS internal control framework). The structure, composition and
characteristics of board of directors could be relevant in their oversight and control
functions [31]. Board characteristics such as board composition, independence, size,
and gender diversity are efficient in monitoring and control of management [32].
The authors explain that these board characteristics motivate board members in the
quest to control and maintain a risk culture and sound bank management to the
satisfaction of stakeholders. The current study measures board structure by non-
executive board members, board diversity, and board chair being ex-CEO. We
expect that boards with non-executive members, few cases of board chair being
ex-CEO and boards with adequate female representation can demonstrate higher
degree of independence. This leads to the hypothesis that:
H2: Independent board structure reduces credit risk whilst boards with weak
independence increase credit risk.
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Board monitoring has undergone several evolutions in corporate governance
research [33]. The authors emphasize the role of the internal audit in responding to
the agency problem through effective monitoring. The agency theory provides
strong theoretical foundation to internal control research. The theory (traceable to
the late 20th century and attributable to Jensen and Meckling) provides an under-
lying explanation of internal controls with the assumption that institutional behav-
ior emanates from individual pursuit of self-interest and that there should be
separation of ownership from control in order to minimize possible conflict of
interest between the agent and the principal. The theory emphasizes separation of
ownership from control, protection of minority interests, reducing conflict of
interest and minimization of information asymmetry [34]. Jensen and Meckling
[34] explain that the firm is a nexus of contracts among individual factors of
production with conflicting objectives. Thus the best way of unifying these conflicts
of interest is the use of contracts that minimizes the agency costs and enhances
performance to maximize the value of the firm. A managerial tool put in place to
check management and employee misbehavior through auditing, budgeting, com-
pensation and other forms of control have proven successful in minimizing the
agency costs [33, 35, 36]. Some high level of transparency and reporting is manda-
tory in order to effectively deal with information asymmetry. Internal control
frameworks through the internal audit unit ensure the reporting and compliance
objectives. Board audit committees reinforce the monitoring functions by ensuring
compliance and adherence to internal controls [37]. Upadhyay et al. [37] conclude
that board monitoring committees mitigate costs. We measure board monitoring by
audit committee independence. Firms prefer using control-based approaches
through audit committees with emphasis on high risk areas [38]. We propose the
use of risk assessment and control by ensuring appropriate risk-weighted assets to
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(ratio or risk weighted assets to total assets) has a positive relation with bank credit
risk [20]. From the discussions above, two hypotheses emerge:
H3: Higher risk weighted density increases bank credit risk.
H4: Effective board monitoring reduces bank credit risk.
2.4 Control variables
Bank management practices such as profitability motives affect the level of
credit risk. Mixed findings exist in the relationship between credit risk and bank
profitability. Studying the drivers of credit risk in the Indian banking industry, the
authors find negative relation between ROA and credit risk [5]. The authors explain
that banks engage in more prudent lending practices with improved borrower
monitoring mechanisms to minimize the level of credit risk. Their findings confirm
the work of Ghosh [39]. Others use credit risk as explanatory variable and conclude
that there is a relation between credit risk and bank profitability in the US and Asia
[26]. We argue that, the pursuit of profitability motives in the presence of weak
internal control systems exacerbate bank credit risk exposure. In the model, we use
return on assets (ROA) as proxy for profitability motives. The size of banks deter-
mines the volume of activities including loan portfolio which can determine credit
risk. The BCBS internal control framework emphasizes coordinated effort between
internal and external controls such as the regulator. Central banks use regulatory
tools such as capital adequacy ratio and bank reserves to minimize bank risks.
3. Data and methodology
The initial sample comprises listed banks of countries within the European
Union from Datastream andWorldscope databases. The websites of individuals and
central banks of respective banks and countries provide further information about
the banks under study. The period under study spans from 2004 to 2016. The
chapter seeks to cover some period prior to the crisis, during and after the crisis.
Based on data availability author analyzed the time period around the financial
crisis, therefore some years before and some years after the crisis were taken into
account. The databases compile bank-level data on corporate governance and
financial performance variables. The analyses exclude banks with less than 5 years
of data on the variables of interest. This makes the panel data unbalanced. Even
though the data shows an initial 586 bank-year observations in the descriptive
statistics, the regressions use 368 observations for the analyses.
3.1 Internal controls variables
The study classifies the 13 principles of the BCBS internal controls framework
under three headings namely board activities and functions, board structure and
board monitoring. The model is found below:









BodMoniti,t þ γContrþ εi,t (1)
Where CR represents credit risk, i = 1… ..56 banks, t = 2004… 2016 α is the
constant, β, θ, δ, γ are coefficients to be estimated and ε is the error term. BodFtns
represents the set of variables on board activities and functions which affect credit
risk, BodStruc represent the set of variables on board structure, BodMonit represent
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the set of variables on board monitoring activities and Contr represent the set of
control variables.
BodFtns ¼ f Audit Committee expertise,Board policy function,Number of board meetingsð Þ
(2)
BodStruc ¼ f Board diversity,Non� executive members,Chairman is ex� CEOð
(3)
BodMonit ¼ f Audit committee independence,Risk Weighted Assets to Total Assetsð Þ
(4)
Contr ¼ f Capital adequacy ratio� Tier 1,Bank profitability,Bank sizeð Þ (5)
An extended model which comprises all the variables (including control
variables) follows:
CRi,t ¼ αþ β1Audit Committee expertisei,t þ β2Board policy functionsi,t
þ β3Number of board meetingsi,t þ θ1Board diversityi,t þ θ2Non
� executive memberi,t þ θ3Chairman is ex� CEOi,t
þ δ1Audit committeee independencei,t þ δ2Risk weighted assets to total assetsi,t
þ γ1Capital adequacy ratio� Tier 1i,t þ γ2BankSizei,t þ γ3Bank profitabilityi,t
þ εi,t
(6)
The chapter uses the OLS, fixed effect and random effect estimation techniques.
Sometimes, the assumptions of OLS may lead to biases and misleading standard
errors hence the use of fixed and random effect models. The fixed effect model
assumes that certain individual characteristics within may bias the model [40].
Torres-Reyna [40] explains this as the rationale behind the correlation between the
error term and predictor variables. The fixed effect model removes the effect of
time-invariant characteristics thereby perfectly estimating the true effect of the
explanatory variables. In addition to addressing possible endogeneity issues associ-
ated with panel data, we include control variables at bank and country levels to
suppress the possible effect of such characteristics. Random effect models have
superiority in higher-level estimations. In order to select whether fixed or random
effect models is suitable for estimation, we perform the Hausman test.
4. Results and discussion
The results comprise descriptive statistics, correlation matrix and regression
results for OLS, fixed effect, random effect and Hausman specification test.
Table 1 shows the descriptive statistics (number of observations, means, stan-
dard deviation, minimum and maximum values) for the variables. The result shows
high credit risk (mean = 0.948). Variables on board functions such as audit com-
mittee expertise (mean = 0.516) and board policy function (mean = 0.610) are
average or just above average. This is a good sign for effective internal controls. The
structure of the board shows good representation of females, more than average
non-executive members and some banks having board chair who were former
CEOs. Thus the banks have a balanced board which enables effective board activi-
ties. There is evidence of board monitoring and control as can be seen from audit
committee independence and control activities. The mean risk-weighted assets
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(RWA) to total assets is almost 50%. This is an indication of high risk and it is
therefore not surprising that credit risk is high among the banks sampled for the
study.
Table 2 shows the correlation matrix for the variables. High correlation
coefficients (for example, 0.8 and above) are indications of high collinearity and
this may cause problems in econometric estimations. The coefficients of the
independent variables show that the variables are not highly correlated among
themselves. This is an indication that the variables do not suffer multicollinearity
problems.
We estimate the first model using OLS technique. Among board function vari-
ables, a number of board meetings show very significant relation with credit risk.
Non-executive board members and chairman being ex-CEO are board structure
variables that show significant relations with credit risk. Board activities (number
of board meetings) shows significant positive relation with credit risk in the OLS
model but the sign changes in the panel data analysis. Overall explanatory power of
the OLS model is 26% which is far higher than those of fixed and random effects.
Perhaps, this account for some of the biases of using OLS models instead of fixed
and random effect models because OLS assumes that all the observations in the
dataset are conditionally independent. This brings about bias and misleading stan-
dard errors. The study addresses bank heterogeneity using fixed and random effect
models in a model that encompasses individual and time-specific effects. Based on
the assumption that individual bank error term correlates with the predictor vari-
ables, we employ fixed effects model to cater for time-invariant omitted variables.
The difficulty in choosing fixed or random effect models is addressed by
performing Hausman specification test. The significant variables for both fixed and
random effect models are almost the same and consistent. The directions of associ-
ation of the significant variables are the same. The use of Hausman specification test
faces some criticisms. For example, when the between effect R2 is larger than the
within effect R2, it is not appropriate to employ the fixed effect estimation tech-
nique even when Hausman test recommend the fixed effect model. The current
study does not suffer such complications. In spite of the criticisms against the
Hausman test, it is still widely used and accepted in research. The result from the
Hausman test found in Table 3 recommend the use of fixed effect model because
Variable Obs Mean Std.Dev. Min Max
Net loans total loans 586 0.948 0.147 0 1.892
Audit committee independence 503 75.827 28.665 0 100
Audit committee expertise 586 51.62 30.667 3.46 89.04
Board policy functions 586 61.041 23.166 0.4 77.78
Board diversity 563 60.202 28.377 11.81 100
Non-executive members 532 66.63 19.392 3.99 100
Capital adequacy ratio-Tier 1 555 10.725 3.458 7.3 26.9
Chairman is ex-CEO 586 0.169 0.375 0 1
Number of board meetings 486 13.403 7.603 0 68
RWA to total assets 586 0.483 0.395 0 4.932
ROA 539 0.836 1.245 12.42 4.99
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the probability Chi2 value is significant (p < 0.05). Table 3 shows the results for
Hausman test to choose whether fixed effects or random effects model is
appropriate for estimation. When the p-value is significant (95% confidence
interval), we reject the null hypothesis that random effect model is preferable. The
result for the test shows high significance at 99% confidence interval. This implies
the use of the fixed effect model for econometric estimation.
Apart from audit committee independence and board diversity, all the variables
in model show some level of significance within 90–99% confidence interval. From
Table 4, all the variables for board function show significant relation for the fixed
and random effect models. This is unlike the OLS model which show significance
for only number of board meetings. The fixed effect model caters for individual
bank level biases that may influence credit risk. Even though all the countries are
found within the European Union and may have some standardizations, there are
still bank and country-specific factors which account for differences. This is why we
assume that bank error terms do not correlate with the constant [40] thereby
justifying the choice of fixed effects. The R2 results for within the entities are 41%
for the fixed effect model. This indicates higher within entity variations. It is
interesting to find that the R2 values for the fixed and random effect models are not
different.
The expertise of the audit committee is within average which is a sign for good
board function. However, this is unable to translate into credit risk mitigation.
Contrary to the expectations that the expertise of the audit committee would min-
imize credit, the results indicate positive relation. The existence of quality audit
committee does not guarantee effective risk reduction. Sun and Liu [41] caution
that when members of the audit committee are too busy, the level of total and
idiosyncratic risks is higher. Perhaps, members of the audit committee have a lot on
their hands to deal with thereby making them less efficient in their functioning.
Variables b B (b-B) sqrt (diag(V_b-V_B))
Fixed Random Difference SE
Audit committee expertise 0.0000728 0.0000751 2.25e-06 —
Board policy function 0.0004016 0.0003986 2.93e-06 —
Number of board meetings 0.0018262 0.0017807 0.0000454 —
Non-executive board members 0.0002097 0.0002187 9.04e-06 —
Audit committee independence 4.89e-06 5.24e-06 0.0000101 —
RWA/Total assets 0.0478272 0.0536965 0.0058693 —
Chairman is ex-CEO 0.0074286 0.0072844 0.0001442 —
Board diversity 0.0000737 0.0000732 5.15e-07 —
Capital adequacy ratio-Tier 1 0.000748 0.0006744 0.0000736 —
ROA 0.00425 0.0041675 0.0000825 —
Bank size 0.0120867 0.0122416 0.0001548 0.0013089
b = consistent under Ho and Ha; obtained from xtreg.
B = inconsistent under Ha, efficient under Ho; obtained from xtreg.
Test: Ho: difference in coefficients not systematic.
chi2(11) = (b  B)’[(V_b  V_B)^(1)](b  B) = 7316.20
Prob>chi2 = 0.0000
(V_b  V_B is not positive definite)
Table 3.
Results for Hausman specification test.
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Board policy functions cover the development and implementation of internal
controls, a culture of ethical behavior and compliance. The result shows high sig-
nificant negative relation with credit risk. These conditions create a favorable envi-
ronment for management oversight. Formulation and implementation of board
policies ensure compliance with sound ethical behavior and enforcement of internal
controls creates favorable environment to mitigate bank risks. The number of board
meetings significantly reduces credit risk. It is not enough for board members to
organize meetings but when members regularly attend and participate in board
OLS (1) Fixed effects (2) Random effects (3)
Net loans to total
loans
Net loans to total
loans
Net loans to total
loans
Audit committee expertise 0.000 0.000* 0.000*
(0.000) (0.000) (0.000)
Board policy function 0.000 0.000*** 0.000***
(0.000) (0.000) (0.000)
Number of board meetings 0.003*** 0.002*** 0.002***
(0.001) (0.000) (0.000)
Non-executive board members 0.001*** 0.000** 0.000***
(0.000) (0.000) (0.000)
Audit committee independence 0.000 0.000 0.000
(0.000) (0.000) (0.000)




Chairman is ex-CEO 0.039** 0.007** 0.007**
(0.017) (0.003) (0.003)
Board diversity 0.000 0.000 0.000
(0.000) (0.000) (0.000)
Capital adequacy ratio-Tier 1 0.005** 0.001** 0.001*
(0.002) (0.000) (0.000)
ROA 0.004 0.004*** 0.004***
(0.006) (0.001) (0.001)
Bank size 0.031*** 0.012*** 0.012***
(0.007) (0.005) (0.004)
Obs. 368 368 368
R2 within 0.408 0.408
R2 between 0.015 0.021
R2 overall 0.258 0.025 0.032





Results for OLS, fixed and random effect models.
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activities. Regular board meetings improve the information and communication
prowess of institutions which earns reputational capital [21, 22]. The result
amplifies the institutional theory that normative elements and implementation of
policies of acceptable behavior through compliance make institutions better
governed. The development and implementation of board policies and engagement
in board activities among sampled banks help reduce credit risk. Policies which
ensure active participation of board activities, practicing a culture of ethical behav-
ior and enforcement of internal control systems helps minimize bank losses. In this
chapter, we find that board policies and board meetings have significant inverse
relation with credit risk. Since two of the three variables adequately meet the
expectation of the chapter, we maintain the acceptance of the hypothesis that board
activities and functions minimize bank credit risk.
The results sustain the hypothesis that independent board structure reduces
credit risk, whereas boards with weak independence increase credit risk. The vari-
ables for board structure for example non-executive board members show signifi-
cant negative relation with credit risk. Non-executive board members have greater
independence which makes them effective in their monitoring role. The inverse
relation between non-executive board members and credit risk indicates effective
control and prevention of actions that can trigger high credit risk. The result con-
firms the agency theory that non-executive board members help minimize the
conflict of interest likely to exist. The positive relation between chair being ex-CEO
and credit risk is not unexpected. Usually, such board members are influential and
might exert superior powers which might increase bank credit risk. There is the
tendency for over-confidence and unnecessarily entrenched leading to high credit
risk. The result is consistent with Fernando et al. [25] who hold the opinion that
dual board chair and CEO undermines board effectiveness in dealing with risks and
monitoring managerialism. The BCBS internal control framework advocates for
segregation of duties to ensure efficiency. It is not surprising the result shows
positive relation between board chair being ex-CEO and credit risk. Board diver-
sity (the proportion of female board members) shows negative but insignificant
relation with credit risk. Even though not significant, board diversity is inversely
related to credit risk. Having females on the board helps reduce credit risk. A
board structure that compromises on its independence may have difficulty in
effectively protecting and safeguarding the assets of shareholders. This assertion
confirms earlier research by Karkowska and Acedański [9] that independent
board structure decreases bank risks.
The chapter supports the hypothesis that higher risk weighted density increases
bank credit risk. Board monitoring reduces credit risk of sampled banks. On the use
of risk control mechanisms, risk-weighted assets to total assets shows significant
positive relation with credit risk and therefore confirmatory to literature [20]. The
mean RWA to total assets is almost 50% which is an indication of management
investing in high risk investments. It is therefore not surprising that banks experi-
enced high credit risk during the period under study. Relating the result to the
control variable on bank profitability, the risk-return theory is confirmed. Banks
engage in risky assets and this could explain why profitability (ROA) shows signif-
icant positive relation with credit risk. The European Union has experienced high
non-performing loans (NPLs) during and after the global financial crisis, a situation
which worsens banks credit portfolio performance. Bank control activities need to
be intensified to check managerial recklessness in generating NPLs and subsequent
credit risk which might lead to financial crisis.
The result for board monitoring shows that, audit committee independence
reduces credit risk but not significantly. The hypothesis that board monitoring
reduces bank credit risk is accepted in spite of the fact that in the case of the
30
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sampled banks, the result is not significant. Even though there is 75% score of audit
committee independence among sampled banks, there is no evidence of significant
relation with credit risk. It is good if variables show significant relation with out-
come variables but when the direction of association is consistent with researcher’s
expectation, it is still worth reporting. The result cast doubts on the monitoring
functions of the board and need to be given much attention than previously. The
audit committee has consistently shown ineptitude in significantly minimizing
credit risk among the sampled banks. From earlier result, the expertise of the audit
committee could not significantly minimize credit risk and same has been reported
on audit committee independence.
The results of the control variables meet the expectations of the authors. Bank
profitability shows significant positive relation with credit risk. This means that the
ambitious pursuit of profitability may lead to high credit risk and this is contradic-
tory to earlier studies [5, 39]. The positive relation of bank profitability with credit
is not surprising because of presence of board chair being ex-CEOs. There is the
tendency for over-confidence and heavy reliance of experience to the neglect of
strictly enforcing internal control mechanisms. The results from Table 4 show that
bank size significantly increases credit risk. Contrary to [5] who find no significant
relation between bank size and credit risk, our study report significant positive
relation with credit risk. For the purpose of catering for country-wide controls from
external bodies such as regulators, the model introduces capital adequacy ratio-tier
1 into the equation. The results show significant negative relation with credit risk,
thus confirming the effectiveness of regulatory controls to ensure bank compliance
and discipline. Perhaps, banks have learnt lessons from the financial crisis. The
result reinforces the institutional and agency theories used as the theoretical under-
pinnings of this study.
Beside the Basel II framework which uses the Supervisory Review and Evalua-
tion Process (SREP) to enforce capital requirements as risk management tool, banks
are encouraged to develop and monitor other risk management techniques [42].
The use of the BCBS internal control framework through the governance systems
complements the capital requirement models of bank risk management. The
framework addresses issues of compliance, reporting and efficiency. The inclusion
of capital adequacy ratio (also as a compliance mechanism) as proxy for regulatory
control makes the chapter’s conceptual model efficient in addressing credit risk in
European banking. The results show that sampled banks invest in risky assets, have
desire for profitability and therefore the board needs to intensify internal control
measures in order to minimize credit losses.
5. Conclusion
The study sought to analyses how board functions and activities, board structure
and monitoring affect credit risk in European banking. Based on the BCBS internal
control framework, we model the 13 principles of the BCBS framework under three
headings namely board functions and activities, board structure and board moni-
toring. The results show that integrated internal control frameworks are comple-
mentary and proven to effectively mitigate bank credit risks. The study concludes
that developing and implementing board policies on supervision, risk control cul-
ture, compliance and enforcement of internal controls minimizes credit risk in
European banking. A board structure that ensures independence, diverse and board
chair not being ex-CEO may reduce bank losses through credit risk. Board moni-
toring is effective when regulatory controls are used to complement existing inter-
nal control mechanisms. From the results, board policies, board activities, non-
31
Internal Controls and Credit Risk in European Banking: The Basel Committee on Banking…
DOI: http://dx.doi.org/10.5772/intechopen.92889
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executive boards and external regulations significantly reduce credit risk. Whilst
audit committee independence and board diversity reduce credit risk but not sig-
nificantly, audit committee expertise, board chair being ex-CEO, investments in
risky assets, profitability and bank size significantly increase credit risk. The model
for the chapter shows that the principles of the BCBS framework combines with
regulatory compliance requirements to ensure credit risk reduction. The chapter
supports the agency and institutional theories. The BCBS internal control frame-
work provides reliable mechanism for controlling credit risk.
The study has implications for bank practice. Credit risk continues to be a thorny
issue in the banking industry especially within the EU. Our study provides a diver-
sified approach to addressing this market failure. The chapter shows that
complementing regulatory controls with self-governing practices like internal con-
trols reduce bank risks. This research is not devoid of limitations. But for the
availability of data, the study could have substantially covered three periods
(before, during and after the crisis). Despite these limitations, the methodology is
consistent with existing research and all assumptions and diagnostic tests were
statistically confirmed. These limitations cast no doubts about the findings of our
study. The chapter suggests future research to consider internal control practices in
the periods before, during and after the 2007 global financial crisis. It is further
suggested that, various internal control frameworks could be compared to analyze
their effects on other risks such as market, liquidity and operational risks. Future
research could also consider using dynamic models such as system GMM to study
corporate governance and bank risks.
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Chapter 3
Relevance of Shari’ah Governance
in Driving Performance of Islamic
Banks during the Financial Crisis:
International Evidence
Naji Mansour Nomran and Razali Haron
Abstract
This study aims to examine the impact of Shari’ah governance mechanism on the
performance of Islamic banks (IBs) during the financial crisis of 2008. Data were
collected from 66 IBs over 18 countries covering the period of 2007–2015 and
analyzed using the System-GMM estimator. The findings indicate that an increase
in SSB effectiveness increases IBs’ performance even during the crisis periods. A
possible justification for this positive effect is related to the SG structure of IBs that
allows them to undertake higher risks to achieve a high efficiency level. For this, the
IBs, policymakers and practitioners should consider these findings when aiming to
improve SG practices in the Islamic banking industry, which in turn may help in
protecting IBs during crisis and non-crisis periods. More specifically, they should
give due importance to SSB (size, cross-membership, educational qualification,
reputation and expertise) in enhancing the performance of IBs during the crisis and
non-crisis periods. This study provides additional evidence on how IBs can sustain
their performance during either crisis or non-crisis periods through adopting
appropriate SG structure. However, the study only focuses on a small sample of 66
IBs due to lack of the data.
Keywords: Shari’ah governance, Islamic banking, performance, global financial
crisis of 2008
1. Introduction
In the current practice, Islamic banks (IBs) are subject to two internal mecha-
nisms of CG: The Board of Directors (BoD) and the Shari’ah supervisory boards
(SSBs). This extra layer of governance in the IBs, as represented by SSB, modifies
their governance structure from a “single-layer” as in the conventional banks (CBs)
into a “multi-layer” governance [1, 2]. Abdelsalam et al. [3] argue that this dual
board structure strengthens both moral and legal accountabilities of IB manage-
ment, and then, it may reduce these banks’ risk. Therefore, the establishment of an
SSB for IBs is essential [4]. For the IBs, in order to enhance their customers’ trust,
they must guarantee that all their products and operations are in compliance with
the Shari’ah rules [5]. Shari’ah noncompliance can be a reason for reputational risk
that can make the Islamic finance sector susceptible to instability and can trigger
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bank failure as most of the customers prefer the IBs for religious reasons [6]. These
risks also include higher costs, financial losses, liquidity problems, bank runs, bank
failure, industry smearing and financial instability [6, 7].
Providing an efficient Shari’ah supervision is crucial to the IBs for failing to do so
may give negative impact on the Islamic finance industry as a whole; hence, the SSB
has high responsibility and accountability in its role with regard to Shari’ah super-
vision. If IBs fail to ensure compliance with the Shari’ah rules, their position in the
market will be negatively affected due to lack of customers’ confidence [8, 9]. It is
argued that one of the duties of SSB is to approve any new products before they go
for full scale development, which in turn would decrease the risks of Shari’ah
compatibility before developing the product [6]. New products will not be intro-
duced to the customers before they are approved by the SSB [10]. Risks can arise
when the product fails to meet market and customers’ needs. Given the importance
of SSBs for IBs, [11] claim that although some may compare SSB to BoD or to an
investment committee, SSBs have more powers and rights. Thus, the roles and
duties of SSB have no true equivalent in the West [11]. As such, [10] considers the
SSBs as the substitute for the conventional BoD. Furthermore, the SSB is expected
to advise the board, the management including the bank’s subsidiaries and provide
input to the bank on Shari’ah matters in order for the bank to comply with Shari’ah
principles at all times [12].
The SSB plays an important role in determining the performance of IBs [4] and
is responsible and accountable for all Shari’ah decisions, opinions and views pro-
vided by them to the IBs [12]. Given that SSB supervises bank investment, banks
cannot invest beyond the SSB-approved investments even if they can earn a higher
rate of returns [13]. The duties of the SSB include ensuring that the operations of
the banks do not involve any dealings in prohibited industries [14]. Furthermore,
the SSB has super authority to prevent the BoDs from charging interest (riba)
payments and avoiding doubtful (gharar) investments in their products [15].
According to [6], the use of products that breach the Shari’ah principles is costly to
the IBs in both the short run and the long run. In the short run, any revenue from
the transactions that are not Shari’ah compliant is excluded from the income of the
bank and donated to some charitable causes. Thus, Shari’ah noncompliance can
affect the income and profitability of IBs adversely. In the long run, the dilution of
Shari’ah principles can negatively affect the perception of stakeholders on the
Islamic financial practice causing a serious loss of trust and credibility [6]. The
nature of the SSBs’ decision may influence the acceptance of one product over
another; hence, the SSB approval could increase or decrease the volume of banking
business [4], which may affect the bank’s profitability [16]. The decision-making of
the management in the IBs is indeed constrained by an SSB that rejects any pro-
posals in light of Shari’ah principles [10].
The chapter is organized into four sections. The first section deals with the
related literature and the hypotheses development. The second presents the data
and methodology, while the third discusses the empirical result. The last section
concludes the whole study.
1.1 Internal corporate governance mechanisms and financial crisis of 2008
In the current practices, CBs are not operating alone in the market as IBs have
become their most competitive rival [17]. Many observers and industry players
have shifted their interests toward the Islamic financial system as a viable alterna-
tive to the conventional one after the series of failures of several conventional
financial institutions due to the crisis of 2008 [18]. Parallel with that attention, the
importance of CG implementations has increased in the business environment
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especially after the financial crises, the Asian financial crisis of 1997 and the global
financial crisis of 2008. According to [18], as the financial transactions in the
Islamic system are trade and asset based, it is assumed that this system will be more
resilient to the financial shocks. Despite this, there are many examples of Islamic
financial institutions (IFIs) that suffer from poor CG especially during crisis
periods. The fall of Ihlas Finance House of Turkey in 2001, South Africa’s IB in 1997
and the Dubai Islamic IB’s losses between 2004 and 2007 are the clearest evidences
of the IFI’s poor governance [9, 19]. Many scholars argue that poor CG of financial
institutions is one of the main causes of the financial crisis of 2008 [20]. It is now
widely acknowledged that shortcomings in bank CG may have had a central role in
the development of the crisis [21].
The CG weaknesses and strengths are determined by many factors especially the
CG mechanisms. Therefore, companies that have strong CG mechanisms tend to be
more successful as compared to those companies having weak corporate mecha-
nisms [22]. Accordingly, companies that have effective corporate boards during
crisis periods are more likely to introduce turnaround plans [23]. As Abatecola et al.
[24] assert, most of the empirical studies confirm that corporate board characteris-
tics increase the survival probabilities of companies during crisis periods.
Kowalewski [23] provides empirical evidence on how CG mechanisms operate
differently in crisis and non-crisis periods. Adding to that, Srivastava [25] finds
that BoD affects the company’s performance, particularly during the period of
financial crisis.
Being considered that IBs are subject to two internal mechanisms of CG, the BoD
and the SSB, it is paramount to provide insights on how SSB influences the IBs’
performance during crisis periods. In general, most of the empirical studies in the
literature have given attention to the BoD, while there is a lack of studies in the SSB
context. As Nomran and Haron [26] argue, there is a need for more empirical
studies to examine whether the effect of SSB on IB’s performance differs during
crisis periods, especially the financial crisis of 2008. They add that this would help
IBs in developing their strategies to adopt an appropriate SSB structure that will
sustain their performance.
Few studies, however, have so far been focused on CG structure of IBs and link
it to their performance during crisis such as the study of [15]. In this study, Mollah
et al. [15] investigate whether the CG structure of IBs can help them in reducing the
impact of the crisis of 2008. To do so, they examined the impact of the CG1 on
performance of the IBs vs. CBs and found that the SSB size influences the IBs’
performance positively during the crisis period. They argue that the SG diminishes
the negative impact of excessive risk taking and then improves the IBs’ perfor-
mance [15]. However, Nomran and Haron [27] claim that the study of [15] suffers
from some limitations such as it used the SSB size as a single proxy of SSB gover-
nance and neglected many important SSB characteristics that may affect the board
performances. Thus, Nomran and Haron [27] overcome this limitation by using an
SSB score that takes into consideration the impact of other important SSB charac-
teristics. Similarly, the current study also uses this SSB score to measure SSB super-
vision as it will be shown in the methodology.
Basically, IBs have unique framework against the backdrop of Shari’ah ruling
that plays an important role in their resilience. The CG structure of IBs, which
includes the SG, helps them undertake higher risks and decrease the effect of the
crisis on their profitability [15]. Alman [28] asserts that taking the crisis period into
1 BoD structure (board size and independence), CEO power (chair duality and internally recruited) and
SSB size.
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account while studying the impact of SSB is important. Thus, there is an open
empirical research question as to whether the SSB supervision, as measured by an
SSB score that takes into consideration the impact of the important SSB
characteristics2, contributes to better performance of IBs during crisis periods.
2. Hypotheses development
Literature reveals that comparing the impact of the SSB on IBs’ performance
during crisis periods has not been fully investigated in previous studies. Responding
to what has been discussed above, this chapter aims to extend the investigation of
[15] by examining the impact of SSB supervision on IBs’ performance during crisis
periods by focusing on the financial crisis of 2008.
2.1 Shari’ah supervision and bank performance
The SSB has a supra authority to prevent the BoDs from charging interest (riba)
payments and to avoid doubtful (gharar) investments in their products [15].
Although economic calculation and the profit concerns of the IBs are allocated to
the BoD, the appreciation of the licit character of this profit is allocated to the SSB
[10]. Thus, SSBs play an important role in mitigating agency problems by acting as
an additional monitoring mechanism [3, 33, 34]. SSBs offer an extra possible
reduction in agency costs for IBs through organizational moral accountability con-
straints and shaping managerial behavior [3, 34]. As Mohammed and Muhammed
[4] state, SSB is one of the four key stakeholders affecting the financial performance
of IBs, besides the management, the ownership and the external auditor.
As mentioned above, SSB characteristics, for example, SSB size, cross-
membership, doctoral qualification, reputation and expertise, may determine how
effective the SSB is in performing its task [19, 32, 35]. Basically, SSBs’ total effect
should be measured using an SSB measurement that can reflect the total effect of
SSB based on the most important characteristics that affect SSBs’ performance [26].
Based on that, many studies used SSB score that captures the total impact of these
SSB characteristics to measure SSB supervision, for examples [19, 27]. Recently,
Nomran and Haron [27] find that SSBs positively affect Southeast Asia IBs’ perfor-
mance. That is to say that, SSB score provides the basis for the following hypotheses:
H1: Effective SSB, as represented by the SSB score, will be positively associated with
IBs’ performance.
H2: Effective SSB, as represented by the SSB score, will be positively associated with
IBs’ performance even for the period during the financial crisis of 2008.
3. Data and methodology
3.1 Sample
This chapter uses an unbalanced panel data of 66 IBs over 18 countries over the
period 2007–2015 after eliminating banks with insufficient data on Shari’ah gover-
nance and performance. We choose the sample’s starting period of 2007 in order to
2 Several variables relating to the SSB characteristics may determine how effective the SSB is in




capture the effect of the financial crisis of 2008; therefore, the study covers the
period from 2007 to 2015, including crisis period (2007–2009) following the previ-
ous studies such as [36]. The data are merged from BankScope and World Bank
country-level macroeconomic data with hand-collected data on SSB characteristics
from annual reports of IBs for the sample period. The sample distribution is
presented in Table 1.
3.2 Measures of variables
In this study, the dependent variable, which is the performance of IBs, is mea-
sured by ROA and ROE following the previous studies [15, 32].
The explanatory variables used are measured as the following. Shari’ah supervi-
sion is measured using SSB score [27]. The bank characteristics (size and age) and
country-specific variables (GDP and inflation rate) that may affect performance are
employed as control variables following previous research [15, 27]. Table 2 provides
a summary of the measurements of the dependent, control and explanatory vari-
ables used in this study.
3.3 Estimation method and model
This chapter employs the two-step system generalized method of moments
(GMM). Studies on the relationships between CG and performance should control




















Three of the four IBs in Oman are windows, but they have separate financial statements (Sohar Islamic, Muzn Islamic
& Meethaq Islamic).
Table 1.
Sample of the study.
41
Relevance of Shari’ah Governance in Driving Performance of Islamic…
DOI: http://dx.doi.org/10.5772/intechopen.92368
account while studying the impact of SSB is important. Thus, there is an open
empirical research question as to whether the SSB supervision, as measured by an
SSB score that takes into consideration the impact of the important SSB
characteristics2, contributes to better performance of IBs during crisis periods.
2. Hypotheses development
Literature reveals that comparing the impact of the SSB on IBs’ performance
during crisis periods has not been fully investigated in previous studies. Responding
to what has been discussed above, this chapter aims to extend the investigation of
[15] by examining the impact of SSB supervision on IBs’ performance during crisis
periods by focusing on the financial crisis of 2008.
2.1 Shari’ah supervision and bank performance
The SSB has a supra authority to prevent the BoDs from charging interest (riba)
payments and to avoid doubtful (gharar) investments in their products [15].
Although economic calculation and the profit concerns of the IBs are allocated to
the BoD, the appreciation of the licit character of this profit is allocated to the SSB
[10]. Thus, SSBs play an important role in mitigating agency problems by acting as
an additional monitoring mechanism [3, 33, 34]. SSBs offer an extra possible
reduction in agency costs for IBs through organizational moral accountability con-
straints and shaping managerial behavior [3, 34]. As Mohammed and Muhammed
[4] state, SSB is one of the four key stakeholders affecting the financial performance
of IBs, besides the management, the ownership and the external auditor.
As mentioned above, SSB characteristics, for example, SSB size, cross-
membership, doctoral qualification, reputation and expertise, may determine how
effective the SSB is in performing its task [19, 32, 35]. Basically, SSBs’ total effect
should be measured using an SSB measurement that can reflect the total effect of
SSB based on the most important characteristics that affect SSBs’ performance [26].
Based on that, many studies used SSB score that captures the total impact of these
SSB characteristics to measure SSB supervision, for examples [19, 27]. Recently,
Nomran and Haron [27] find that SSBs positively affect Southeast Asia IBs’ perfor-
mance. That is to say that, SSB score provides the basis for the following hypotheses:
H1: Effective SSB, as represented by the SSB score, will be positively associated with
IBs’ performance.
H2: Effective SSB, as represented by the SSB score, will be positively associated with
IBs’ performance even for the period during the financial crisis of 2008.
3. Data and methodology
3.1 Sample
This chapter uses an unbalanced panel data of 66 IBs over 18 countries over the
period 2007–2015 after eliminating banks with insufficient data on Shari’ah gover-
nance and performance. We choose the sample’s starting period of 2007 in order to
2 Several variables relating to the SSB characteristics may determine how effective the SSB is in




capture the effect of the financial crisis of 2008; therefore, the study covers the
period from 2007 to 2015, including crisis period (2007–2009) following the previ-
ous studies such as [36]. The data are merged from BankScope and World Bank
country-level macroeconomic data with hand-collected data on SSB characteristics
from annual reports of IBs for the sample period. The sample distribution is
presented in Table 1.
3.2 Measures of variables
In this study, the dependent variable, which is the performance of IBs, is mea-
sured by ROA and ROE following the previous studies [15, 32].
The explanatory variables used are measured as the following. Shari’ah supervi-
sion is measured using SSB score [27]. The bank characteristics (size and age) and
country-specific variables (GDP and inflation rate) that may affect performance are
employed as control variables following previous research [15, 27]. Table 2 provides
a summary of the measurements of the dependent, control and explanatory vari-
ables used in this study.
3.3 Estimation method and model
This chapter employs the two-step system generalized method of moments
(GMM). Studies on the relationships between CG and performance should control




















Three of the four IBs in Oman are windows, but they have separate financial statements (Sohar Islamic, Muzn Islamic
& Meethaq Islamic).
Table 1.
Sample of the study.
41
Relevance of Shari’ah Governance in Driving Performance of Islamic…
DOI: http://dx.doi.org/10.5772/intechopen.92368
for endogeneity, and thereby GMM can be used to control for this issue [37, 38]. To
test the hypotheses, the following regression model is employed:
PERFORMit ¼ β0PERFORMit �1ð Þ þ β1SSB‐SCOREit þ β2BSIZEit þ β3BAGEit
þ β4GDPit þ β5INFLATIONit þ εit (1)
PERFORMit ¼ β0PERFORMit �1ð Þ þ β1SSB‐SCOREit þ β2SSB‐SCORE� CRISISit
þ β3BSIZEit þ β4BAGEit þ β5GDPit þ β6INFLATIONit þ β7CRISISit
þ εit
(2)
where i indicates the IBs (i = 1,… .,66) and t indicates the annual time period
(t = 2007,… .,2015), PERFORM = performance of IBs, SSB-SCORE = Shari’ah
supervision score, SSB-SCORE � CRISIS = interaction term between SSB score and
financial crisis3, BSIZE = bank size, BAGE = bank age, GDP = gross domestic
product, INFLATION = inflation rate, CRISIS = a dummy variable: “1” for the
period 2007–2009, “0” otherwise4 and ε = error term.
Variables Definitions and coding Measurement
Dependent variables (bank performance)
ROA Return on assets Net income divided by average total assets
ROE Return on equity Net income divided by average total equity
Explanatory and control variables




Interaction term between SSB score
and financial crisis
SSB score multiplied by dummy variable: “1” for
the period 2007–2009, “0” otherwise
BSIZE Bank size Log of total assets
BAGE Bank age Log of years since the bank was established
GDP Gross domestic product Log of GDP per capita
INFLATION Inflation Inflation rate
CRISIS Financial crisis A dummy variable: “1” for the period 2007–
2009, “0” otherwise
*The SSB score sums the value of the dichotomous characteristics of the SSB, which takes a score bounded by 0–1,
namely (SSB size: “1” for banks with 5 or more members & “0” otherwise), (SSB cross-membership: “1” if at least one
SSB scholar with cross-membership & “0” otherwise), (SSB educational qualification: “1” if at least one SSB scholar
with PhD & “0” otherwise), (SSB reputation: “1” if at least one SSB scholar sits on the SSB of AAOIFI and at least
two Shari’ah board memberships & “0” otherwise) and (SSB expertise: “1” if at least one SSB scholar with experience
and knowledge in the field of accounting/economic/finance & “0” otherwise).
SSB-SIZE = SSB size; SSB-CRM = SSB cross-membership; SSB-DQ = SSB educational qualification; SSB-REP = SSB
reputation; SSB-EXPER = SSB expertise.
Table 2.
Measurement of variables.
3 Dummy interaction is employed following literature [39].
4 To capture the crisis impact, dummy interaction is employed following literature, in which: “1” for the
period 2007–2009, otherwise “0” [31].
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4. Analysis and findings
4.1 Descriptive statistics
The results of descriptive statistics for the variables are presented in Table 3.
Table 3 shows that the mean of dependent variables (ROA and ROE) are 0.358 and
8.776, respectively. Table 3 depicts that the mean of the SSB-SCORE is 3.399,
ranges from 0 to 5. This is in line with the findings of [27] who report that the mean
value of SSB-SCORE for GCC and Southeast Asia IBs is 3.500. Turning to the bank
and country variables (bank size, bank age, GDP and inflation rate), Table 3 shows
that the mean of these variables are 5.977, 0.983, 4.062 and 5.591, respectively.
4.2 Correlation
Table 4 denotes the Pearson correlation coefficients between the explanatory
variables. Based on Table 4, the highest correlation is found between INFLATION
and SSB-SCORE (r = 0.39). Table 4 also presents that all the correlation coefficients
are less than 0.95; hence, the collinearity between the variables is not a concern, as
suggested by [40]. According to Table 4, SSB-SCORE shows a significant correla-
tion with BAGE and INFLATION (p = 0.01). Further, INFLATION has a significant
Variables Mean Std. dev. Min Max
Performance variables
ROA 0.358 6.372 45.311 31.953
ROE 8.776 21.819 73.311 276.738
Explanatory and control variables
SSB-SCORE 3.399 1.020 0.000 5.000
BSIZE 5.977 0.668 3.335 7.591
BAGE 0.983 0.422 0.301 1.869
GDP 4.062 2.744 7.080 12.670
INFLATION 5.591 4.996 4.900 30.030
Number of IBs = 66; Number of observations = 381. ROA = return on asset; ROE = return on equity; SSB-
SCORE = Shari’ah supervision score, BSIZE = bank size, BAGE = bank age, GDP = gross domestic product,
INFLATION = inflation rate.
Table 3.
Descriptive statistics.
Variables SSB-SCORE BSIZE BAGE GDP INFLATION
SSB-SCORE 1
BSIZE 0.016 1
BAGE 0.144*** 0.062 1
GDP 0.051 0.056 0.029 1
INFLATION 0.395*** 0.178*** 0.187*** 0.041 1
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2009, “0” otherwise
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namely (SSB size: “1” for banks with 5 or more members & “0” otherwise), (SSB cross-membership: “1” if at least one
SSB scholar with cross-membership & “0” otherwise), (SSB educational qualification: “1” if at least one SSB scholar
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Measurement of variables.
3 Dummy interaction is employed following literature [39].
4 To capture the crisis impact, dummy interaction is employed following literature, in which: “1” for the
period 2007–2009, otherwise “0” [31].
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Table 4 denotes the Pearson correlation coefficients between the explanatory
variables. Based on Table 4, the highest correlation is found between INFLATION
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correlation with BSIZE and BAGE (p = 0.01). Nomran and Haron [27] found similar
correlations for SSB-SCORE with the BAGE and INFLATION and for INFLATION
with the BSIZE and BAGE.
4.3 Diagnostic test
To check the existence of the multicollinearity issue, variance inflation factor
(VIF), as an indicator of multicollinearity, is used. Multicollinearity test in the data
set is performed and no multicollinearity problem is found in the data, as the VIF of
variables is less than 10 (refer Table 5). Based on this, there is no concern of
multicollinearity among the set of explanatory variables.
4.4 Hypotheses test
Table 5 presents the regression results examining the study hypotheses based on
the two-step system-GMM. Based on Table 5, the diagnostic tests show that the two
models (1 & 2) are well fitted as AR(1) and AR(2) satisfy the conditions that there is
first-order autocorrelation but no second-order, as suggested by the literature [32].
Table 5 also depicts that the models (1 & 2) are well fitted with statistically
significant test statistics for the Wald test, indicating that the instruments are valid
in the GMM estimation for the measurements (ROA, ROE) (Model 1: p = 0.00,
0.00; Model 2: p = 0.00, 0.00).
Additionally, the Hansen J-statistic test does not reject the null hypothesis at any
conventional level of significance for the two measurements (ROA, ROE) (Model 1:
p = 0.59, 0.59; Model 2: p = 0.70, 0.35), indicating that all the models have valid
instrumentation. Finally, in line with the rule of thumb [41], the number of instru-
ments does not outnumber the number of groups in all the models.
As expected in the first hypothesis (H1), SSB score is reported to relate positively
to performance as measured by ROA and ROE (Model 1: at p = 0.05, 0.01); thus, the
first hypothesis is supported. This result is in support of literature such as Nomran
and Haron [27] who found a positive impact for the SSB score on the performance
of Southeast Asia IBs.
For the second hypothesis (H2), a positive relationship is found between the SSB
score and performance in the presence of the financial crisis for all the measure-
ments (ROA, ROE) (all at p = 0.05); the second hypothesis is, thus, supported but
not at 1% level of significance. This result is consistent with the findings of [15],
who found a positive and significant impact for SSB supervision on the IBs’ perfor-
mance during the financial crisis. The results indicate that SSBs slightly enhance IBs’
performance during the financial crisis period. According to Mollah et al. [15], a
possible justification for this positive effect is related to the SG structure of IBs that
helps them undertake higher risks and decrease the effect of the crisis on their
profitability. Ben Zeineb and Mensi [42] also found that the governance structure of
IBs allows them to take higher risks to achieve a high efficiency level. Abedifar et al.
[43] believe that components of IBs’ governance systems may protect them from
the problems faced by CBs.
The findings, therefore, suggest that an increase in SSB effectiveness increases
IBs’ performance even during the crisis periods. For this, the IBs, policymakers and
practitioners should consider these findings when aiming to improve SG practices
in the Islamic banking industry, which in turn may help in protecting IBs during
crisis and non-crisis periods. They should give due importance to SSB characteris-
tics (size, cross-membership, educational qualification, reputation and expertise) in
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enhancing the performance of IBs. Regarding the appropriate SG structure, some
empirical studies have been conducted in this context. Nomran and Haron [2]
suggested that SSB size of IBs should neither be lesser than three nor greater than
six. Further, Nomran and Haron [27] confirmed that IBs should balance the number
of SSB scholars with experience in Shari’ah, as well as in law, accounting and
finance. They also indicated that scholars with PhD in Shari’ah and law are more
associated to enhance IBs’ performance. Finally, they indicated that IBs should
restrict the scholars’ memberships across SSBs.
Model (1) (2)
Variables ROA ROE ROA ROE
Constant 10.256*** [0.000] 67.202*** [0.000] 5.346 [0.191] 36.405** [0.014]
ROA (1) 0.343*** [0.000] — 0.404*** [0.000] —
ROE (1) — 0.384*** [0.000] — 0.396** [0.017]
SSB-SCORE 1.156** [0.025] 6.947*** [0.003] 0.875** [0.026] 4.420* [0.072]
SSB-SCORE 
CRISIS
— — 5.070** [0.049] 30.528** [0.031]
BSIZE 0.927*** [0.000] 6.738*** [0.000] 0.432 [0.423] 3.157 [0.282]
BAGE 0.465 [0.117] 1.331 [0.537] 0.160 [0.798] 2.085 [0.656]
GDP 0.114 [0.223] 0.213 [0.654] 0.128 [0.281] 0.267 [0.775]
INFLATION 0.160*** [0.001] 1.268*** [0.000] 0.081 [0.226] 1.010*** [0.004]




781.260*** (0.000) 155.370*** (0.000) 259.690*** (0.000) 119.410*** (0.000)
Hansen test
(p-value)
15.000 (0.595) 16.020 (0.591) 14.420 (0.701) 8.910 (0.350)
AR(1) (p-value) 1.760* (0.079) 1.750* (0.079) 1.770* (0.078) 1.720* (0.086)
AR(2) (p-value) 1.050 (0.292) 1.520 (0.128) 1.110 (0.266) 1.510 (0.130)
No. of instruments 24 25 27 17
No. of groups 62 62 62 62
No. of
observations
263 278 264 277
VIF VIF VIF VIF VIF
SSB-SCORE 1.21 1.20 1.43 1.44
BSIZE 1.06 1.05 1.07 1.06
BAGE 1.08 1.07 1.10 1.10
GDP 1.03 1.02 1.04 1.02
INFLATION 1.25 1.25 1.27 1.26
The GMM model includes one lag of the dependent variables. Standard coefficients are presented (p-values in
parentheses).
***, ** and * are the p-values significant at 1, 5, and 10%, respectively.
ROA = return on assets; ROE = return on equity; SSB-SCORE = Shari’ah supervision score, BSIZE = bank size,
BAGE = bank age, GDP = gross domestic product, INFLATION = inflation rate. Model (1): Shows Eq. (1); Model (2):
Shows Eq. (2). Stata software was used for analyzing hypothesis test based on System-GMM.
Table 5.
SSB and IBs’ performance in the presence of the financial crisis: two-step system-GMM estimation.
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mance during the financial crisis. The results indicate that SSBs slightly enhance IBs’
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possible justification for this positive effect is related to the SG structure of IBs that
helps them undertake higher risks and decrease the effect of the crisis on their
profitability. Ben Zeineb and Mensi [42] also found that the governance structure of
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The findings, therefore, suggest that an increase in SSB effectiveness increases
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5. Conclusion
The importance of CG implementations has increased in the business environ-
ment especially after the financial crises: The Asian financial crisis of 1997 and the
global financial crisis of 2008. Poor CG of financial institutions is considered to be
one of the main causes of the financial crisis of 2008, and this CG weakness was not
limited to the CBs, but IBs also suffered from this problem because their imple-
mentation of CG practices is still weak. Indeed, CG structure of IBs differs from its
conventional counterparts as it follows Shari’ah-compliant characteristics and is
closely guided by the SSBs. This extra layer of governance in the IBs modifies their
governance structure from “single-layer” as in the conventional ones into “multi-
layer” governance. This makes the establishment of an SSB essential for the IBs.
Providing an efficient Shari’ah supervision is crucial to the IBs as failing to do so
may give negative impact on the Islamic finance industry as a whole.
However, studies investigating the impact of the financial crisis of 2008 in the
SSB context are very little, and hence, this chapter aims to examine SSBs’ supervi-
sion effect on IBs’ performance during the financial crisis of 2008. Based on the
GMM estimation, the findings indicate that IBs with strong SSB supervision are
likely to improve IBs’ performance during the crisis and non-crisis periods.
It is expected that providing empirical evidence on this issue would help the IBs
in developing their strategies to adopt appropriate SG structure that can enhance
their performance during crisis and non-crisis periods. Therefore, the IBs,
policymakers and practitioners should consider the strong SSB supervision when
aiming to improve SG practices in the Islamic banking industry. More specifically,
the IBs, policymakers and practitioners should give due importance to SSB (size,
cross-membership, educational qualification, reputation and expertise) in enhanc-
ing the performance of IBs during the crisis and non-crisis periods. However, the
main limitation of the study is that it only focuses on a sample of 66 IBs over 18
countries due to lack of data.
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5. Conclusion
The importance of CG implementations has increased in the business environ-
ment especially after the financial crises: The Asian financial crisis of 1997 and the
global financial crisis of 2008. Poor CG of financial institutions is considered to be
one of the main causes of the financial crisis of 2008, and this CG weakness was not
limited to the CBs, but IBs also suffered from this problem because their imple-
mentation of CG practices is still weak. Indeed, CG structure of IBs differs from its
conventional counterparts as it follows Shari’ah-compliant characteristics and is
closely guided by the SSBs. This extra layer of governance in the IBs modifies their
governance structure from “single-layer” as in the conventional ones into “multi-
layer” governance. This makes the establishment of an SSB essential for the IBs.
Providing an efficient Shari’ah supervision is crucial to the IBs as failing to do so
may give negative impact on the Islamic finance industry as a whole.
However, studies investigating the impact of the financial crisis of 2008 in the
SSB context are very little, and hence, this chapter aims to examine SSBs’ supervi-
sion effect on IBs’ performance during the financial crisis of 2008. Based on the
GMM estimation, the findings indicate that IBs with strong SSB supervision are
likely to improve IBs’ performance during the crisis and non-crisis periods.
It is expected that providing empirical evidence on this issue would help the IBs
in developing their strategies to adopt appropriate SG structure that can enhance
their performance during crisis and non-crisis periods. Therefore, the IBs,
policymakers and practitioners should consider the strong SSB supervision when
aiming to improve SG practices in the Islamic banking industry. More specifically,
the IBs, policymakers and practitioners should give due importance to SSB (size,
cross-membership, educational qualification, reputation and expertise) in enhanc-
ing the performance of IBs during the crisis and non-crisis periods. However, the
main limitation of the study is that it only focuses on a sample of 66 IBs over 18
countries due to lack of data.
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Chapter 4
Risk Analyses on Islamic Banks in
Indonesia
Dimas Bagus Wiranatakusuma, Imamuddin Yuliadi
and Ikhwan Victhori
Abstract
This study aims to analyze the risks on Islamic banks in Indonesia by identifying
which risk is significantly dominant in triggering other risks to happen. For that
purpose, the study uses time series data on a monthly basis from 2010:M1 to 2018:
M8. The data are obtained from the Financial Services Authority (OJK) Indonesia
and analyzed using vector autoregression (VAR). Some variables are employed to
proxy risk vulnerability including financing-to-deposit ratio (FDR) as a proxy of
liquidity risk, nonperforming financing (NPF) as a proxy of financing risk, and
cost-to-income ratio (BOPO) as a proxy of operational risk. The findings suggest
that financing risk is the most dominant risk triggering vulnerability on Islamic
banks in Indonesia.
Keywords: liquidity risk, financing risk, operational risk, Islamic banks, Indonesia
1. Introduction
In 1997, the financial crisis began in Thailand and had destroyed economies of
Asian countries, especially countries that had similar economic typologies. This
crisis was triggered by speculators who launched a barrage of “attacks” on the Thai
currency. Its currency became more deteriorated as the economic structure of Thai
currency was not accompanied by strengthening in the real sector [1].
Given such important aspect on exchange rate stability, Bello et al. [2] argue that
the efficiency of risk management practices on currency volatility can be sought as
the main reason for a banking collapse. The banking collapse is mainly due to
mismatch problem in its balance sheet. The balance sheet becomes imbalance as the
growth of its assets linked to foreign currency is not as equal as the growth of its
liabilities linked to foreign currency. Consequently, risks such as liquidity risk,
credit risk, and operational risk are appeared. These risks will impair gradually the
bank’s balance sheet; hence, this condition would need a special treatment and force
a bank into a critical level until it receives bailout funds. Subsequently, when the
risks were not mitigated properly, it might transmit into financial system and
economic at large.
One example of the impact on banking failure into financial crisis was in August
2007. A financial crisis started when one of the largest French banks announced a
freeze of some securities in the United States concerning high-risk housing loans
(subprime mortgage). This incident triggered a decline in the level of public confi-
dence in the banking sector and led to bank failures around the world.
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Liquidity crisis causes declining in the household and corporate sectors’ confidence
toward economic conditions. The long-term pressure on banking sector had flowed
to currency depreciation, strong inflationary pressures, and rising interest rates [3].
Looking at the severe impact of banking failure, it can be traced out from to
what extent the risk is systematically related among systems. According to Bank
Indonesia [4], the systemic risk is the main reason on severe impact from the
banking failure as it causes instability as a result of contagion in some or all financial
systems. The systemic risk happens due to dynamic interaction components within
a financial system referring to theirs size, complexity, interconnectedness of insti-
tutions and financial markets, and excessive behavioral tendencies from actors or
financial institutions to follow the economic cycle (procyclicality).
Given such dynamic circumstances, it can trigger banking sector vulnerability and
jeopardize economic growth through uncontrolled banking risks. Some common and
influential risks in banking sector include the following: First, liquidity risk refers to
banks that cannot meet the needs of customers due to mismatch balance sheets.
According to the Banker Association for RiskManagement, liquidity risk is influenced
by several factors, including accuracy of cash flow planning, accuracy in managing
funds, availability of assets that are ready to be converted into cash, and the ability to
create access to the interbank market. Financing-to-deposit ratio (FDR) is used to
proxy the liquidity risk given that it represents the potential of liquidity shortage.
Second, credit risk is the risk of loss due to the failure of the counterparties to
fulfill their obligations. Credit risk arises from a variety of functional bank activi-
ties, such as credit (financing in Islamic banks), treasury activities (placement of
funds between banks, buying corporate bonds), and activities related to investment
and trade financings. Nonperforming financing (NPF) is used as a proxy to measure
credit risk due to greater NPF, which indicates bank vulnerability as it can erode
bank’s capital through a gradual decrease in profitability.
Third, operational risk is the risk caused by inadequate or non-functioning
internal processes, due to human error or technological system failure and
external events that affect the bank’s operational performance. According to
Aldasoro et al. operational risk represents a significant portion of the total bank
risks in the banking sector. In this regard, it needs to be measured by considering
operational losses compared to operational income, which is proxied by a
cost-to-income ratio (BOPO) variable.
The potential risk arising in the banking sector is based on basic banking opera-
tional framework. In the case of Islamic bank, Figure 1 shows the sequential pro-
cesses which embed risks in every step involved. Bank as a financial intermediary
has the main function in connecting left-hand side (funding side) and right-hand
side (financing side). The connection implies a build-up risk given that a balance
sheet mismatch occurs. Referring to Figure 1, number 1 is connected to numbers 2,
3, and 4, which indicates funds deposited are subsequently utilized for financing
purposes. Mismatches can be due to dominant proportion between right-hand and
left-hand sides. The higher proportion on the left-hand side implies excessive
Figure 1.
Islamic banking as a financial intermediary. Sources: Bank Indonesia [5]. 1. Money deposited; 2. Money
withdrawal; 3. Financing contract; 4. Profit loss sharing.
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unutilized funds, which will burden the bank’s balance sheet as profit diminishes,
while the greater proportion on the left-hand side implies excessive utilized funds
than deposited funds. Therefore, the imbalance, which potentially occurs as con-
tinuous banking operation, will always create risks, in the form of financing risk,
liquidity risk, or operational risk.
Although Islamic banking cannot avoid from risk promulgation, there is no
adequate evidence on what the source of risk which can lead to balance sheet’s
vulnerability. The existing literature however mainly focuses on factors that lead to
build-up risk in Islamic banking. For example, studies by Abdullah [6], Abedifar
et al. [7], Adrian and Hyun (2013), Alessi and Detken [8], and Ardiansyah et al. [9]
specifically merely elaborate the determinants of risks and their relationship with
a particular risk, such as credit, liquidity, and operational risks. In addition, other
studies by Avdjiev et al. [10], Aysan et al. [11], and Borio [12] focus on the
relationship of bank’s risks with its stakeholders without taking peculiar attention to
which risks frequently arise. Therefore, this study will close the gap by empirically
examining what is the dominant risk in the Islamic banking given the dynamic and
interrelated sides—funding and financing sides—on its operation. For that purpose,
three main risks are observed—credit, liquidity, and operational—given that those
risks are financially connected to Islamic banking operation. Finally, this paper
contributes to the literature on risk management by investigating empirically what is
the dominant risks, which are quite lacking, particularly looking at Indonesia’s case.
Hopefully, findings of the paper share benefits to bankers, depositors, investors, and
regulators when taking decisions related to the Islamic banking industry.
2. Literature review
Risk arises when there is an unknown or unclear outcome and usually disrupts a
particular system. According to Misman [13], risk is the volatility of unexpected
results or variability. Risk can be divided into two types, systematic risk and
unsystematic risk where numerically it can be measured by standard deviation of
historical results. The main risks in the banking system, including Islamic banking,
are credit and liquidity risks. The credit cycle, a mismatch of balance sheets [12],
and funding constraints [14] are some of the triggering factors for risk exposures.
These factors could deteriorate the banking system as a result of an inability to
diversify their portfolios [15] and loan syndication [16]. Therefore, to manage risks
in the banking system, credit risk and liquidity risk should be linked with the rate of
growth of a bank’s aggregate balance sheets that remain surplus (high liquidity
borrowers and short-term debt) [17–20].
According to Wiranatakusuma and Duasa [21], there are two important risks
that are embedded in Islamic bank, which include liquidity risk and credit risk.
Credit risk issues are related to banking operations amidst high-nonperforming
loans. Banks as financial intermediaries have to meet short-term obligations. When
a bank fails to settle its obligations, that means the bank is at risk of bankruptcy.
When there is long failure of insolvency situation, the capital will be affected due to
the emergency need in maintaining operations and the systematic risk mitigation.
Therefore, credit risk is followed by operational risk as capital is gradually eroded.
Subsequently, insolvency in financing disbursement would affect the left-hand side
(bank-depositor relationship) as the bank is unable to settle its deposited funds’
return. It was the signal that the bank is facing liquidity problem due to balance
sheet’s mismatch.
Therefore, to further clarify the credit, liquidity, and operational risks, some
studies explain as follows:
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unutilized funds, which will burden the bank’s balance sheet as profit diminishes,
while the greater proportion on the left-hand side implies excessive utilized funds
than deposited funds. Therefore, the imbalance, which potentially occurs as con-
tinuous banking operation, will always create risks, in the form of financing risk,
liquidity risk, or operational risk.
Although Islamic banking cannot avoid from risk promulgation, there is no
adequate evidence on what the source of risk which can lead to balance sheet’s
vulnerability. The existing literature however mainly focuses on factors that lead to
build-up risk in Islamic banking. For example, studies by Abdullah [6], Abedifar
et al. [7], Adrian and Hyun (2013), Alessi and Detken [8], and Ardiansyah et al. [9]
specifically merely elaborate the determinants of risks and their relationship with
a particular risk, such as credit, liquidity, and operational risks. In addition, other
studies by Avdjiev et al. [10], Aysan et al. [11], and Borio [12] focus on the
relationship of bank’s risks with its stakeholders without taking peculiar attention to
which risks frequently arise. Therefore, this study will close the gap by empirically
examining what is the dominant risk in the Islamic banking given the dynamic and
interrelated sides—funding and financing sides—on its operation. For that purpose,
three main risks are observed—credit, liquidity, and operational—given that those
risks are financially connected to Islamic banking operation. Finally, this paper
contributes to the literature on risk management by investigating empirically what is
the dominant risks, which are quite lacking, particularly looking at Indonesia’s case.
Hopefully, findings of the paper share benefits to bankers, depositors, investors, and
regulators when taking decisions related to the Islamic banking industry.
2. Literature review
Risk arises when there is an unknown or unclear outcome and usually disrupts a
particular system. According to Misman [13], risk is the volatility of unexpected
results or variability. Risk can be divided into two types, systematic risk and
unsystematic risk where numerically it can be measured by standard deviation of
historical results. The main risks in the banking system, including Islamic banking,
are credit and liquidity risks. The credit cycle, a mismatch of balance sheets [12],
and funding constraints [14] are some of the triggering factors for risk exposures.
These factors could deteriorate the banking system as a result of an inability to
diversify their portfolios [15] and loan syndication [16]. Therefore, to manage risks
in the banking system, credit risk and liquidity risk should be linked with the rate of
growth of a bank’s aggregate balance sheets that remain surplus (high liquidity
borrowers and short-term debt) [17–20].
According to Wiranatakusuma and Duasa [21], there are two important risks
that are embedded in Islamic bank, which include liquidity risk and credit risk.
Credit risk issues are related to banking operations amidst high-nonperforming
loans. Banks as financial intermediaries have to meet short-term obligations. When
a bank fails to settle its obligations, that means the bank is at risk of bankruptcy.
When there is long failure of insolvency situation, the capital will be affected due to
the emergency need in maintaining operations and the systematic risk mitigation.
Therefore, credit risk is followed by operational risk as capital is gradually eroded.
Subsequently, insolvency in financing disbursement would affect the left-hand side
(bank-depositor relationship) as the bank is unable to settle its deposited funds’
return. It was the signal that the bank is facing liquidity problem due to balance
sheet’s mismatch.
Therefore, to further clarify the credit, liquidity, and operational risks, some
studies explain as follows:
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2.1 Liquidity risk
The definition of liquidity risk can be broadly defined as the ability to meet cash at
an appropriate cost. Liquidity is important for banks to carry out their business
transactions, address urgent needs, satisfy customer demands for loans, and provide
flexibility in achieving attractive and profitable investment opportunities. For that
purpose, Islamic bank needs to implement liquidity management practices in order to
mitigate the potential risk occurrence. According to Sholikhah [22], banking liquidity
management is about how banks can fulfill both current liabilities and future liabili-
ties in the event of an asset liability withdrawal or repayment. In other words, the
liquidity risk appears in accordance with the agreement which has not been agreed
(unexpected) previously. Therefore, bank liquidity management is required to liabil-
ity management through which banks can convince the depositors concerning their
fund withdrawal at any time or at maturity. Hence, looking at the potential mismatch
between assets and liabilities, the banking sector needs to monitor the potential
liquidity risk through its financing-to-deposit ratio or FDR variable.
2.2 Credit risk
Credit risk is a major source of financial systems. According to the Indonesia
Banks Association [23], credit risk is the risk of losses due to failure of
counterparties to fulfill their obligations. Usually this risk comes from several
banking functional activities such as credit or financing. Nowadays, the productive
assets of banks are dominated by loans, while the most important sources of bank
funds are from third-party funds or DPK so that if there is a significant increase in
credit risk to banks, the influence on bank performance will be severe as the
pressure from deposited funds. Hence, due to connected sources between deposited
and disbursed funds, the potential loss due to financing activities must be controlled
by monitoring nonperforming financing or NPF variable.
2.3 Operational risk
Operational risk affects basically the ability of banking sector to generate profits
and its capacity to adjust revenues and expenses. Operational risks are triggered
from banking sector activities in the midst of diversity and connectivity. Given that
more diverse and competitive banking sectors exist, the banking sector tends to
excessively generate assets as profit maximization motive. However, the lack of
system and human capacity necessitates more investment or additional cost; other-
wise, there will be less competitive and market penetration. Hence, the banking
sector needs to properly monitor the ratio between its cost and revenue to ensure its
sustainability and continuous profitability. The BOPO is variable to identify the
potential operation risk in Islamic banking.
3. Data and methodology
3.1 Research objective and data type
The object in this study is Islamic banking in Indonesia. Its risks are analyzed by
time series data published by Bank Indonesia and the Financial Services Authority
Indonesia. The data spanned from January 2010 to August 2018 due to the new
phase of the new normal of global economy where the global economy starts to
increase after the global financial crises indicated by the growth of East Asian
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country and China economy, including in Indonesia. The new normal refers to the
business cycle (expansion, peak, recession, trough, and recovery phase).
3.2 Data collecting techniques
According to the embedded risks in the banking sector, this study employs three
main variables that are the proxies of the three main risks, including financing,
liquidity, and operational risks. The FDR, NPF, and BOPO are used to proxy the
observed risks.
3.3 Operational definition of observed variables
The operational definition of these variables is as follows:
3.3.1 FDR
FDR is a ratio that shows banking intermediaries and proxies to the liquidity of
Islamic banks. The FDR is computed by dividing the total amount of financing with
the total third-party funds. The FDR in Islamic bank is used to measure the capabil-
ities of Islamic banking to meet the repayment of deposits upon maturity or without
any delays. If the FDR is more than 1, it means that the total financing provided by
the bank exceeds the funds collected from depositors. This situation has the potential
risk to cause liquidity risk for Islamic banks. The FDR is formulated as follows:
FDR ¼ Total Financing
Total Third Party Funds collected
� 100% (1)
3.3.2 NPF
NPF is the amount of unclaimed credit and represents the low quality of banks’
assets. This variable is the ratio between the total nonperforming financing and the
total financing provided by Islamic banks. The NPF is a nonperforming financing
consisting of financing classified due to the lack of transparency and doubt in
repayment. Usually the NPF value is the result of the failure of the debtors to fulfill
their obligations. Bank Indonesia stipulated a 5% limit for Islamic banks concerning
the NPF value. Technically, the NPF is formulated as follows:




The BOPOmeasures the efficiency and ability of the bank to generate profits from
its business activities. A smaller BOPO represents the fact that banks can cover their
expenses by using their operational revenues. The BOPO is formulated as follows:
CIR ¼ Total Operating Expenses
Total Operating Revenue
� 100% (3)
3.4 Research estimation method
Research problems will be analyzed by using vector autoregression (VAR),
which is based on the risk of Islamic banks. Technically, if the data is found
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country and China economy, including in Indonesia. The new normal refers to the
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which is based on the risk of Islamic banks. Technically, if the data is found
55
Risk Analyses on Islamic Banks in Indonesia
DOI: http://dx.doi.org/10.5772/intechopen.92245
stationary at the first difference, the VAR model will be then combined with the
error correction model becoming the vector error correction model (VECM). This
study refers to the previous study, such as by Ascarya which mathematically
develops a general model as:
Risk on Islamic bank, which is formulated as follows:
FDRt ¼ Φ0 þΦ1NPFt þΦ2BOPOt (4)
NPFt ¼ Φ0 þΦ1BOPOt þΦ2FDRt (5)
BOPOt ¼ Φ0 þΦ1FDRt þΦ2NPFt (6)
where FDRt is the financing-to-deposit ratio; NPFt is the nonperforming
financing; and BOPOt is the cost-to-income ratio.
3.5 Research model and analysis method
The data analysis technique involves a technique that analyzes data and tests its
validity [24]. This study uses parametric inferential statistical techniques, specifi-
cally the vector error correction model (VECM) method. It is used to determine the
relationship either in the short- or in the long-term relationship among variables. In
terms of the research design, the steps for data analysis technique are as follows:
3.5.1 Testing stationary data
The first step that must be done in the VECM estimation is to test stationary
data. The data can be declared stationary if the time series data have a tendency to
move toward the average. According to Kuncoro [25], those data are stationary
when they are drawn against time. It will often pass through the horizontal axis, and
autocorrelation will decrease regularly for a considerable lag. Subsequently, the data
are considered as stationary if it meets the following two conditions:
a. The average covariance is constant over time.
b. Covariance between two data sequences depends on lags between the two
periods.
According to Basuki [26], to test the data stationarity, the augmented Dick-
Fuller (ADF) test is used. If the t-ADF value is smaller than the MacKinnon critical
value, it can be concluded that the data used are stationary or do not contain unit
roots. The testing of the roots of this unit is carried out at the level up to the first
difference. If the data level is not statistically achieved, a first difference test is
necessary.
3.5.2 Selecting lag length criteria
Time (lag) in economics is used to explain the dependence of one variable on
another variable. The determination of lag length is done to determine the parame-
ter estimates in VECM. In the VECM estimation, the causality relationship is
strongly influenced by lag length. In addition, Basuki and Yuliadi [27] also
explained that if the lag entered is too short, it is feared that the resulted estimation
is inaccurate. Conversely, if the lag entered is too long, it will produce inefficient
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estimation results. The determination of optimum lag length is then important and
can be computed by using EViews software.
3.5.3 Testing the stability of VAR models
Before testing VAR estimation, a stability test must first be carried out.
According to Basuki and Yuliadi [27], the stability of the model needs to be tested
because it will affect the results of impulse response function (IRF) and variance
decomposition (VDC). If stability is not tested, the results of the IRF and VDC
analysis are invalid. A VAR system can be said to be stable or fulfill a stability test if
the value of the entire root or root has a modulus smaller than one. In this study, it is
known that the modulus value is less than one, which means that the result from
IRF and VDC analyses is valid.
3.5.4 Testing cointegration test
A cointegration test is the test intended to see whether there is a long-term
relationship between a particular variable and another variable. In the VECM esti-
mation, a cointegration test is very necessary to determine whether each variable
has a relationship in the long-term or just short-term relationship. Technically, if
the observed variables do not have a cointegration relationship, then the VECM
estimation does not apply. If, the opposite, data had a relationship in the long term
(cointegration), then VECM is applied.
According to Basuki and Yuliadi [27] as stated by Engle-Granger, the existence
of non-stationary variables causes the possibility of a long-term relationship
between variables in the system. The cointegration test is performed to determine
the existence of the relationship between variables, especially in the long term. If
there were cointegration on the variables used in the model, it can be ascertained
that there is a long-term relationship between the variables. The Johansen
cointegration method can be then used to test the existence of this cointegration.
3.5.5 Applying VECM
The VECM is a derivative model of VAR. The difference between VAR and
VECM is the VECM estimations, particularly in measuring cointegration condition.
If there is a cointegration relationship between variables, it indicates a long-term
relationship [27]. VECM is often referred for non-stationary series that has a
cointegration relationship. The VECM specification limits the relationship of
endogenous variables in the long run to remain convergent in cointegration rela-
tionships, but still considers the existence of short-term relationships. The process
for deciding on the VECM method can be seen in Figure 2.
3.5.6 Applying IRF
The IRF analysis was conducted to check the shock response of each variable.
Therefore, the effect of shock from one variable can be explained clearly against
other variables. The IRF results prove how long it takes from one variable to
respond to the other variable.
3.5.7 Applying VDC
VDC analysis aims to measure the size of the contribution or composition of the
influence of each variable to other variable. VDC analysis will provide information
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about the magnitude and duration of the shock proportion of a variable to the
variable itself and to other variables. According to Basuki [26], variance decompo-
sition aims to measure the magnitude of the contribution or composition of the
influence of each independent variable on the dependent variable.
3.5.8 Testing Granger causality
According to Basuki [26], the Granger causality test is used to see whether two
variables have a reciprocal relationship or not. The variable can have a causal
relationship with other variables significantly. It implies each variable has the
opportunity to become an endogenous or exogenous variable.
4. Result and analysis
4.1 Causality test and data instruments
4.1.1 Unit root test
The VECM estimation is started by testing the data stationarity of each variable
as the initial process. To detect the stationarity of each variable, the ADF test is used
with the intercept model. Data sets are declared stationary if the average values and
variants of the time series data do not change systematically over time or the
averages and their variants are constant [29]. The ADF stationary test for each
variable can be indicated as follows.
According to Table 1, at the level, there is no single variable that meets station-
ary requirements, either from FDR, NPF, or BOPO. It is indicated by the value of t-
ADF which is greater than the Mackinnon critical value, so it is necessary to test at
the first difference level shown in Table 2.
Figure 2.
Vector error correction model. Source: Gujarati [28].
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Based on Table 2, it can be concluded that all variables are stationary at the first
difference with a predetermined critical value (α = 5%), as follows:
a. The FDR variable in the first difference level test shows that the ADF t-statistic
value is smaller than the MacKinnon critical value 5%, which is 11.55782 <
2.890037, which means H0 is rejected and H1 is accepted or the FDR
variable data is stationary.
b. The NPF variable in the first difference level test shows that the ADF t-statistic
value is smaller than the MacKinnon critical value 5%, which is 4.724193 <
2.890623, which means H0 is rejected and H1 is accepted or the NPF
variable data is stationary.
c. The BOPO variable at the first difference level test shows that the ADF
t-statistic value is smaller than the MacKinnon critical value 5%, which is
11.03276 < 2.890037, which means H0 is rejected and H1 is accepted or
the BOPO variable data are stationary.
From the above tests, all variables have met data stationary. The ADF t-statistics
are smaller than the McKinnon critical value 5% at the first difference level. There-
fore, the next step is to estimate the data by VECM by selecting its lag length criteria.
4.1.2 Lag length criteria
The lag length is used to determine the effect of the time taken from each
variable on the past variable. The selected lag candidates are the length of lag
according to the likelihood ratio (LR) criterion, final prediction error (PPE), Akaike
information criterion (AIC), Schwarz information criterion (SIC), and Hannan-Quinn
criterion (HQC). The determination of the optimal lag length in this study is based
Variable t-Statistic The Mackinnon critical value Prob Conclusion
1% 5% 10%
FDR 1.011989 3.495021 2.889753 2.581890 0.7440 Non-stationary
NPF 1.55662 3.497029 2.890623 2.582353 0.5009 Non-stationary
BOPO 1.786319 3.495021 2.889753 2.58189 0.3854 Non-stationary
Sources: Author’s calculation.
Table 1.
Unit root test-augmented Dickey-Fuller (level).
Variable t-Statistic The Mackinnon critical value Prob Conclusion
1% 5% 10%
FDR 11.55782 3.495677 2.890037 2.582041 0.0000 Stationary
NPF 4.724193 3.497029 2.890623 2.582353 0.0002 Stationary
BOPO 11.03276 3.495677 2.890037 2.582041 0.0000 Stationary
Sources: Author’s calculation.
Table 2.
Unit root test-augmented Dickey-Fuller (first difference).
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about the magnitude and duration of the shock proportion of a variable to the
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influence of each independent variable on the dependent variable.
3.5.8 Testing Granger causality
According to Basuki [26], the Granger causality test is used to see whether two
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relationship with other variables significantly. It implies each variable has the
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4. Result and analysis
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as the initial process. To detect the stationarity of each variable, the ADF test is used
with the intercept model. Data sets are declared stationary if the average values and
variants of the time series data do not change systematically over time or the
averages and their variants are constant [29]. The ADF stationary test for each
variable can be indicated as follows.
According to Table 1, at the level, there is no single variable that meets station-
ary requirements, either from FDR, NPF, or BOPO. It is indicated by the value of t-
ADF which is greater than the Mackinnon critical value, so it is necessary to test at
the first difference level shown in Table 2.
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Based on Table 2, it can be concluded that all variables are stationary at the first
difference with a predetermined critical value (α = 5%), as follows:
a. The FDR variable in the first difference level test shows that the ADF t-statistic
value is smaller than the MacKinnon critical value 5%, which is 11.55782 <
2.890037, which means H0 is rejected and H1 is accepted or the FDR
variable data is stationary.
b. The NPF variable in the first difference level test shows that the ADF t-statistic
value is smaller than the MacKinnon critical value 5%, which is 4.724193 <
2.890623, which means H0 is rejected and H1 is accepted or the NPF
variable data is stationary.
c. The BOPO variable at the first difference level test shows that the ADF
t-statistic value is smaller than the MacKinnon critical value 5%, which is
11.03276 < 2.890037, which means H0 is rejected and H1 is accepted or
the BOPO variable data are stationary.
From the above tests, all variables have met data stationary. The ADF t-statistics
are smaller than the McKinnon critical value 5% at the first difference level. There-
fore, the next step is to estimate the data by VECM by selecting its lag length criteria.
4.1.2 Lag length criteria
The lag length is used to determine the effect of the time taken from each
variable on the past variable. The selected lag candidates are the length of lag
according to the likelihood ratio (LR) criterion, final prediction error (PPE), Akaike
information criterion (AIC), Schwarz information criterion (SIC), and Hannan-Quinn
criterion (HQC). The determination of the optimal lag length in this study is based
Variable t-Statistic The Mackinnon critical value Prob Conclusion
1% 5% 10%
FDR 1.011989 3.495021 2.889753 2.581890 0.7440 Non-stationary
NPF 1.55662 3.497029 2.890623 2.582353 0.5009 Non-stationary
BOPO 1.786319 3.495021 2.889753 2.58189 0.3854 Non-stationary
Sources: Author’s calculation.
Table 1.
Unit root test-augmented Dickey-Fuller (level).
Variable t-Statistic The Mackinnon critical value Prob Conclusion
1% 5% 10%
FDR 11.55782 3.495677 2.890037 2.582041 0.0000 Stationary
NPF 4.724193 3.497029 2.890623 2.582353 0.0002 Stationary
BOPO 11.03276 3.495677 2.890037 2.582041 0.0000 Stationary
Sources: Author’s calculation.
Table 2.
Unit root test-augmented Dickey-Fuller (first difference).
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on the sequential modified LR test statistical criteria. The lag length that was
included in this study is from 0 to 3.
Based on Table 3, the optimal lag on all variables from FDR, NPF, and BOPO is
in lag 3, that is, with the sequential modified LR test statistic 24.77971, PPE
4.037246, and AIC 9.907182. Therefore, the optimal lag has been statistically deter-
mined and the VAR stability test is carried out.
4.1.3 Stability VAR model test
The stability test of the VAR model was used to test IRF and VDC. The stability
test for VAR estimation can be seen in Table 4.
Based on Table 4, it can be explained that the model used is stable in lags of 0–3.
This can be seen from the range of modules with an average value of less than one.
Therefore, the results of the IRF and VDC analyses are valid, so that the
cointegration test can be done.
4.1.4 Cointegration test
The fourth stage that must be passed in the VECM estimation is the
cointegration test. Cointegration tests are conducted to determine whether there is a
long-term relationship on each variable. If there is no cointegration relationship, the
VECM estimation cannot be used. This study uses the Johansen cointegration test
method available in EViews 7.2 software with a critical value of 0.05. The
cointegration test results are shown in Table 5 as follows.
Based on Table 5, at the 5% test level, there are three ranks of cointegration
variables. This can be proven from the values of trace statistic, which are 80.84738,
Lag LogL LR FPE AIC
0 502.5902 NA 4.943996 10.11180
1 491.1235 22.01603 4.706602 10.06247
2 479.1256 22.31603 4.435183 10.00251
3 465.3591 24.77971* 4.037246* 9.907182*
Sources: Author’s calculation.





0.165181 + 0.446285i 0.475873
0.239743–0.404530i 0.470235
0.239743 + 0.404530i 0.470235
0.239164–0.036076i 0.241869
0.239164 + 0.036076i 0.241869
Sources: Author’s calculation.
Table 4.
Test of VAR stability.
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36.79544, and 12.11161 and which are greater than the critical value of 0.05, namely,
29.79707, 15.49471, and 3.841466, respectively. In this regard, H0 is rejected and H1
is accepted. It implies that all variables have influence in the long term or are
cointegrated with each other. Therefore, the next step is to carry out analysis with
the VECM estimation.
4.1.5 VECM estimation
Having tested the existence of VECM, the analysis is to estimate on how short-
term and long-term relationships affect each other. The variables of FDR, NPF, and
BOPO show the significant effect on lag 3 in monthly data.
Table 6 shows the influence of each variable to other variables, particularly the
relationship between FDR with NPF and FDR with BOPO. The short-term estima-
tion results show that the FDR variable is influenced by the NPF variable in lag 1,
which has a positive effect of 1.36%. In lag 2, the relationship of the NPF negatively
affects FDR for 0.37%. Furthermore, in lag 3, the NPF has a positive effect to FDR
with a value of 0.34%. Then, the FDR variable is influenced negatively by the BOPO
in the first lag until the third.
Table 6 shows the influence of BOPO and FDR to NPF. Results show that the
NPF variable is influenced by the BOPO in the first lag which has a negative effect
of 0.01% and the second lag also shows a negative effect of 0.02%. Then, the NPF
variable is influenced by the BOPO in the third lag which has a positive effect that is
0.005%. Then, the NPF variable influenced by the FDR variable negatively affects
the first lag until lag 3.
Furthermore, Table 6 shows the relationship between BOPO with FDR and
NPF. Empirically, BOPO is influenced positively by the FDR variable in the first and
second lags for 0.12 and 0.11%, respectively, but in the third lag, the variables have
a negative effect of 0.22%. On the contrary, the BOPO is influenced by the NPF,
which has a negative effect on the first lag and third lag, which is 0.95
and  0.60%, respectively, but in the third lag, it shows a positive effect on the
BOPO, namely, 1%.
Table 7 shows the summary of direction among variables. Results generally
indicate that NPF has positive effects toward FDR and BOPO. It implies that NPF
that is a proxy variable for financing risk could trigger other risk occurrence,
namely, liquidity and operational risks, in the short run.
Based on Table 8, VECM estimation analyzes the influence of variables in the
long term. The FDR variable is influenced by NPF and BOPO variables. In the first
lag, the FDR variable was influenced negatively by 72.58%. However, in contrast
to the first lag, the FDR variable was influenced positively by BOPO for 9.02%. The
NPF variable is influenced by the BOPO variable and the FDR variable. In the first
lag, both variables negatively affect the values of 0.12 and 0.01%. The BOPO vari-
ables are influenced by FDR and NPF variables. In the first lag, the BOPO variable is
Hypothesized no. of CE(s) Trace static Prob Critical value Variable
None * 80.84738 0.0000 29.79707 FDR
At most 1 * 36.79544 0.0000 15.49471 NPF
At most 2 * 12.11161 0.0005 3.841466 BOPO
Sources: Author’s calculation.
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on the sequential modified LR test statistical criteria. The lag length that was
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4.037246, and AIC 9.907182. Therefore, the optimal lag has been statistically deter-
mined and the VAR stability test is carried out.
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Therefore, the results of the IRF and VDC analyses are valid, so that the
cointegration test can be done.
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The fourth stage that must be passed in the VECM estimation is the
cointegration test. Cointegration tests are conducted to determine whether there is a
long-term relationship on each variable. If there is no cointegration relationship, the
VECM estimation cannot be used. This study uses the Johansen cointegration test
method available in EViews 7.2 software with a critical value of 0.05. The
cointegration test results are shown in Table 5 as follows.
Based on Table 5, at the 5% test level, there are three ranks of cointegration
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36.79544, and 12.11161 and which are greater than the critical value of 0.05, namely,
29.79707, 15.49471, and 3.841466, respectively. In this regard, H0 is rejected and H1
is accepted. It implies that all variables have influence in the long term or are
cointegrated with each other. Therefore, the next step is to carry out analysis with
the VECM estimation.
4.1.5 VECM estimation
Having tested the existence of VECM, the analysis is to estimate on how short-
term and long-term relationships affect each other. The variables of FDR, NPF, and
BOPO show the significant effect on lag 3 in monthly data.
Table 6 shows the influence of each variable to other variables, particularly the
relationship between FDR with NPF and FDR with BOPO. The short-term estima-
tion results show that the FDR variable is influenced by the NPF variable in lag 1,
which has a positive effect of 1.36%. In lag 2, the relationship of the NPF negatively
affects FDR for 0.37%. Furthermore, in lag 3, the NPF has a positive effect to FDR
with a value of 0.34%. Then, the FDR variable is influenced negatively by the BOPO
in the first lag until the third.
Table 6 shows the influence of BOPO and FDR to NPF. Results show that the
NPF variable is influenced by the BOPO in the first lag which has a negative effect
of 0.01% and the second lag also shows a negative effect of 0.02%. Then, the NPF
variable is influenced by the BOPO in the third lag which has a positive effect that is
0.005%. Then, the NPF variable influenced by the FDR variable negatively affects
the first lag until lag 3.
Furthermore, Table 6 shows the relationship between BOPO with FDR and
NPF. Empirically, BOPO is influenced positively by the FDR variable in the first and
second lags for 0.12 and 0.11%, respectively, but in the third lag, the variables have
a negative effect of 0.22%. On the contrary, the BOPO is influenced by the NPF,
which has a negative effect on the first lag and third lag, which is 0.95
and  0.60%, respectively, but in the third lag, it shows a positive effect on the
BOPO, namely, 1%.
Table 7 shows the summary of direction among variables. Results generally
indicate that NPF has positive effects toward FDR and BOPO. It implies that NPF
that is a proxy variable for financing risk could trigger other risk occurrence,
namely, liquidity and operational risks, in the short run.
Based on Table 8, VECM estimation analyzes the influence of variables in the
long term. The FDR variable is influenced by NPF and BOPO variables. In the first
lag, the FDR variable was influenced negatively by 72.58%. However, in contrast
to the first lag, the FDR variable was influenced positively by BOPO for 9.02%. The
NPF variable is influenced by the BOPO variable and the FDR variable. In the first
lag, both variables negatively affect the values of 0.12 and 0.01%. The BOPO vari-
ables are influenced by FDR and NPF variables. In the first lag, the BOPO variable is
Hypothesized no. of CE(s) Trace static Prob Critical value Variable
None * 80.84738 0.0000 29.79707 FDR
At most 1 * 36.79544 0.0000 15.49471 NPF
At most 2 * 12.11161 0.0005 3.841466 BOPO
Sources: Author’s calculation.
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influenced by the FDR variable which has a positive effect of 0.01%. Then, in the
first lag, the BOPO variable is influenced by the NPF variable, which has a negative
effect of 8.03%. Therefore, in the long run, only operational risk—proxied by
BOPO—affects positively the liquidity risk, proxied by FDR.
Variable Coefficient t-Statistic partial
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4.1.6 Impulse response function (IRF)
The IRF analysis explains the effects of shocks (shock) on one variable from the
other variables, both in the short term and in the long term. The IRF also analyzes on
how long the shocks take place. The horizontal axis shows the period of the year,
while the vertical axis shows the response value in percentage, as the following details:
4.1.6.1 Impulse response FDR to NPF
The first IRF analysis will explain the response received by the FDR to the shock
of NPF. According to Figure 3, the response of the FDR if there was a shock from
NPF is positive (+), where it shows an increase trend from periods 1 to 3. But, then
in the 3rd to 10th period, the response of the FDR variable to NPF shock decreased.
These results are consistent with findings from VECM estimation either in the short
or long run where FDR will be fluctuating in short period and tends to be less
volatile in the long run due to shocks from NPF. This condition indicates that
liquidity risk in Islamic banks is only influenced by financing risk in the short run
and decreases toward equilibrium in the long run.
4.1.6.2 Impulse response FDR to BOPO
Figure 4 shows the response of FDR due to shocks coming from BOPO. Its
responses are negative in the first three periods but tend to positive afterward.
These conditions are consistent with VECM estimation where in the short run its
relationship is negative, but positive in the long run. It indicates that liquidity risk is
sensitive in both short and long runs due to shocks originated from operational risk.
Dependent variables Independent variables
NPF FDR BOPO
NPF Positive (lag-3) Not significant Negative (lag-2)
FDR Positive (lag-1) Negative (lag-2) Negative (lags-1 and  2)
BOPO Positive (lag 3) Negative (lag-3) Not significant
Source: Author’s calculation.
Table 7.
Summary of direction of influence among variables.
Variable Coefficient t-Static partial
FDR NPF(1) 72.5889 [4.47911]
BOPO(1) 9.029681 [4.64308]
NPF BOPO 0.1244 [7.14765]
FDR 0.01378 [0.67799]
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4.1.6.3 Impulse response variable NPF to variable FDR
Figure 5 shows the response of NPF due to shocks from FDR. Results indicate
that NPF responds negatively but only for less than two periods, and then it is stable
toward its long-term movements. These findings are in line with VECM estimation
where NPF is significantly affected by FDR in the short run, but not significant in
the long run. It implies that financing risk exists and sensitive only in the short run
due to liquidity risk, but not in the long run.
4.1.6.4 Impulse response variable NPF to variable BOPO
Figure 6 shows the response of NPF due to shock from BOPO. Results suggest that
in the first three periods, NPF responds positively and continues to increase in the long
run. These findings are not linear with VECM estimation where NPF is suggested to be
negatively influenced by BOPO, either short or long run. Furthermore, the findings
suggest that financing risk is quite sensitive toward operational risk.
Figure 3.
Impulse response FDR to NPF. Source: Author’s calculation.
Figure 4.
Impulse response FDR to BOPO. Source: Author’s calculation.
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4.1.6.5 Impulse response variable BOPO to variable FDR
Figure 7 shows the response of BOPO due to shocks from FDR. The findings
suggest initially it responds positively until the first three periods. However, the
trend is negative in the long run. These conditions are consistent with VECM
estimation where both variables have a negative relationship in the short run, but
no relationship in the long run. It indicates that operational risk is only affected in
the short run, not in the long run.
4.1.6.6 Impulse response variable BOPO to variable NPF
Figure 8 shows the response of BOPO due to shocks from NPF. The findings
suggest that BOPO responds positively in the first four periods due to shocks from
NPF, but tend to decline in the long run. In this regard, these findings are consistent
with VECM estimation where BOPO is sensitive due to the change of NPF. These
conditions also indicate that operational risk is sensitive toward financing risk in
Islamic bank.
Table 9 shows the summary of risk sensitivity based on originated shocks into
Islamic banks. The findings suggest that the risks in Islamic banks are interrelated to
each other, in either the short or long run. Specifically, Table 9 suggests as follows:
Figure 5.
Impulse response NPF to FDR. Source: Author’s calculation.
Figure 6.
Impulse response NPF to BOPO. Source: Author’s calculation.
65
Risk Analyses on Islamic Banks in Indonesia
DOI: http://dx.doi.org/10.5772/intechopen.92245
4.1.6.3 Impulse response variable NPF to variable FDR
Figure 5 shows the response of NPF due to shocks from FDR. Results indicate
that NPF responds negatively but only for less than two periods, and then it is stable
toward its long-term movements. These findings are in line with VECM estimation
where NPF is significantly affected by FDR in the short run, but not significant in
the long run. It implies that financing risk exists and sensitive only in the short run
due to liquidity risk, but not in the long run.
4.1.6.4 Impulse response variable NPF to variable BOPO
Figure 6 shows the response of NPF due to shock from BOPO. Results suggest that
in the first three periods, NPF responds positively and continues to increase in the long
run. These findings are not linear with VECM estimation where NPF is suggested to be
negatively influenced by BOPO, either short or long run. Furthermore, the findings
suggest that financing risk is quite sensitive toward operational risk.
Figure 3.
Impulse response FDR to NPF. Source: Author’s calculation.
Figure 4.
Impulse response FDR to BOPO. Source: Author’s calculation.
64
Banking and Finance
4.1.6.5 Impulse response variable BOPO to variable FDR
Figure 7 shows the response of BOPO due to shocks from FDR. The findings
suggest initially it responds positively until the first three periods. However, the
trend is negative in the long run. These conditions are consistent with VECM
estimation where both variables have a negative relationship in the short run, but
no relationship in the long run. It indicates that operational risk is only affected in
the short run, not in the long run.
4.1.6.6 Impulse response variable BOPO to variable NPF
Figure 8 shows the response of BOPO due to shocks from NPF. The findings
suggest that BOPO responds positively in the first four periods due to shocks from
NPF, but tend to decline in the long run. In this regard, these findings are consistent
with VECM estimation where BOPO is sensitive due to the change of NPF. These
conditions also indicate that operational risk is sensitive toward financing risk in
Islamic bank.
Table 9 shows the summary of risk sensitivity based on originated shocks into
Islamic banks. The findings suggest that the risks in Islamic banks are interrelated to
each other, in either the short or long run. Specifically, Table 9 suggests as follows:
Figure 5.
Impulse response NPF to FDR. Source: Author’s calculation.
Figure 6.
Impulse response NPF to BOPO. Source: Author’s calculation.
65
Risk Analyses on Islamic Banks in Indonesia
DOI: http://dx.doi.org/10.5772/intechopen.92245
a. NPF which is the proxy of financing risk negatively responds shocks from
FDR, but positively from BOPO. The former indicates that Islamic banks have
conducted sound risk management practices, especially concerning with
financing risk in the mid of higher financial intermediaries, while the latter
indicates that Islamic banks have high sensitivity of financing risk due to
failure in managing operational risk, such us human error, information
system, and standard operational procedure.
Figure 7.
Impulse response BOPO to FDR. Source: Author’s calculation.
Figure 8.
Impulse response BOPO to NPF. Source: Author’s calculation.
Sensitivity of risk Shock originator
NPF FDR BOPO
NPF—financing risk Negative (short run) Positive (short and long
runs)
FDR—liquidity risk Negative (short
and long runs)
Negative (short run) and
positive (long run)
BOPO—operational risk Positive (short
and long runs)
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b. FDR which is the proxy of liquidity risk negatively responds originated
shocks from both NPF and BOPO. These conditions imply that although the
values of NPF and BOPO are high, Islamic banks are able to manage the
liquidity risk, shown by negative responses of FDR variable.
c. BOPO which is the proxy of operational risk positively responds positively
originated shocks from NPF and FDR. These conditions imply that
operational risk in Islamic banks sensitively occurred and risk management
procedure needs to be improved. The positive sign indirectly indicates that
financing and liquidity risk would easily trigger the operational risk in Islamic
banks, which means Islamic banks should take more serious efforts to settle
the operational aspects.
4.1.7 Variance decomposition
This analysis aims to measure the composition or contribution of the influence
of each variable to other variables. This study focuses on looking at the influence of
variables, including FDR, NPF, and BOPO. The findings of VDC are shown as
follows.
Table 10 shows the contribution of FDR, NPF, and BOPO toward FDR fluctua-
tions. The findings suggest that FDR fluctuations are mainly influenced by FDR
itself, even until the 10th period. Numerically, the shares of other variables are less
than 10%. However, although the shares originated from NPF and BOPO are not
dominant, any fluctuations of FDR are contributed by other variables. In other
words, the liquidity risk existed in Islamic banks is insignificantly contributed by
other risks, and it then implies Islamic banks frequently face liquidity problems in
their balance sheets. In addition, these findings corroborate the previous findings
suggested by impulse response that liquidity risk is negatively affected by financing
and operational risks, which means it is mainly caused by liquidity itself (banks’
balance sheet mismatch).
Table 11 shows the variance decomposition of NPF due to the fluctuations from
NPF itself, FDR, and BOPO. Empirically, the fluctuations of NPF initially are
influenced by NPF itself. However, its composition gradually declines as other
Period SE FDR NPF BOPO
1 1.843409 100.0000 0.000000 0.000000
2 2.433074 93.07333 1.419375 5.507292
3 3.025591 86.88472 1.272146 11.84314
4 3.645556 88.13094 0.948149 10.92091
5 4.108004 89.21504 0.809155 9.975805
6 4.599803 89.21948 1.820409 8.960113
7 5.051028 89.96607 2.130988 7.902945
8 5.459352 90.48151 2.479191 7.039295
9 5.876766 90.34842 3.281494 6.370083
10 6.257649 90.52347 3.623686 5.852848
Total average 4.2300232 90.784298 1.7784593 7.4372431
Sources: Author’s calculation.
Table 10.
Variance decomposition of FDR.
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variables’ shares gradually increase. On the 10th period, the share of NPF stands for
76.93, FDR remains small, but BOPO shares a majority portion around 22.8. These
findings imply that financing risk frequently occurs in Islamic banks, and this risk is
quite large contributed by the operational risk. In addition, the results strengthen
the previous findings obtained through impulse response that financing risk is
empirically triggered by operational risk.
Table 12 shows the variance decomposition of BOPO. Empirically, the results
suggest that initially the fluctuation on BOPO is contributed by BOPO itself, but
gradually other variables influence it. Until the 10th period, BOPO fluctuations are
dominantly attributed by NPF for around 46.42%, but with a negligible portion of
FDR. It implies that operational risk in Islamic banks is mainly contributed by
financing risk and a small portion from liquidity risk.
Period SE FDR NPF BOPO
1 0.301986 1.284774 98.71523 0.000000
2 0.375125 0.886743 98.61763 0.495627
3 0.416529 0.785144 98.59483 0.620030
4 0.517248 0.513238 94.73262 4.754143
5 0.579325 0.428273 90.02078 9.550951
6 0.624881 0.380940 86.74632 12.87274
7 0.691786 0.319991 83.37349 16.30652
8 0.742180 0.297634 80.39042 19.31195
9 0.784787 0.277975 78.41862 21.30341
10 0.834778 0.269536 76.93120 22.80826
Total average 0.5868625 0.5444248 88.654114 10.8023631
Sources: Author’s calculation.
Table 11.
Variance decomposition of NPF.
Period SE FDR NPF BOPO
1 2.927100 0.357969 2.680542 96.96149
2 3.735015 0.265543 5.788679 93.94578
3 4.198097 0.466521 10.22600 89.30747
4 4.645547 0.781165 19.34129 79.87754
5 5.026835 0.754420 25.87602 73.36956
6 5.431698 0.777258 32.08065 67.14209
7 6.226521 0.940389 37.36899 61.69062
8 6.226521 1.003506 40.89494 58.10156
9 6.612534 1.089031 43.87340 55.03757
10 6.985251 1.172802 46.13966 52.68754
Total average 5.2015119 0.7608604 26.4270171 72.812122
Sources: Author’s calculation.
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Table 13 shows the summary of variance decomposition function at the 10th
period. The findings suggest that the main risk that triggers Islamic bank is liquidity
risk, while other risks that show the highest contribution toward risk vulnerability
are financing risk and operational risk. Therefore, Islamic banks will always face
these risks, and they are categorized as the core or main risk in Islamic banks,
particularly in Indonesia.
4.1.8 The Granger causality test
The Granger causality test is used to determine the causal relationship of each
variable with other variables. The test level used in the Granger causality test is the
level of confidence (α = 0.05) with lag length 2, according to the optimal lag length
that has been done previously. Results of the Granger causality test are as follows.
Table 14 shows the causality between variables with various probability values.
The findings suggest that the variables have one-directional relationship, namely:
a. There is one-directional relationship between NPF and FDR. It means that the
vulnerability in Islamic banks due to liquidity risk is empirically caused by
financing risk. This finding strengthens the previous findings obtained
through VECM estimation and IRF that financing risk affects the liquidity
risk though its relationship is negative and small.
b. There is one-directional relationship between BOPO and FDR. It means that
the vulnerability in Islamic banks due to liquidity risk is empirically caused by
operational risk. This finding corroborates the previous findings that liquidity
Dependent variables Independent variables
NPF FDR BOPO
NPF 76.93120 0.269536 22.80826
FDR 3.623686 90.52347 5.852848
BOPO 46.13966 1.172802 52.68754
Source: Author’s calculation.
Table 13.
The summary of variance of decomposition at the 10th period (%).
H0 Lag 2
f-Statistic Prob
NPF does not Granger cause FDR 5.44792 0.0057
FDR does not Granger cause NPF 1.67488 0.1927
BOPO does not Granger cause FDR 7.97421 0.0006
FDR does not Granger cause BOPO 0.16992 0.8440
BOPO does not Granger cause NPF 2.40254 0.0959
NPF does not Granger cause BOPO 4.91669 0.0092
Source: Author’s calculation.
1% level of significance
Table 14.
The Granger causality test.
69
Risk Analyses on Islamic Banks in Indonesia
DOI: http://dx.doi.org/10.5772/intechopen.92245
variables’ shares gradually increase. On the 10th period, the share of NPF stands for
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quite large contributed by the operational risk. In addition, the results strengthen
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empirically triggered by operational risk.
Table 12 shows the variance decomposition of BOPO. Empirically, the results
suggest that initially the fluctuation on BOPO is contributed by BOPO itself, but
gradually other variables influence it. Until the 10th period, BOPO fluctuations are
dominantly attributed by NPF for around 46.42%, but with a negligible portion of
FDR. It implies that operational risk in Islamic banks is mainly contributed by
financing risk and a small portion from liquidity risk.
Period SE FDR NPF BOPO
1 0.301986 1.284774 98.71523 0.000000
2 0.375125 0.886743 98.61763 0.495627
3 0.416529 0.785144 98.59483 0.620030
4 0.517248 0.513238 94.73262 4.754143
5 0.579325 0.428273 90.02078 9.550951
6 0.624881 0.380940 86.74632 12.87274
7 0.691786 0.319991 83.37349 16.30652
8 0.742180 0.297634 80.39042 19.31195
9 0.784787 0.277975 78.41862 21.30341
10 0.834778 0.269536 76.93120 22.80826
Total average 0.5868625 0.5444248 88.654114 10.8023631
Sources: Author’s calculation.
Table 11.
Variance decomposition of NPF.
Period SE FDR NPF BOPO
1 2.927100 0.357969 2.680542 96.96149
2 3.735015 0.265543 5.788679 93.94578
3 4.198097 0.466521 10.22600 89.30747
4 4.645547 0.781165 19.34129 79.87754
5 5.026835 0.754420 25.87602 73.36956
6 5.431698 0.777258 32.08065 67.14209
7 6.226521 0.940389 37.36899 61.69062
8 6.226521 1.003506 40.89494 58.10156
9 6.612534 1.089031 43.87340 55.03757
10 6.985251 1.172802 46.13966 52.68754
Total average 5.2015119 0.7608604 26.4270171 72.812122
Sources: Author’s calculation.
Table 12.
Variance decomposition of BOPO.
68
Banking and Finance
Table 13 shows the summary of variance decomposition function at the 10th
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risk exists if Islamic banks fail to settle operational problems, especially in the
long run.
c. There is one-directional relationship between NPF and BOPO. It means that
the vulnerability in Islamic banks due to operational risk is empirically caused
by financing risk. This finding strengthens the previous results that
operational risk is positively affected by financing risk, either short or long
term, with a quite high degree of contribution.
In short, empirically the risks in Islamic banks are mainly caused by financing
risk. The one-directional relationship implies that bank’s vulnerability exists due to
the inability of the bank to manage nonperforming financing. Bank’s balance sheet
is vulnerable toward any disruptions on financing problems. It is rational in the
midst that Islamic banks have limited funds than conventional banks and offer
various Islamic contracts. These conditions enable Islamic banks to face systemic
risks when a problem occurs on the asset side as both sides are connected according
to the bank’s balance sheet flow process.
4.2 Analysis
Table 15 summarizes some empirical findings concerning embedded risks in
Islamic banks with various assessment methods. In general, there is an interrelated risk
in Islamic banks. However, based on several assessment methods, the findings suggest
that only financing and operational risks have causal relationship with liquidity and
operational risks. The details concerning these relationships are as follows:
4.2.1 Financing risk
According to Table 15, the financing risk will affect liquidity risk. The Granger
causality test suggests that the one-directional relationship from financing risk to
liquidity risk exists. It implies that this causal relationship is triggered by financing
side which will affect the liquidity positively in the short run only. This situation is
supported by IRF results where any shocks coming from financing side will be
negatively responded by liquidity risk. The variance decomposition also informs
Risks Financing
risk ! liquidity risk
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positive (long run)
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that there is a small contribution of risk variation from financing risk to liquidity
risk. Therefore, overall findings suggest that Islamic banks are resilient in absorbing
shocks when financing side is vulnerable. In other words, Islamic banks are not
sensitive to risk originated from financing side as its liquidity is sound. In addition,
the findings elaborate that the liquidity management on Islamic banking in Indone-
sia is strong and resilient against financing risk.
4.2.2 Liquidity risk
Table 15 demonstrates the relationship of liquidity risk with other risks. The
Granger causality test suggests that liquidity risk has a directional relationship with
financing and operational risks. Given that liquidity risk is affected by other risks,
generally it was affected negatively in the short run and positively in the long run,
but did not show a significant sign according to VECM estimation. The IRF further
explains that even though the liquidity risk gets shocks originated from financing
and operational risks, Islamic banks remain resilient. The VDC results also
strengthen the findings that the variation on liquidity risk is negligibly contributed
by financing and operational risks. In other words, financing and operational risks
do not matter for Islamic banks, especially related to liquidity side.
4.2.3 Operational risk
Table 15 shows the general performance of operational risk on Islamic banks in
Indonesia. According to the Granger causality test, operational risk exists in Islamic
banks where it was influenced by financing risk and liquidity risk. The former
indicates that Islamic banks are sensitive toward operational risk particularly due to
failure in repayment counterparty obligations. This condition is supported by some
empirical evidences including the following: (1) VECM estimation suggests that
there is a positive relationship between financing and operational risks only in the
short run, but not in the long run. This implies that Islamic banks have adjustment
capacity to settle their operational problems when financing problems exist; (2) IRF
result explains that operational risk is quite sensitive in Islamic banks as the varia-
tion in operational risk is highly contributed by financing risk according to VDC
estimations. In short, operational risk in Islamic banks is connected with the ability
of Islamic banks to manage their financing allocations. In other words, financing
risk matters for Islamic banks.
The latter shows that liquidity risk has a directional causal relationship with
liquidity risk. However, some empirical evidences suggest operational problems in
Islamic bank are not closely affected by liquidity risk. For example, VECM estima-
tion found no positive and significant influence in either short or long run and small
portion variation of liquidity due to operational problems. It implies that liquidity
management in Islamic banks is strong and sound in absorbing any shocks from
operational risk. In other words, operational risk does not matter for Islamic banks,
particularly related to liquidity side.
5. Conclusion, research limitation, and further research
Islamic banking in Indonesia is a new institutional approach in promoting eco-
nomic development. Although its shares are small, it has been growing rapidly and
now becomes a new national policy in spreading growth and prosperity. Islamic
banks, technically, have two sides, funding and financing, which are operationally
connected and integrated. Given this condition, the potential risks are quite large to
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risk exists if Islamic banks fail to settle operational problems, especially in the
long run.
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by financing risk. This finding strengthens the previous results that
operational risk is positively affected by financing risk, either short or long
term, with a quite high degree of contribution.
In short, empirically the risks in Islamic banks are mainly caused by financing
risk. The one-directional relationship implies that bank’s vulnerability exists due to
the inability of the bank to manage nonperforming financing. Bank’s balance sheet
is vulnerable toward any disruptions on financing problems. It is rational in the
midst that Islamic banks have limited funds than conventional banks and offer
various Islamic contracts. These conditions enable Islamic banks to face systemic
risks when a problem occurs on the asset side as both sides are connected according
to the bank’s balance sheet flow process.
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in Islamic banks. However, based on several assessment methods, the findings suggest
that only financing and operational risks have causal relationship with liquidity and
operational risks. The details concerning these relationships are as follows:
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According to Table 15, the financing risk will affect liquidity risk. The Granger
causality test suggests that the one-directional relationship from financing risk to
liquidity risk exists. It implies that this causal relationship is triggered by financing
side which will affect the liquidity positively in the short run only. This situation is
supported by IRF results where any shocks coming from financing side will be
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that there is a small contribution of risk variation from financing risk to liquidity
risk. Therefore, overall findings suggest that Islamic banks are resilient in absorbing
shocks when financing side is vulnerable. In other words, Islamic banks are not
sensitive to risk originated from financing side as its liquidity is sound. In addition,
the findings elaborate that the liquidity management on Islamic banking in Indone-
sia is strong and resilient against financing risk.
4.2.2 Liquidity risk
Table 15 demonstrates the relationship of liquidity risk with other risks. The
Granger causality test suggests that liquidity risk has a directional relationship with
financing and operational risks. Given that liquidity risk is affected by other risks,
generally it was affected negatively in the short run and positively in the long run,
but did not show a significant sign according to VECM estimation. The IRF further
explains that even though the liquidity risk gets shocks originated from financing
and operational risks, Islamic banks remain resilient. The VDC results also
strengthen the findings that the variation on liquidity risk is negligibly contributed
by financing and operational risks. In other words, financing and operational risks
do not matter for Islamic banks, especially related to liquidity side.
4.2.3 Operational risk
Table 15 shows the general performance of operational risk on Islamic banks in
Indonesia. According to the Granger causality test, operational risk exists in Islamic
banks where it was influenced by financing risk and liquidity risk. The former
indicates that Islamic banks are sensitive toward operational risk particularly due to
failure in repayment counterparty obligations. This condition is supported by some
empirical evidences including the following: (1) VECM estimation suggests that
there is a positive relationship between financing and operational risks only in the
short run, but not in the long run. This implies that Islamic banks have adjustment
capacity to settle their operational problems when financing problems exist; (2) IRF
result explains that operational risk is quite sensitive in Islamic banks as the varia-
tion in operational risk is highly contributed by financing risk according to VDC
estimations. In short, operational risk in Islamic banks is connected with the ability
of Islamic banks to manage their financing allocations. In other words, financing
risk matters for Islamic banks.
The latter shows that liquidity risk has a directional causal relationship with
liquidity risk. However, some empirical evidences suggest operational problems in
Islamic bank are not closely affected by liquidity risk. For example, VECM estima-
tion found no positive and significant influence in either short or long run and small
portion variation of liquidity due to operational problems. It implies that liquidity
management in Islamic banks is strong and sound in absorbing any shocks from
operational risk. In other words, operational risk does not matter for Islamic banks,
particularly related to liquidity side.
5. Conclusion, research limitation, and further research
Islamic banking in Indonesia is a new institutional approach in promoting eco-
nomic development. Although its shares are small, it has been growing rapidly and
now becomes a new national policy in spreading growth and prosperity. Islamic
banks, technically, have two sides, funding and financing, which are operationally
connected and integrated. Given this condition, the potential risks are quite large to
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occur and might become systematic risk if not well managed. By using the VECM
approach, this study investigates what is the main source of risk and how embedded
risks in Islamic banks interacted with each other. After conducting sequential steps
of analysis for financing, liquidity, and operational risks on Islamic banks in Indo-
nesia since 2010–2018, the findings suggest that (1) liquidity risk is manageable and
sound given that Islamic banks can absorb transmitted risk, particularly originated
from financing and operational problems, indicated by no liquidity problems exist;
(2) financing risk is considered as the strong source triggering operational risk in
Islamic banks, and (3) operational risk matters for Islamic banks as it is quite
sensitive with the problems from financing side.
Based on the findings, there are some research limitations concerning as follows:
(1) the research does not analyze the policy rule concerning the tolerated level of
risks, specific to Islamic banks in order to implement intervention for risk mitiga-
tion; (2) the research does not investigate the tolerated level of shocks, particularly
from macroeconomic indicators in order to mitigate potential systemic risk due to
adverse exogenous shocks; and (3) the research does not develop a comprehensive
heat map as a surveillance tool to monitor the growing risks given the dynamic and
interrelated aspects in Islamic banking operations.
Given the above findings and limitations, the research suggests some further
potential and important investigation related to risk analyses in Islamic banks,
including (1) developing a surveillance tool through a credible composite index to
monitor regularly and intensively the growing risks in Islamic banks; (2) building
the optimal thresholds of risks and shocks in order to ensure the vulnerability is
manageable and resilience is maintained; and (3) building an early-warning system
for risk mitigation as a risk management technique specific for Islamic banks.
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occur and might become systematic risk if not well managed. By using the VECM
approach, this study investigates what is the main source of risk and how embedded
risks in Islamic banks interacted with each other. After conducting sequential steps
of analysis for financing, liquidity, and operational risks on Islamic banks in Indo-
nesia since 2010–2018, the findings suggest that (1) liquidity risk is manageable and
sound given that Islamic banks can absorb transmitted risk, particularly originated
from financing and operational problems, indicated by no liquidity problems exist;
(2) financing risk is considered as the strong source triggering operational risk in
Islamic banks, and (3) operational risk matters for Islamic banks as it is quite
sensitive with the problems from financing side.
Based on the findings, there are some research limitations concerning as follows:
(1) the research does not analyze the policy rule concerning the tolerated level of
risks, specific to Islamic banks in order to implement intervention for risk mitiga-
tion; (2) the research does not investigate the tolerated level of shocks, particularly
from macroeconomic indicators in order to mitigate potential systemic risk due to
adverse exogenous shocks; and (3) the research does not develop a comprehensive
heat map as a surveillance tool to monitor the growing risks given the dynamic and
interrelated aspects in Islamic banking operations.
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edented attention in public discourse as global warming projections for the coming 
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and human systems [1]. The World Economic Forum’s Global Risk Report speci-
fies that three of the five topmost likely global risks are related to climate change. 
Specifically, it ranks failure of climate change mitigation and adaptation as the 
one most likely to impact on global risk [2]. The adverse effects of climate change are 
pervasive and systemic, affecting all asset classes, industries, and economies, and in 
turn, the financial system.
The bankruptcy of California’s largest electric utility, Pacific Gas and Electric 
(PG and E), dubbed the first climate change bankruptcy [3], demonstrates the 
possible disruptions of production and consumption, and reduction in future 
asset values from impacts of climate change [4]. Notably, Mark Carney, the former 
governor of the Bank of England, has linked climate-related risks to financial 
stability. He noted that the combination of the weight of scientific evidence and the 
dynamics of the financial system suggest that in the fullness of time, climate change 
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From the foregoing that climate change has developed to one of the greatest 
global challenges, it is imperative to examine the climate change science and uncer-
tainties associated with climate change, while identifying and explaining climate-
related risks, the financial aspect of climate change, credit implications of climate 
change, integration of climate-related risks into credit risk assessment, and climate 
risk management.
The main aim of the chapter is to enumerate the channels through which 
climate change can cause credit risks and affect the stability of the financial system. 
Approaches to incorporate climate change into corporate risk management are also 
discussed. The chapter employs a systematic literature review approach to explore 
the relationship between the three notions of climate-related risks, credit risk, and 
financial stability toward achieving its objectives.
The rest of the chapter is divided into seven parts. Section 2 discusses the science 
and uncertainties involved in climate change. While various forms of climate-related 
risks are presented in Section 3, Section 4 enumerates their credit risk implications. 
How to integrate climate-related risks into credit risk assessment is the focus of 
Section 5. Sections 6 and 7 explore how climate change can negatively impact finan-
cial stability and how organizations could manage climate-related risks, respec-
tively. Section 8 presents the findings and makes suggestions for further research.
2. Scientific uncertainty and climate change
Since Arrhenius [6] established and quantified the contribution of carbon dioxide 
(CO2) to climate change, the consensus among publishing scientists, international 
agencies, and leading scientific societies in climate science is that the increase in the 
earth’s temperature we are currently witnessing is anthropogenic, that is man-made 
[1, 7, 8] caused by the release of greenhouse gases (GHGs) into the atmosphere. The 
most prevalent of these GHGs is carbon dioxide (CO2), associated with burning 
fossil fuels, industrial processes, forestry, and other land uses, but other gases—such 
as methane (CH4) and nitrous oxide (N2O)—are also contributing [9].
The decay rate of GHG in the atmosphere alters as the average temperature level 
increases. There has been a striking rise in temperatures over the last decade as the 
level of CO2 in the atmosphere has skyrocketed. Global temperatures have been far 
higher in the past decade compared with their 100-year average, in tandem with an 
unprecedented rise in CO2 in the atmosphere as shown in Figure 1.
Scientific advances that allow long-dated horizons suggest that irrevocable 
temperature increases have already been locked in (see Figure 2). Moreover, the 
current trends are on track to lead to systemic disruptions to ecosystems, societies, 
and economies [12] and may be catastrophic and irreversible for human popula-
tions, according to more than 11,000 scientists [13].
While the future is always unknown, we speak of risk if the probability distribu-
tion of possible future outcomes is known and of uncertainty if it is not. Human-
induced climate change, its impacts, mitigation, and adaptation are fraught with 
uncertainty. The future pathways for GHG emissions and temperatures set out by 
climate scientists embody both risk and uncertainty.
The uncertainties involved in climate change preclude prediction of the pre-
cise nature, timing, frequency, intensity, and location of climate change impacts. 
These uncertainties also depend on a multitude of demographic and socioeco-
nomic factors, such as technology, values and preferences, and policies, which 
are also deeply uncertain [14]. Added to these demographic and socioeconomic 
sources of uncertainty is scientific uncertainty which arises from our incomplete 
knowledge of the climate system [15].
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Due to these interacting sources of uncertainty, studies of climate change and its 
impacts rarely yield consensus on the distribution of exposure, vulnerability, or pos-
sible outcomes. Thus, in contrast to risk situations where the probability distributions 
are known, there are no well-defined probability density functions (which are among 
the most common tools for characterizing uncertainty) for climate change [16].
Climate uncertainty leads to imprecision in estimating climate and economic 
outcomes. This implies not only imperfect understanding of the ability of mitiga-
tion pathways to deliver temperature outcomes but also suggests that there is a 
significant possibility that the tails of the distribution are considerably fatter than 
currently estimated. Fat-tailed climate events could not only significantly damage 
Figure 1. 
Atmospheric carbon dioxide and Earth’s surface temperature (1880–2019) [10]. Yearly temperature compared to 
the twentieth-century average (red and blue bars) from 1880 to 2019, based on the data from National Oceanic 
and Atmospheric Administration’s National Centers for Environmental Information (NOAA NCEI), plus 
atmospheric carbon dioxide concentrations (gray line): 1880–1958 from Institute for Atmospheric and Climate 
Science (IAC), 1959–2019 from NOAA Earth System Research Laboratories. Original graph by Dr. Howard 
diamond NOAA Air Resources Laboratory, and adapted by NOAA Climate.gov.
Figure 2. 
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growth and welfare, but economic mechanisms may also be ineffective in respond-
ing appropriately. This could result in structural economic changes, and banks 
may find themselves facing abrupt adjustment which could be severely financially 
disruptive [17].
3. Climate-related risks
Climate-related risks are mainly divided into two basic sets: physical risks from 
more frequent and severe meteorological and hydrological events, and transi-
tion risks from the process of decarbonization that is aimed at mitigating global 
warming.
3.1 Physical risks
The physical climate-related risks represent the economic costs and financial 
losses due to increasing frequency and severity of climate-related weather events 
(e.g., storms, floods, or heat waves) and the effects of long-term changes in climate 
patterns (e.g., ocean acidification, rising sea levels, or changes in precipitation), 
resulting from continuously growing GHG emissions [18, 19].
Physical risks can affect both the supply and demand sides of the economy. On 
the supply side, natural disasters can disrupt business activity and trade and destroy 
infrastructure, diverting capital from technology and innovation to reconstruction 
and replacement [20]. It affects output levels and output growth by impacting labor 
productivity, speeding up the depreciation of capital stock, increasing cost of repair 
and replacement, and reducing funds allocated to research and innovation [21]. On 
the demand side, increasing expenditures for repair and replacement will, ceteris 
paribus, reduce investment on and consumption demand for other goods. Business 
investment could also be dampened by uncertainty about future demand and 
growth prospects and substantial price impacts [22]. Households confronted with 
more frequent extreme weather events might increase precautionary saving, which 
would depress private consumption in general [21].
3.2 Transition risks
Transition risks arise as a result of the shift to a low-carbon economy (such as 
changes in public regulation, technology, or in households’ or investors’ prefer-
ences) triggering changes in demand-related factors. This adjustment process 
is likely to have a significant impact on the economy and, in particular, on some 
financial asset values [11].
Transition risks are characterized by a radical uncertainty on the nature of the 
low-carbon pathway (i.e., the pathway for reducing greenhouse gas emissions, 
which restructures the economy) and a more usual uncertainty on the methods for 
implementing this pathway in economic and social terms [23].
Over the last few years, the topic of stranded assets, caused by risk factors like 
physical climate change impacts, as well as societal and regulatory responses to 
climate change, has loomed larger [24]. Stranded assets are defined as assets that 
have suffered from unanticipated or premature write-downs, devaluations, or 
conversion to liabilities [25]. With transition toward a lower-carbon economy, 
carbon assets are expected to suffer from unanticipated or premature write-offs, 
downward revaluations, or get converted to liabilities [26].
Estimation by McGlade and Ekins [27] shows that approximately one third of 
the current oil reserves, half the gas reserves, and almost 90% of the coal reserves 
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would become stranded assets if global temperature target of the Paris Agreement 
is attained. While an early and smooth transition results in much fewer risks, too 
rapid an adjustment of asset prices due to a late transition might eventually bring 
about a climate Minsky moment—a sudden drop in assets prices [21].
3.3 Relationship between physical and transition risks
Physical risk and transition risks are correlated, because the more transition 
policies enter into force, the fewer physical risks are likely to materialize. On the 
other hand, the harder the economy is hit by physical risks, the stronger the demand 
will be for effective transition measures [21].
3.4 Liability risks
Materializing physical and potentially also transition risks will drive up 
liability risks [21]. Liability risks materialize when organizations are directly or 
indirectly adjudged legally responsible for climate-related losses and must finan-
cially compensate other parties [28, 29]. Organizations are also prone to increas-
ing liability risk if they do not manage transition risks well as enshrined in the 
polluter pays principle. Organizations whose activities are negatively affected by 
unmitigated climate change could seek compensation from those who had caused 
or allowed the damage and thereby at least partially internalize the negative 
externalities [21].
4. Credit risks implications of climate change
Credit risk is the risk of a financial loss resulting from a borrower’s failure to 
repay part of or all the interests and the principal of a loan. Climate-related risks 
affect all three dimensions of credit risk—a borrower’s capacity to generate enough 
income to service and repay its debt as well as the capital and collateral that back 
the loan [30].
For financial institutions, credit risks can materialize directly, through their 
exposures to corporations, households, and countries that experience climate 
shocks, or indirectly, through the effects of climate change on the wider economy 
and feedback effects within the financial system. Exposures manifest themselves 
through increased default risk of loan portfolios or lower values of assets [31].
Corporate credit portfolios are also at risk, as highlighted by the PG&E’s bank-
ruptcy. Increase in extreme and severe weather events could have second-round 
effects on the price of corporate bonds, and the rise in debt defaults would induce 
climate-related financial instability which would adversely affect credit expansion 
and magnify the negative impact of climate change on financial activity [19].
Transition risks materialize on the asset side of financial institutions, which 
could incur losses on exposure to firms with business models not built around 
the economics of low-carbon emissions [31]. Climate change mitigation policies 
to reduce GHG emissions can create costs for carbon-intensive sectors and com-
panies, thereby influencing the credit quality of GHG-intensive borrowers and 
also credit risks to banks [32]. Ongoing developments in the international climate 
policy arena show there will be more rigorous future global climate policy regime. 
Noncompliance with mitigation policies might become reputational risks and 
therefore credit risks. Hence, both compliance and noncompliance with the mitiga-
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Literature establishing the link between climate change and credit risk is grow-
ing. Kleimeier and Viehs [33] show a significant and negative relation between CO2 
emission levels and the cost of bank loans. Delis, De Greif, and Ongena [34] observe 
that banks appeared to start pricing climate policy risk after the Paris Climate 
Agreement, while Ginglinger and Quentin [35] find that greater climate risk leads to 
lower leverage in the post-2015 period.
Capasso et al. [36] investigated the relationship between exposure to climate 
change and firm credit risk and found that the exposure to climate risks affects the 
creditworthiness of loans and bonds issued by corporates. Similarly, Delis et al. [34] 
demonstrated that climate policy risk is priced in syndicated loans, especially in 
sectors related to fossil fuel. Jung et al. [37] provided evidence of the existence of 
a positive association between the cost of debt and carbon-related risks for firms. 
Rajhi and Albuquerque [38] submitted that natural disasters are predictive of 
higher nonperforming loans and higher likelihood of default in developing coun-
tries. Battiston et al. [39] found that while direct exposures to the fossil fuel sector 
are small, the combined exposures to climate policy-relevant sectors are large, het-
erogeneous, and amplified by large indirect exposures via financial counterparties. 
Ilhan et al. [40] showed for a sample of S&P 500 companies that higher emissions 
increase downside risk—the potential losses that may occur if a particular invest-
ment position is taken. Monasterolo and De Angelis [41] indicated that investors 
require higher risk premia for carbon-intensive industries’ equity.
5. Integrating climate-related risks into credit risk assessment
There are two approaches for integrating climate-related risks into credit risk 
assessments. On the one hand, there is a risk approach whose objective is to inte-
grate a new source of risk in order to accurately measure credit risk and assumes 
that a risk differential between green and brown assets exists; on the other hand, 
there is an economic policy approach, aiming to foster the transition to a low-
carbon economy by shifting credit from brown to green activities [42].
Under the risk approach, the risk-weight factor is recalibrated for all categories 
of assets to identify the differential due to climate-related risks. The differential 
should be taken into consideration when determining pricing and capital require-
ments. When the objective is to adjust capital requirements as an economic policy 
tool to allocate credit to specific sectors, the accurate level of climate-related risks is 
not a central concern anymore. This approach rather focuses on channeling credits 
to facilitate the transition toward a low-carbon economy. The objective is to foster 
transition by introducing a financial incentive through the capital adequacy regula-
tion without following a risk reasoning [42].
Climate-related risks are expected to be included in all relevant stages of the 
credit-granting process and credit processing. Specifically, institutions are expected 
to form an opinion on how climate-related risks affect the borrower’s default risk. 
The climate factors that are material to the borrower’s default risk of the exposure 
are expected to be identified and assessed. As part of this assessment, institutions 
may take into consideration the quality of the clients’ own management of climate-
related risks. They are also to give appropriate consideration to changes in the risk 
profile of sectors and geographies driven by climate-related risks [28].
In quantifying, evaluating, and factoring climate-related risks into credit risk 
assessment, institutions require risk indicators or ratings for their counterparties 
that take into account climate-related and environmental risks. This is achieved 
by identifying borrowers that may be exposed, directly or indirectly, to increased 
climate-related risks. Critical exposures to such risks should be highlighted and, 
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where applicable, considered under various scenarios with the aim of ensuring the 
ability to assess and introduce in a timely manner any appropriate risk mitigation 
measures including pricing [28].
Counterparty credit scoring requires detailed sectoral and geographic metrics 
to interpret climate-related risks as a view of financial vulnerability, taking into 
account mitigation measures. The resulting risk score can be used to inform credit 
decisions and to create a portfolio overview. The score can also be embedded in 
internal and external climate-related risk reporting (Table 1) [43].
For better integration of climate-related risks into credit risk assessment, 
Monnin [30] advocates addressing the limitations of historical data; expanding the 
horizon of credit risk models; finding the right level of data granularity; identifying 
the relevant climate-related risk exposure metrics; and translating economic impact 
into financial risk metrics.
6. Climate change and financial stability
Estimates of the aggregate economic impacts of climate change and the costs of 
mitigation both vary widely and are highly dependent on factors such as core assump-
tions, model design, sectoral coverage, and scenario selection [45]. On the one hand, 
available estimates suggest that physical damage from climate change could reach one 
tenth, or even one fifth, of global GDP by the end of this century, with considerable 
uncertainties around amplifying dynamics. In terms of current global output, this 
would amount to USD 8–17 trillion. On the other hand, some estimates suggest the 
transition to a low-carbon economy will require investment of between USD 1 trillion 
and USD 4 trillion in constant terms when considering the energy sector alone, or up 
to USD 20 trillion when looking at the economy more broadly [11].
Dietz et al. [46] employed standard integrated assessment model (IAM) and the 
climate value-at-risk (VAR) framework to quantitatively investigate the physical 
impact of climate change on the financial system. They found that without mitiga-
tion efforts, physical risks related to climate change could lead to a loss of USD 
1.  Defining climate 
scenarios
2.  Estimating economic and financial 
impacts
3.  Translating financial 
impacts into credit 
risk measures
“The estimation of the impact 
of climate change and of the 
transition to a low-carbon 
economy on credit risk relies 
first on the definition of 
physical scenarios for climate 
change and for the transition. 
These scenarios define how 
climate change will impact 
the variables that are relevant 
for economic activities, how 
a transition will mitigate 
these impacts and which 
measures are taken to steer 
the transition.”
“Once the impact of climate change on the 
variables relevant for economic activities 
has been estimated, its consequences must 
be translated into economic terms though 
macro and microeconomic simulations. 
This step basically assesses the direct and 
indirect repercussions of climate change 
and the transition to a low-carbon economy 
in economic terms and identifies which 
actors are affected by them and by how 
much. Once the economic effects on actors 
have been identified, the next step is to 
estimate the impact of these effects on both 
their cash flows and their balance sheets.”
“Based on this 
assessment of financial 
impacts on firms and 
households, the next 
step is to compute how 
changes in cash flows 
and balance sheets 
will affect their credit 
worthiness in terms of 
probability of default 
and loss given default –  
and thus also in their 
credit ratings.”
Table 1. 
Steps for integrating physical climate risk into credit risk assessment processes [44].
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Literature establishing the link between climate change and credit risk is grow-
ing. Kleimeier and Viehs [33] show a significant and negative relation between CO2 
emission levels and the cost of bank loans. Delis, De Greif, and Ongena [34] observe 
that banks appeared to start pricing climate policy risk after the Paris Climate 
Agreement, while Ginglinger and Quentin [35] find that greater climate risk leads to 
lower leverage in the post-2015 period.
Capasso et al. [36] investigated the relationship between exposure to climate 
change and firm credit risk and found that the exposure to climate risks affects the 
creditworthiness of loans and bonds issued by corporates. Similarly, Delis et al. [34] 
demonstrated that climate policy risk is priced in syndicated loans, especially in 
sectors related to fossil fuel. Jung et al. [37] provided evidence of the existence of 
a positive association between the cost of debt and carbon-related risks for firms. 
Rajhi and Albuquerque [38] submitted that natural disasters are predictive of 
higher nonperforming loans and higher likelihood of default in developing coun-
tries. Battiston et al. [39] found that while direct exposures to the fossil fuel sector 
are small, the combined exposures to climate policy-relevant sectors are large, het-
erogeneous, and amplified by large indirect exposures via financial counterparties. 
Ilhan et al. [40] showed for a sample of S&P 500 companies that higher emissions 
increase downside risk—the potential losses that may occur if a particular invest-
ment position is taken. Monasterolo and De Angelis [41] indicated that investors 
require higher risk premia for carbon-intensive industries’ equity.
5. Integrating climate-related risks into credit risk assessment
There are two approaches for integrating climate-related risks into credit risk 
assessments. On the one hand, there is a risk approach whose objective is to inte-
grate a new source of risk in order to accurately measure credit risk and assumes 
that a risk differential between green and brown assets exists; on the other hand, 
there is an economic policy approach, aiming to foster the transition to a low-
carbon economy by shifting credit from brown to green activities [42].
Under the risk approach, the risk-weight factor is recalibrated for all categories 
of assets to identify the differential due to climate-related risks. The differential 
should be taken into consideration when determining pricing and capital require-
ments. When the objective is to adjust capital requirements as an economic policy 
tool to allocate credit to specific sectors, the accurate level of climate-related risks is 
not a central concern anymore. This approach rather focuses on channeling credits 
to facilitate the transition toward a low-carbon economy. The objective is to foster 
transition by introducing a financial incentive through the capital adequacy regula-
tion without following a risk reasoning [42].
Climate-related risks are expected to be included in all relevant stages of the 
credit-granting process and credit processing. Specifically, institutions are expected 
to form an opinion on how climate-related risks affect the borrower’s default risk. 
The climate factors that are material to the borrower’s default risk of the exposure 
are expected to be identified and assessed. As part of this assessment, institutions 
may take into consideration the quality of the clients’ own management of climate-
related risks. They are also to give appropriate consideration to changes in the risk 
profile of sectors and geographies driven by climate-related risks [28].
In quantifying, evaluating, and factoring climate-related risks into credit risk 
assessment, institutions require risk indicators or ratings for their counterparties 
that take into account climate-related and environmental risks. This is achieved 
by identifying borrowers that may be exposed, directly or indirectly, to increased 
climate-related risks. Critical exposures to such risks should be highlighted and, 
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tenth, or even one fifth, of global GDP by the end of this century, with considerable 
uncertainties around amplifying dynamics. In terms of current global output, this 
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and USD 4 trillion in constant terms when considering the energy sector alone, or up 
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2.5–24.2 trillion of the value of global financial assets. For the transition risks, esti-
mate by Mercure et al. [47] put the discounted global wealth losses from stranded 
fossil fuel assets may amount from USD 1–4 trillion.
Physical impacts of climate change as well as the transition toward a resilient 
low-carbon economy pose significant challenges for macro-financial management, 
as they can damage the balance sheets of governments, households, firms, and 
financial institutions due to the adverse and possibly abrupt impacts on investment 
and economic growth, fiscal revenue and expenditure, debt sustainability, and the 
valuation of financial assets. In turn, macro-financial risks translate into weakened 
resilience to physical climate risks and constrained capacity for climate adaptation 
and mitigation efforts. Transition risks are particularly high for countries that 
generate a significant share of public revenue from carbon-intensive industries. 
Lower-income and conflict-affected oil and gas exporters (mostly in Africa and the 
Middle East) are more vulnerable and less able to manage a low-carbon transition. 
They have not yet converted hydrocarbon rents into other sources of export rev-
enues needed to grow and diversify [48].
For banks, climate-related risk factors manifest as increasing credit, market, 
and operational risks [49]. Climate-related financial risks may weaken financial 
sector balance sheets and induce or amplify macro-financial risks, particularly in 
the case of shocks. Such shocks could stem from disasters or sudden changes in 
policy, technology, or consumer preferences. The resulting financial sector losses 
and volatility in financial and commodity markets can adversely impact funding, 
liquidity, and lending conditions and weaken financial sector balance sheets, giving 
rise to negative feedback loops with macro-fiscal implications. Emerging markets 
and developing economies may be particularly affected, given that their financial 
markets are less resilient to such shocks [48]. By destroying the capital of firms and 
reducing their profitability and liquidity, climate change is likely to increase the rate 
of default of corporate loans that could harm the stability of the banking system 
[19]. A recent survey by the Bank of England on the preparedness of UK banks for 
climate change found their planning horizons averaged 4 years, likely too short even 
to account for likely physical and liability risks [50].
Climate change also has implications for insurance companies on both sides of the 
balance sheet: as investors and as underwriters. As institutional investors, insurance 
companies face largely similar transition and physical risks as other asset managers. 
They are disproportionally affected due to the long-term nature of their equity and 
infrastructure investments. As underwriters, pricing risks may arise from changing 
risk profiles to insured assets [48]. According to Lloyd’s of London, damages from 
weather-related losses around the world have increased from an annual average of 
USD 50 billion in the 1980s to close to USD 200 billion in the past 10 years [51].
Institutional investors will be disproportionately affected by climate change, 
given their much longer-term investment horizons. In addition to the climate-
related risks that affect financial stability, second-tier impacts from climate change 
(such as food security, social, and political unrest, and biodiversity loss) are likely 
to be nonlinear, characterized by tipping points, and material over the long term 
[48]. The Economist Intelligence Unit (EIU) [52] put the value of global stock of 
manageable assets at risk from climate change till the end of the century at USD 
4.2–43 trillion (in 2015 value terms).
Climate change qualifies as a systemic event. A systemic event is defined 
in economics by three essential elements: a shock, which can be a broad shock 
simultaneously affecting a wide range of institutions, or a limited shock followed 
by an important domino effect; contagion effects through a web of interrelations; 
and the endogenous nature of this shock, meaning that it is caused by cumulated 
disequilibria over time [53].
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Three fundamental reasons at least can justify this transposition of the finan-
cial concept of systemic risk to climate change. First, climate change impacts are 
systemic in nature. They affect the whole planet, in most of its dimensions. They 
have the ability to profoundly change the earth system as we currently know it. 
The second is the radical uncertainty. Historical data provide no useful guidance 
to future climate events or/and outcomes. Finally, the notion of a climate systemic 
risk at world scale provides a powerful new rationale in the debate on international 
monetary reform [53].
Climate and financial fragilities reinforce each other. They are intertwined into 
positive feedback loops so that climate systemic risks also incur financial systemic 
risks. Financial fragility to external risks may increase climate fragility through 
negative externality effects. Conversely, climate fragility incurs new risks that may 
reinforce financial fragility, as Figure 3 illustrates. The realization of a climate 
systemic risk translates into potential financial turmoil and this in turn can increase 
around the provision of the ultimate liquidity [53].
Physical and transition risk drivers impact economic activities, which in turn 
impact the financial system. This impact can occur directly through, for example, 
lower corporate profitability or the devaluation of assets, or indirectly, through 
macro-financial changes [28]. Climate-related risks—in particular, transition 
risks—are actually closer to being in a state of uncertainty. Further uncertainty 
is created by the highly interconnected nature of the modern financial system. 
Interlinkages among financial institutions—both banks and nonbanks—can 
amplify both positive and negative shocks and significantly decrease the accuracy 
of default probabilities [54].
Physical risks can cause economic costs and financial losses across different 
financial portfolios (e.g., loans, equities, and bonds) and also affect the expecta-
tion of future losses, which can threaten the solvency of households, businesses, 
and governments and therefore financial institutions [18]. The exposure of 
financial institutions to physical risks can trigger contagion and asset devaluations 
propagating throughout the financial system [18]. Rapid and ambitious transition 
to low-carbon economy will lead to transition risks with large fractions of proven 
reserves of fossil fuel becoming stranded assets, with potentially systemic conse-
quences for the financial system. Other fossil fuel-dependent sectors will probably 
be impacted indirectly as a consequence [55]. The size of the impact depends on 
the assumptions made about when and how the transition happens and which 
sectors it affects. The risk is that a sharp reassessment of climate change risks could 
Figure 3. 
Relationship between climate and financial fragilities [53].
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enues needed to grow and diversify [48].
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They are disproportionally affected due to the long-term nature of their equity and 
infrastructure investments. As underwriters, pricing risks may arise from changing 
risk profiles to insured assets [48]. According to Lloyd’s of London, damages from 
weather-related losses around the world have increased from an annual average of 
USD 50 billion in the 1980s to close to USD 200 billion in the past 10 years [51].
Institutional investors will be disproportionately affected by climate change, 
given their much longer-term investment horizons. In addition to the climate-
related risks that affect financial stability, second-tier impacts from climate change 
(such as food security, social, and political unrest, and biodiversity loss) are likely 
to be nonlinear, characterized by tipping points, and material over the long term 
[48]. The Economist Intelligence Unit (EIU) [52] put the value of global stock of 
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4.2–43 trillion (in 2015 value terms).
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in economics by three essential elements: a shock, which can be a broad shock 
simultaneously affecting a wide range of institutions, or a limited shock followed 
by an important domino effect; contagion effects through a web of interrelations; 
and the endogenous nature of this shock, meaning that it is caused by cumulated 
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Three fundamental reasons at least can justify this transposition of the finan-
cial concept of systemic risk to climate change. First, climate change impacts are 
systemic in nature. They affect the whole planet, in most of its dimensions. They 
have the ability to profoundly change the earth system as we currently know it. 
The second is the radical uncertainty. Historical data provide no useful guidance 
to future climate events or/and outcomes. Finally, the notion of a climate systemic 
risk at world scale provides a powerful new rationale in the debate on international 
monetary reform [53].
Climate and financial fragilities reinforce each other. They are intertwined into 
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reinforce financial fragility, as Figure 3 illustrates. The realization of a climate 
systemic risk translates into potential financial turmoil and this in turn can increase 
around the provision of the ultimate liquidity [53].
Physical and transition risk drivers impact economic activities, which in turn 
impact the financial system. This impact can occur directly through, for example, 
lower corporate profitability or the devaluation of assets, or indirectly, through 
macro-financial changes [28]. Climate-related risks—in particular, transition 
risks—are actually closer to being in a state of uncertainty. Further uncertainty 
is created by the highly interconnected nature of the modern financial system. 
Interlinkages among financial institutions—both banks and nonbanks—can 
amplify both positive and negative shocks and significantly decrease the accuracy 
of default probabilities [54].
Physical risks can cause economic costs and financial losses across different 
financial portfolios (e.g., loans, equities, and bonds) and also affect the expecta-
tion of future losses, which can threaten the solvency of households, businesses, 
and governments and therefore financial institutions [18]. The exposure of 
financial institutions to physical risks can trigger contagion and asset devaluations 
propagating throughout the financial system [18]. Rapid and ambitious transition 
to low-carbon economy will lead to transition risks with large fractions of proven 
reserves of fossil fuel becoming stranded assets, with potentially systemic conse-
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be impacted indirectly as a consequence [55]. The size of the impact depends on 
the assumptions made about when and how the transition happens and which 
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lead to a financial market reassessment, leading to a spiral of persistent tightening 
of financial conditions as losses ensue [18].
A wholesale reassessment of prospects, as climate-related risks are reevaluated, 
could destabilize markets, spark a pro-cyclical crystallization of losses, and lead to a 
persistent tightening of financial conditions: a climate Minsky moment—involving 
a rapid, system-wide (downward) repricing of carbon assets which would threaten 
financial stability [56].
The economic effects of bank losses and asset price deflation can exacerbate 
climate-induced financial instability [57]. This calls for a collective prudential 
approach—monetary policies and banking regulations, which intend to act on 
eliminating possible future outcomes more than on internalizing externality, 
because of radical uncertainty [53].
7. Climate-related risk management
Risk management has increasingly become a well-established tool for climate 
change adaptation, given the significant uncertainty about future impacts and the 
inability to rely on historic data as a basis for current action [58, 59]. Risk manage-
ment is part of a comprehensive suite of tools for climate change adaptation, with 
international and national standards being developed to assist governments, busi-
nesses, and communities [59].
ISO 14090:2019: Adaptation to climate change—Principles, requirements and 
guidelines specifies the principles, requirements, and guidelines for adaptation to 
climate change. These include the integration of adaptation within or across orga-
nizations, understanding impacts and uncertainties, and how these can be used to 
inform decisions. ISO 14091:2019 provides guidance for assessing the risks related 
to the potential impacts of climate change. It describes how to understand vulner-
ability and how to develop and implement a sound risk assessment in the context 
of climate change. It can be used for assessing both present and future climate 
change risks.
As part of their overall internal control framework, organizations should have 
an institution-wide risk management framework that extends across all business 
lines and internal units, including internal control functions [28]. The risk manage-
ment framework should encompass financial and nonfinancial risks, on-balance-
sheet risks, and off-balance-sheet risks, including risks that the institution is 
currently exposed to and for risks that the institution may be exposed to going 
forward [28].
Eceiza et al. [43] enumerate five principles of climate-related risk management to 
include formulation of climate-related risk governance, to ensure the board focuses 
on the risks and for climate-risk management, and to cascade throughout the organi-
zation; tailor strategic plans and business models toward embedding climate-related 
risks in risk frameworks and capital allocation processes; inject climate-related 
risk considerations into all risk-management processes to align climate-related risk 
exposure with risk appetite; periodic scenario analysis and stress tests to assess the 
organization’s resilience; and focus on enablers and build capacity, including tech-
nology, data, and talent to manage climate-related risks.
A strategic approach to managing the financial risks from climate change developed 
by the Prudential Regulation Authority (PRA) (Bank of England) entails governance, 
risk management, scenario analysis, and disclosure. A firm’s board should understand 
and assess the financial risks from climate change that affect the firm and should be 
able to address and oversee these risks within the firm’s overall business strategy and 
risk appetite. Firms are expected to employ their existing business strategy and risk 
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management frameworks to address financial risks from climate change, in line with 
their board-approved risk appetite. Firms should identify, measure, monitor, manage, 
and report on their exposure to these risks to their stakeholders. Material exposures 
should be included in their Internal Capital Adequacy Assessment Process (ICAAP) 
or Own Risk and Solvency Assessment (ORSA). Where appropriate, the PRA expects 
firms to consider a range of quantitative and qualitative tools and metrics to monitor 
their exposure to financial risks from climate change. Firms should provide evidence 
of how material risks will be mitigated and have credible plans or policies to manage 
these exposures. The management information should enable the board to discuss, 
challenge, and take decisions relating to the firm’s management of the financial risks 
from climate change. Scenario analysis should also be used to explore the resilience and 
vulnerabilities of a firm’s business model to a range of outcomes, based on different 
transition paths to a low-carbon economy, as well as a path where no transition occurs. 
Disclosures should be as insightful as possible, reflecting the firm’s evolving under-
standing of the financial risks from climate change (Figure 4) [60].
Similar good practices of governance and climate-related risk management 
recommended by the French Prudential Supervision and Resolution Authority 
(Banque de France) [61] include the following: integration of climate-related 
risks, including their implementation and monitoring, into the strategy of institu-
tions; the internal organization of institutions, both in terms of the allocation of 
responsibility over all business lines, and in terms of the structuring of climate risk 
control, should align with the institutions’ strategic orientations; full integration 
of the material risks induced by climate change into the risk appetite framework of 
the institution, and also mobilization of appropriate tools to allow for a thorough 
assessment of these risks; and disclosure of the institution’s strategy and its risk 
management mechanisms with regard to climate change to ensure both a better 
understanding and a better integration of climate-related risks.
8. Conclusion
Climate change is rapidly proceeding, and climate-related risks are being 
exacerbated. While the mechanisms of physical climate change and the possible 
impacts are scientifically well understood, the specific estimates of these impacts 
are associated with uncertainty.
Climate change will affect all sectors of the economy, and it is relevant to 
investors and financial institutions, posing an unprecedented challenge to the 
governance of global socioeconomic and financial systems. Climate-related risks 
touch on the interests of a broad range of stakeholders across the private and public 
Figure 4. 
Elements of climate-related risk management [60].
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A strategic approach to managing the financial risks from climate change developed 
by the Prudential Regulation Authority (PRA) (Bank of England) entails governance, 
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and assess the financial risks from climate change that affect the firm and should be 
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these exposures. The management information should enable the board to discuss, 
challenge, and take decisions relating to the firm’s management of the financial risks 
from climate change. Scenario analysis should also be used to explore the resilience and 
vulnerabilities of a firm’s business model to a range of outcomes, based on different 
transition paths to a low-carbon economy, as well as a path where no transition occurs. 
Disclosures should be as insightful as possible, reflecting the firm’s evolving under-
standing of the financial risks from climate change (Figure 4) [60].
Similar good practices of governance and climate-related risk management 
recommended by the French Prudential Supervision and Resolution Authority 
(Banque de France) [61] include the following: integration of climate-related 
risks, including their implementation and monitoring, into the strategy of institu-
tions; the internal organization of institutions, both in terms of the allocation of 
responsibility over all business lines, and in terms of the structuring of climate risk 
control, should align with the institutions’ strategic orientations; full integration 
of the material risks induced by climate change into the risk appetite framework of 
the institution, and also mobilization of appropriate tools to allow for a thorough 
assessment of these risks; and disclosure of the institution’s strategy and its risk 
management mechanisms with regard to climate change to ensure both a better 
understanding and a better integration of climate-related risks.
8. Conclusion
Climate change is rapidly proceeding, and climate-related risks are being 
exacerbated. While the mechanisms of physical climate change and the possible 
impacts are scientifically well understood, the specific estimates of these impacts 
are associated with uncertainty.
Climate change will affect all sectors of the economy, and it is relevant to 
investors and financial institutions, posing an unprecedented challenge to the 
governance of global socioeconomic and financial systems. Climate-related risks 
touch on the interests of a broad range of stakeholders across the private and public 
Figure 4. 
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sectors, impact all the key dimensions of credit risk, and are the main channels 
through which climate change can affect financial stability.
This chapter establishes the need for organizations to have a holistic, well-
documented, and institution-wide risk management framework that extends across 
all business lines and internal units to manage their climate-related risks.
In all, the chapter provides a preliminary view on how climate change can cause 
credit risk and financial instability. As such, the chapter does not comprehensively 
address the complex tasks of managing climate-related risks in organizations. 
A more comprehensive study is required on what strategies and approaches are 
needed to manage uncertainties and risks that are an integral part of climate change 
in organizations.
© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Green banking being a new trend deserves more attention. Understanding green 
banking, its nature, importance, impact on spreading green, its link to sustainable 
development goals (SDGs), and Maqasid Shariah is vital. Therefore, this chapter is 
going to cover the abovementioned essentials. Banks’ financing that care about the 
environment is green banking. Banks can contribute enormously to restore envi-
ronmental balance and to preserve a livable condition for future generation through 
green banking. Only binding regulation can ensure the involvement of banks in 
green practices, for example, Bangladesh. To face the reality, when leaders are com-
mitted to implement SDGs by 2030, involvement of banks in green practices could 
accelerate the process of implementation. Coincidently, green banking features and 
objectives are very close to Maqasid Shariah. Based on desk research and document 
analysis technique, this chapter is going to establish that green banking, SDGs, and 
Maqasid Shariah are complementary to each other.
Keywords: green banking, Islamic banking, Maqasid Shariah, green banking and 
Maqasid Shariah, SDGs and Maqasid Shariah
1. Introduction
Usually, the concept of financing covers many sources of financing, and banking is 
one of the sources. Green banking is a new trend of banks’ financing. It is a product of 
green movement initiated by world leaders to maintain a livable condition for future 
generations [1]. The recent commitments of leaders to attain sustainable development 
goals (SDGs) by 2030 will be impossible without successful implementation of green 
banking. It is a new avenue for both conventional and Islamic banks to care for the 
environment while financing.
Green banking is an eco-friendly financing. Banks’ concern about environmental 
well-being while financing to businesses is considered as green banking. To get a sus-
tainable positive impact from business, green banking is essential. Businesses are the 
driver of the economy, and sustainable business can influence the sustainability of 
the economy; therefore, successful green business establishment is crucial. Central 
banks’ role is imperative in introducing and implementing green banking.
Green banking has a positive connection with Maqasid Shariah as well as few 
of sustainable development goals such as goal no. 7, 9, 11, 12, and 13. On the other 
hand, green banking features and objectives are very close to Maqasid Shariah. The 
objective of Shariah (Islamic law) is known as Maqasid Shariah. The term Maqasid 
refers to purposes or goals in Arabic. Basically, the word Maqasid Shariah refers 
to the devotions of Islamic law. The purposes, rationales, as well as common good 
in the Islamic rulings are accentuated by the term Maqasid while basing itself on 
the Islamic scripts as well as observing the Islamic faith. In general, conservation, 
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Green banking being a new trend deserves more attention. Understanding green 
banking, its nature, importance, impact on spreading green, its link to sustainable 
development goals (SDGs), and Maqasid Shariah is vital. Therefore, this chapter is 
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objectives are very close to Maqasid Shariah. Based on desk research and document 
analysis technique, this chapter is going to establish that green banking, SDGs, and 
Maqasid Shariah are complementary to each other.
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Green banking is an eco-friendly financing. Banks’ concern about environmental 
well-being while financing to businesses is considered as green banking. To get a sus-
tainable positive impact from business, green banking is essential. Businesses are the 
driver of the economy, and sustainable business can influence the sustainability of 
the economy; therefore, successful green business establishment is crucial. Central 
banks’ role is imperative in introducing and implementing green banking.
Green banking has a positive connection with Maqasid Shariah as well as few 
of sustainable development goals such as goal no. 7, 9, 11, 12, and 13. On the other 
hand, green banking features and objectives are very close to Maqasid Shariah. The 
objective of Shariah (Islamic law) is known as Maqasid Shariah. The term Maqasid 
refers to purposes or goals in Arabic. Basically, the word Maqasid Shariah refers 
to the devotions of Islamic law. The purposes, rationales, as well as common good 
in the Islamic rulings are accentuated by the term Maqasid while basing itself on 
the Islamic scripts as well as observing the Islamic faith. In general, conservation, 
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reduced dependency on paper, increased online banking, and environmental risk 
rating before granting financing to a borrower are few features of green banking 
which do not contradict with Maqasid Shariah rather meet the objectives of Shariah. 
This chapter is divided into various sections for easy representation of the detail 
of green banking: the second section is going to discuss about the methodology 
used to gather data, the third section explains what is green banking, the fourth 
section represents the importance of it, the fifth section elaborates the impact of it 
to introduce green business, the sixth section demonstrates the link among green 
banking, Islamic banking, Maqasid Shariah, and SDGs, and finally, the conclusion 
sums up the chapter.
2. Methodologies
This chapter has used secondary data. The data is gathered following desk 
research method, and the data is analyzed following document analysis tech-
nique. Document analysis is a methodical process of revising or appraising 
documents—both published and electronic (computer-based and Internet-
transmitted) material. Like other systematic approaches in qualitative research, 
document analysis wants that data to be scrutinized and deduced to stimulate 
meaning, gain empathetic, and advance pragmatic knowledge [2]. Documents 
used for systematic evaluation may be a variety of forms. They include adver-
tisements, agendas, attendance registers, and minutes of meetings, manuals, 
background papers, books and brochures, diaries and journals, event programs 
(i.e., printed outlines), letters and memoranda, maps and charts, newspapers 
(clippings/articles), press releases, program proposals, application forms, and 
summaries, radio and television program scripts, organizational or institutional 
reports, survey data, and various public records. The current chapter especially 
searched websites, articles related to green banking, Maqasid Shariah, SDGs, used 
published or working paper of various recognized institutions, green banking 
reports published by Bangladesh Bank, etc.
3. Definition of green financing, green banking, and green business
The green financing concept is an invention of green growth movement and 
green growth links to green economy; the origin of green economy is found in 
sustainable development concept. Until now there is no widely accepted definition 
of green financing; however, the definition given by the German Development 
Institute is considered as a recognized one—“Green finance comprise financing of 
(including preparatory cost and capital cost) green investments, financing of public 
green policies and green financial system.” What Dr. Nannette’s definition elucidates 
is the areas of green investments—climate change adaptation, energy efficiency, 
renewable energies, and other climate change mitigation, for example, reforesta-
tion. The components of financial system have made it clear that it should deal 
specifically with green investments, such as the Green Climate Fund or financial 
instruments for green investments (e.g., green bonds and structured green funds), 
as well as their detailed legal, economic, and institutional framework conditions 
[3]. According to the Deutsche Gesellschaft für Internationale Zusammenarbeit 
(GIZ), “Green Finance is a strategic approach to incorporate the financial sector in 
the transformation process towards low-carbon and resource-efficient economies, 
and in the context of adaptation to climate change” [4]. Green financing is an idea 




important sources of financing; however, nonbank financial organizations are also a 
significant basis of funding for green projects.
Nevertheless, the concept of green banking had substituted banks’ motive to 
“planet, people, and profit” from “profit, profit, and profit.” Green banking is also 
known as environmental banking; in broad perception, green banking practices 
eco-friendly methods and encourages its patrons to reduce the carbon footprint 
by their banking procedures [5]. According to Bangladesh central bank—“Green 
banking is a component of the global initiatives by a group of stakeholders to save 
environment” [6]; the sustainable banking concept is the outcome of the society 
and environment-oriented banking practices. Recently, Bangladesh Bank has 
integrated “sustainability” into core banking practices through green banking, 
corporate social responsibility, and financial inclusion. Green banking is a category 
of banking practices considering all the social and ecological factors with an aim to 
defend the environment and preserve natural resources. It is also called as ethical 
banking or sustainable banking [7]. Saruti Garg stated that green banking is a shade 
that symbolizes practices and policies which help banks to be environmentally, 
economically, and socially responsible. Banks should conduct their operation in 
suitable manner and in suitable areas to reduce both external carbon emission and 
internal carbon footprint [8]. Consequently, business that took green financing 
from bank and other sources to involve in environmentally friendly business is 
considered as green business. According to Smith and Friend, “green businesses” 
are businesses and practices that are viewed as naturally detailed, used living and 
natural products to generate factories and supervision to protect against releases, 
and utilized eco-friendly materials [9, 10]. Earlier, Zsolnai explains in 2002 that 
business that ponders over the thought of ecology in undertaking numerous tasks 
of business is called green business [11]. Gilbert again classified that green busi-
nesses are those businesses which can interchange activity in a method so that 
either it ensures natural benefit or its activities limit negative ecological effect [12]. 
A business that uses lesser natural resources to accomplish the duties requires and 
utilizes sustainable methods and materials such as producing sustainable products 
as raw materials (recycled, plant-based or organically grown) and recycling (paper, 
plastic, electronics, glass, and aluminum) which is known by Morebusiness.com as 
green business.
4. Importance of green banking
Banks are very important financial intermediaries to collect money from surplus 
units to disburse money to deficit units. Banks by its financing activities help 
economy to move on. Therefore, to face the reality of achieving SDGs, banks should 
involve in green banking. The central banks’ role here is imperative. Policy and 
guideline creation and enforcement of that can ensure the successful implementa-
tion of green financing by banks. Out of 17 SDGs, goal No. 7 affordable and clean 
energy; goal No. 9 industry, innovation, and infrastructure; goal No. 11 sustainable 
cities and communities; goal No. 12 responsible consumption and production; and 
goal No. 13 climate actions are goals with successful implementation of those are 
related to green banking.
5. Impacts of green banking to create green businesses
Since 1987 to achieve sustainable development, many new movements have 
been introduced; few of those were green economy, green growth, low-carbon 
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A business that uses lesser natural resources to accomplish the duties requires and 
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plastic, electronics, glass, and aluminum) which is known by Morebusiness.com as 
green business.
4. Importance of green banking
Banks are very important financial intermediaries to collect money from surplus 
units to disburse money to deficit units. Banks by its financing activities help 
economy to move on. Therefore, to face the reality of achieving SDGs, banks should 
involve in green banking. The central banks’ role here is imperative. Policy and 
guideline creation and enforcement of that can ensure the successful implementa-
tion of green financing by banks. Out of 17 SDGs, goal No. 7 affordable and clean 
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related to green banking.
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been introduced; few of those were green economy, green growth, low-carbon 
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development [13], millennium development goals, green financing, etc.; how-
ever, participation in those movements was nonbinding and voluntary in nature. 
Therefore, desired outcomes were difficult to attain; hence, in 2015, a binding 
agreement among world leaders has been signed, named as Paris climate agree-
ments. After signing the agreement, introducing green banking became mandatory 
by all signing nations [14]. Binding regulation and strong enforcement of it really 
has a great impact on business as well as economy; the best example is Bangladesh. 
Atiur Rahman, known as a green governor, inaugurated green banking policy 
and guidelines in 2011 and strictly followed up that banks and nonbank financial 
institutions implemented the policy accordingly [15, 16]. Consequently all 60 banks 
and 34 nonbank financial institutions now have their own green banking units, in-
house green activities, and publishing green reports [17]. Therefore, strict regula-
tion, its enforcement, and regular follow-up can ensure proper implementation of 
green banking. The outcome of green banking is green businesses, and the spread 
of green businesses can move the economy to green economy. In a nutshell, the 
green banking policy and guideline currently known as sustainable banking policy 
introduced by Bangladesh Bank, the central bank of the country, are presented here.
Green banking policy introduced by Bangladesh central bank involves in a two-
split approach: Firstly, green banking emphasizes on greening the internal opera-
tions of all banks. It means all the banks need to adopt to suitable ways of utilizing 
renewable energy, automation, and other procedures to lessen environmental 
degradation situations from banking activities. Secondly, banks should approve 
environmentally responsible financing; before making any financing decision, 
they should maintain environmental risk rating and support and foster growth of 
“green” initiatives and projects.
In-house green activities include reducing dependency on grid power by shifting 
to the use of solar power and other renewable energy sources to the maximum feasible 
extent; following green architecture while constructing bank offices; using energy-
saving technologies such as light emitting diodes (LED), compact fluorescent lamp 
(CFL), etc.; using energy-efficient digital devices; reducing use of paper by adoption 
of online automated work practices; and conducting energy audit regularly to moni-
tor carbon footprint.
Green activities in financing include carry out environmental risk assessment of 
projects, financing only those that meet environmental safeguards/sustainability 
guidelines; provide green loan to promote solar energy, biogas plants, effluent treat-
ment plants, and other energy-saving output practices like Hybrid Hoffman kilns in 
brick fields; develop green banking products for clients; promote growth of mobile 
banking and online banking; and include environmental sustainability support 
initiatives in corporate social responsibility (CSR) programs, inter alia including 
financial support to climate risk fund.
Bangladesh Bank green policies and guidelines are divided into three phases. 
In phase-I, individual bank should develop their own green banking policies and 
display general commitment on the environment through in-house performance. 
Under phase-II, banks are responsible to create environmental policies and guide-
lines for different environmental-sensitive sectors. In phase-III, banks are likely 
to address environment-friendly initiatives and introduce innovative products by 
considering the whole ecosystem in their decision-making process and publish 
independent green annual report following standard formatting [16].
Green banking helps create green businesses; according to Bangladesh Bank 
green policy, there are 11 categories of green business such as renewable energy, 
energy efficiency, solid waste management, liquid waste management, alternative 
energy, fire burnt brick, non-fire block brick, recycling and recyclable product, 




categories, there are 47 product lines, and these are projects financed having envi-
ronmental treatment plant (ETP), biogas plant, solar home system and solar panel 
trades, and bio-fertilizer plant and projects financed having tunnel kiln, installation 
of zigzag kiln, waste and hazard disposal plants, waste paper recycling plant, waste 
battery recycling plants, financing of LED bulb production, PET bottle recycling 
plant, safe/clean water supply projects, improved cooking stove (Bondhu Chula), 
green finance at zero rate of interest, electricity generation from rice husk, rice bran 
oil production; etc. Both the conventional and Islamic banks are bound to finance 
these projects and plants as these are classified as green projects [18].
Green businesses adopt principles, policies, and practices that improve the 
quality of life for their customers, employees, communities, and the planet. Green 
businesses are socially and environmentally responsible and challenge themselves to 
bring the goals of social and economic justice, environmental sustainability, as well 
as community health and development, into all their activities—from production 
and supply chain management to employee relations and customer service. Green 
businesses improve their communities.
6. Islamic banking, Maqasid Shariah, and green banking
Principally, the idea of green banking that is originated from sustainable devel-
opment concept aims to guarantee the highest utilization of natural resources as 
well as minimum dependency on artificial resources which is made by polluting 
atmosphere, ultimately impacting mankind as well as the environment. Islamic 
banking and green banking are not incompatible; in fact they are in line and supple-
mentary to each other. The green banking concept originated from sustainable 
development concept that cares to nature and focuses on maintaining ecological 
balance, the Maqasid of Islamic banking is to guarantee divine principle in worldly 
transactions, and many of the divine principles are related to caring to nature and 
natural resources; hence, there is a connection between Islamic banking, Maqasid 
Shariah, and green banking.
6.1 Islamic banking
Islamic banking has significant synergies with the green economy concept and 
fits in well with the ethical requirements of green projects. As such, environmental 
protection and sustainability align strongly with the Islamic banking agenda that 
seeks to enhance the general welfare of society. Protection of the planet and the 
environment is clearly in conformity with Maqasid Shariah as well as with the 
goals of sustainable development. In this context, Islamic finance offers promising 
instruments that can provide solutions to financing climate change [19].
Islamic banking as a faith-based idea has come of age. Finance professionals view 
it largely as asset-based finance that is free from the elements of unjust and specula-
tive gains. It involves use of a range of tools that create equities, participation, and 
ownership. Islamic bankers use them or combinations thereof for financing the 
needs of economic units, such as the government, the corporate, and the household 
sectors in the economy. Islamic finance has experienced steady growth over the past 
four decades as more and more countries and markets have come forward to experi-
ment with this faith-based idea. The frenetic pace of growth has, however, raised 
concerns about a possible mission implication [20].
Theoretically, Islamic finance is resilient to shocks because of its risk sharing, 
limit on excessive risk taking, and strong link to real activities; however, empiri-
cally stability of Islamic banks is so far mixed. Islamic banks face similar risks as 
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conventional banks do and expose to idiosyncratic risks, necessitating a tailoring 
of current risk management practices [21]. Islamic economists are particularly 
concerned that Islamic finance must contribute a lot more, towards addressing 
development-related issues and societal concerns.
Even though the principles of Islamic finance require the promotion of environ-
mental and social goals, the industry has not contributed to these factors signifi-
cantly. Moving forward, there is a need to incorporate the environmental social 
governance (ESG) factors in the broader concept of Shariah compliance and change 
the orientation of Islamic financial institutions to align them with the values and 
goals of Shariah [22]. Systematic efforts should also be directed to apply the concept 
in a more creative movement that would reflect Islamic values in financial dealings 
and would effectively deliver Islamic objectives in financial sphere. Islamic finance 
should be directed towards a bigger agenda of creating a new financial system [23].
In the West Asia-North African context, ethics, shared values, morality, and 
religion are interconnected and largely indistinguishable. Islam is a comprehensive 
way of life, “concerned with individual rights, practices and rules, but also with 
issues often associated with the state and governance” [24]. It comprises a wide 
range of rules, covering both the private and public spheres, ranging from hygiene 
and dietary norms and prayer and fasting to financial administration practices 
and civil and criminal law. Not surprisingly, in contrast to the West, in Islam there 
is no separation between religion and the state [25]. This gap might be filled by a 
development model that will be distinctly Islamic in nature, one that reflects the 
values, goals, priorities, and challenges shared by the people who are Muslim of the 
region [26].
6.2 Maqasid Shariah
Shariah is grounded on Islamic values and beliefs which include every section of 
life such as social, personal, economic, political, as well as intellectual life. Shariah 
refers to Islamic law that basically originates from the Shariah sources (Quran). The 
ultimate importance of the objectives and philosophies of Shariah is in line with the 
basic beliefs, values, as well as objectives of Islam [27]. Islam is a thorough as well 
as a comprehensive code of life, encompassing every aspect of individual or social 
life, life here or hereafter. So, Shariah imitates Islam’s entire outlook. According to 
the philosophy of Islam, life is joined together, and it never separates between, for 
example, political or economic aspects, spiritual and moral aspects, and vice versa. 
Therefore, every facet of life, by the term Maslahah (public interest) which is a 
contemporary concept, is articulated or led by the Shariah to an academic compre-
hension of science, economics, technology, the environment, and politics. Likewise, 
misinterpretation of this primary concept might disintegrate progresses in all 
these areas. For apprehending Shariah, the purposes of Shariah need to be grasped 
correctly that permits liveliness, resistance, as well as originality in social policy. 
Maqasid Shariah can be explained as “The Ultimate Objectives of Shariah or Islam 
which consist of Protection of Religion, Protection of Life, Protection of Offspring, 
Protection of Intellect and Protection of Wealth or Property” [28].
In accordance with many scholars, Maqasid Shariah is serving human’s well-
being as well as protecting them from mischief. Nevertheless, various scholars 
explained Maqasid Shariah in various manners. According to Imam al-Ghazali, the 
objectives of Shariah can be in two categories, the deeni (related to religion) and 
the dunyawi (related to this material world). The dunyawi purposes are further 
grouped into four types which are all entirely meant to serve the single deeni 
purpose. The four dunyawi purposes are protection of nafs (life), nasl (lineage), 




daruriyyat (essentials), the hajiyyat (supporting), and the tahseeniyyath (embel-
lishments). The daruriyyat are those which are necessary, with no exception, for 
the benefits of deeni and dunyawi; thus according to al-Shatibi, the five essentials 
mentioned by al-Ghazali fall under daruriyyat [29].
There are four chief characteristics of Maqasid Shariah. First, Maqasid Shariah is 
the constituent of law and aims to guarantee the well-being of every human being, 
as well as protect them from harm. Second, Maqasid Shariah caters to the interests 
as well as needs of every human being since they are extensive. Third, Maqasid 
Shariah is comprehensive or complete, incorporating every human action regardless 
of whether they are related to the answerabilities to God (ibadah) or to the respon-
sibilities of other human beings (muamalah). Fourth, Maqasid Shariah is decisive, 
as explained or accepted by numerous scholars from various item, texts, or sources 
of validations [30].
In accordance with Ibn Ashur and Kamil, Maqasid Shariah is to be perceived 
in its totality, not partly, as Islam includes both worldly life and life hereafter. The 
midpoint of Maqasid Shariah is Maslahah or public interest. Since our modern life 
is filled with different financial activities, finance plays a great role in our everyday 
lives; therefore, it is very simple as well as lucid to affirm that the society’s harmo-
nization is limited to regulating on financial matters only. Islam acknowledges this, 
categorizing the protection as well as safeguarding of wealth in the classification 
of essential matters (dharuriyyat), symbolizing finance’s gratitude through the 
Maqasid Shariah is a treasured facet of life. As outlined in Maqasid, even Islamic 
rulings based on the five provisions acknowledge both the requirements of current 
and upcoming generations. So, the safety and well-being of upcoming generation is 
the Islamic values’ foundation. Human safety as well as life on earth can be dis-
turbed by climate change, probable risk, as well as extortions; therefore, it is com-
manded to demonstrate new rules, ethics, as well as public policies that enhance 
innovation (ijtihad) and leadership for saving people as well as nature. It is also 
important to distribute public goods in an unbiased manner for achieving public 
interest by fair trade as well as by maintaining Hima (protected areas) schemes as 
adapted in Islamic regime [31].
6.2.1 Green banking and Maqasid Shariah
The Shariah’s greatest intentions rests within the concepts of thoughtfulness as 
well as administration, which aim to eliminate partiality, initiate fairness, as well 
as abate hardship through encouraging support as well as joint provision within the 
family and society in general. Shariah’s objective as well as holistic value in accor-
dance with Islamic scholars has commonly known to be Maslahah and Maqasid; 
both notions are entrenched by comprehending the public interest. Scholars make 
use of Maslahah and Maqasid nearly conversely as both the concepts often indicate 
the same meaning [30].
Muhammad bin Ibrahim, ex-governor of the Central Bank of Malaysia, shared 
his opinion by mentioning to support green technology towards a diverse as well as 
spirited financing ecosystem for green undertakings Islamic finance has great poten-
tial. Additionally, he articulated citing from the holy Quran (surah Al-Fajr: 11–14) 
that it is human’s liability to maintain the atmosphere as well as natural possessions 
that Allah has made on this earth, counting the various forms of life. Every Muslim 
will be rewarded by Allah (swt) for contributing towards enlightening greenery. 
A hadith in Musnad Ahmad by Prophet Muhammad (pbuh), it is cited that the 
Almighty will recompense those who take care of the neighboring environment. 
Promoting preservation of natural resources and respecting every living being are 
the fundamental connection between the environment and mankind. In Surah 
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conventional banks do and expose to idiosyncratic risks, necessitating a tailoring 
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Al-Rum: 41, Allah (swt) the Almighty cautions human beings by announcing that 
unembellished destruction of the sea and land would come upon those who abuse 
the environment; therefore, not being able to treat the environment appropriately 
would be harmful. Hence, for ensuring ecological sustainability, it is crucial for 
everyone to count Islamic banks to resolutely play their roles. The governor debates 
that achieving environmentally friendly sustainability is the liability of everybody 
and the banking industry must do its part [32].
Islamic teaching is always compatible with the benefit of ummah. The concept 
of sustainable development, which is a greatly discussed matter in modern time, is 
looking for the way out to guarantee development in a sustained way which is only 
likely to be achieved by adhering to the divine law of ethics. To conclude, Islamic 
banks are focusing on achieving Maqasid Shariah so does the green banking. By 
analyzing green banking policy and guidelines of Bangladesh, it is ascertained that 
green banking aims to also protect life, family, and property [33, 34]. Moreover, 
green business activities also resemble to attaining Maqasid Shariah [35].
6.2.2 SDGs and Maqasid Shariah
The idea of a sustainable development model that is connected to religious 
values stands somewhat in opposition to the current model, which reflects a separa-
tion of religious ideology and public policy making. The sustainable development 
discourse has, however, acknowledged that the three pillars of sustainable develop-
ment need to be completed by an ethical dimension at the level of popular values. 
The World Summit on Sustainable Development in Johannesburg (2002) added a 
short paragraph 6 to its Programme of Action: “We acknowledge the importance of 
ethics for sustainable development and, therefore, emphasize the need to consider 
ethics in the implementation of Agenda 21” [36]. Therefore, there is convergence 
of SDGs in general and the intention of climate management with the Maqasid 
Shariah. Maqasid Shariah should drive Islamic banking and finance is self-evident. 
Islamic economists invoke the framework of Maqasid Shariah to chart a new 
trajectory for Islamic finance. While many classical and contemporary Islamic 
scholars have discussed and elaborated upon the Maqasid Shariah framework, the 
Islamic Research and Training Institute (IRTI) has undertaken pioneering research 
that underlines the fact that many SDGs clearly align with Maqasid Shariah. The 
Maqasid Shariah-driven Islamic finance, therefore, would work towards achieving 
the SDGs. There is a growing realization that Islamic financial institutions should 
align their goals with the SDGs so that they would be able to protect and promote 
Maqasid Shariah. The SDGs are 17 in numbers. The next section will try to find the 
convergence SDGs and the MS framework prescribed by Imam al-Ghazali.
The UN Sustainable Development Summit was held in New York from 
September 25 to 27, 2015, for the adoption of an ambitious, bold, and universal 
sustainable development agenda that will end poverty and promote prosperity by 
2030 while addressing the environment. The summit outcome document, entitled 
“Transforming our World: The 2030 Agenda for Sustainable Development,” was 
agreed on by the 193 member states of the United Nations and includes 17 sustain-
able development goals and 169 targets. The 17 goals are No. 1 no poverty; No. 2 zero 
hunger; No. 3 good health and well-being; No. 4 quality education; No. 5 gender 
equality; No. 6 clean water and sanitation; No. 7 affordable and clean energy; No. 
8 decent work and economic growth; No. 9 industry innovation and infrastruc-
ture; No. 10 reduced inequality; No. 11 sustainable cities and communities; No. 12 
responsible consumption and production; No. 13 climate action; No. 14 life below 
water; No. 15 life on land; No. 16 peace, justice, and strong institutions; and No. 17 




To appreciate the SDGs understanding, five Ps are vital; these are people, planet, 
prosperity, peace, and partnership. These five Ps are considered as elements of 
SDGs, and among them three are the pillars of SD—people, planet, and prosperity. 
The 2030 Agenda is indivisible; therefore, countries should avoid cherry picking 
goals and carefully assess the trade-offs across goals/targets. SDGs are very com-
prehensive, designed to achieve universal goals, agreed by world community in 
general, and have no direct conflicts with Islamic percepts. Maqasid Shariah is also 
very systematic and attempts to address human welfare and well-being in a com-
prehensive and organized way. The following paragraph is trying to map SDGs into 
Maqasid Shariah.
One of the first pillars of Imam al-Ghazali’s Maqasid Shariah framework is 
protection of faith, and SDG goals 1, 2, 3, 6, and 10 focus on reducing vulnerability 
which in turn is believed to help strengthen their faith. The second pillar is protec-
tion of life (nafs), and goals 2, 3, 6, 8, and 11 in ensure healthy lives and promoting 
well-being for sustainable development. The third pillar is protection of progeny 
(nasl) and Zakat (one of the pillars of faith in Islam) that helps people escape the 
poverty trap, promoting peace and protecting the environment such as goals 3, 5, 7, 
11, 12, 13, 14, 15, and 16, which is consistent with human progeny. The fourth pillar 
is protection of intellect (aqal), and it is in alignment with SDG 1, 2, and 9 which 
facilitates access to healthy nourishment and quality education and makes children 
more productive in the future. The last pillar is protection of wealth (mal), and 
Zakat has inbuilt wealth transfer SDG 10 which can help generate economic activity, 
SDG 8, and a social safety net, SDGs 1 and 3 [37].
7. Conclusion
This chapter is divided into several sections to describe essential ideas related to 
green banking. The first section is the introduction, and the second section covers 
the definition of green banking—banking activities that are concerned with the 
environment and provide financing to green business which is involved in environ-
mental restoration. The third section represents the importance of green banking 
for successful implementation of the sustainable development goals. The fourth 
section discusses about the impact that green banking must create green business. 
The fifth section focuses on the relevance of Shariah in Islamic banking, SDGs, 
and green financing. Green banking being a new trend needs more attention from 
policymakers and regulators; specifically, the central banks can play a vital role to 
enhance green banking movement and to set up more and more green business. 
Beside banks, nonbanks financial institutions also should involve more in green 
financing to restore environmental balance and to preserve a livable condition for 
future generation. Bangladesh is a very good example of introducing and enforcing 
green banking policy and guidelines among the Southeast Asian countries. In fact, 
the reality of the country is that it is situated in an extremely risky zone based on 
a report published by a British consultancy firm [38]. Moreover, in terms of pollu-
tion, the country scored one of the top positions and vulnerable to climate change 
risk too [39]. Therefore, the country is serious about green banking and can be a 
very good example for others. To face the reality, when leaders are committed to 
implement SDGs by 2030, the involvement of financial sector in green banking is 
an essential condition to accelerate the process of implementation. Indeed, green 
financing would help attain few SDGs such as goal Nos. 7, 9, 11, 12, and 13. On the 
other hand, the features of green banking and objectives are very close to Maqasid 
Shariah. In general, conservation, reduce dependency on paper, increase online 
banking or financing, and environmental risk rating before granting financing to 
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borrower are few features of green banking which do not contradict with Maqasid 
Shariah but rather meet the objectives of Shariah. Therefore, Islamic bank along 
with conventional banks have huge opportunities to focus on green financing and to 
attain the SDGs.
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Abstract
A country’s economic prosperity is intimately linked to the external and internal
forces that exert influences on its economy. While some of these forces may not be
under the overt control of the country’s economic planners, any disruption to the
economy by these forces may just tip the balance that causes financial hardship to
millions of people. Certainly, national governments through fiscal and monetary
policy measures may attempt to prevent such a catastrophe, but what happens if at
such a critical time, the needed government leadership is suddenly not available? In
such a situation, what will be the most appropriate reaction from the central bank
and what is the likely effect to the country’s banking industry? While this scenario
might sound like an interesting thought experiment in a banking classroom, a
similar situation is in fact unfolding in real life at this very moment in Malaysia.
Keywords: Malaysian banking, Malaysian economy, Bank Negara Malaysia, Brexit,
trade wars, China, USA, New Malaysia, economic uncertainties, recession, credit
risk, repayment risk, Corona virus, Malaysian politics
1. Introduction
2018 was a period of interesting change in Malaysia. The General Election held
on May 9 resulted in the ruling Barisan Nasional (BN) coalition, which has held
power in the country ever since Malaysia’s independence in 1957, being voted out of
power. In its place, the Pakatan Harapan (PH) coalition formed the new Malaysian
government. It seemed that the unprecedented change of government also brought
a new wave of hope for the Malaysian people. The Malaysian economy grew above
market expectations in the fourth quarter of 2018, buoyed by strong domestic
activities which grew 5.6% along with total external trade that grew at 6.9% [1].
This was excellent news for the people, as earlier in the year in March 2018,
there appeared to be a looming threat of a full-on trade war between the United
States and China. China is Malaysia’s second largest trade partner at 13%, and 9% of
Malaysian trade is with the United States, its third largest trade partner, respec-
tively [2]. Worries about the trade war between these two countries had already
caused Asian markets in general to trade lower—the KLCI (Kuala Lumpur Com-
posite Index) dropped 0.6% to 1865.22 points, and Hong Kong’s Hang Seng Index
dropped 2.5% to 30, 309.29 points after US and China announced tariffs on each
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other on 26 March 2018 [3]. Despite the threat of a trade war, there were potential
benefits for Malaysia. It was thought that China may scale back purchases of US
Treasury bonds, and divert capital flows to Ringgit assets, which will be beneficial
to Malaysian Government Securities’ yields [2]. There is even the possibility that
the price of oil, a key Malaysian export, will increase as a result of the trade war [2].
Indeed, by the fourth quarter of 2018, most Malaysians had a positive outlook on
their personal finances and job prospects, with 70% of Malaysians believing that the
state of personal finances in the next year would be excellent or good, and 71% had a
positive view of their job prospects [4].
However, this positive mood had declined by the second quarter of 2019, with
only 63% of Malaysians believing that the state of personal finances in the next year
would be excellent or good, and 63% had a positive view of their job prospects [5].
In Ref., [5] also found that 70% of the Malaysian consumers already believed that
the country was already in economic recession. In response, the central bank of
Malaysia, Bank Negara Malaysia (BNM) signaled the banking industry that they
should continue to give out more loans by reducing the Statutory Reserve Require-
ment (SRR) Ratio to 3% from 16 November 2019 [6]. This is the latest series of SRR
ratio reduction by BNM, which started in 2016, when the central bank reduced the
SRR from 4 to 3.5% [7]. This message was reinforced by BNM on 22 January 2020,
when the Monetary Policy Committee of Bank Negara announced the reduction of
the Overnight Policy Rate (OPR) to 2.75%, and considered the adjustment to the
OPR as a pre-emptive measure to secure economic growth with price stability [8].
What had happened to Malaysia between 2018 and 2019 timeframe that had
caused such a drastic change in its perceived economic fortunes is a point of conjec-
ture at this time, but several external forces will be discussed here, which cumula-
tively, may explain the present situation that Malaysia has found herself in. Further,
the recent shocking developments in the political scene in Malaysia on 24 February
2020 also add turmoil to the present situation of economic uncertainty. Through it all
stands the Malaysian banker, duty bound to protect the interests of their respective
employers, and at the same time fully aware that should they be too careful, they may
just doom the country to another economic recession that they have tried so hard to
avoid. Conversely, BNM is counting on the banking industry to continue to provide
the necessary funds for economic activities despite the heightened risk of non-
performing loans and the negative impacts this will have on the banking industry. It
would almost seem that the BNM appears to be willing to expose the banking indus-
try to more risks in order to protect the Malaysian economy.
2. Capital and lending
Giving loans has always been an integral part of banking operations [9]. In 2018,
CIMB Group, Malaysia’s second largest commercial bank by assets, recorded that its
gross loans account for 63% of its total assets and Maybank, Malaysia’s largest
commercial bank with over 20 million customers, recorded that its gross loans in
2018 is 62.8% over its total assets [10]. This shows the importance of lending to
banks, as it is the most important income generating activity to banks [11]. Banks
would evaluate potential customers, and then decide the level of risk such a loan
would impose, charge the appropriate interest and disburse the amount requested,
while ensuring that the capital borrowed is returned over the agreed time-frame of
the loan. The interest charged will then yield interest income to the banks. How-
ever, there are instances when the borrower defaults on paying back the loan, and
this causes the lending bank to suffer financial loss, as their income will be affected
and potentially there is a danger that the capital loaned may be lost as well.
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This was the case in Malaysia during the Asian Financial Crisis of 1997–1998,
when cases of Non-Performing Loans (NPLs)/Impared Loans (as expressed as the
ratio of net impaired loans to net total loans in percentage) reached 8–9% [12].
Because of the Asian Financial Crisis of 1997, growth and innovation in Malaysia are
constrained by banks whose capital has been eroded by accumulating non-
performing loans [13]. This leads to the mergers of several banks that shaped the
banking industry to the one that we see in Malaysia today [14].
Therefore, it is clear that anything that affects the banking sector’s lending
activity will adversely affect the income of the banks. The factors that may affect
such activities may be divided into two types of factors, internal factors (bank
specific factors), and external factors like the economic climate or political climate.
By its nature, external factors may not be readily controlled by the bank [14]. This
makes it harder for banks to maintain profitable lending. Malaysian banks loan
growth remained low at 5% as of June 2018, due to the poor performance of
working capital loans [15] and loan growth was projected to remain flat at 5–6%
level in 2019 [16]. The external factors are discussed next.
2.1 Brexit and Malaysia
Brexit is a portmanteau for ‘Britain’ and ‘Exit’, following a referendum in the
United Kingdom (UK) that resulted in London, Scotland and Northern Ireland
electing to remain in the European Union (EU) while the rest of England and Wales
deciding to leave the EU [17]. Following [18], there is little short-term impact of
Brexit to Malaysia. The UK is not a large trading partner of Malaysia, and despite
UK’s status as the financial center of Europe, any impact of Brexit will not have a big
effect to Malaysian financial markets [18]. In fact, the weakened British Pound
(GBP) will even make the UK a favourable destination for Malaysian students, and
well-to-do Malaysians may even find it a good time to holiday there or to buy
properties in the UK. This view is echoed by [19], despite the UK contributing RM
1.9 billion worth of Foreign Direct Investment (FDI) while the EU invested RM 30.3
billion in the same period in 2016, and estimated that Brexit will not affect FDI to
Malaysia.
However, Brexit’s effect on the UK economy is expected to be not so benign.
Following [20], a recession in the UK is a strong possibility. The Organization for
Economic Cooperation and Development (OECD) has already predicted the UK
economy to grow at only 1% in 2020. An impending economic recession in the UK
will have a negative impact on the EU, since half of the UK’s imports come from the
EU. In addition, with a general slowdown in the global economy caused by insta-
bility in global trade due to trade spats, the OEDC concludes that it is likely to
dampen the EU’s growth rate to about 1% as well in 2020 [20].
Given that Malaysian trade with the EU is about 10%, a weaker EU economy will
impact the Malaysian economy in general. Further, with the expected weakening of
the GBP against the Ringgit, Malaysian exports to the UK, already at a tiny 0.2% of
total exports, will increasingly become less competitive in the UK market [20].
These events do not bode well for the Malaysian economy.
2.2 US-China trade war
Malaysia has always been a trading nation, and international trade has consis-
tently contributed to the Malaysian gross domestic product (GDP), and since 2017
its share of contribution to the GDP was higher than 130% [21]. Following [21],
there is concern that the Malaysian economy will shift into lower gear on fears of a
gloomier global economic outlook. The International Monetary Fund (IMF) had
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already reduced its 2019 forecast for the ASEAN region from 3.9 to 3.7%. Echoing a
similar sentiment, the Asian Development Bank has put the region’s growth rate
expectation at 5.8%. The sole underlying cause that contributed to these downward
revisions is the US-China trade war.
As discussed earlier, the US and China are two of Malaysia’s largest trade part-
ners. Therefore, any trade policies that harm trade between these countries could
affect Malaysia’s trade position, especially when Malaysia’s intermediate goods
exports to China are significant [21]. Further, the weakening global markets will
impact demand for electronics, one of the key Malaysian exports. Palm oil demand
is also expected to fall, as does the price of oil [21].
The slowdown in exports will result in the narrowing of the Malaysian current
account surpluses [21] as well, giving the Malaysian government less money to spend
on fiscal measures to stimulate the economy. Indeed, the 2020 Malaysian economic
growth forecast had been continually downgraded, with Finch Solutions predicting
only 3.7% expansion, down from an earlier projection of 4.7% [22]. To navigate the
difficult economic situation, it is vital for the Malaysian government to establish
forward-looking policies. Thus far, it appears to be contented to rely on BNM to apply
monetary policies to shore up the economy. This may soon be insufficient.
2.3 New Malaysia
When the Pakatan Harapan (PH) party took over the reins of power after the
2018 General Election, Tun Dr. Mahathir Mohamad was made Prime Minister with
an understanding that there will be a transition plan for Datuk Seri Anwar Ibrahim to
succeed him mid-term [23]. However, the PH government collapsed on Monday 24
February 2020 by Tun Dr. Mahathir’s shock resignation as Prime Minister. Tun Dr.
Mahathir’s resignation was speculated to be caused by a power struggle between the
Prime Minister and his planned successor [22]. Economists quickly opined that the
political uncertainty this has caused is harmful to the Malaysian economy [22].
The resignation by a country’s Prime Minister at any time during the tenure of a
government has the effect of causing the entire cabinet to be dissolved [24]. Effec-
tively, Malaysia does not have a government anymore. Unfortunately, the dissolu-
tion of the Malaysian government cannot come at a worse time, as in the past few
months, an additional threat to the Malaysian economy had emerged in the form of
a novel corona virus, called Covid-19 [25]. While Covid-19 is currently under
control, the disease has already caused a huge impact on the global economy, and
Malaysia’s economy has not been spared [25]. Accordingly, the Malaysian govern-
ment was scheduled to announce an economic stimulus package to stimulate the
economy on 27 February 2020. Unfortunately, the sudden resignation of the Prime
Minister on 24 February 2020 has caused fears that the stimulus package has been
put on hold [22, 25]. Indeed, this was stated by the former Finance Minister Lim
Guan Eng on 25 February 2020 that Tun Dr. Mahathir will announce the economic
stimulus at a later date [26].
Unease about the political uncertainty arising from a suddenly-defunct govern-
ment and its possible effect on the Malaysian economy prompted BNM to announce
on 25 February 2020 that it was closely monitoring the financial markets, and stated
that there was sufficient liquidity in the financial markets [27]. The political situa-
tion had settled down somewhat by the 27th of February 2020, with Tun Dr.
Mahathir appointed Interim Prime Minister. The irony of his actions now fully
realized, Tun Dr. Mahathir had stated that he had intended to resign from his job,
but now only he among his cabinet colleagues still had one.
As such, Tun Dr. Mahathir was able to announce the anxiously awaited eco-
nomic stimulus on 27 February 2020. The economic stimulus package has three
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strategies—to manage the impact of Covid-19, spur a people-centric growth and
encourage quality investment. With immediate effect, government employees who
are in medical profession will receive an extra allowance of RM 400 a month, while
Immigration and other civil servants involved with the fight against Covid-19 will
receive RM 200 extra monthly, until the outbreak is over [25].
The effectiveness of the stimulus package to counter the effects of Covid-19
remains to be seen. Goldman Sachs warned that it does not expect US companies to
generate earnings growth in 2020 due to the Covid-19 virus [28]. It also expected
that a more severe pandemic would lead to a more prolonged disruption and even a
US recession. Goldman Sachs also expected a severe decline in the Chinese eco-
nomic activities as well [28]. Indeed, blue chip US companies like Microsoft, Apple,
Booking Holdings and Anheuser-Busch InBev are already reporting that they no
longer expect to meet revenue targets due to Covid-19 [28, 29].
With Malaysia’s major trading partners expected to experience economic trou-
bles, the Malaysian economy is expected to experience significant challenges going
forward. Following [30], the Malaysian economic growth rate is expected to be
2.5% at the end of the first quarter of 2020. It is expected to slowly recover to 4.4%
by the same time period next year [30]. How does this data on economic perfor-
mance affect Malaysian bankers?
2.4 Malaysian banking
Following [11], economic and political factors have the potential to adversely
affect the banking sector’s lending activity and this will adversely affect the income
of the banks. Consumer lending risks can be moderated by banks using computer-
ized credit reporting as provided by CTOS Data Systems Sdn Bhd and BNM. CTOS
produces the MyCTOS Basic Report and MyCTOS Score Report by using informa-
tion sourced from various public sources such as the National Registration Depart-
ment, Registrar of Societies, the Malaysian Insolvency Department, Companies
Commission of Malaysia and publication of legal proceedings or litigation records
[31]. BNM also provides credit reports and this is managed by the Credit Bureau of
BNM, known as the Central Credit Reference Information System (CCRIS). CCRIS
gathers credit related information from all borrowers of participating financial
institutions in Malaysia, and this includes all licensed commercial banks, Islamic
banks, investment banks, development financial institutions, insurance companies,
payment instrument issuers, rehabilitation companies, building societies, credit
leasing companies and government agencies. These financial institutions are
required to report on a regular basis information like profiles of borrowers (name,
business or personal identification number, date of birth/registration, and address,
among others) credit application details (amount of borrowing applied, date of
application, type of facility) and credit account details (type of credit facilities,
credit limit, outstanding balance, instalment amount, conduct of account and legal
action status, if any) [31].
Therefore, it is possible for financial institutions in Malaysia to access up-to-date
financial records for any potential individual borrower and assess the suitability of
lending risk by obtaining CCRIS or CTOS financial data. Even so, despite such a
system in place, banks continue to suffer cases of Non-Performing Loans (NPLs)/
Impaired Loans. Data from BNM show the ratio of net impaired loans to net total
loans in percentage [32] of a high of 9% in November 1998 to a low of 1.2% in
January 2016, with this figure hovering around 1.2% throughout 2015. While the
reduction of impaired loans since 1998 has been significant, the banking industry
has seemingly been unable to completely eradicate impaired loans/NPLs. As a result
of this inability, the collective impairment provisions that has to be made to account
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for the impaired loans totaled in the region of RM 16,354 million in January 2016
alone, and this figure increased to RM 23, 914.4 million in February 2019, even
though the ratio of net impaired loans to net total loans in percentage has been
reduced to 0.93% by February 2019. Credit scoring methods are by nature quanti-
tative methods of evaluating credit and are only as good as the scoring algorithms
that predict consumer behavior. If it is implemented properly, then cases of
impaired loans should not have happened at all.
More worryingly for bankers, such a system does not exist for another important
consumer group of lending, small to medium sized Industries (SMEs). SMEs con-
tribute one third of the country’s Gross Domestic Product (GDP). This has
increased to 37.1% in 2018 [11] and comprises 97% of all formal business establish-
ments in Malaysia. SMEs employ 66% of the Malaysian workforce as of 2018 and
BNM also believes that SMEs have the potential to contribute more to the Malaysian
economy. It is expected that by the year 2020, SMEs contribution to the Malaysian
GDP will increase to 41% [11]. Also, financial institutions like banks are the main
source of financing for SMEs, and lending to SMEs constitute almost half of the total
sum of the financial institutions lending to the business sector [11]. The financing
approval rate from financial institutions has exceeded 80%, with the financing
approval rate reaching 91% in 2019. As of February 2018, there was still RM 3.3
billion still available to SMEs to use for working capital and for buying machinery
[11]. However, the higher loan approval rates to SMEs have also had some
unintended consequences to financial institutions, which showed an increase in
NPLs from the business sector in 2019 [11] (Figure 1).
Following [33], an increase in NPLs will affect the bank’s profitability and
liquidity which are the main components for the efficiency of the bank. There has
been some research to find methods to mitigate this by using non-quantitative
methods by analyzing the SME sales officers’ psychological factors [11–14] as well
as their past experiences [34]. Indeed, since there is no computerized credit analysis
available for SMEs, banks have been forced to approach loan applications by SMEs
using a case-by-case approach, where a personalized banking style is adopted. This
makes the case for understanding how an individual bank sales officer approaches a
lending case very relevant in order to minimize NPLs.
3. Conclusion
The global economic events of Brexit and the US-China Trade War in the last
few years along with the unanticipated Covid-19 pandemic are still influencing the
Figure 1.
Malaysian banking NPL. source: BNM.
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Malaysian economy, and as a result, it poses great credit risks to Malaysian banks.
One might even be tempted to call this a “perfect storm” for the banking industry.
The surprise political events of 24 February 2020 had just magnified those risks.
Faced with a lack of governmental fiscal policy, BNM must rely on the tools it has
on hand to get on with the task of protecting the Malaysian economy. It is expected
that BNM will soon be forced to further reduce the OPR yet again [35]. This will
mean that Malaysian banks’ interest income, already under strain, will be further
reduced. Even so, the BNM is fast running out of options. As an analogy, if BNM
was an archer, its two quivers of OPR and SRR is running out of arrows. It is clear
that BNM cannot prevent an economic disaster on its own. However, for Malaysian
bankers, a time of hardship is just beginning.
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Abstract
The objective of the chapter is to explore the importance of knowledge  sharing in 
the banking management along with organizational culture. To meet the  objective 
of the study, a framework is proposed with knowledge sharing (KS) that is expected to 
be influenced by organizational culture (OS). OS itself is contributed by uncertainty 
avoidance, performance orientation, and gender egalitarianism.
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1. Introduction
Knowledge plays a vital role in the growth of an organization. Knowledge is 
represented as the most fundamental part for driving innovation and maintaining 
competitive advantage in the market [1]. Knowledge management is the backbone 
for the success of an organization [2]. While an organization focusing on knowl-
edge management unfortunately neglect knowledge sharing, knowledge sharing 
is more effective by encouragement and stimulation-based activities than by 
force-based ones. Organizational culture is regarded as one of the approaches for 
encouraging and stimulating employees to display necessary behaviors that benefit 
organizations [3]. Knowledge sharing (KS) is undoubtedly a significant element 
for all organizations, especially for banking institutions that pursue knowledge as 
an intangible and sought-after asset. Knowledge sharing plays an important role in 
distinguishing the competitive and rapidly changing environment because it not 
only enables intellectual reuse, but also the renewal of knowledge held by bank 
employees. The innovations in products, processes, and Shariah of Islamic bank-
ing need are ever increasing due to Islamic concept. Therefore, implementation 
of knowledge management strategies like knowledge sharing is necessary to meet 
ever-increasing challenges.
Further than this, [4, 5] underline that these organizations must constantly 
encourage their employees to share valuable information so that their intellectual 
capital can be used. In recent years, many researchers and academics have empha-
sized the need to create an organizational culture conducive to knowledge sharing 
between organizations and to implement more knowledge-friendly business 
strategies.
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Organizations around the world are trying to take initiatives in familiarizing 
effective knowledge management (KM) by implanting knowledge sharing practices 
in their organizations for the purpose of achieving organizational performance 
growth and sustainability in the ever-increasing competitive environment [6]. For 
centuries, numerous banking services have grown to include financial services 
directed at both businesses and individuals at large, indirectly influencing economic 
practices, particularly in the Pakistani banking arena. Hence, implementing KM 
initiatives with managing knowledge sharing is considered by the banking sector to 
be extremely important in leading the Pakistani economy.
This is why banks are taking the initiative to set up KM teams within their 
organizations [4]. With this in mind, banking institutions have realized that KS in 
KM should not be abandoned or neglected to improve their survival in this increas-
ingly difficult competitive environment. This study aims to investigate KS strategies 
that help to increase the tendency of Islamic bank employees in Pakistan to continue 
KS practices.
Islamic banking has grown into a substantial and fastest growing industry in 
the past four decades. It followed the rules and principles of Islamic transactions 
(Sharia) to carry out its activities [5, 6]. According to the Sharia’s principles, any 
payment or receipt of interest is strictly banned. However, Islamic banking now 
offers a good range of products and services but still more creative and innovative 
developments are required to meet the requirements of competitive market of 
current era. What sets Pakistan apart other Islamic countries is how the Pakistani 
government has managed to establish a parallel system where Islamic and conven-
tional banking services can work side by side instead of full Islamization. It was the 
country’s first step toward development of a dual system, whereby Islamic banking 
could operate alongside the conventional system [6, 7].
The fundamental role of knowledge management in Islamic banking organiza-
tion is very important in providing updated information and knowledge-based 
services [8]. In other words, effective KM should contribute to organizational 
performance through the progress of organizational knowledge capacity [5–7]; 
empirical research shows that an organizational capacity to learn or acquire the 
necessary knowledge from other organizations is an important source for sharing 
successful knowledge. Increasing knowledge capacities as a basis for organizational 
development is therefore beneficial for the effectiveness of the organization.
2. Literature review
This section will discuss the previous literature of the studies of knowledge shar-
ing and organizational culture.
2.1 Knowledge management
In a knowledge-based economy, a knowledge sharing culture forms an impor-
tant condition for the realization of knowledge management [9]. It is contended 
that knowledge sharing behavior among the staff of an organization would 
have an impact on the organization in terms of how duties are executed, and in 
retaining its competitive advantage [9]. Cheng et al. [10] defined knowledge as 
information combined with experience, context, interpretation, and reflection. 
He et al. [11] suggests that knowledge and organizational culture are highly 
related: making a decision requires knowledge and the culture itself can become 
a piece of knowledge. Knowledge is considered the most significant asset of an 
organization [12]. Knowledge management has been introduced in business to 
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help organizations effectively create, store, share, and use knowledge; [13] said 
that knowledge management is an area that covers the organizational perspective, 
the process and technology perspective, and the cognitive science perspective. 
Tett and Burnett [14] describes knowledge management as the process of organiz-
ing and disseminating the collective wisdom of organizations so that the right 
knowledge is imparted to the right person at the right time. Knowledge manage-
ment defines [15] as accumulation, protection, create, store embody and leverage 
of new in the terms of introduction of new and product services and processes. 
Conversion of knowledge refers to the sharing of knowledge to transform per-
sonal knowledge into organizational knowledge [15].
In the modern economy, Islamic banking management is now paying more 
attention to knowledge management for the purpose of staying successful and 
meeting the expectations of their internal and external customers [2]. According 
to Aqib [16], the new developments and innovations in products and processes and 
Shariah laws are only possible when banking management implements differ-
ent innovative strategies for knowledge management [17]. A perfect knowledge 
management strategy is necessary and it should be linked with the business objec-
tive. Literature supports that knowledge management strategies effectively work 
toward creativity and innovation and effectively motivate banking employees to 
reinstate their dull routine [17, 18].
2.2 Knowledge sharing
Knowledge sharing, an important element of KM, is the behavior of disseminating 
an individual’s acquired knowledge to others within an organization [19]. It is describes 
that more knowledge is shared informally within organizations and that the sharing 
of knowledge mainly depends on the social relationships between employees and the 
culture of organization [17]. Previous knowledge management research has shown 
that information systems, such as KM, can be used as significant facilitator to share 
knowledge  [20]. Knowledge sharing is often different from knowledge transfer and 
exchange. Knowledge transfer concerns the sharing of knowledge by the knowledge 
source and the acquisition of knowledge by the recipient [21, 22]. Knowledge transfer 
is generally used to describe the movement of knowledge among teams, divisions, or 
organizations, rather than individuals [23]. The exchange and sharing of knowledge 
have been used interchangeably; but, transfer of knowledge often refers to both 
sharing of knowledge and the pursuit of knowledge. In this study, I use the term 
“knowledge sharing” because this study concerns the transfer of knowledge from an 
experienced employee to other members of the Islamic bank.
Studies on knowledge sharing have documented that to gain a competitive 
advantage, organizations need to understand how to transfer expertise and 
knowledge from experienced employees who possess novices and who need it [24]. 
Knowledge sharing literature has also shown that knowledge sharing is positively 
related to reduction in production costs, firm innovation projects, faster completion 
of new product development, team performance, and firm performance, organiza-
tional culture, gender egalitarianism, humane orientation, future orientation, and 
organizational growth [25, 26].
Knowledge sharing literature has examined the difference between knowledge 
sharing via KM and face-to-face interactions [24]. The factors that influence the 
decision to share knowledge in personal interaction vs. KM are different. For 
example, employees with a high level of extroversion are more likely to share 
their knowledge in personal interactions than technology-supported interactions, 
because sharing of knowledge in a personal interaction is more about relationships 
[27]. Unlike knowledge sharing through personal interaction, when a person shares 
Banking and Finance
116
Organizations around the world are trying to take initiatives in familiarizing 
effective knowledge management (KM) by implanting knowledge sharing practices 
in their organizations for the purpose of achieving organizational performance 
growth and sustainability in the ever-increasing competitive environment [6]. For 
centuries, numerous banking services have grown to include financial services 
directed at both businesses and individuals at large, indirectly influencing economic 
practices, particularly in the Pakistani banking arena. Hence, implementing KM 
initiatives with managing knowledge sharing is considered by the banking sector to 
be extremely important in leading the Pakistani economy.
This is why banks are taking the initiative to set up KM teams within their 
organizations [4]. With this in mind, banking institutions have realized that KS in 
KM should not be abandoned or neglected to improve their survival in this increas-
ingly difficult competitive environment. This study aims to investigate KS strategies 
that help to increase the tendency of Islamic bank employees in Pakistan to continue 
KS practices.
Islamic banking has grown into a substantial and fastest growing industry in 
the past four decades. It followed the rules and principles of Islamic transactions 
(Sharia) to carry out its activities [5, 6]. According to the Sharia’s principles, any 
payment or receipt of interest is strictly banned. However, Islamic banking now 
offers a good range of products and services but still more creative and innovative 
developments are required to meet the requirements of competitive market of 
current era. What sets Pakistan apart other Islamic countries is how the Pakistani 
government has managed to establish a parallel system where Islamic and conven-
tional banking services can work side by side instead of full Islamization. It was the 
country’s first step toward development of a dual system, whereby Islamic banking 
could operate alongside the conventional system [6, 7].
The fundamental role of knowledge management in Islamic banking organiza-
tion is very important in providing updated information and knowledge-based 
services [8]. In other words, effective KM should contribute to organizational 
performance through the progress of organizational knowledge capacity [5–7]; 
empirical research shows that an organizational capacity to learn or acquire the 
necessary knowledge from other organizations is an important source for sharing 
successful knowledge. Increasing knowledge capacities as a basis for organizational 
development is therefore beneficial for the effectiveness of the organization.
2. Literature review
This section will discuss the previous literature of the studies of knowledge shar-
ing and organizational culture.
2.1 Knowledge management
In a knowledge-based economy, a knowledge sharing culture forms an impor-
tant condition for the realization of knowledge management [9]. It is contended 
that knowledge sharing behavior among the staff of an organization would 
have an impact on the organization in terms of how duties are executed, and in 
retaining its competitive advantage [9]. Cheng et al. [10] defined knowledge as 
information combined with experience, context, interpretation, and reflection. 
He et al. [11] suggests that knowledge and organizational culture are highly 
related: making a decision requires knowledge and the culture itself can become 
a piece of knowledge. Knowledge is considered the most significant asset of an 
organization [12]. Knowledge management has been introduced in business to 
117
Organizational Culture and Knowledge Sharing in Banking Management
DOI: http://dx.doi.org/10.5772/intechopen.92728
help organizations effectively create, store, share, and use knowledge; [13] said 
that knowledge management is an area that covers the organizational perspective, 
the process and technology perspective, and the cognitive science perspective. 
Tett and Burnett [14] describes knowledge management as the process of organiz-
ing and disseminating the collective wisdom of organizations so that the right 
knowledge is imparted to the right person at the right time. Knowledge manage-
ment defines [15] as accumulation, protection, create, store embody and leverage 
of new in the terms of introduction of new and product services and processes. 
Conversion of knowledge refers to the sharing of knowledge to transform per-
sonal knowledge into organizational knowledge [15].
In the modern economy, Islamic banking management is now paying more 
attention to knowledge management for the purpose of staying successful and 
meeting the expectations of their internal and external customers [2]. According 
to Aqib [16], the new developments and innovations in products and processes and 
Shariah laws are only possible when banking management implements differ-
ent innovative strategies for knowledge management [17]. A perfect knowledge 
management strategy is necessary and it should be linked with the business objec-
tive. Literature supports that knowledge management strategies effectively work 
toward creativity and innovation and effectively motivate banking employees to 
reinstate their dull routine [17, 18].
2.2 Knowledge sharing
Knowledge sharing, an important element of KM, is the behavior of disseminating 
an individual’s acquired knowledge to others within an organization [19]. It is describes 
that more knowledge is shared informally within organizations and that the sharing 
of knowledge mainly depends on the social relationships between employees and the 
culture of organization [17]. Previous knowledge management research has shown 
that information systems, such as KM, can be used as significant facilitator to share 
knowledge  [20]. Knowledge sharing is often different from knowledge transfer and 
exchange. Knowledge transfer concerns the sharing of knowledge by the knowledge 
source and the acquisition of knowledge by the recipient [21, 22]. Knowledge transfer 
is generally used to describe the movement of knowledge among teams, divisions, or 
organizations, rather than individuals [23]. The exchange and sharing of knowledge 
have been used interchangeably; but, transfer of knowledge often refers to both 
sharing of knowledge and the pursuit of knowledge. In this study, I use the term 
“knowledge sharing” because this study concerns the transfer of knowledge from an 
experienced employee to other members of the Islamic bank.
Studies on knowledge sharing have documented that to gain a competitive 
advantage, organizations need to understand how to transfer expertise and 
knowledge from experienced employees who possess novices and who need it [24]. 
Knowledge sharing literature has also shown that knowledge sharing is positively 
related to reduction in production costs, firm innovation projects, faster completion 
of new product development, team performance, and firm performance, organiza-
tional culture, gender egalitarianism, humane orientation, future orientation, and 
organizational growth [25, 26].
Knowledge sharing literature has examined the difference between knowledge 
sharing via KM and face-to-face interactions [24]. The factors that influence the 
decision to share knowledge in personal interaction vs. KM are different. For 
example, employees with a high level of extroversion are more likely to share 
their knowledge in personal interactions than technology-supported interactions, 
because sharing of knowledge in a personal interaction is more about relationships 
[27]. Unlike knowledge sharing through personal interaction, when a person shares 
Banking and Finance
118
their knowledge with the company’s KM, the KM will be able to capture, store, and 
disseminate knowledge with other members. More firm members can access and 
use this knowledge to enhance performance.
In other words, sharing knowledge with KM allows knowledge to be transferred 
within individuals at the organizational level. Siddiqui [28] suggests that sharing 
of knowledge cannot be imposed, it may only be encouraged. Thus, this study 
examines whether behavioral interventions may be used to stimulate employee 
sharing of knowledge behavior with KM. Literature shows that knowledge sharing 
via KM or face-to-face interactions only depends on the organizational culture. If 
Islamic banks possess a supportive organizational culture, then it allows knowledge 
sharing in the organizations; otherwise employees need to face hurdles [19, 29].
2.3 Organizational culture
Organizational culture varies from institution to institution. The description of 
organizational culture provided by Schein summarizes best how it will be defined 
for this study:
Organizational culture can contribute into the enhancement of employee cre-
ativity because it is the process that can break the status quo of traditional banking 
system and can bring new instrumental measures for banking organizations [30]. 
Organizational culture also can contribute in a way that people can understand and 
change new factors regarding banking industry [31]. While the existing systems 
need new upgradation in software to make knowledge sharing easy and accessible 
for all of the employees [32]. Internal marketing should be another factor that can 
contribute in enhancement of employee creativity, if employees are willing to share 
knowledge so, keeping in view all these concepts of organizational culture, internal 
marketing and knowledge sharing we suggested this conceptual model or the study.
Empirical data collected on this model will provide the evidence for this study 
that will contribute to enhance employee creativity in Islamic banking. There 
are so many other factors that can considered as a research gap or novelty of this 
model like the way of selecting sample and the mixed results in different variable 
connections [30, 33]. So, these variables have some inconsistent results; based on 
this gap supported by the literature different methodologies and techniques will be 
a part of this study later on.
Conceptual model of this study for organizational culture including its three 
dimensions, uncertainty avoidance, performance orientation, and gender egali-
tarianism toward knowledge sharing, finds that organizational culture has its vivid 
importance to support knowledge sharing in the Islamic banking management [23]. 
Organizational culture can mean different things to different individuals, indus-
tries, or organizations.
This chapter considered three of the dimensions of organizational culture with 
knowledge sharing to explore how these dimensions of organizational culture work 
to support knowledge sharing in Islamic banking of Pakistan. Uncertainty avoid-
ance, performance orientation, and gender egalitarianism are three dimensions of 
GLOBE organizational culture that have been followed from the GLOBE study.
2.4 Hypothesis development
Studies by Nguyen [34] have shown that organizational culture affects all 
aspects of an organization and this effect is identifiable in individual behavior, 
organizational performance, motivation, job satisfaction, creativity, innovation, 
and sharing of knowledge. Organizations today are concerned about rapid changes 
in professional cultures, and competition between organizations has increased due 
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to this problem; authorities say using existing knowledge in organizations and seek-
ing successful management could help organizations.
Glosser’s studies have shown that the discovery and dissemination of knowledge 
has positively impacted the speed and quality of performance in organizational 
culture [35]. Improving knowledge sharing can lead to faster performance and 
promoting the quality of an organization’s performance has increased customer 
satisfaction. But the way in which organizational knowledge was managed was 
important and this issue required knowledge management. Studies by Delong and 
Fahey have shown that organizational culture can influence knowledge manage-
ment in four ways:
Organizational culture is invisible but it plays a central role in knowledge 
sharing. The role that culture plays in creating a relationship between employees’ 
intention to share knowledge from an organizational culture that has identified 
how to use knowledge in a particular situation. Create, legitimize and disseminate 
processes in an organization [36]. Mirzaee and Ghaffari [37] stated that 80% of 
knowledge management concerned employees in the organizational culture and 
20% knowledge management technologies.
Consequently, the current culture in an organization has been significant to 
the success of knowledge management, and the important prerequisite for sharing 
knowledge between employees, in banking culture, was the interaction of people, 
the sharing of their knowledge and their ideas [13]. In this section it was necessary 
to examine two related issues: first, the scope in which organizational culture can 
influence people’s attitudes to participate in knowledge innovation, and second, the 
scope in which management efforts could create a culture of positive and appropriate 
knowledge to create. Further, the findings of this study show that there is positive 
relationship between organizational culture and knowledge sharing  [38]. The find-
ings of this study have been found to be the same as those of the previous studies.
H1: There is a significant relationship between organizational culture and 
knowledge sharing.
Avoiding uncertainty refers to uncertainty about the future, resistance to 
change, and risk aversion [38, 39]. We anticipate that avoiding uncertainty will 
have a nonlinear moderating impact on the sharing of knowledge relationship. The 
high level of avoidance of uncertainty reflects cultures where standards are clearly 
expressed and unambiguous and where severe sanctions are imposed on those who 
deviate from these standards [39, 40]. In such organizations, rules and process 
limit improvisation and experimentation [29]. This makes knowledge sharing 
quite modest. That said, avoiding high uncertainty can be beneficial for intention 
to share ideas and knowledge because it imposes order, conformity, routine, and 
stability [40, 41]. Therefore, high uncertainty avoidance tends to enhance idea 
implementation and suppress idea generation, thereby impeding the conversion of 
creative ideas into innovations and resulting progress of an organization . It is said 
that organizational culture dimension uncertainty avoidance supports knowledge 
sharing in Islamic banking of Pakistan.
H1a: There is a significant relationship between uncertainty avoidance and 
knowledge sharing.
The cultural dimension called “performance orientation” emerged from the 
study as extremely important in cultural studies. It “reflects the degree to which 
a community boosts and rewards innovation, high standards, excellence and 
enhanced performance” [13]. The GLOBE researchers concluded that an orga-
nizational level of performance orientation strongly affects the degree to which 
knowledge sharing is viewed as effective. Excellent leaders and organizations from 
around the world are associated with a strong focus on performance orientation (this 
association was not well recognized before this study) [36]. More specifically, a high 
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value attached to performance orientation was found to be strongly and positively 
linked with knowledge sharing (findings show that when employees get benefited 
from the organization and rewarded upon their performance, they tend to set their 
goals higher than before which motivates them to share knowledge [42]). Empirical 
findings of this study show that there is a positive relationship between performance 
orientation and knowledge sharing in Islamic banking of Pakistan. Finding the 
formulated hypothesis of this study found the support from the literature that there 
is a positive relationship between uncertainty avoidance and knowledge sharing.
H1b: There is a significant relationship between performance orientation and 
knowledge sharing.
Gender egalitarianism is an important part of our cultures to be considered 
while talking about societies or organizations. Egalitarianism (from French égal, 
meaning “equal”) is a mindset within political philosophy that orders equality for 
all. Egalitarian doctrines are commonly characterized by the idea that all people are 
equal in fundamental value or in moral status.
The underlying causal assumption of most past research in this area is that an 
“acceleration of economic development is accompanied by inevitable improvement 
in other spheres of organizations” [43]. According to this modernization perspec-
tive [44], economic development creates new opportunities for women and other 
marginalized groups because it both increases available jobs and changes the social 
and cultural climate. Although theoretically and intuitively compelling, there is 
mixed evidence for the impact of economic development on women’s roles and 
status in the organizations [45]. One 162-nation study, for example, examined the 
relationship between knowledge sharing and the integration of women into Islamic 
banking [13, ]. Islamic banking, or the value of all products and services produced 
by an organization, served as the measure of organizational development, and 
participation rates of women served as a measure of their integration into Islamic 
banking [46].
From the preceding discussion, one gains a sense of the complex nature of 
gender egalitarianism and related constructs. Gender egalitarianism is complex in 
the sheer number and range of antecedents that drive cross-cultural differences 
in the division of roles between the sexes. It is complex, too, in that studies within 
a particular area sometimes yield contradictory findings. Even so, portraits begin 
to emerge of societies that seek to minimize gender-role differences as opposed to 
those that seek to maximize these differences. Islamic banking of Pakistan has been 
identified as an organization with a slight tendency toward high gender equality 
[47]. This defines an organization in which men and women are equally treated, 
both enjoy the same benefits and rights and both assume the same responsibili-
ties and tend to share knowledge that is useful for others or whoever is in need of 
knowledge. This hypothesis has a positive relationship between gender egalitarian-
ism and knowledge sharing [25, 43].
H1c: There is a significant relationship between gender egalitarianism and 
knowledge sharing.
2.5 Conceptual framework
Integrated conceptual framework is new in nature and based on the recom-
mendations and findings of the previous literature. This framework is integrated by 
formulating five variables: whereas knowledge sharing is working as a dependent 
variable, organizational culture is an independent variable, and other three variables 
uncertainty avoidance, performance orientation, and gender egalitarianism are taken 
as dimensions of organizational culture. The integrated framework discussed in this 
chapter is the result of extensive literature review. The originality of this framework 
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is considered new in its nature by formulation different variables from literature and 
this study prior to give the concept of implementation of this framework in Islamic 
banking. Figure 1 contains the conceptual framework of this chapter.
2.6 Implications of the chapter
The designed framework of the current study in the coming future would be 
beneficial for both Islamic banking and its customers as this study demonstrates 
the combination and relationships of different variables for this chapter, research-
ers considered organizational culture with along its three dimensions named 
uncertainty avoidance, performance orientation, and gender egalitarianism 
toward knowledge sharing. Generally, these are the terms that grab the attention of 
researchers and academicians especially, where novelty and innovations are truly 
required for success. For that academician, this study will contribute in the body 
of knowledge. This study will also put the contribution in the enhancement of the 
literature regarding all variables of this proposed framework. Furthermore it will 
also contribute in the empirical result in future while providing empirical findings.
The banking industry will also be benefited from by this study as to develop 
strong OC and proper IM strategies, which can act as a platform to share knowl-
edge, employee’s interaction is a way of knowledge sharing that can enhance 
employee’s creativity and innovation in an organization. This study will also play 
its very important rules and regulations government perspective to design policies, 
rules and regulations to formulate overall instruments and mechanisms for an 
organization and also offers some recommendations to improve product, services, 
and procedures in different states of the world. From the Islamic Shariah point of 
view, this study will also play a significant role as a guide in shaping and implement-
ing economic and financial systems while having focus on employee creativity.
3. Conclusions
A framework for knowledge sharing has been proposed for this chapter con-
ceptualizing the role of OC along with its three dimensions. A new concept for 
knowledge sharing is generated by this chapter by refining organizational culture 
with advancement of knowledge sharing considered as the dependent variable 
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organizations around the world and would increase the employment and can play 
active role to revitalize national economy. However, there is a lack of research 
found on all variables of selected framework for Islamic banking; after a rigorous 
examination of literature, this framework has been proposed for this study. 
Further, in coming future empirical studies will lead to determine the validity of 
given framework. Suggested implications will also make contributions to academi-
cians and serve Islamic banking industry as a platform. This framework will assist 
the policymakers in formulation of rules and regulations and formulation of laws 
to advance the mechanism and will be helpful to Islamic Shariah to establish new 
systems.
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Abstract
Nigeria as a country has recorded significant efficiency in bank service delivery 
considering her history of banking services. This assertion reflects in the views of 
banking sector stakeholders in the country and foreign assessors. One milestone 
was the introduction and effective use of electronic banking system in the last two 
decades which eliminated hurdles overt with the conventional banking era. Today, 
banking activities in Nigeria are possible at any time of the day and anywhere with-
out any stress. This is not to say that it has fully complied with global best practices 
as there are still pockets of complaints from stakeholders especially customers 
which have expressed dissatisfaction in the quality of banking services rendered 
to them. In spite of the level of customers’ dissatisfaction, bank service delivery is 
better than what it was, and the Nigerian banking sector is presently at the front 
burner in terms of banking service delivery in Africa. Although challenges of 
employees’ knowledge gaps, technology, inadequate legal framework, incompetent 
manpower and staff improper attitude remain contentious in the Nigerian banking 
system, efforts from stakeholders especially the regulator to eliminate these chal-
lenges would bring about improved banking service delivery in Nigeria and make it 
close to global best practices, if not achieve it.
Keywords: bank, banking sector, Nigeria, service delivery
1. Introduction
Nigeria is the most populous black nation with about 190 million people on an 
approximate area of 923,769 square kilometres situated between 40 and 140 north 
latitude and 30 and 140 east longitude in sub-Saharan Africa. It is currently the 
second biggest economy and the tenth oil producer in the world. In spite of this 
record, Nigeria Economic Outlook of 2019 described her economy not to be among 
the fastest growing economies in sub-Saharan Africa. The economic institution of 
the country, in which the banking sector plays the intermediation role between the 
surplus and deficit sectors of the economy, drives growth and development.
Historically, the country’s banking sector like others is meant to allocate savings 
to improve productivity and promote economic growth. However, this has not been 
possible through economic changes of the country whether during the pre-inde-
pendence epoch or post-independence epoch. During these epochs, the Nigerian 
economy has undergone a series of economic reforms and policies to address bank-
ing failures such as undercapitalisation, delays of transaction, congestion and long 
queues in and outside of the banking hall, among others. This made the Nigerian 
economy beclouded with many problems such as weak industrial base, and that is 
why the economic narrative of the country has been epileptic.
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It is remarkable to note that in the last two decades, policies of government 
through the Central Bank of Nigeria have made bank services to have increased 
tremendously. For instance, the cashless policy of the Central Bank of Nigeria has 
eliminated some of the early challenges of banking services in Nigeria [1]. This 
brought about service availability, promoted service capacity in general and specific 
terms, and service delivery. But to observers, banking service delivery which is 
the extent to which the bank is able to meet with the banking service requests of 
customers (individuals or organisations) in the most efficient manner is below what 
is expected by customers. This chapter discuses salient issues to provide background 
knowledge on the subject before taking positions.
2. Structure of banks in Nigeria
The banking system in Nigeria is structured along six layers, namely, central 
bank, deposit money banks, merchant banks, development finance institutions, 
microfinance bank, and mortgage banks.
2.1 Central Bank of Nigeria
This is the apex monetary authority in Nigeria established by 1958 Act of CBN 
and started operations on July 1, 1959. At that time it was saddled with the respon-
sibilities of enhancing the quality of banking operations in the country. To achieve 
this mandate, the bank has evolved different programmes such as industry remedial 
programmes, risk-based supervision, establishment of regulatory framework, 
customer protection and internal transformation of the bank activities. Among the 
functions of the bank are to serve as the banker to the government, act as a banker 
to all other types of banks, hold foreign reserve of the country, manage the national 
debt of the country, serve as a lender of last resort and control deposit money 
banks.
2.2 Deposit money banks
This is a financial institution that is registered to render financial services to the 
general public such as accepting deposit, providing loans, keeping valuables and 
serving as financial advisers to customers, among others. Banks in this category are 
older than the emergence of the Nigerian State. Foremost was the Bank of British 
West Africa which was founded in 1894. It is on record that indigenous banking 
started in 1929 with the establishment of the industrial and deposit money bank 
by a group of Nigerian and Ghanaian entrepreneurs. After independence in 1960, 
the Bank of British West Africa became the first Nigeria-based bank which is now 
known as First Bank of Nigeria. Presently, there are 25 deposit money banks in 
Nigeria as of October 2019 (www.cbn.gov.ng).
2.3 Merchant banks
A merchant bank is a specialist financial bank that provides wholesale banking, 
medium- and long-term finance, equipment leasing, debt factoring investments 
management and so on. This type of bank evolves in Nigeria back in the 1960 with 
the establishment of NAL Merchant Bank Plc. Over the years, a number of mer-
chant banks have been registered by the government.
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2.4 Development finance institutions
This is a government bank established to perform itemised developmental 
functions in the economy. These functions include but are not limited to infrastruc-
tural developments in industry, agriculture, and commerce. These development 
banks’ names project their function. In Nigeria, there is the Nigerian Industrial 
Development Bank and Bank of Industry for industrial development and the 
Nigerian Agricultural and Cooperative Bank for agricultural issues, among others.
2.5 Microfinance bank
The Central Bank of Nigeria described microfinance bank as a financial institu-
tion at the grassroots level to perform basic banking services to the poor. This bank 
is different from conventional deposit money bank because of its ease of operations, 
absence of asset-based collateral and smallness of loans advanced and/or savings. 
The roles of microfinance bank are not limited to address banking shortfall at the 
grassroots and provide timely, reasonable, varied and reliable banking services to 
the poor. It is meant to provide financial service intervention for the low-income 
earners at lower echelon of the society.
2.6 Mortgage bank
This type of bank in Nigeria is floated to coordinate housing development in 
the country. To achieve this mandate, individuals and corporate bodies are granted 
loans for this purpose, while repayment of loans is in instalments over the years. 
Like deposit money banks or microfinance banks, mortgage banks receive deposit 
from individuals and corporate bodies at a rate of interest, while such fund is lent 
out at a higher rate of interest. In Nigeria, the Federal Mortgage Bank is saddled 
with this responsibility.
3. Bank services in Nigeria
Based on the structure of banks discussed above, bank service is centred on 
financial intermediaries, that is, deposit collection and lending. However, in the 
Nigerian banking industry, different types of services have emerged but can be 
categorised into three major arms, namely, general banking covers account open-
ing, deposit management and cash handling, credit such as loan disbursement and 
loan management and foreign exchange such as foreign currency and remittance 
management [2].
An overview of these services in Nigeria by the banks is provided below:
The Central Bank of Nigeria coordinates with other banks, and this has been 
efficiently delivered over the years. For deposit money banks, some banking 
services such as account openings, deposit mobilisation, advancing of loans, agency 
services such as making payments and collecting receipts, among others, and 
general utility services such as issuing letters of credit and safe custody of valuables, 
among others, are offered. In the case of merchant banking, services offered include 
but are not limited to corporate finance services such as management of private 
and public equity shares to corporate debt securities and provide expertise on 
investment advisory services, finance of large-scale industrial projects, advice on 
portfolio management, company floatation, financial planning as well as mergers 
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and acquisitions. Basic services rendered by the merchant bank in Nigeria are the 
provision of medium- and long-term credits, arrangement of syndicated loans, 
provision of acceptance of credit facilities to their clients, equipment leasing, issu-
ing house function, acceptance of deposits, provision of foreign exchange services, 
management/advice on portfolio of investment and unit trust management.
4. Legal and institutional framework of banks in Nigeria
There are laws and institutional framework in Nigeria that govern the banking 
industry and services therein. First of such laws are the Central Bank of Nigeria 
Act 1958 and the Banking Act 1969 to guide the operations of the Central Bank of 
Nigeria. These laws stipulate paid up capital for indigenous banks as N250,000, 
while in the 1962 amendment, banks were allowed to buy real estate for expansion 
purposes, and the bank was empowered to regulate the interest rate structure of the 
commercial banks. In 1969, another amendment was effected on the 1962 Act as it 
broadens the sphere of monetary control to include other banks than commercial 
banks. A significant hallmark in the banking legal history in Nigeria was the enact-
ment of the Banks and Other Financial Institutions Act (BOFIA) in 1991.
BOFIA granted limited autonomy to banks in some areas of operations. The 
Act gave operational autonomy to CBN to carry out its traditional functions as 
listed above to enhance its flexibility. In the Act, CBN Governor was mandated to 
chair the board of directors of the bank with other members of the board being the 
deputy governors, the permanent secretary, Ministry of Finance, and five part-
time directors, from the Security and Exchange Commission, Commissioner for 
Insurance and Registrar General of Corporate Affairs Commission, and a represen-
tative of the Federal Ministry of Finance not below the rank of director.
Also, the regulatory power of the CBN was strengthened by the Banks and Other 
Financial Institutions (Amendment) Decree no. 4 of 1997. Through the amend-
ments, CBN was empowered to vary or revoke any condition subject to which a 
licence was granted or may impose fresh or additional condition to the granting of a 
licence to transact banking business in the country. It was also stated that books of 
these banks and other financial institutions such as development banks, mortgage 
institutions and microfinance banks can be examined by the apex bank from time 
to time. With the decree, the bank has the power to withdraw licences of distressed 
banks and appointment of liquidators of these banks.
5. Efficiency of banking services in Nigeria
There has been poor and inconsistent bank service delivery in Nigerian banking 
sector over the years, and that was why a series of reforms had evolved in the sector 
[3, 4]. However, there are variations in the quality of these banks’ service delivery 
over the years, and this varied with the categories of banks in the country and who 
the assessor is (local regulator such as the Central Bank of Nigeria, Customers, and 
International raters such as International Monetary Fund (IMF), and World Bank 
[5]. As reported by the International Monetary Fund in 2016, Nigeria has the lowest 
percentage (14%) in terms of the ratio of broad money supply to gross domestic 
product (GDP) among selected countries. Fitch ratings report of 2015 revealed a 
decline in the performance of Nigerian banks in terms of service delivery. Earlier 
studies conducted in the country by [6, 7] also suggest this.
Scenarios in the Nigerian banking industry portrayed divergent opinion. From 
the customers’ perspective, customers of banks in Nigeria have also expressed great 
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displeasure with the quality of services offered to them over the years in spite of 
the policies of the government through CBN. For instance, the study of [8] found 
extreme level of Nigerian bank customers’ dissatisfaction. The study revealed long 
queues in the banking halls, ATM locations, needless delays in resolving complaints 
and interbank cheques issues as major problems of the sector. Seven years after, 
the study of [9] admitted poor service quality in the Nigerian banking sector. This 
means the trend of Nigerian bank customers’ dissatisfaction remained unresolved. 
On the contrary, [10] study on customer service delivery and customer satisfaction 
in the banking industry found out that an increase in the number of working days 
and number of bank branches led to better levels of service delivery but can be 
improved upon as he subsequently recommends that the Nigeria banking industry 
should improve the quality of service delivery.
Electronic banking introduction in the last two decades brought in another twist 
to banking services in Nigeria. This has made banking services more convenient 
due to the associated benefits such as efficiency and accessibility. [11] in Nigeria 
revealed that customers enjoying electronic banking services are still not satisfied 
with the quality and efficiency of the services. This is expressed in the number of 
times customers physically visit banks and length of time spent before such ser-
vices are received. Furthermore, [12] study on mobile banking and banks’ service 
delivery reveals that it has improved transactional convenience and quick transac-
tion alert. Similarly, [13] studied technological innovation and service delivery in 
Nigeria and found positive relationship between the variables.
However, like any other banking services around the world, cases of insecurity 
and hacking of accounts remain a problem [14, 15]. For instance, the study of [16] 
on customer service and banking business in Nigeria found that customers are dis-
satisfied with long waiting times. The study of [14] identified users’ network failure 
as a major problem to service delivery in the country, while [17] study examined 
how adoption of information technology impacted the banking industry in Nigeria. 
The authors found that IT adoption fundamentally transformed the content and 
quality of banking services delivery, thereby strengthening the competitiveness of 
Nigerian banks.
In the study of other banks like microfinance bank, [18] identified diversion 
of funds, inadequate finance and frequent changes in government policies, heavy 
transaction costs, huge loan losses, low capacity and low technical skill in the 
industry as impediments to the growth of this subsector.
6. Challenges undermining bank service delivery in Nigeria
1. Knowledge gaps of bank personnel: As established in the work of [19], 
representatives of the bank which are “frontline employees” have not been 
adequately trained to provide and exceed service required by customers due to 
knowledge gap in the areas of banking services and regulatory rules that guide 
the provision of the services.
2. Technological challenge: In spite of the level at which electronic banking is 
presently adopted in the Nigerian banking industry, the ease and use of mod-
ern technological innovations is still not at its best. Developed world banking 
system is far beyond the use of ATM, mobile banking and other forms that 
Nigeria currently uses because of fraud and hackers. It is also on record that the 
technological infrastructure to support modern banking system in the country 
is still lacking. Aside from this, imbalance in the availability of ICT infrastruc-
ture remains a challenge.
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3. Inadequate legal framework: Existing legal banking provisions in the country 
have loopholes. Criminals and fraudsters have taken this opportunity in the 
past to perpetrate cybercrimes on bank customers in the country.
4. The shortage of competent manpower attributable to high labour mobility 
is also a core challenge which has impaired the capabilities of these banks to 
execute their corporate objectives. In the Nigerian banking sector, employees 
with poor and inappropriate academic/professional backgrounds are common, 
while the engagement of contract staffing and employment of unqualified 
personnel into the sector have caused the sector a lot of harm.
5. Staff attitude: The emotional intelligence of personnel in the sector is another 
factor. Handling of difficult customers and reacting to requests of customers 
have generated a lot of dissatisfaction to customers. This is because most of 
the bank employees are not emotionally intelligent to deal with customers and 
their issues.
7. Conclusion
Historically, Nigerian banks’ service delivery has no doubt improved when 
compared with that in the last two decades but can be improved when compared 
with what her contemporaries in the developed climes have achieved. Hiccups in 
the areas of employees’ knowledge gap of banking services and regulatory rules, 
technology and weak legal framework are no doubt obvious. In spite of these, the 
Nigerian banking industry remains vibrant among her peers in Africa. Today, bank-
ing business in Nigeria is waxing stronger as customers can transact banking request 
at the comfort of their rooms and offices and in transit. This is not to say that all is 
well with the banking service delivery in Nigeria as much is still desired to achieve 
global best practices in service delivery.
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In this chapter, interlinkages between stock markets in CEE-4 countries and
capital markets in developed countries are analyzed. Changes of variance on stock
markets in Poland, the Czech Republic, Slovakia, and Hungary are identified. Dif-
ferences among countries are analyzed. Capital markets of these countries are
compared in terms of market efficiency. Moreover, co-movements of stock markets
in Visegrad countries with capital markets in developed countries are studied.
Different specifications of multivariate GARCH models are studied. Asymmetric
GARCH-BEKK model and Asymmetric Generalized Dynamic Conditional Correla-
tion model are considered.
Keywords: stock markets, Visegrad countries, market efficiency, multivariate
GARCH, shocks’ transmission
1. Introduction
The Visegrad countries are the four Central European Countries (referred to as
the CEE-4 henceforth)—Czech Republic, Poland, Slovakia, and Hungary. These
countries joined the European Union (EU) in spring 2004, and three of them are still
(January 2020) committed to adopting the euro at some point. At the early stages of
transformation, their stock markets were relatively poorly integrated with the stock
markets of the EU countries (the so-called old EU countries). This is due to the
shorter history of the free-market economy in Poland, Hungary, and the Czech
Republic. Low level of correlation between rates of return on stock market indexes in
CEE-4 countries and rates of return on stock market indexes of industrialized econ-
omies resulted in considering assets from post-communist economies in investors’
portfolios (e.g., see [1, 2]). The accession of Poland, Hungary, and the Czech Republic
to the EU on May 1, 2004 attracted the interest of numerous investors who had not
earlier invested in these countries due to political, corporate governance, and liquid-
ity risks (see [3]). In particular, the Slovakian stock market was strongly integrated
with capital markets of developed economies due to the country’s participation in the
Exchange Rate Mechanism 2 (ERM2 henceforth) and euro adoption in 2009 (see
[4]). A significant increase in the level of integration resulted in a decrease in the
benefits from using the portfolio diversification strategy.
During the US subprime crisis, a significant increase in correlations between
stock markets in CEE-3 countries and capital markets in developed economies was
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Republic. Low level of correlation between rates of return on stock market indexes in
CEE-4 countries and rates of return on stock market indexes of industrialized econ-
omies resulted in considering assets from post-communist economies in investors’
portfolios (e.g., see [1, 2]). The accession of Poland, Hungary, and the Czech Republic
to the EU on May 1, 2004 attracted the interest of numerous investors who had not
earlier invested in these countries due to political, corporate governance, and liquid-
ity risks (see [3]). In particular, the Slovakian stock market was strongly integrated
with capital markets of developed economies due to the country’s participation in the
Exchange Rate Mechanism 2 (ERM2 henceforth) and euro adoption in 2009 (see
[4]). A significant increase in the level of integration resulted in a decrease in the
benefits from using the portfolio diversification strategy.
During the US subprime crisis, a significant increase in correlations between
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observed (see [5]). In particular, correlation between shocks in the Slovakian stock
market and shocks in industrialized countries was very large. The outbreak of the
euro area sovereign debt crisis resulted in a slight decrease in the level of correlation
between stock markets in CEE-4 countries and mature capital markets. However,
rates of return in the German stock market still strongly affected the rates of return
in the Polish, Hungarian, Czech, and Slovakian stock market. After the introduction
of the Outright Monetary Transactions program (OMT henceforth), the sensitivity
of the stock market returns in Poland, the Czech Republic, and Hungary to external
shocks decreased significantly. This phenomenon was not observed in the case of
Slovakia, which is a member of the euro area.
Nevertheless, we still think that we can contribute to this body of literature.
Previous studies devoted to the analysis of the performance of stock markets in
Poland, the Czech Republic, Slovakia, and Hungary compared sensitivity of these
markets to external and internal shocks in a priori defined subperiods. In most
cases, the Winkler’s [6] periodization of the global financial crisis was used. In this
research study, we identify days of statistically significant breakpoints on the basis
of the method proposed by Inclan and Tiao [7]. Stock markets of Poland, the Czech
Republic, Slovakia, and Hungary are compared with regard to timing of significant
breakpoints. Moreover, efficiency of stock markets in CEE-4 countries is compared
across subperiods and across markets. Sensitivity of stock markets to external
shocks is compared in the context of the volatility transmission and linkages
between rates of return. Differences between resistance to shocks from the United
States and Germany (main economy of the European Union) are analyzed as well.
The obtained differences between Slovakia and noneuro-area member states should
provide recommendations for policy makers of Poland, the Czech Republic, and
Hungary in the context of the future accession of these countries to the euro area.
This chapter has the following structure. In Section 2, the literature review is
provided. In Section 3, the methodology is presented. In Section 4, findings from
the empirical research are presented and discussed. The last section concludes the
study.
2. Literature review
Poor integration of capital markets in Poland, the Czech Republic, Hungary, and
Slovakia in the twentieth century resulted in low level of interest in sensitivity of
these markets to external shocks in academic literature. These stock markets were
previously analyzed in the context of portfolio diversification opportunity (see, e.g.,
[1, 2]). The very low degree of global integration of capital markets of Central and
Eastern European countries in the pre-accession period was identified, among
others, by Mateus [8], Maneschiold [9], and Nielsson [10]. An analysis of the
sensitivity of the CEE-3 stock markets to global shocks during the dotcom crisis,
which was conducted by Bein and Tuna [11], has indicated their calmness and
excluded possibility of their significant reaction to negative news.
After announcement of the CEE-4 countries’ EU membership, all stock markets
in the region started to show similar level of volatility reactions to both negative and
positive news that had the same magnitude. This finding has been interpreted as an
increase in confidence for international investors after the announcement of the
accession of countries of the Central and Eastern Europe to the European Union
(see [12]). The accession of Poland, the Czech Republic, Hungary, and Slovakia to
the EU on May 1, 2004, attracted the interest of many investors who had earlier
refrained from buying assets of these countries due to corporate governance,
political, and liquidity risks (see, e.g., [13–15]). An increase in the level of
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integration resulted in a significant decrease in the benefits from using the portfolio
diversification strategy (see [16]).
The impact of the subprime crisis on the performance of stock markets in CEE-4
countries has been broadly discussed in the economic literature. Very significant
transmission of shocks to CEECs’ stock markets during the subprime crisis was
identified in numerous research studies (see, e.g., [17–19]). As Syllignakis and
Kouretas [13] suggested, the contagion transmission from the major stock markets
to capital markets of the CEECs in the period of financial turmoil as well as during
the subprime crisis was due to increased financial liberalization and increased
participation of foreign investors in these markets.
In turn, studies devoted to the role of the sovereign debt crisis in shaping stock
market prices in the Central and Eastern Europe seem to be rare. The analysis of
dynamic correlation coefficients conducted by Bein and Tuna [11] indicates that
during the euro-area sovereign debt crisis, stock markets in the analyzed region
have been highly correlated with the finance-led markets of GIIPS (Greece, Italy,
Ireland, Portugal, and Spain) as well as with stock markets of the EU3 (France,
Germany, and the United Kingdom). Moreover, significant spillover effect from
capital markets of Italy, Ireland, Portugal, and Spain to stock markets of the Central
and Eastern European countries has been identified. Differences in the level of
reaction of stock markets in CEE-4 countries during the euro area sovereign debt
crisis have been noticed as well. Due to the fact that Slovakia was a member of the
euro area in 2010–2011, stock market in this country reacted stronger to positive
and negative shocks. Moreover, the Polish stock market has shown a significantly
higher level of conditional correlation than the Czech Republic and Hungary. Some
results in the literature devoted to the sensitivity of capital markets in Visegrad
countries to external shocks have pointed out their asymmetric reaction (see, e.g.,
[18, 20]). This finding has been interpreted as a problem of information asymmetry
and the presence of agents with superior knowledge [21].
As Grabowski [20] and Moagar-Poladian et al. [22] have noticed, in the period of
financial stability (2013–2019) in the case of Poland, the Czech Republic, and
Hungary, the sensitivity of the stock market returns to external shocks became
meaningfully weaker. In the case of the Slovakian stock market, drop in the level of
integration was smaller (see, e.g., [23]). Moreover, after 2012, the evolution of the
stock market indices in the CEE-4 countries has followed different paths. As a result
of the lower level of market uncertainty, volatility spillovers have weakened. A
within-group integration of stock markets of the CEE-4 countries has decreased
significantly. Opportunities for portfolio diversification have increased with
discrepancies between market returns observed after 2012 (see. [20]).
3. Methodology
In order to identify different states of stock markets, the methodology proposed
by Inclan and Tiao [7] and Inclan et al. [24] should be used. On the basis of the
following statistics,
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research study, we identify days of statistically significant breakpoints on the basis
of the method proposed by Inclan and Tiao [7]. Stock markets of Poland, the Czech
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across subperiods and across markets. Sensitivity of stock markets to external
shocks is compared in the context of the volatility transmission and linkages
between rates of return. Differences between resistance to shocks from the United
States and Germany (main economy of the European Union) are analyzed as well.
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previously analyzed in the context of portfolio diversification opportunity (see, e.g.,
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Eastern European countries in the pre-accession period was identified, among
others, by Mateus [8], Maneschiold [9], and Nielsson [10]. An analysis of the
sensitivity of the CEE-3 stock markets to global shocks during the dotcom crisis,
which was conducted by Bein and Tuna [11], has indicated their calmness and
excluded possibility of their significant reaction to negative news.
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countries to external shocks have pointed out their asymmetric reaction (see, e.g.,
[18, 20]). This finding has been interpreted as a problem of information asymmetry
and the presence of agents with superior knowledge [21].
As Grabowski [20] and Moagar-Poladian et al. [22] have noticed, in the period of
financial stability (2013–2019) in the case of Poland, the Czech Republic, and
Hungary, the sensitivity of the stock market returns to external shocks became
meaningfully weaker. In the case of the Slovakian stock market, drop in the level of
integration was smaller (see, e.g., [23]). Moreover, after 2012, the evolution of the
stock market indices in the CEE-4 countries has followed different paths. As a result
of the lower level of market uncertainty, volatility spillovers have weakened. A
within-group integration of stock markets of the CEE-4 countries has decreased
significantly. Opportunities for portfolio diversification have increased with
discrepancies between market returns observed after 2012 (see. [20]).
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In order to identify different states of stock markets, the methodology proposed
by Inclan and Tiao [7] and Inclan et al. [24] should be used. On the basis of the
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where




Ck is the cumulative sum of squares.
Market efficiency belongs to the most important features describing financial
markets in the area of information processing mechanisms. According to the concept
introduced by Fama [25], on informationally efficient market prices always fully
reflect the available information. As a result, it is not possible to achieve permanently
superior returns on the basis of publicly available information, and the changes in
financial asset prices are random. There are three main statistical methods of testing
efficiency (autocorrelation test, runs test, and the test for the presence of unit root).
Testing the autocorrelation is based on the autocorrelation of the kth-order
(ACF) coefficient, which is defined as follows:
ρ̂k ¼
PT
t¼k rt � rð Þ rt�k � rð ÞPT
t¼1 rt � rð Þ2
, (4)
where rt denotes a rate of return of a financial instrument. The lack of autocor-
relation of the first order does not preclude the existence of autocorrelation of
higher orders (see [26, 27]). Since the autocorrelation coefficients of higher order
ignore the information provided by the observations between the first and last one
in the period, analysis of capital market efficiency is conducted within the frame-
work of the statistical analysis of the partial autocorrelation coefficients (PACFs).
The second method of testing efficiency is based on the run tests. The null
hypothesis says that the changes of prices of securities are random. The test statistic
is as follows:




� � , (5)
where K denotes count of empirical runs, E ~K
� �
denotes expected number of
runs, while S ~K
� �
denotes standard deviation of the number of runs. If we consider
two series (e.g., negative and non-negative), then the expectation and variance are
calculated as follows:
E ~K




� � ¼ 2n1n2 2n1n2 � nð Þ
n� 1ð Þn2 , (7)
where n1 and n2 denote the numbers of different types of series, and n is the total
number of series. If we consider three series (e.g., negative, zero, and positive),
then the expectation and variance are calculated as follows:
E ~K
















j þ nþ n2
� �
� 2nP3j¼1n3j � n3
n2 � 1ð Þn , (9)
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where n1 , n2, and n3 denote the numbers of different types of series, and n is the
total number of series.
The statistic (2) is normally distributed with 0 mean and standard deviation 1.
In order to test whether the series if securities follow random walk, the variance
ratio tests (see [28]) are used. This test is based on the assumption that the variance
of increments in a random walk is linearly independent. Variance ratio statistics are
calculated as follows:
VR kð Þ ¼ S
2 rt þ rt�1 þ … þ rt�kþ1ð Þ
k ∗ S2 rtð Þ
: (10)
In order to verify, whether the RW1 (assumption that increments of analyzed
process are independent and identically distributed) null hypothesis is valid, the
following statistic is used:
M1 kð Þ ¼ VR kð Þ � 1ffiffiffiffiffiffiffiffiffi
ϕ kð Þp , (11)
where
ϕ kð Þ ¼ 2 2k� 1ð Þ k� 1ð Þ
3kT
: (12)
In order to verify, whether the RW3 (it is assumed that the process has depen-
dent but uncorrelated increments), the following statistic is used:
M2 kð Þ ¼ VR kð Þ � 1ffiffiffiffiffiffiffiffiffiffiffiffi
ϕ ∗ kð Þp , (13)
where
ϕ ∗ kð Þ ¼
Xk�1
j¼1







t¼jþ1 rt � rð Þ2 rt�j � r
� �2
PT
t¼1 rt � rð Þ2
h i2 : (15)
Both statistics M1 kð Þ and M2 kð Þ follow standard normal distribution. If the null
hypothesis is rejected, the analyzed time series is not random walk, and the capital
market is not efficient (see, e.g., [29]).
In order to analyze sensitivity of stock markets to external shocks, the





Πirt�i þ εt, (16)
E εtεTt
� � ¼ Ht, (17)
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� �
denotes expected number of
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� �
denotes standard deviation of the number of runs. If we consider
two series (e.g., negative and non-negative), then the expectation and variance are
calculated as follows:
E ~K




� � ¼ 2n1n2 2n1n2 � nð Þ
n� 1ð Þn2 , (7)
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where n1 , n2, and n3 denote the numbers of different types of series, and n is the
total number of series.
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: (10)
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where rt is the following vector of rates of return on stock market indices:
rt ¼ rVISt rDEVt
� �T
rVISt denotes the rate of return on stock market index in a Visegrad country
(VIS=PL,CZ,HU,SK), and rDEVt denotes the rate of return on a mature stock market
index (DEV = DE,US). The covariance matrix is decomposed as follows:
Ht ¼ DtRtDt, (18)








These variances of shocks are modeled according to the following GARCH(1,1)
model:
hn,nt ¼ α0,n þ α1,n εnt�1
� �2 þ β1,nhn,nt�1, n ¼ VIS,DEV: (20)
Correlations between shocks change in time and depend on negative and posi-
tive shocks in the following way:
Rt ¼ diag Q tð Þð Þ�1=2Q t diag Q tð Þð Þ�1=2, (21)
where
Q t ¼ 1� ~α1 � ~β1
� �
Q þ ~γ1 Q �Q�
� �þ ~α1ut�1uTt�1 þ ~β1Q t þ ~γ1u�t�1 u�t�1
� �T
: (22)





where n = VIS,DEV and u�t�1 consists of zero-threshold standardized errors,
while the matrices Q and Q
�
denote the unconditional covariance matrices of
vectors ut�1 and u�t�1, respectively.
As a robustness check, parameters of the asymmetric VAR(p)-GARCH-BEKK
model (see [30]) will be estimated. In this model, the covariance matrix evolves
according to the following formula:
Ht ¼ CCT þAεt�1εTt�1AT þ BHt�1BT þDξt�1ξTt�1DT, (24)
4. Results and discussion
In the empirical research, we use daily data covering period from May 2004 to
December 2019. Logarithmic rates of return on WIG (acronym of the Warsaw
Stock Index in Polish), BUX (acronym of the Budapest Stock Index in Hungarian),
PX (acronym of the Prague Stock Exchange in Czech), SAX (acronym of the
Slovakian Stock Index in Slovakian), DAX (acronym of the German Stock Index in
German language), and S&P500 (Standard and Poor’s 500) are used.
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In the first step, the methodology proposed by Inclan and Tiao [7] and Inclan
et al. [24] is used in order to identify dates of significant changes in the uncondi-
tional variance for Poland, the Czech Republic, Hungary, and Slovakia (Table 1).
Results of the analysis indicate that significant changes in volatilities of the rates
of return were observed in similar days in all markets. Significant breakpoint in
variance during the financial turmoil and short before the Lehman Brothers bank-
ruptcy is in line with expectations. The second breakpoint date is observed during
the euro area sovereign debt crisis. However, in the case of Slovakia, a significant
change was observed short before the announcement of the OMT program. Differ-
ence between Slovakia and noneuro-area members does not come as a surprise,
since the performance of financial markets in Slovakia was strongly linked to the
situation in the euro area. The announcement of the OMT program turned out to
have the long-term impact on markets in the euro area, so the obtained result
confirms findings of other studies (see [31, 32]). Moreover, short after the Brexit
referendum, significant breakpoint in variance is observed. This result confirms
findings obtained by Kurecic and Kokotovic [33], who have also noticed a signifi-
cant increase in volatility on stock markets after this event. Results of the British
referendum could provide information about a threat of an illiberal turn all over the
world. As a result, level of trust in financial markets decreased significantly, which
was reflected by the appearance of the home bias phenomenon. All in all, in the case
of all four countries, four in terms of volatility four states can be distinguished.
In the next step, hypothesis concerning efficiency of stock markets is verified on
the basis of three methods for all four subperiods and four countries. Results of
verification for Poland are presented in Table 2. Results of verification for the
Czech Republic are presented in Table 3. Results of verification for Hungary and
Slovakia are presented in Tables 4 and 5.
Results from Tables 2–5 indicate that stock markets in four analyzed countries
were efficient in most of analyzed subperiods. However, in some cases, conclusions
depend on the used methodology. The lowest level of efficiency was observed
during the subprime crisis in the United States. This result is not surprising, since
after the Lehman Brothers bankruptcy, very large panic on stock markets was
observed. As a result of this panic, efficiency of financial markets decreased signif-
icantly. Some studies set hypothesis that the phenomenon of I(2)-ness of prices of
financial instruments in crisis periods exists (see, e.g., [34]). Inefficiency of stock
markets in the crisis period may confirm validity of this hypothesis. It turns out that
stock markets of countries of the Central and Eastern Europe differ with regard to
efficiency. For example, after the Lehman Brothers bankruptcy, stock markets in
Hungary and Poland turned out to be inefficient, while the H0 hypothesis about
efficiency was not rejected in the case of Slovakia and the Czech Republic. Differ-






2008-09-12 2008-09-04 2008-09-12 2008-09-12 The US subprime
crisis
2011-12-21 2011-12-23 2012-01-23 2012-07-23 The euro area
sovereign debt crisis
2016-06-27 2016-07-18 2016-06-29 2016-06-28 The Brexit
referendum
Table 1.
Results of the analysis of breakpoints in variance.
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whole period, and some financial markets may be efficient in one period and
inefficient in the other one.
In the last step, financial markets of the four analyzed countries are compared
with regard to sensitivity to shocks from Germany and the United States. Multivar-
iate GARCH models take into account time-varying volatilities. Therefore, division
into subperiods according to Table 1 is not necessary. In turn, analysis will be
conducted in three large subperiods:






Before the subprime crisis 2004-05-03 to
2008-09-12
0.9833 0.362 0.44















P values of statistical tests are provided.
Table 2.
Results of testing efficiency of the Polish stock market.






Before the subprime crisis 2004-05-03 to
2008-09-04
0.9050 0.403 0.64















P values of statistical tests are provided.
Table 3.
Results of testing efficiency of the Czech stock market.






Before the subprime crisis 2004-05-03 to
2008-09-12
0.3055 0.079 0.24
















Results of testing efficiency of the Hungarian stock market. P values of statistical tests are provided.
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• before the Lehman Brothers bankruptcy,
• between the Lehman Brothers bankruptcy and before the announcement of the
OMT program, and
• after the announcement of the OMT program.
Table 6 presents estimates of parameters reflecting impact of rates of return for
developed markets on the rates of return for Visegrad stock markets, while the table
average values of correlations
Results of the analysis indicate the strength of the impact of developed stock
markets on Visegrad stock markets differed across subperiods (Table 7). The
strongest linkages were observed in the crisis period. Between 2008 and 2012,
shocks generated by stock markets in Visegrad countries were strongly correlated
with shocks generated by stock markets in Germany and the United States. A
significant drop in comovements of stock markets in Poland, the Czech Republic,
Hungary, and capital markets of Germany and the United States was observed after
the announcement of the OMT program. In the stable period, investors got knowl-
edge which classes of assets were riskier or safer. Moreover, the illiberal turn in the
Central and Eastern Europe could have impact on sensitivity of stock markets in
Poland, the Czech Republic, and Hungary on external shocks (see, e.g., [35]) In the
case of the correlation between shocks associated with SAX and DAX, a decrease in
correlation was not so large, which should be attributed with participation of






Before the subprime crisis 2004-05-03 to
2008-09-12
0.3055 0.079 0.24
















Results of testing efficiency of the Slovakian stock market. P values of statistical tests are provided.
WIG BUX PX SAX
First subperiod
DAX 0.549 0.705 0.237 0.187
S&P500 0.313 0.743 0.226 0.278
Second subperiod
DAX 0.643 0.792 0.289 0.367
S&P500 0.421 0.851 0.113 0.389
Third subperiod
DAX 0.439 0.266 0.125 0.191
S&P500 0.206 0.299 0.098 0.235
Table 6.
Impact of rates of return of developed markets on rates of return of Visegrad countries.
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Slovakia in the euro area. However, rates of return on WIG and BUX turned out to
be more sensitive to changes in rates of return on DAX in particular in years 2004–
2012. This may be due to large interactions between Germany and two economies of
the Central and Eastern Europe (Polish economy and Hungarian economy).
5. Conclusions
In this chapter, the performance of stock markets in Visegrad countries after
their EU accession was studied. Results of the analysis indicate that there were
differences between the performance of the Slovakian stock market and the per-
formance of noneuro-area member states. In the case of all four markets, three
significant breakpoints in variance were identified. These breakpoints reflect the
beginning of the US subprime crisis, the end of the euro area sovereign debt crisis
and, the results of the Brexit referendum.
Stock markets in the CEE-4 countries turned out to be informationally efficient
in three of four subperiods. Hypothesis about informational efficiency was rejected
only in the case of Poland and Hungary and in the crisis period. In the case of the
Czech and Slovakian stock market, there were no grounds to reject hypothesis about
their efficiency. Results of three statistical tests confirmed it.
Stock markets in Poland and Hungary were more sensitive to changes of rates of
return on DAX. However, in the stable period after 2012, correlation between
shocks generated by Poland, the Czech Republic, and Hungary and shocks gener-
ated by Germany was much weaker than in earlier years. Integration of the Slova-
kian stock market with capital markets of developed economies did not decrease in
the post-crisis period.
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First subperiod
DAX 0.378 0.316 0.104 0.156
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Has the Yield Curve Accurately
Predicted the Malaysian Economy
in the Previous Two Decades?
Maya Puspa Rahman
Abstract
Previous researchers have argued that yield curve contains information for
future growth, and to a certain extent, was accurate in predicting recessions
through the signal of yield curve inversion. This paper provides new evidence on
the long- and short-run relationship between economic growth and yield spread in
Malaysia, based on a 20-year span of data ranging from January 1996 to December
2016. By using the autoregressive distributed lag (ARDL) framework, the sample
data are divided into three samples after taking into consideration the two major
crises occurred in Malaysia over the last two decades. We find strong evidence of
cointegration between the yield spread and growth, concurring on the long-run and
short-run dynamics between them. Though significant, the instability of the yield
spread to affect the movement of growth does not support the priori expectation on
the predictive ability of the yield curve in Malaysia.
Keywords: yield curve, predictive power, ARDL, Malaysia
1. Introduction
Predictive power of the yield curve is certainly not a new topic in finance. It has
been empirically shown that a positive slope of the yield curve is linked with a
future increase in real economic activity in the United States of America (US) in the
early works by Estrella and Hardouvelis [1] while Estrella and Mishkin [2, 3]
showed that yield curve provides a relatively strong signal in predicting US reces-
sion, particularly the one that had occurred during 1990–1991. In addition to that,
Karunaratne [4] also finds that yield curve is a better and near perfect tool for
forecasting economic activities compared to other macroeconomic indicators in
Australia, whereas Hamilton and Kim [5] reexamined the predictability of the yield
curve with updated data and confirmed the usefulness of the yield curve in
predicting gross domestic product (GDP) growth. Apart from the above, there are
voluminous studies that have been covering on the predictive ability of the yield
curve. A much recent study by Boukhatem and Sekouhi [6], for example, also
highlights that the yield curve can be considered as an advanced indicator for
growth or recession for the Tunisian economy. As such, the slope of the yield curve,
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which typically referred to the yield spread or term spread, is deemed to act as a
valuable forecasting tool1.
Even though the use of the yield curve in predicting the economy has been
empirically proven, recent research came up with new evidence questioning
whether it is still as powerful. Chinn and Kucko [7], for example, show the predic-
tive power of the yield curve in the United States of America (US) and Japan to be
declining over time. In addition to that, they also show that for all of the seven
countries examined, yield spread is indeed important and has significant predictive
power when forecasting industrial production growth over a 1-year horizon, but the
result deteriorates when forecasting growth 2 years ahead.
In Malaysia, the Treasury bill spread have been empirically shown to be a
significant predictor of future growth of annual output, see Ghazali and Low [8],
while Elshareif and Tan [9] find a long-run cointegrated relationship between the
short- and long-term rates, confirming the existence of pure expectation theory in
the Malaysian bond market. The recent work of Zulkhibri and Abdul Rani [10] is
one of the first to examine the role of yield spread2 in inflation and growth in
Malaysia. Based on the data span of 1992–2009, they used simple regression to
establish the relationship between yield spread, output and inflation, and then used
the probit model for forecasting. It was shown that the yield spread contains little
information about future output and inflation at short horizons. They also argued
that the use of yield spread in monetary analysis beyond conventional indicators is
rather limited.
This study aims to discover the ability of the yield spread to predict economic
growth over a longer time horizon. In consideration that the Malaysian economy as
well as the sovereign bond market has grown rapidly over the past 20 years, it
would be interesting to see whether there exists a long-run relationship between the
yield spread and growth.
In addition to that, this study also aims to use the autoregressive distributed lag
(ARDL) approach to cointegration and error correction models (ECMs) to deter-
mine whether there is evidence of relationship between yield spread and growth, in
long run and short run within the span of the 20 years. In consideration of the
prerequisites possessed by the conventional Granger [11] and, Engle and Granger
[12] to have all the underlying variables to be in the same order of integration,
ARDL stands out to be the most appropriate technique in order to test for
cointegration among the variables.
This paper makes two contributions to the existing literature. First, it examines
the relationship between slope of the yield curve (in other words, yield spread) and
growth based on updated data and over a 20-year time period. Second, it is the first
to employ the ARDL method in consideration of the mixture of order of integration
among the variables tested. The empirical result shows the existence of a long-run
relationship between the yield spread and growth in Malaysia. Though significant,
the instability of the yield spread to affect the movement of growth does not
support the priori expectation on the predictive power of the yield curve, making it
less reliable to be used as forecasting tool on the general economic condition.
The remainder of this paper is organized as follows. Section 2 highlights the
theoretical framework and related literature on the predictive power of the yield
1 Normally calculated as the difference between the yields of the 10-year government securities against
3-month Treasury bill. See among others, Estrella and Hardouvelis [1], Estrella and Mishkin [2],
Karunaratne [4], Hamilton and Kim [5].
2 Zulkhibri and Abdul Rani [10] used ‘term spread’ in their study instead of yield spread, but the
calculation is similar as highlighted earlier.
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curve. Section 3 discusses the major crises faced by the Malaysian economy, within
our data span while Section 4 describes the estimation model, data and method
employed. The empirical results are presented in Section 5 while the concluding
remarks and recommendation for future research are presented in Section 6.
2. Theoretical framework of yield curve analysis
According to the economic research department of the Federal Reserve Bank of
New York, the analysis on the behavior of interest rates of different maturities over
the business cycle goes back to the early work of Mitchell [13]. Many years later,
Butler [14] made a connection between the yield curve as a predictor of short-term
interest rates and the implications of declining short-term rates for contemporane-
ous economic activity, of which he correctly predicted that there would be no
recession in 19793. Subsequently, numerous studies have been conducted on the
predictability of the yield curve in charting the future state of the economy.
Fundamentally, yield curve analysis is developed based on the term structure of
interest rates, strongly associated with pure expectation theory. This theory essen-
tially equalizes the long-term interest rates with short-term interest rates and mar-
ket expectation of future interest rates plus a risk premium, which refers to the
opportunity cost and compensation for holding long-term bonds as investors gen-
erally prefer short-term rather than long-term bonds. The linkage between the long-
term and short-term rate together with the risk (or liquidity) premium is as
presented in the equation4 below;
int ¼
it þ ietþ1 þ ietþ2 þ … þ ietþ n�1ð Þ
n
þ lnt (1)
where int is the long-term rate, it is the current short-term rate; iet+(n-1) is the
future short-term rate; and lnt is the risk (liquidity) premium, which posits that the
yield on a long-term bond is the average of the one period interest rates expected
over the lifetime of the long bond. Hence, this theory puts forward that the expec-
tations of market participants are to be formed rationally, based on the anticipated
economic situation, leading to the expected level of future short rates that would in
turn influence the yields on long-term bonds.
Therefore, the link between the yield curve and growth of the economy is
rationalized through the monetary policy actions undertaken by the government.
For example, suppose the government undertakes a contractionary monetary pol-
icy. During this time, financial market participants would expect the short-term
interest rates to be temporarily raised. If the current short-term interest rate is
higher than the expected future short-term rate, the long-term rate should rise less
than the short-term rate according to the expectations theory. Thus, the yield
spread will be flattened, or, in extreme cases, be negative. This will also reflect
situations where the yield curve will be inverted as the short-term rate is higher
than the long-term rate. Inverted (or negatively sloped) yield curves have been
excellent predictors of recessions for many years, whereby every recession after the
mid-1960s was predicted by a negative slope—an inverted yield curve—within six
quarters of the impending recession. During those times, the monetary contraction
would eventually reduce spending in interest-sensitive sectors of the economy,
3 Federal Reserve Bank of New York.
4 Incorporating the modification into the expectation theory, with the risk/liquidity premium, widely
known as liquidity premium theory, see Mishkin and Eakins [11].
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causing economic growth to slow. Alternatively speaking, it just makes no sense
when short-term interest rates pay investors more than the long-term bonds, and so
when it does, something unusual (usually economic downturn or recession) is
expected to occur. On the other hand, expansionary monetary policy would result
in a high yield spread, signaling for a possibility of a higher future real economic
growth, see Hamilton, and Kim [5].
Putting it in a more comprehensible perspective, in general, the higher the yield
on 10-year government securities relative to the yield on 3-month Treasury
securitiesthat is, the more steeply sloped the yield curvethe higher the rate of
future economic growth. Similarly, the less steeply sloped the yield curve, the lower
the subsequent rate of growth. Hence, by looking in terms of the correlation
between the two variables, it has been emphasized that the pattern of positive
correlation between the current GDP growth and lagged yield spread and negative
correlation between current GDP growth and future yield spread is consistent, see
Wheelock and Wohar [15].
It is important to highlight that early studies on the predictability of recessions
by the slope of the yield curve were primarily focused on the US economy (see
Harvey [16], Stock and Watson [17], Chen [18], Estrella and Hardouvelis [1], while
subsequent research tended to focus on whether the relationship between the yield
spread and future economic growth still hold for other countries, apart from the US,
see Harvey [19], Davis and Henry [20], Plosser and Rouwenhorst [21], Bonser-Neal
and Morley [22], Kozicki [23], Estrella and Mishkin [3], Estrella et al. [24]). Some
other studies have also empirically proven that the spread contains useful informa-
tion about the future path of inflation (Jorion and Mishkin [25], Gerlach [26]).
With regard of the different views on the predictive power of the yield curve
over time, particularly in Malaysia, the present study develops a model to examine
the ability of the yield spread to predict economic growth over a longer time
horizon, within two decades. An overview on the Malaysian economy and major
crises over the last 20 years is also presented in the next section.
3. Malaysian economy, bond market development and major crises
since 1996
With the celebration of her 60 years of independence, Malaysia has been glob-
ally recognized not only for the recent and dedicated effort in the Islamic banking
and finance development, but is also known for the multicultural and diverse
ethnics, apart from being among the top ranks in terms of GDP growth within the
South-East Asian countries. With a population reaching up to 30 million people,
Malaysia has recorded a stable economic growth over the last 20 years, with the
highest recorded at 10% in 1996. GDP per capita has also increased by 98% from
USD4797 to USD9502 in 1996 and 2016, respectively5.
It is important to highlight that healthy growth of the local bond market is
essential in order to support the mobility of funds in the financial system. During
the past 20 years since 1996, the bond market6 in Malaysia has grown remarkably,
with bond outstanding value recorded at RM1.17 trillion in 2016. The sovereign
bond has also increased many-fold over the last two decades, from RM75 billion in
1998 to RM628 billion last year. This rapid growth of the bond market is one of the
5 FRED Economic Data, Federal Reserve Bank of St. Louis.
6 Comprises of sovereign and private debt securities, including sukuk (Islamic bonds), sourced from
Securities Commission Malaysia (www.sc.com.my).
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motivating factors to undertake the research apart from the interest to establish the
long-run relation of the spread with the growth.
Nonetheless, with an open economy structure, Malaysia is not exempted from
economic crisis, with two of the major crises occurred within the past 20 years. One
of the most significant ones was the 1997 Asian financial crisis triggered by the Thai
Baht speculative trading leading to the domino effect on all Asian countries, causing
the Malaysian Ringgit to be heavily sold and depreciated by almost 50% in value by
January 1998, see Athukorala [27]. Coupled with the internally induced banking
crisis, massive short-term and un-hedged capital inflows and sudden reversal of
capital outflows have exacerbated the situation leading the massive downturn of the
economy. GDP growth was recorded at negative 7.4% in 1998 from a positive
growth of 7.3% recorded just a year earlier. Given the negative growth, Malaysian
economy was officially down with recession, with the number of retrenchments
increasing from 19,000 in 1997 to over 83,000 in 1998, while inflation rate peaked
at 6.2% in 1998 surpassing the previous peak of 5.3% in 1991, see Athukorala [27].
Another notable crisis is the global financial crisis that was initiated from the
credit subprime mortgage market in the US in 2007, being one of the horrendous
events that has ever occurred in the world’s history. The innovation acts of financial
engineering to securitize and increase the liquidity of the US subprime residential
mortgage-backed securities7 and packaged them into collateralized debt obligations
(CDOs), had turned out to be an unimaginable crisis affecting not only the US
economy but the rest of the world. The downturn impact arising from this crisis for
Malaysia was evident when the growth was reduced from 6.5% in 2007 to 4.7% in
2008 with subsequent negative growth of 1.7% in 2009.
Mapping the movements of the yield spread over the past two decades, it is
visible that the spread turned negative prior to the two recessions in Malaysia, as
shown in Figure 1 below. Whether the inversion of the yield curve could really
signal for future declining of economic output should be proven through the
Figure 1.
Malaysian yield spread and major recessions over 20 years. Note: The yield spread is calculated as the difference
between the yields on 10-year and 3-month Malaysian Treasury securities. The shaded areas denote major
recessions.
7 Subprime mortgages refer to mortagages made to borrowers who are less creditworthy than prime
borrowers, see Dwyer and Tkac []. This study also presents an interesting series of events occurred
during the crisis and how the tiny market of CDOs became the triggering factor.
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empirical analysis undertaken to test the predictive ability of the yield curve in
Malaysia, by establishing the long-run cointegration with economic growth.
The following section will then discuss how the model is developed and how tests
will be done on the collected data.
4. Data and methodology
All series examined in this studyindustrial production index, yields of 10-year
government bond and 3-month Treasury bill, FTSE-Kuala Lumpur Composite
Index, broad money (M2) and exportsare collected from Thomson-Reuters
Datastream. The data are monthly data and span the time period from January 1996
to December 2016. The industrial production index is used to signal economic
growth, while the yield spread is calculated as the difference between the yields of
10-year government bond and 3-month Treasury bill.
In order to control for other leading variables that could be influencing
economic growth, a single factor is constructed to extract the common signals
from all the leading indicators. In this study, the leading indicators considered are
FTSE-Kuala Lumpur Composite Index, broad money (M2), and exports value.
It is also important to point out that the inclusion of all these leading indicators
into the regression model could lead to multicollinearity issue, it is best to express
them as a single controlled factor. Besides, the main objective of this study is to
examine the cointegration of the yield spread and growth, without putting much
emphasis on other leading economic variables. Hence, the principal component
analysis technique is used to extract the single factor from the movements of these
indicators.
In terms of methodology, the relationship between the yield spread and
economic growth is established using the autoregressive distributed lag (ARDL)
framework by Pesaran and Shin [28], Pesaran et al. [29], and Pesaran [30]. Given
the characteristics of the cyclical components of the data, applying the conventional
Granger [11] and, Engle and Granger [12] cointegration technique is not applicable
in cases of variables that are integrated of different orders. This is because, a
prerequisite for applying the abovementioned cointegration analysis is that all time-
series are nonstationary and must be of the same order. The ARDL method stands
out among other regression methods as it does not involve pre-testing variables,
which means that testing on the existence relationship between variables that are
integrated of different order of purely I(0), purely I(1), or mixture of both (Duasa
[31], Nkoro and Uko [32]). Another superior feature of the ARDL method is that it
avoids the larger number of specifications to be made into the regressions, particu-
larly with regard to the decisions on the number of endogeneous and exogenous
variables (if any) to be included, as well as the optimal number of lags to be
specified. With ARDL, it is possible that different variables have different optimal
lags, which is impossible on the application of the standard cointegration test. Most
importantly, the model could be used with limited sample data (30–80 observa-
tions) since in our analysis, even though the total observations for the whole sample
is 249, the sub-sample of the data will be much smaller in quantity. On top of that,
the ARDL method will automatically run models with different lags to choose the
best estimation model based on the specified selection criteria, in our case, using
Akaike info criterion (AIC).
In order to establish the relationship between the yield spread and growth, a
linear regression relating the future growth to the current values of the yield spread
is considered. The model below is developed based on the model used by Stock and
Watson [17] and Zulkhibri and Abdul Rani [10], which has been extended to
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incorporate the leading macroeconomics indicators and expressed based on the
ARDL framework:









βt ΔLeadingt�i þ δ1 lnY t�1
þ δ2 Spreadt�1 þ δ3 Leadingt�1 þ υt (2)
where lnYt is the economic growth indicated by industrial production index and
expressed in natural logarithm, Spreadt is the yield spread between 10-year gov-
ernment bond and 3-month Treasury bill and Leadingt are the controlled variables
for other macroeconomics leading indicators, Δ is first-difference operator, and p
is the optimal lag length whereby the optimal lag length which represents the
previous values, are being automatically selected based on Akaike info criterion
(AIC). In consideration that the growth could be serially correlated, since previous
growth might influence future growth, its past values are useful predictors them-
selves. This could also be the case for other independent variables, namely spread
and leading.
The estimation model above will be applied onto three different samples, first on
the whole sample (sample A) for the period of January 1996 to December 2016,
while the second and third samples are based on the periods within the occurrences
of the major crisis, from January 1996 to December 2000 (sample B) and from
January 2007 to December 2009 (sample C), respectively. Our aim is to examine
whether the long-run relationship among the variables, particularly the significance
of the yield spread in explaining growth, still persists over different time periods.
The ARDL long-run form and bounds test is then undertaken for testing the
existence of the long-run relationship, which is detected through the F-statistics
(Wald test), and is said to be established if the F-statistics exceeds the critical value
band, see Nkoro and Uko [32]. Specifically, the null hypothesis for no cointegration
among variables in Eq. (2) is defined as H0: δ1 = δ2 = δ3 = 0 (where long-run
relationship does not exist) against the alternative hypothesis of H1: δ1 6¼ δ2 6¼ δ3 6¼ 0
(long-run relationship does exist). Upon running the ARDL long-run form and
bound test in Eviews 9.5, two sets of critical values are generated of which one set
refers to I(0) and the other one refers to I(1). Critical values for the I(1) series are
referred to as upper bound critical values, while the critical values for I(0) series are
referred to lower bound critical values (Duasa, [31]). This is the bound testing
procedure generated through the ARDL model and widely used in the estimation
of long-run relationships when the properties of the time-series data are a mixture
of I(0) and I(1).
If there is evidence of long-run relationship (cointegration), the following model
is estimated:









βt Leadingt�i þ μt (3)
Subsequently, the ARDL specification of the short-run dynamics is derived by
constructing the error correction model (ECM) of the following form:









βt ΔLeading þ ψecmt þ εt (4)
where the ecmt is the error correction term and is defined as.
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with all coefficients of the above short-run equation are equations relating to the
short run dynamics of the model’s convergence to equilibrium with ψ represents the
speed of adjustments. The ecmt shows how much of the disequilibrium is being
corrected, that is the extent to which any disequilibrium in the previous period is
being adjusted in Yt.
5. Estimation results and discussions
5.1 Unit root tests
Although ARDL cointegration technique does not require pre-testing for unit roots,
this test is still carried out in order to avoid the ARDL model crash in the presence of
integrated stochastic trend of I(2) (Nkoro and Uko [32]). In testing the nonstationarity
of the series based on unit root test, there are two widely used tests by the econome-
tricians, namely, the Augmented Dickey-Fuller (ADF) unit root test and Phillips-
Perron (P-P) unit root test. Some important note on the presence or absence of unit
roots, it helps to identify some features of the underlying data-generating process of a
series. If a series has no unit roots, it is characterized as stationary, exhibiting mean
reversion in that it fluctuates around a constant long-run mean. Alternatively, if the
series feature a unit root, they are better characterized as nonstationary processes,
which have no tendency to return to a long-run deterministic path, see Libanio [33].
The ADF test accounts for temporarily dependent and heterogeneously distrib-
uted errors by including lagged first differences of the dependent variable in the
fitted regression. In contrast, the P-P test uses a nonparametric correction to take
account for possible autocorrelation. The formula for the ADF test and the P-P test
are not presented here, in consideration that it is a standard procedure in data
inspection for stationarity. Nonetheless, a good explanation on the unit root sto-
chastic process is covered by Nkoro and Uko [32]. In this study, the unit root test is
testing based on ADF test. Table 1 below presents the results from ADF indicating
that there is a mixture of I(0) and I(1) with the absence of I(2) of the regressors,
validating the use of ARDL in this analysis.
5.2 Estimation results
Subsequently, Eq. (2) is estimated on three samples of data, namely, sample A
(January 1996 to December 2015), sample B (January 1996 to December 2000), and
sample C (January 2007 to December 2009). This different estimation of the data
Variable ADF test statistics Order of integration
Level First difference
Growth (lnY) �2.3388 �4.9688* I(1)
Spread �3.6630* �3.3490* I(0)
Leading �4.7416* �6.0707* I(0)





period allows the testing on not only the significance of the yield spread on the
growth, but on whether it is consistent throughout the periods, especially those
during major crises. The optimal lag length is automatically selected by the ARDL
method, based on the selection criteria of AIC as explained earlier. The calculated
F-statistics for the cointegration test is displayed in Table 2. For sample A and B,
the calculated F-statistics are above both the lower and upper bound critical values,
leading to the rejection of the null hypothesis and to concur that there exists long-
run relationship between the variables in the model. As for sample C, the calculated
F-statistics is below the lower and upper bounds, which indicates that there is no
cointegration, raising questions on the consistency of the relationship among the
variables when the time period is altered.
The empirical results of the long-run relationship for sample A and B are
presented in Table 3. It is interesting to note that during the longer time span of
20 years, the yield spread is not significant, as compared to a much shorter time
span of 4 years and during the period of Asian financial crisis.
Next, the error correction model indicating the short-run dynamics is presented
in Table 4, estimated for all of the samples A, B, and C. The lagged term of the yield
spread appeared to be only significant during the crisis samples (B and C) but not
for the whole 20-year period. A number of diagnostic tests for the error correction
model are also applied where there is no evidence of serial correlation, heteroske-
dasticity, and ARCH (Autoregressive Conditional Heteroskedasticity) effect in the
disturbances. All samples except for sample A passed the Jarque-Bera normality
test, suggesting that the errors are normally distributed. Most importantly, the
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significant of the error correction term (ecmt) for all samples also provide evidence
of causality in at least one direction, with the negative coefficient indicating high
rate of convergence to equilibrium. Nonetheless, the mixed signs of the yield spread
do not match with the theory previously discussed, rendering difficulty in making
general inferences with regard to the relationship of the yield spread to growth.
Though significant, the instability of the yield spread to affect the movement of
growth in this analysis does not support the priori expectation on the predictive
power of the yield curve, in Malaysia. This is consistent with the finding of
Zulkhibri and Abdul Rani [10] that yield spread contains little information on the
direction of the overall economy. As such, despite the fact that the bond market
(both conventional and Islamic) has grown rapidly over the past two decades, the
market still needs to deepen more in terms of issuance and trading, so as to facilitate
the efficiency of yield curve movement, which could possibly be tagged along with
the growth in the future.
6. Conclusion
This study aims to discover the ability of the yield spread to predict economic
growth over the last two decades, up until 2016. Based on the priori expectation on
the predictive ability possessed by the yield spread on growth, this study uses ARDL
approach to cointegration and error correction models to determine whether there
is evidence of relationship between yield spread and growth, in long run and short





ΔlnYt-1 0.7082* (12.2363) 0.5669 (5.4635) 0.3976* (2.8088)
ΔlnYt-2 0.3328* (5.72900) 0.2772* (2.4433)
ΔSpread 0.0187* (2.3919) 0.0504* (4.3587) 0.0247 (1.1328)
ΔSpreadt-1 0.0127 (1.5925) 0.0438* (4.0941) 0.0474* (2.2004)
ΔSpreadt-2
ΔLeading 0.0001 (0.0619) 0.0123* (3.849)
ΔLeadingt-1 0.0128* (4.3831)
ΔLeadingt-2 0.0091* (4.4656)
ecmt 0.0128* (4.2378) 0.2326* (4.7301) 0.1365* (1.9418)
Diagnostic tests:
Far 1.2449 0.4888 0.4381
Farch 2.0439 0.4346 1.6578
JBnormal 17.8131 0.0663 3.6493
R-square 0.4238 0.5678 0.3701
1. t-statistic in parentheses; 2. Far is the F-statistic of Breusch-Godfrey serial correlation LM test. Farch is the
F-statistic of ARCH Test. JBnormal is the Jarque-Bera Statistic of Normality Test.
*Significant at 1% level.
**Significant at 5% level.
***Significant at 10% level.
Table 4.
Error correction model for all samples.
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the relationship between slope of the yield curve (yield spread) and growth based
on updated data and over a 20-year time period. Second, it is the first to employ the
ARDL method on yield spread analysis, in consideration of the different order of
integration among the variables tested.
The empirical result proves the existence of a long-run relationship between the
yield spread and growth in Malaysia. Though significant, the instability of the yield
spread to affect the movement of growth in this analysis does not support the priori
expectation on the predictive power of the yield curve, making it less reliable to be
used as forecasting tool in the general economic condition. Further expansion of the
local bond market in terms of issuance and trading may be the one of the keys to
establish a much stronger relationship and predictive power of the yield curve in
assessing the direction of the Malaysian economy.
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Abstract
This chapter aims to elaborate on the relationship between economic uncertainty 
and balance sheet strength of nonfinancial firms in Turkish economy. In order 
to effectively measure the balance sheet strength, we make use of a multivariate 
indicator, namely, the Multivariate Firm Assessment Score (MFA Score), which 
is a composite index to gauge the credit risk of nonfinancial firms quoted in Borsa 
İstanbul. MFA scores are compared with some uncertainty indicators for the period 
of 2005–2019. Our results suggest that when the uncertainties in global or Turkish 
economy are high, we observe a significant causal relationship from uncertainty 
indicators to firms’ balance sheet strength. More specifically, economic uncertain-
ties negatively affect firms’ balance sheet performance in such an environment. 
Moreover, different types of uncertainties such as trade policy uncertainty and 
consumer perceptions about the economy are found to have differential impacts on 
exporter and non-exporter firms.
Keywords: financial distress, MFA score, economic uncertainty, time-varying 
causality
1. Introduction
Economic uncertainty, in a broad sense, is defined as the situation where future 
outlook for the economy is unpredictable. In case of rising uncertainty, agents in 
the economy are negatively affected because their expectations are blurred and they 
are not able to foresee the consequences of their decisions. For instance, consumers 
having uncertain expectations about their future income stream would prefer to 
postpone their consumption today and save more in order to obtain smooth path 
of lifetime consumption. This behavior, named as precautionary saving motive [1, 
2], may dampen economic activity and aggregate demand in the economy in the 
short run [3]. Governments’ public policy decisions are also influenced, but in this 
case, they are generally in the role of alleviating the negative impact of diminishing 
economic activity due to rising uncertainty [4]. They enact countercyclical policies 
such as fiscal expansion, tax cuts, or social transfers when uncertainty rises [5].
Firms’ investment decisions are also impacted by the economic uncertainty. If 
uncertainty rises in an economy, firms wishing to make investment today may need 
to delay their decision because they become unsure about whether the future cash 
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flows of the firm will cover the cost of the investment [6, 7]. This situation will 
indirectly affect other decisions of the firms such as employment, credit usage, debt 
repayments, social insurance payments, and other factors. In addition to all these 
factors, it is inevitable that firms’ balance sheet structure and ratios are also affected 
by uncertainty in an economy. In case of elevated uncertainty, since consumption is 
postponed, firms’ net sales decline, and this negatively influences their profitability 
ratios. Furthermore, firms’ indebtedness might decline because their investment is 
also postponed and they no longer need to borrow to finance their investment. Firms’ 
cash holdings and liquidity ratios might improve, as they want to stay highly liquid 
against any negative shocks under rising uncertainty. Last but not least, firms’ cost of 
finance and interest expenses may be negatively affected, as heightening uncertainty 
might lead to an increase in risk premium and depreciation in the currency where 
the firms’ borrowing is denominated in. All these channels, and possibly more than 
these, explain the transmission between economic uncertainty and firm balance sheet 
performance. Motivating from these verities, the main objective of this chapter is to 
empirically analyze the impact of economic uncertainty on firms’ balance sheet per-
formance using the financial statements of real sector firms quoted in Borsa İstanbul.
There is a wide range of literature on the relationship between firm balance sheet 
performance and overall macroeconomic dynamics for different countries. For 
instance [8] analyzes the implications of macroeconomic instabilities and institu-
tional factors on the financial distress of Chinese-listed companies. [9] assesses the 
influence of macroeconomic conditions on the debt currency composition of firms in 
Brazil and how exchange rate movements impact the balance sheets and investment 
decisions of firms. In a cross-country setting, [10] questions whether the use of mac-
roeconomic and industrial indicators improves the performance measures of solvent 
and insolvent firms. Finally, [11] deals with the balance sheet impact of foreign 
currency debt and exchange rate depreciation on the investments of firms in Korea.
In addition, there is a huge literature dealing with the impact of uncertainty 
on overall economy as well as other dimensions of the economy. One strand of 
the literature investigates directly the possible influence of uncertainty shocks on 
economic activity and finds out that uncertainty negatively impacts the aggregate 
demand [12–16]. Another strand of the literature looks at the issue by empirically 
analyzing how uncertainty impacts the households’ consumption [17–19]. There are 
also many studies analyzing the implications of uncertainty with firms’ perspec-
tives. Although the majority looks at the effect of uncertainty on firms’ investment 
decisions [20–24], some studies focus on the impact of uncertainty on firms’ 
balance sheets. Nguyen, Kim, and Papanastassiou [25] investigate the link between 
economic policy uncertainty and financial derivative usage of firms in East Asia and 
find that as uncertainty accelerates, firms use derivative instruments extensively to 
hedge their risks. Hankins et al. [26] document the relationship between political 
uncertainty and corporate cash holdings of the US firms and finds out that follow-
ing an uncertainty shock, cash accounts increase and capital spending declines. A 
similar study by Feng, Lo, and Chan [27] on Chinese firms claims that firms with 
higher firm value increase their cash holdings more than other firms as economic 
policy uncertainty heightens. In their cross-country study with firm-level data set, 
Gungoraydınoğlu, Çolak, and Öztekin [28] report that firm leverage drops in the 
wake of rising political uncertainty. In their study on US public corporates, Tran 
and Phan [29] obtain that policy uncertainty is positively related to the cost of debt 
and negatively related to maturity of debt. Francis, Hasan, and Zhu [30] find that 
rising political uncertainty increases the borrowing costs of nonfinancial firms. 
Iqbal, Gan, and Nadeem [31] document that economic policy uncertainty adversely 
affects firms’ performance proxied by return on equity, return on assets, net profit 
margin, and Tobin’s Q.
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The common point of the abovementioned firm-level studies is that they look 
at the impact of uncertainty on a univariate balance sheet indicator or a single 
aspect of firm performance. Nevertheless, so far no study deals with the link 
between uncertainty and overall firm performance measured by a multivariate 
indicator. In this respect, our study introduces a novel approach by analyzing the 
impact of uncertainty on a multivariate composite indicator produced from firms’ 
balance sheets. There are several composite indicators suggested by the literature 
to measure the overall firm performance [32–35]. However, these indicators 
were mostly designed for the listed firms in developed countries and may not be 
appropriate for measuring the performance of Turkish firms. Hence, in this study, 
MFA score developed by Çolak [36] using the data of Borsa İstanbul firms is used 
as a more accurate indicator since it captures the distinctive characteristics of 
Turkish firms.
Additionally, in investigating the association between firm performance and 
uncertainty, another important issue is the type of uncertainty examined. In the lit-
erature, numbers of uncertainty measures are created, such as political, trade, fiscal 
policy, monetary policy, financial, news uncertainties, and many more [5, 37–40]. 
In our chapter, our main concern is the overall economic uncertainty, consumer, 
financial, and trade uncertainties since we believe these factors are directly related 
to firms’ balance sheets.
The chapter is structured as follows: after introduction, we will explain the 
details of the data set we exploited and methodology used in our analyses. In the 
third section, we will explain our main results. And finally, we will provide con-
cluding remarks.
2. Data and methodology
Our sample consists of the financial statements of 417 nonfinancial firms 
quoted in Borsa İstanbul between 2005Q1 and 2019Q1 at a quarterly frequency. This 
corresponds to, on average, 300 firm observations each quarter and 13,356 unique 
observations in total. Real sector firms are obtained by eliminating the financial 
sector firms, sport companies, and real estate investment funds from the population 
of BIST firms. Quarterly income statement items are annualized by aggregating the 
latest four quarters.
Initially, we measure balance sheet strength of the listed real sector firms in 
Borsa İstanbul (BIST) with a composite index called Multivariate Firm Assessment 
Score (MFA score) which combines different corporate finance ratios such as 
liquidity, leverage, and profitability. This index which have a 90 percent predictive 
power improves Altman Z-score [32] methodology for Turkish firms. Specifically, 
using the multivariate discriminant analysis (MDA) methodology for the seven 
financial ratios explained in Table 1, we obtain MFA score for each firm in 
the sample.
Later on, we removed the firms with MFA scores above the 95th percentile and 
below the 5th percentile in the entire sample, in order to eliminate the outlier obser-
vations. Finally, we take the average of MFA scores and obtain mean MFA scores for 
each quarter. The descriptive statistics of the ratios in the MFA score and MFA score 
itself is provided in Table 2.
In the analysis, we consider four uncertainty indices: economic uncertainty, 
financial uncertainty, and consumer uncertainty indices which are developed by 
Sahinoz and Cosar [5], and trade uncertainty index for the Turkish economy from 
Ahir, Bloom and Furceri [41]. Consumer uncertainty index is a survey indica-
tor which shows the uncertainty perception of consumers in the economy, while 
Banking and Finance
166
flows of the firm will cover the cost of the investment [6, 7]. This situation will 
indirectly affect other decisions of the firms such as employment, credit usage, debt 
repayments, social insurance payments, and other factors. In addition to all these 
factors, it is inevitable that firms’ balance sheet structure and ratios are also affected 
by uncertainty in an economy. In case of elevated uncertainty, since consumption is 
postponed, firms’ net sales decline, and this negatively influences their profitability 
ratios. Furthermore, firms’ indebtedness might decline because their investment is 
also postponed and they no longer need to borrow to finance their investment. Firms’ 
cash holdings and liquidity ratios might improve, as they want to stay highly liquid 
against any negative shocks under rising uncertainty. Last but not least, firms’ cost of 
finance and interest expenses may be negatively affected, as heightening uncertainty 
might lead to an increase in risk premium and depreciation in the currency where 
the firms’ borrowing is denominated in. All these channels, and possibly more than 
these, explain the transmission between economic uncertainty and firm balance sheet 
performance. Motivating from these verities, the main objective of this chapter is to 
empirically analyze the impact of economic uncertainty on firms’ balance sheet per-
formance using the financial statements of real sector firms quoted in Borsa İstanbul.
There is a wide range of literature on the relationship between firm balance sheet 
performance and overall macroeconomic dynamics for different countries. For 
instance [8] analyzes the implications of macroeconomic instabilities and institu-
tional factors on the financial distress of Chinese-listed companies. [9] assesses the 
influence of macroeconomic conditions on the debt currency composition of firms in 
Brazil and how exchange rate movements impact the balance sheets and investment 
decisions of firms. In a cross-country setting, [10] questions whether the use of mac-
roeconomic and industrial indicators improves the performance measures of solvent 
and insolvent firms. Finally, [11] deals with the balance sheet impact of foreign 
currency debt and exchange rate depreciation on the investments of firms in Korea.
In addition, there is a huge literature dealing with the impact of uncertainty 
on overall economy as well as other dimensions of the economy. One strand of 
the literature investigates directly the possible influence of uncertainty shocks on 
economic activity and finds out that uncertainty negatively impacts the aggregate 
demand [12–16]. Another strand of the literature looks at the issue by empirically 
analyzing how uncertainty impacts the households’ consumption [17–19]. There are 
also many studies analyzing the implications of uncertainty with firms’ perspec-
tives. Although the majority looks at the effect of uncertainty on firms’ investment 
decisions [20–24], some studies focus on the impact of uncertainty on firms’ 
balance sheets. Nguyen, Kim, and Papanastassiou [25] investigate the link between 
economic policy uncertainty and financial derivative usage of firms in East Asia and 
find that as uncertainty accelerates, firms use derivative instruments extensively to 
hedge their risks. Hankins et al. [26] document the relationship between political 
uncertainty and corporate cash holdings of the US firms and finds out that follow-
ing an uncertainty shock, cash accounts increase and capital spending declines. A 
similar study by Feng, Lo, and Chan [27] on Chinese firms claims that firms with 
higher firm value increase their cash holdings more than other firms as economic 
policy uncertainty heightens. In their cross-country study with firm-level data set, 
Gungoraydınoğlu, Çolak, and Öztekin [28] report that firm leverage drops in the 
wake of rising political uncertainty. In their study on US public corporates, Tran 
and Phan [29] obtain that policy uncertainty is positively related to the cost of debt 
and negatively related to maturity of debt. Francis, Hasan, and Zhu [30] find that 
rising political uncertainty increases the borrowing costs of nonfinancial firms. 
Iqbal, Gan, and Nadeem [31] document that economic policy uncertainty adversely 
affects firms’ performance proxied by return on equity, return on assets, net profit 
margin, and Tobin’s Q.
167
The Relationship between Economic Uncertainty and Firms’ Balance Sheet Strength
DOI: http://dx.doi.org/10.5772/intechopen.91860
The common point of the abovementioned firm-level studies is that they look 
at the impact of uncertainty on a univariate balance sheet indicator or a single 
aspect of firm performance. Nevertheless, so far no study deals with the link 
between uncertainty and overall firm performance measured by a multivariate 
indicator. In this respect, our study introduces a novel approach by analyzing the 
impact of uncertainty on a multivariate composite indicator produced from firms’ 
balance sheets. There are several composite indicators suggested by the literature 
to measure the overall firm performance [32–35]. However, these indicators 
were mostly designed for the listed firms in developed countries and may not be 
appropriate for measuring the performance of Turkish firms. Hence, in this study, 
MFA score developed by Çolak [36] using the data of Borsa İstanbul firms is used 
as a more accurate indicator since it captures the distinctive characteristics of 
Turkish firms.
Additionally, in investigating the association between firm performance and 
uncertainty, another important issue is the type of uncertainty examined. In the lit-
erature, numbers of uncertainty measures are created, such as political, trade, fiscal 
policy, monetary policy, financial, news uncertainties, and many more [5, 37–40]. 
In our chapter, our main concern is the overall economic uncertainty, consumer, 
financial, and trade uncertainties since we believe these factors are directly related 
to firms’ balance sheets.
The chapter is structured as follows: after introduction, we will explain the 
details of the data set we exploited and methodology used in our analyses. In the 
third section, we will explain our main results. And finally, we will provide con-
cluding remarks.
2. Data and methodology
Our sample consists of the financial statements of 417 nonfinancial firms 
quoted in Borsa İstanbul between 2005Q1 and 2019Q1 at a quarterly frequency. This 
corresponds to, on average, 300 firm observations each quarter and 13,356 unique 
observations in total. Real sector firms are obtained by eliminating the financial 
sector firms, sport companies, and real estate investment funds from the population 
of BIST firms. Quarterly income statement items are annualized by aggregating the 
latest four quarters.
Initially, we measure balance sheet strength of the listed real sector firms in 
Borsa İstanbul (BIST) with a composite index called Multivariate Firm Assessment 
Score (MFA score) which combines different corporate finance ratios such as 
liquidity, leverage, and profitability. This index which have a 90 percent predictive 
power improves Altman Z-score [32] methodology for Turkish firms. Specifically, 
using the multivariate discriminant analysis (MDA) methodology for the seven 
financial ratios explained in Table 1, we obtain MFA score for each firm in 
the sample.
Later on, we removed the firms with MFA scores above the 95th percentile and 
below the 5th percentile in the entire sample, in order to eliminate the outlier obser-
vations. Finally, we take the average of MFA scores and obtain mean MFA scores for 
each quarter. The descriptive statistics of the ratios in the MFA score and MFA score 
itself is provided in Table 2.
In the analysis, we consider four uncertainty indices: economic uncertainty, 
financial uncertainty, and consumer uncertainty indices which are developed by 
Sahinoz and Cosar [5], and trade uncertainty index for the Turkish economy from 
Ahir, Bloom and Furceri [41]. Consumer uncertainty index is a survey indica-
tor which shows the uncertainty perception of consumers in the economy, while 
Banking and Finance
168
financial uncertainty index mostly indicates market volatility through global 
financial conditions. On the other hand, economic uncertainty is a weighted index 
of consumers, producers, forecasters, and economic policy uncertainty indices 
in a dynamic factor model framework. Finally, trade uncertainty index measures 
uncertainty related to trade in the Economist Intelligence Unit country reports. The 
descriptive statistics of uncertainty indices are exhibited in Table 3.
The movement in the economic uncertainty index for Turkish economy over 
time is depicted in Figure 1. It is evident from the figure that there are two specific 
episodes, where uncertainty has risen sharply. The first one is the global financial 
crisis from 2008 till the last quarter of 2009 and the other one corresponds to the 
period after the 2018 foreign exchange market turbulence in Turkey. In this study, 
we will give particular attention to these episodes to investigate the causality from 
uncertainty to firm balance sheets.
Variable Obs. Mean Std. dev. Min Max
Acid-test ratio 13,356 1.43 1.59 0.00 28.68
ST liabilities/current assets 13,356 0.83 0.82 0.03 19.99
Total liabilities/equity 13,356 2.36 6.27 −1.52 134.45
EBITDA/assets 13,356 0.08 0.10 −0.80 0.86
Financial exp./sales 13,356 0.05 0.33 −14.84 6.46
Net profit/sales 13,356 0.02 0.93 −47.80 18.28
Retained earnings/assets 13,356 −0.01 0.43 −5.05 1.23
MFA score 13,356 0.42 1.02 −3.48 3.28
Table 2. 
Descriptive statistics of MFA score variables.
 MFA score  =  0.24  X 1 − 0.14  X 2 − 0.03  X 3 + 3.76  X 4 − 0.72  X 5 + 0.20  X 6 + 1.14  X 7 
 X 1 =  (CashEquivalents + Securities + ShortTermTradeRecievables) ∕ (ShortTermLiabilities) :
This indicator, also known as the acid-test ratio, shows how much the short-term debt of the firm can be met 
with cash and cash equivalents
 X 2  =  ShortTermLiabilites / CurrentAssets : 
It measures the firm’s ability to pay its short-term liabilities with short-term assets
 X 3  =  TotalLiabilities / Equities 
It shows how much sufficient the firm’s equities to pay its debt
 X 4  =  EBITDA / TotalAssets 
It is the profitability of the firm from its main activities by asset size
 X 5  =  FinancialExpenses / NetSales 
Indicates the capacity of the company to pay the FX and interest expenses arising from its debts
 X 6  =  NetProfit (Loss) / NetSales 
It is the net earnings (or loss) of the firm per sale at the end of the period
 X 7  =  Retained Earnings / Total Assets 
It is the measure of cumulative profit or loss from the past periods. It also contains information about the age 
of the company
Table 1. 
MFA score equation and variable definitions.
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Our econometric analysis basically use time-varying Granger causality between 
an uncertainty index and MFA score based on Rossi and Wang [42] paper. This meth-
odology is more powerful if the series have instabilities. In addition, classical Granger 
causality test does not allow to drive time-varying parameters. VAR-based reduced-
form Granger causality test requires stationarity in the data, and its test statistics is 
not valid if the series have potential structural breaks. Because of the nonstationary 
nature and existence of structural breaks in Figure 1, Rossi and Wang’s [42] is the 
best methodology to analyze time-varying Granger causality with this data.
Following Rossi and Wang [42], Eq. (2) shows a reduced-form time-varying 
parameter VAR:
  A t (L)  y t  =  u t (1)
  A t (L)  =  I −  A 1,t L −  A 2,t  L 2 − … − A m,t  L m  (2)
  u t ~ iid (0, Σ) (3)
where  A j,t , j  =  1, … m show time-varying coefficients,  [ y t ,  y t−1 , … , y t−m ] ′ show 
variables in the model, and  u t shows error term.
The iteration of Eq. (2) and projection of  yt onto the linear space created by  
 ( y t−1 ,  y t−2 , … , y t−m )′ derive the following equation:
Uncertainty indices Obs. Mean Std. Dev. Min Max
Economic 57 0.07 0.83 −0.90 2.60
Financial 57 −0.05 0.93 −1.30 3.20
Consumer 57 0.02 1.13 −1.10 5.90
Trade 57 0.33 0.20 0.00 0.89
Table 3. 
Descriptive statistics of uncertainty indices.
Figure 1. 
Economic uncertainty index for Turkey. Source: Cosar and Sahinoz [5].
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nature and existence of structural breaks in Figure 1, Rossi and Wang’s [42] is the 
best methodology to analyze time-varying Granger causality with this data.
Following Rossi and Wang [42], Eq. (2) shows a reduced-form time-varying 
parameter VAR:
  A t (L)  y t  =  u t (1)
  A t (L)  =  I −  A 1,t L −  A 2,t  L 2 − … − A m,t  L m  (2)
  u t ~ iid (0, Σ) (3)
where  A j,t , j  =  1, … m show time-varying coefficients,  [ y t ,  y t−1 , … , y t−m ] ′ show 
variables in the model, and  u t shows error term.
The iteration of Eq. (2) and projection of  yt onto the linear space created by  
 ( y t−1 ,  y t−2 , … , y t−m )′ derive the following equation:
Uncertainty indices Obs. Mean Std. Dev. Min Max
Economic 57 0.07 0.83 −0.90 2.60
Financial 57 −0.05 0.93 −1.30 3.20
Consumer 57 0.02 1.13 −1.10 5.90
Trade 57 0.33 0.20 0.00 0.89
Table 3. 
Descriptive statistics of uncertainty indices.
Figure 1. 
Economic uncertainty index for Turkey. Source: Cosar and Sahinoz [5].
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  y t  =  β 1,t  y t−1 +  β 2,t  y t−2 + … + β m,t  y t−m +  ε t (4)
where  β j,t , j  =  1, … m show time-varying coefficients,  [ y t ,  y t−1 , … , y t−m ] ′ show vari-
ables in the model, and   ε t shows heteroskedastic and serially correlated error term.
Finally, based on Eq. (4), robust Granger causality test figures out the validity of 
the null hypothesis in Eq. (5):
  H 0 : β t  =  0, for all t  =  1, … , T   (5)
3. Empirical results
In the analysis we use two variables, an uncertainty index and a firm performance 
measure (MFA score). As these two variables are composite measures, although the 
methodology allow, we do not control other variables in the regressions. Based on 
Schwarz information criteria (SIC), we determine the number of lags included in the 
VAR model as two. In addition, following Rossi and Wang [39], we choose trimming 
parameter as 0.15 which is commonly used in structural break literature. After the 
estimation, we plot Wald test statistics through time which shows the strength of time-
varying Granger causality from uncertainty measure to the firm performance measure.
We start our analysis by looking at the predictive ability of economic uncertainty 
on MFA score. Economic uncertainty index is constructed from five sub-uncer-
tainty indices (forecasters’ uncertainty index, financial uncertainty index, firms’ 
uncertainty index, consumers’ uncertainty index, and economic policy uncertainty 
index) via dynamic factor models explained by Cosar and Sahinoz [37].
Table 4 shows the results of classical Granger causality test for VAR (2) model 
which indicates that there is a causality only at 10% level for the whole sample. 
Moreover, traditional Granger causality test suffers from instabilities in the data 
and does not show time variability in causality which is the critical point that this 
chapter tries to address.
Figure 2 gives Wald statistics over time, which shows that the predictive power 
of economic uncertainty is increasing during 2008 global financial crisis. By choos-
ing trimming parameter as 0.15, we are losing 16 observations from the beginning 
and end of the sample period. Hence, the latest observation is the 2016Q1 in this 
case, which leads us not to observe the recent financial distress period.
Figure 2 depicts that there is a significant Granger causality from economic 
uncertainty towards balance sheet performance of BIST firms in our sample. The 
global financial crisis is associated with significant contraction in economic activity, 
rise in unemployment, and fall in investment and consumption spending in Turkish 
economy. Year-on-year growth rate of GDP dropped as high as (−5) percent in 
2009. These adverse developments in that era caused firms’ financial health to 
worsen, as could be monitored through declining MFA scores. Following global 
crisis, Turkish economy did not experience substantial shrinkage in the economic 
activity till 2016, which would damage the firms’ performance. Some temporary 
shocks such as European debt crisis or tapering tantrum have been alleviated by the 
effective fiscal and monetary policies. The statistically insignificant values of Wald 
Zero hypothesis (H0) Chi2 P-value Decision
Econ uncertainty does not Granger-cause MFA score 5.8797 0.053 Do not reject
Table 4. 
Granger causality test for the whole sample.
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statistics after the global crisis indicate that, in normal times, there is no causality 
from economic uncertainty to firm performances.
In order to check the effect of Turkey-specific currency volatility observed in 
2018 on firms’ scores, we take trimming parameter as 0.03, which allows us not to 
lose any observation. With the coverage of data for the year 2018, Figure 3 indicates 
that there is a jump in Wald statistics meaning that Granger causality occurs at 
this period as well. This local-sourced turbulent period in 2018 led Turkish lira 
to devaluate by nearly 35 percent against US dollar. Due to the rising volatility in 
exchange rate, inflation soared, interest rates climbed up, and economic activity 
contracted, which led to a mounting economic policy uncertainty.
Turkish firms accumulated large foreign currency debt after the global crisis 
since the expansionary monetary policies in advanced countries caused Turkish 
banks to reach foreign currency funding at low costs and with long maturities. 
Figure 2. 
Wald statistics of the test, H0: economic uncertainty does not Granger-cause MFA score. Notes: VAR(2) under 
SIC, trimming 15%.
Figure 3. 
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statistics after the global crisis indicate that, in normal times, there is no causality 
from economic uncertainty to firm performances.
In order to check the effect of Turkey-specific currency volatility observed in 
2018 on firms’ scores, we take trimming parameter as 0.03, which allows us not to 
lose any observation. With the coverage of data for the year 2018, Figure 3 indicates 
that there is a jump in Wald statistics meaning that Granger causality occurs at 
this period as well. This local-sourced turbulent period in 2018 led Turkish lira 
to devaluate by nearly 35 percent against US dollar. Due to the rising volatility in 
exchange rate, inflation soared, interest rates climbed up, and economic activity 
contracted, which led to a mounting economic policy uncertainty.
Turkish firms accumulated large foreign currency debt after the global crisis 
since the expansionary monetary policies in advanced countries caused Turkish 
banks to reach foreign currency funding at low costs and with long maturities. 
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Wald statistics of the test, H0: economic uncertainty does not Granger-cause MFA score. Notes: VAR(2) under 
SIC, trimming 15%.
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Banks utilized these funds as loans to real sector firms, even the ones without any 
FX income. Firms without FX income lived with considerable FX mismatches in 
their books. As a result, the sharp depreciation of Turkish lira in 2018 created a sub-
stantial deterioration in the balance sheets of real sector, and many firms defaulted 
since they could not repay their FX debts. In that period, MFA scores have dropped 
as high as the fall in global crisis.
The rising Wald statistics in that period is an evidence of the significant causal-
ity from economic uncertainty to MFA scores as observed during the period of 
global crisis. As Figure 3 suggests, there is no significant causality in normal times. 
Our overall evaluation from Figures 2 and 3 is that when economic uncertainty 
accelerates, it significantly Granger-causes MFA scores to drop; nevertheless, when 
uncertainty is stable, there is no significant causality to firm performance.
One may question whether this causal relationship from economic uncertainty 
to firm performance can differentiate among different firm types. To answer this, 
we split the firms in our sample as exporters and domestic producers and check 
which type of uncertainty is important for exporters and non-exporters. Firstly, we 
check the causality from financial uncertainty to MFA scores. Financial uncertainty 
is a measure of volatility in global financial conditions such as VIX, EMBI, CDS, 
and exchange rate uncertainty [5]. One would expect that exporters are affected 
more from global financial conditions measured by the financial uncertainty index. 
Although exchange rate volatility is crucial for all economic agents, its effect is even 
higher for exporters. Figures 4 and 5 show the results for exporters and non-
exporters, respectively. While financial uncertainty has a strong effect in exporters’ 
score in 2008 and 2018 volatility periods, none of those periods have a significant 
effect on domestic producers.
The potential uncertainty that can affect domestic producers is the uncertainty 
measuring the perception of consumers in Turkish economy. Hence, we estimate 
VAR(2) model with consumer uncertainty for exporters and non-exporters 
(Figures 6–8). Because of the big jump in 2005 in Figure 6, the explanatory power 
of consumer uncertainty on exporters is not clear with a trimming parameter of 3 
percent. By using a trimming parameter of 0.15, we eliminate this period and see 
the exact relationship in Figure 7. As it is clear in the figure, the relationship is far 
from 10% significance level in the whole sample period for exporter firms. This 
Figure 4. 
Wald statistics values of the test, H0: financial uncertainty does not Granger-cause MFA score for exporter. 
Notes: VAR(2) under SIC, trimming 3%.
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might be an expected result since perception of domestic consumers should not 
have an impact on exporting firms selling abroad. Global financial conditions or 
global consumer uncertainties are anticipated to have a more impact on exporter 
firms’ performance.
On the other hand, as seen in Figure 8, Wald statistics improved extensively 
after 2009 and exceeded 10% critical levels at some points till 2015 for non-exporter 
firms. The period between 2010 and 2015 is associated with a sound economic 
growth with a low-level of interest rates and stable exchange rate. In that period, 
households’ perceptions and future expectations were robust, while their wealth 
was also improving. This led to soaring consumption expenditures, which increased 
the sales of non-exporter firms. As a result, the balance sheet performance of non-
exporter firms significantly strengthened. We infer from those developments that, 
as consumers’ perception worsens, this does not lead to a causality from consumer 
Figure 5. 
Wald statistics values of the test, H0: financial uncertainty does not Granger-cause MFA score for non-
exporters. Notes: VAR(2) under SIC, trimming 3%.
Figure 6. 
Wald Statistics Values of the Test, H0: consumer uncertainty does not Granger-cause MFA score for exporters. 
Notes: VAR(2) under SIC, trimming 15%.
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uncertainty to the performance of non-exporter firms; nevertheless, as consumer 
perceptions improve, significant causality from consumer uncertainty index 
towards MFA scores of non-exporter firms occurs. Besides, for exporter firms, we 
do not observe a causal relationship in the periods of both improving and worsening 
consumer perception.
Since the separation of firms depends on their exporting behavior in this 
analysis, it will be useful to check the effect of trade uncertainty for exporters and 
non-exporters. Trade uncertainty has increased since 2017 following of Trump’s 
administration and the trade war between the USA and China. In Figure 9, trade 
uncertainty significantly impacts the performance of exporters, with the high-
est effect seen in 2017–2018. During that period, rising global trade uncertainty 
adversely influenced the global trade volume. Although high US dollar/Turkish 
lira exchange rate provided a competitive price advantage for Turkish firms, rising 
Figure 7. 
Wald statistics values of the test, H0: consumer uncertainty does not Granger-cause MFA score for exporters. 
Notes: VAR(2) under SIC, trimming 15%.
Figure 8. 
Wald statistics values of the test, H0: consumer uncertainty does not Granger-cause MFA score for non-
exporters. Notes: VAR(2) under SIC, trimming 3%.
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global trade uncertainties significantly impacted the balance sheet performance 
of Turkish exporters. Nevertheless, since global trade was stable in earlier periods, 
it did not lead to a significant causal relationship. On the other hand, Figure 10 
illustrates that we do not observe such a significant effect on the non-exporters in 
our model since they do not interact with global trade conditions.
4. Conclusion
In this chapter, we use a time-varying vector auto-regressive model to analyze 
the relationship between economic uncertainty and firms’ balance sheet strength 
in Turkish economy over the 2005–2019 period. For this purpose, we utilize 
Multivariate Firm Assessment Score developed by Çolak [36] to calculate Turkish 
Figure 9. 
Wald statistics values of the test, H0: trade uncertainty does not Granger-cause MFA score for exporters. Notes: 
VAR(2) under SIC, trimming 3%.
Figure 10. 
Wald statistics values of the test, H0: trade uncertainty does not Granger-cause MFA score for non-exporters. 
Notes: VAR(2) under SIC, trimming 3%.
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firms’ balance sheet strength. On the other hand, uncertainties in Turkish economy 
is measured by using four indices: economic uncertainty, financial uncertainty, 
consumer uncertainty indices which are developed by Cosar and Sahinoz [5], and 
trade uncertainty index introduced by Ahir et al. [41]. In our empirical analysis, 
based on Rossi and Wang [42], time-varying Granger causality between uncertainty 
indices and MFA score is evaluated.
Our first observation is that during heightened volatility periods such as the 
2008 global financial crisis and 2018 Turkish domestic FX turmoil, economic 
uncertainties increased dramatically, and firms’ balance sheet performances were 
negatively affected by those uncertainties. The transmission mechanism was 
different in those two turbulent periods. The global financial crisis was associated 
with significant contraction in economic activity, rise in unemployment, and fall in 
investment and consumption spending in Turkish economy. Those adverse develop-
ments in that era caused firms’ financial health to worsen. However, during Turkish 
domestic FX turmoil in August 2018, the sharp depreciation of Turkish lira created 
a substantial deterioration in the balance sheets of real sector, and many firms were 
negatively affected since they have problems to repay their FX debts.
Second, while financial uncertainty is found to have a strong effect in exporter 
firms’ performances, we do not observe a significant impact on non-exporter firms’ 
in 2008 and 2018 stress periods. The intuition behind this result is that exporters 
are expected to be affected more by global financial conditions and heightened 
exchange rate volatility.
Third, since consumer perceptions about Turkish economy may be more effec-
tive on non-exporter (domestic producer) firms, we investigate to role of consumer 
uncertainty on the performance of Turkish firms. We show that as consumer per-
ceptions improve, significant causality from consumer uncertainty index towards 
MFA scores of non-exporter firms occurs. However, we do not observe a causal 
relationship for exporter firms.
Finally, we check the effect of trade uncertainty, which is expected to be an 
important factor for exporter firms. Our analysis show that the trade uncertainty 
significantly impacts the performance of exporters, with the highest effect seen 
in 2017–2018 period during which global trade uncertainty increased dramatically 
following of Trump’s administration and the trade war between the USA and China.
© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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firms’ balance sheet strength. On the other hand, uncertainties in Turkish economy 
is measured by using four indices: economic uncertainty, financial uncertainty, 
consumer uncertainty indices which are developed by Cosar and Sahinoz [5], and 
trade uncertainty index introduced by Ahir et al. [41]. In our empirical analysis, 
based on Rossi and Wang [42], time-varying Granger causality between uncertainty 
indices and MFA score is evaluated.
Our first observation is that during heightened volatility periods such as the 
2008 global financial crisis and 2018 Turkish domestic FX turmoil, economic 
uncertainties increased dramatically, and firms’ balance sheet performances were 
negatively affected by those uncertainties. The transmission mechanism was 
different in those two turbulent periods. The global financial crisis was associated 
with significant contraction in economic activity, rise in unemployment, and fall in 
investment and consumption spending in Turkish economy. Those adverse develop-
ments in that era caused firms’ financial health to worsen. However, during Turkish 
domestic FX turmoil in August 2018, the sharp depreciation of Turkish lira created 
a substantial deterioration in the balance sheets of real sector, and many firms were 
negatively affected since they have problems to repay their FX debts.
Second, while financial uncertainty is found to have a strong effect in exporter 
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in 2008 and 2018 stress periods. The intuition behind this result is that exporters 
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tive on non-exporter (domestic producer) firms, we investigate to role of consumer 
uncertainty on the performance of Turkish firms. We show that as consumer per-
ceptions improve, significant causality from consumer uncertainty index towards 
MFA scores of non-exporter firms occurs. However, we do not observe a causal 
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Chapter 13
A New Approach for Assessing
Credit Risks under Uncertainty
Teimuraz Tsabadze
Abstract
The purpose of this chapter is to introduce a new approach for an assessment of
the credit risks. The initial part of the chapter is to briefly discuss the existing
models of assessment of the credit risks and justify the need for a new approach.
Since a new approach is created for conditions of uncertainty, we cannot do without
fuzzy mathematics. The proposed approach is based on group decision-making,
where experts’ opinions are expressed by trapezoidal fuzzy numbers. The theoreti-
cal basis of the offered approach is laid out in the metric space of trapezoidal fuzzy
numbers. The new approach is introduced and discussed, and two realization algo-
rithms are given. The toy example of application of the introduced approach is
offered as well.
Keywords: group decision-making, fuzzy set, linguistic variable, parameter,
credit risk, assessment, trapezoidal fuzzy number, aggregation, algorithm
1. Introduction
A well-founded risk assessment is a mandatory stage in the effective implemen-
tation of almost any project. This chapter discusses credit risk assessments. Credit
risk assessment includes determining whether or not to give a loan to a borrower
and what is the probability of bankruptcy or inability to service a loan due to
financial problems. Despite the fact that during this process the lender gets a lot of
information from the borrower, there is no unambiguous rule for decision-making.
There are various models for assessing these risks. Before the 2008 financial
crisis, emphasis was placed on developing models for assessing the financial stabil-
ity of borrowers. But when, after this crisis, many companies faced a significant risk
of bankruptcy, the vector of model developers took the direction to developing
effective forecast models.
Existing forecasting models can be classified into two main groups: statistical
and theoretical. A description of these models can be found in the literature (see,
e.g., [1]). However, in a number of cases, these models are unacceptable. Basically,
they are not suitable for assessing credit risks for corporations in developing coun-
tries, as well as for assessing the risks of lending to investment projects.
Let us dwell very briefly on the reasons for the unsuitability of these models for
corporations in developing countries (a more detailed analysis can be found, e.g., in
[2]). For statistical models:
181
Chapter 13
A New Approach for Assessing
Credit Risks under Uncertainty
Teimuraz Tsabadze
Abstract
The purpose of this chapter is to introduce a new approach for an assessment of
the credit risks. The initial part of the chapter is to briefly discuss the existing
models of assessment of the credit risks and justify the need for a new approach.
Since a new approach is created for conditions of uncertainty, we cannot do without
fuzzy mathematics. The proposed approach is based on group decision-making,
where experts’ opinions are expressed by trapezoidal fuzzy numbers. The theoreti-
cal basis of the offered approach is laid out in the metric space of trapezoidal fuzzy
numbers. The new approach is introduced and discussed, and two realization algo-
rithms are given. The toy example of application of the introduced approach is
offered as well.
Keywords: group decision-making, fuzzy set, linguistic variable, parameter,
credit risk, assessment, trapezoidal fuzzy number, aggregation, algorithm
1. Introduction
A well-founded risk assessment is a mandatory stage in the effective implemen-
tation of almost any project. This chapter discusses credit risk assessments. Credit
risk assessment includes determining whether or not to give a loan to a borrower
and what is the probability of bankruptcy or inability to service a loan due to
financial problems. Despite the fact that during this process the lender gets a lot of
information from the borrower, there is no unambiguous rule for decision-making.
There are various models for assessing these risks. Before the 2008 financial
crisis, emphasis was placed on developing models for assessing the financial stabil-
ity of borrowers. But when, after this crisis, many companies faced a significant risk
of bankruptcy, the vector of model developers took the direction to developing
effective forecast models.
Existing forecasting models can be classified into two main groups: statistical
and theoretical. A description of these models can be found in the literature (see,
e.g., [1]). However, in a number of cases, these models are unacceptable. Basically,
they are not suitable for assessing credit risks for corporations in developing coun-
tries, as well as for assessing the risks of lending to investment projects.
Let us dwell very briefly on the reasons for the unsuitability of these models for
corporations in developing countries (a more detailed analysis can be found, e.g., in
[2]). For statistical models:
181
• An insufficient defaulting history does not provide a relevant background for
assessment of the credit risk.
• Problems arise with classification process too: a borrower may have so-called
partial default status.
For theoretical models:
• A potential problem that could arise when applying this model is that majority
of companies’ stock is not traded on a stock exchange. In this case, a rapid
evaluation of the market value of the assets is difficult.
It is very important to note that companies whose shares are not traded on the
stock exchange are not so rare in developed countries.
Let us consider in more detail the credit risks when financing investment pro-
jects. It is known that an investment project involves planning over time of three
main cash flows: investment, current (operating) expenses, and income.
When implementing an investment project, the investor never has a comprehen-
sive risk assessment, since frequent changes in the dynamically developing world
cannot be foreseen. Therefore, there is an unforeseen circumstance not taken into
account by the project (e.g., a catastrophe), which nevertheless happened and disrupt
the investment process. At the same time, the investormust be as informed as possible
in order to assess the risk of his investment decisions both at the stage of project
development and during the investment process itself. In addition, it is important to
keep in mind that prices and volumes of products sold, as well as cash values for
materials, raw materials, and other goods and services, in the future can radically
differ from their expected values at the time of planning the investment project.
Thus, the incompleteness and uncertainty of the information significantly
affects the effectiveness of the investment project and often poses insurmountable
risks. Therefore, a project considered to be profitable, in fact, may be losing. This
may occur due to the risk of deviation of the values of the design parameters from
the actual values or due to the complete neglect of any factors.
Based on the foregoing and world practice, models for assessing any object of
study, including risks, are suitable only if there is a sufficiently large statistical base
(general population). Consequently, these methods do not result in cases under
uncertainty. What to do in the absence of such statistics? The accumulated experi-
ence shows that the only way out in this case is to use expert estimates. Thus, we
come to the process of group decision-making. Decision-making processes are used
in quite a variety of applications. The inherent property of these processes is to
represent the transformation of individual opinions of experts to the resulting one.
First you need to perform the parameterization process, i.e., identify parameters
that experts should evaluate. Denote the set of selected parameters by P ¼
pi
 
, i ¼ 1, n. Next, you need to determine in what form and on what scale experts
will evaluate the values of the selected parameters. Then generate risk criteria and
aggregate expert assessments to make a decision according to the assigned criteria.
A very important point is the determination of the form for expert evaluations.
Here we propose to consider expert estimates in the form of fuzzy sets.
In 1965, a professor at California University (Berkeley) Lotfi A. Zadeh published
a paper “Fuzzy Sets” that gave a birth to the modeling of human intellectual activity
and allowed for new interpretations of some mathematical theories. According to
classical mathematics, an object either belongs to some set or not, so the character-
istic function of an ordinary set is defined as {0, 1} (if an element does not belong to
the set, then 0, and if it does, then 1).
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Lotfi A. Zadeh was the first to propose a generalization of the range of values of
the membership function {0, 1} to the closed interval [0; 1]. Thus, the value of the
membership function can be any real number, starting from zero and ending with
unity [3]. Such sets were called “fuzzy” sets. By gradually developing the proposed
approach, Zadeh introduced the concept of a fuzzy linguistic variable, which was
able to model mathematically linguistic variables [4]. For example, Zadeh made it
possible to express mathematically the following linguistic notions: “childhood,
young, middle-aged, old.” Zadeh also introduced the concept of fuzzy relations and
basic operations on them.
As noted above, in our study we cannot do without expert evaluations. Since
subjectivity, vagueness, and imprecision influence the assessments of experts, the use
of fuzzy set theory seems to be an effective tool for our research work (see, e.g., [5, 6]).
In [2], to assess credit risks, we used precisely fuzzy relations. In the present
work, we propose to use trapezoidal fuzzy numbers as a form of presentation of
experts’ estimates. The rationale for this choice will be given in the third section.
The chapter consists of six sections. The second section includes all the necessary
information to understand the material. The theoretical basis of the offered
approach is laid out, and some theoretical results are given. In the third section, the
approach to assessment of credit risk is introduced and discussed. In particular, the
rationale for the choice of fuzzy trapezoidal numbers as a form for the presentation
of experts’ estimates is given. The fourth section looks at the algorithm for realiza-
tion of the proposed approach. The fifth section contains toy example of the practi-
cal application of the introduced approach. The sixth and the final section
summarize the chapter.
In conclusion, we note that when reading a chapter, the reader is not required to
have knowledge of higher mathematics, but only elementary knowledge of arith-
metic, algebra, and geometry. Nevertheless, we will try to explain meaningfully
mathematical symbols and concepts that may be unfamiliar to the reader.
2. Essential notions and theoretical background
In the introduction, we gave a substantive description of a fuzzy set; now we
give its mathematical description.
Definition 1. An ordered pair x, μ xð Þf g, wherex∈X, μ : X ! 0, 1½ � is called a
fuzzy set.
Here X is the universal set of real numbers (universe), μ xð Þ is the membership
function of fuzzy set, and μ : X ! 0, 1½ � means that the membership function takes
values from the interval [0; 1] for all x.
An important special case of fuzzy sets is fuzzy numbers. A fuzzy number is a
fuzzy subset of the universal set of real numbers that has a normal and convex
membership function, that is, such that: (a) there is an element of the universe in
which the membership function is equal to one, and also (b) when deviating from
its maximum left or right, membership function does not increase.
In this chapter we will deal with trapezoidal fuzzy numbers. Almost all the
results given in this and third sections are, with minor modifications, taken from
[7]; therefore we will refrain from further citation.
We denote trapezoidal fuzzy numbers inX by ~R ¼ a, b, c, dð Þ, 0< a≤ b≤ c≤ d. The
membership function’s graph is a trapezoidwith vertices (a; 0), (b; 1), (c; 1), and (d; 0).
We denote by Ψ Xð Þ ¼ ~Ri ¼ ai, bi, ci, dið Þ, i∈
 
the set of all trapezoidal fuzzy
numbers in the universe X.
The determinations of some operations on trapezoidal fuzzy numbers are given
below.
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membership function’s graph is a trapezoidwith vertices (a; 0), (b; 1), (c; 1), and (d; 0).
We denote by Ψ Xð Þ ¼ ~Ri ¼ ai, bi, ci, dið Þ, i∈
 
the set of all trapezoidal fuzzy
numbers in the universe X.
The determinations of some operations on trapezoidal fuzzy numbers are given
below.
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~R1 ¼ ~R2 ⇔ a1 ¼ a2, b1 ¼ b2, c1 ¼ c2, d1 ¼ d2, ~R1, ~R2 ∈Ψ Xð Þ: (1)
~R1 ⊕ ~R2 ¼ a1 þ a2, b1 þ b2, c1 þ c2, d1 þ d2ð Þ, ~R1, ~R2 ∈Ψ Xð Þ: (2)
α⊗ ~R ¼ αa, αb, αc, αdð Þ α>0, ~R∈Ψ Xð Þ: (3)
Definition 2. Trapezoidal fuzzy number ~R1 ¼ aið Þ is included in trapezoidal
fuzzy number ~R2 ¼ bið Þ, i ¼ 1, 4, i:e:~R1 ⪯ ~R2, if and only if
a1 ≤ a2, b1 ≤ b2, c1 ≤ c2, d1 ≤ d2 (4)
It is known that fuzzy maximum and minimum of two trapezoidal fuzzy
numbers is defined as follows [8]:
gmax ~R1, ~R2
� � ¼ max a1, b1f g, max a2, b2f g, max a3, b3f g, max a4, b4f gð Þ,
gmin ~R1, ~R2
� � ¼ min a1, b1f g, min a2, b2f g, min a3, b3f g, min a4, b4f gð Þ:
(
(5)
Hence it follows that the above definition is equivalent to those given in the
literature (see, e.g., [9, 10]):
~R1 ⪯ ~R2 ⇔
gmin ~R1, ~R2
� � ¼ ~R1,
gmax ~R1, ~R2
� � ¼ ~R2,
(
~R1, ~R2 ∈Ψ Xð Þ: (6)
Now we are going to introduce a metric on Ψ(X) , i.e., define a distance between
trapezoidal fuzzy numbers.
We say that the function v: Ψ (X)! ℜ+ is isotone valuation on Ψ(X) if
v gmax ~R1, ~R2
� �� �þ v gmin ~R1, ~R2
� �� � ¼ v ~R1









The isotone valuation v determines the metric on Ψ (X):
ρ ~R1, ~R2
� � ¼ v gmax ~R1, ~R2
� �� �� v gmin ~R1, ~R2
� �� �
(9)
Ψ(X) with isotone valuation v and metric (Eq. (8)) is called a metric space of
trapezoidal fuzzy numbers.
Definition 3. In themetric space, the trapezoidal fuzzy number ~R
∗
is the representa-
tiveof the finite collection of trapezoidal fuzzynumbers ~R j
� �










ρ ~S, ~R j
� �
, ∀~S∈Ψ Xð Þ (10)
Let us clarify the meaning of this definition. A representative of the given finite
collection of trapezoidal fuzzy numbers is a trapezoidal fuzzy number such that the
sum of the distances between it and all members of this collection is minimal.
For an accommodation of posterior theoretical constructions, we need to intro-
duce a concept of regulation of finite collection of trapezoidal fuzzy numbers. We
begin with an example.
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Suppose we have the finite collection of trapezoidal fuzzy numbers:
aj bj cj dj
~R1 7 7.5 8 8.8
~R2 6 6.1 7.7 9
~R3 1 3 5 9.5
~R4 7.6 7.9 8.1 8.9
Compare with it the following finite collection of trapezoidal fuzzy numbers:
a’j b’j c’j d’j
~R1
0 1 3 5 8.8
~R2
0 6 6.1 7.7 8.9
~R3
0 7 7.5 8 9
~R4
0 7.6 7.9 8.1 9.5
We see that the matching columns in both tables consist of equal sets; at the
same time the elements of the sets in the second table form nondecreasing
sequences. By the regulation of the finite collection of trapezoidal fuzzy numbers
~R1,~R2,~R3,~R4
� �











. The strict definition of regulation will be given below.





regulation of the finite collection of trapezoidal fuzzy numbers ~R j
� �
if the finite
sets {aj} and {aj0}, {bj} and {bj0}, {cj} and {cj0}, and {dj} and {dj0} are pairwise equal
and a1
’ ≤ a20 ≤ … ≤ am0, b1’ ≤ b20 ≤ … ≤ bm’, c10 ≤ c20 ≤ … ≤ cm0, d10 ≤ d20 ≤ … ≤ dm0,
and j ¼ 1,m,m ¼ 2, 3, … .
Due to this definition and Eq. (9), it is obvious that the equality
Xm
j¼1









holds in the metric space for any ~S∈Ψ Xð Þ and the finite collection of trapezoidal
fuzzy numbers ~R j
� �
, j ¼ 1,m,m ¼ 2, 3, … . From Eq. (11) it follows that represen-
tatives of finite collection of trapezoidal fuzzy numbers and its regulation coincide.
It is obvious that the regulation represents a finite collection of nested trapezoi-




2 ⪯ … ⪯ ~R
0
m, m ¼ 2, 3, … :.
The following theorem yields a formal definition of a representative.
Theorem 1 [7]. In the metric space of trapezoidal fuzzy numbers, the representative
~R
∗
of the finite collection of trapezoidal fuzzy numbers, ~R j
� �





∗ ⪯ ~R0m=2þ1 if m is even; (12)
~R
∗ ¼ ~R0mþ1ð Þ=2 if m is odd: (13)
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It follows from the theorem that when the number of members in a finite
collection of trapezoidal fuzzy numbers is even, a representative can take on an
infinite number of values. Now we introduce the specific aggregation operator that
uniquely identifies the representative (here and further on, expression [r], where r
is a real number, denotes the integer part of this number):
~R
∗ ¼















































i ¼ 1, 4
(14)
Remark 1. It can be easily shown that the representative determined by Eq. (14)
is a trapezoidal fuzzy number.
Summary. In this section, we presented the definitions of fuzzy sets and trape-
zoidal fuzzy numbers. Operations on trapezoidal fuzzy numbers are considered,
and definitions of concepts that are necessary for constructing the proposed
approach are given.
3. Credit risk assessment method
First of all, it is necessary to parameterize the risk assessment process, i.e.,
identify those parameters that to one degree or another affect credit risks. Such
parameters may be credit history of the borrower, revenue, provision, market
share, etc. The number and characteristics of risk assessment parameters are
determined by an experienced lender manager.
As already mentioned in the introduction, there is always uncertainty in fore-
casting the values of the parameters for assessing credit risks, and, unfortunately,
this fact cannot be completely avoided. An effective way out of this situation is to
attract experts whose estimates are based on experience and intuition.
A very important point is the determination of a form for the submission of
expert assessments. Here we present expert estimates in the form of trapezoidal
fuzzy numbers. Let us justify our choice.
The expert has the opportunity to outline the following intervals (Figure 1):
• [a, b]—Where the parameter takes positive values, increasing from 0 to 1
• [b, c]—The confidence interval where the parameter takes values 1
• [c, d]—Where the parameter takes positive values, decreasing from 1 to 0
If, according to the expert’s opinion, the parameter takes the maximum value at
a single point, then b = c, and the estimate will take the form of a triangular fuzzy
number (Figure 2).
If the expert is confident that the parameter reaches its maximum value in the
interval [b, c], and its eastern values are nonpositive, then a = b, c = d, and the
estimate takes the form of a segment of straight line y = 1 (Figure 3).
If in an extreme case the expert considers that the maximum value of the
parameter is reached at a single point, and at all other points the values are zero,
then a = b = c = d, and the graph of the membership function degenerates into the
point with coordinates (a; 1).
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Thus, the membership function of a trapezoidal fuzzy number is common to the
cases considered and can easily be reduced to particular cases.
Now we need to aggregate expert assessments for each parameter and obtain the
result of group decision-making.
Suppose a group of experts estimates the rating of an alternative under some
given criterion. Though the experts are professionals of the same level, their sub-
jective estimates may be essentially different. The problem consists in processing
these estimates so that a consensus could be found. In constructing any kind of
aggregation method under group decision-making, the key task is to determine the
well-justified weights of importance for each expert.
Let us consider the finite collection of trapezoidal fuzzy numbers formed by
experts’ estimates. To our mind, the representative of this collection, i.e., a
trapezoidal fuzzy number such that the sum of distances between it and all other
members of the given finite collection is minimal, is of particular interest.
Figure 2.
General form of triangular fuzzy number.
Figure 3.
Segment of straight line y = 1.
Figure 1.
General form of trapezoidal fuzzy number.
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A representative can be regarded as a kind of group consensus, but in that case the
degrees of experts’ importance are neglected. A representative is something like a
standard for the members of the considered collection. As the weights of physical
bodies are measured by comparing them with the Paris standard kilogram, it seems
natural for us to determine experts’ weights of importance depending on how close
experts’ estimates are to a representative.
Thus, the main idea of the proposed method reduces to the following. The
weight of importance for each expert is determined by a function inversely propor-
tional to the distance between his estimate and the representative of the finite
collection of all experts’ estimates, i.e., the smaller the distance between an expert’s
estimate and the representative, the larger the weight of his importance.
Let ~R j, j∈ 1, 2, … ,mf g,m ¼ 2, 3, … be a trapezoidal fuzzy number representing
the jth expert’s subjective estimate of the rating to an alternative under a given
criterion. Estimates of all experts form the finite collection of trapezoidal fuzzy
numbers ~R j
� �







of this collection. Denote the jth expert’s aggregation weight




















ω j ⊗ ~R j
� �
(16)
It is obvious that
Pm
j¼1ω j ¼ 1. In [7] it is proved that the function in expression
(15) is always continuous (the denominator does not turn into 0 in any case).
In the following proposition and its corollaries, the properties and values of the
aggregation result for special cases are established.
Proposition 1 [7]. For any finite collection of trapezoidal fuzzy numbers ~R j
� �
,
j ¼ 1,m, m ¼ 2, 3, … , the following holds:
a. ~R ¼ Pmj¼1 ω j ⊗ ~R j
� �
is always continuous (here ωj is given by Eq. (15)).
b. If there exists at least one j ∈ {1,2,… ,m} such that ρ ~R ∗ , ~R j
� �
¼ 0, then ~R ¼ ~R ∗ .
Corollary 1. If for all t, j ∈ {1,2,… ,m} ~Rt ¼ ~R j ) ~R ¼ ~R ∗ .
Corollary 2. If the all estimates are identical then ωj = 1/m.
Summary. The section introduces the approach to assessment of the credit risk.
It also considers the rationale for the choice of fuzzy trapezoidal numbers as a
form for the presentation of experts’ estimates. The section contains important
formalisms for determining the degrees of experts’ importance and the result of
aggregation of experts’ estimates.
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4. Realization of proposed approach
Let m experts evaluate the values of n parameters in the form of trapezoidal
fuzzy numbers. As a result, we get a rectangular matrix of dimension m � n:
~Rij
� � ¼
~R11 ~R12 ⋯ ~R1n
~R21 ~R22 ⋯ ~R2n
⋯ ⋯ ⋯ ⋯
~Rm1 ~Rm2 ⋯ ~Rmn
, i ¼ 1, n, j ¼ 1, n: (17)
The i-th column of the obtained matrix represents a collection of estimates of the
jth parameter given by the expert number i.
To assess the values of the parameters according to the credit risk criterion, we





¼ ~R ∗1 , ~R
∗
2 , … , ~R
∗
n :
Now we present an algorithm for finding a representative of finite collection of
trapezoidal fuzzy numbers.
Algorithm 1.







, j ¼ 1,m, m ¼ 2, 3, … . Denote the aggregation weight of the j-th
expert by ωj and the final result by ~R.






, j ¼ 1,m, m ¼ 2, 3, … by Eq. (14).
Step 2: Do Step 3 for j ¼ 1,m.
Step 3: Compute Δ j ¼ ρ ~R ∗ , ~R j
� �
:
• If at least one Δj = 0 then ~R ¼ ~R ∗ ;
• If Δj > 0 for all j then compute ωj by Eq. (15) and obtain the final result by
Eq. (16).
For what follows, we need to determine a scale that can “measure” the opinions
of experts regarding the risk of bankruptcy of the borrower. We use the general
approach described in [11].
In almost any field, you can get a rating scale using the following principles:
a. Define a list of characteristics by which the concept (object) is evaluated.
b. Find polar characteristics in this list and form a polar scale.
c. At the poles, determine to what extent the concept possesses this
characteristic (in the original, specific numerical closed intervals were used).
The collection of ratings on the scale was called the profile of the concept. Since
the gradation values of the scale are approximate (expert opinions), with the
exception of the assigned pole values, the profile represents a fuzzy set of the
concept’s characteristics list.
In the introduction, we mentioned the concept of a linguistic variable. This
concept plays an important role in our study. Let us introduce the linguistic variable
“degree of credit risk”:
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A ¼ A1,A2,A3,A4,A5f g, (18)
where:
A1 – the degree of risk is negligible.
A2 – the degree of risk is low.
A3 – the degree of risk is medium.
A4 – the degree of risk is high.
A5 – the degree of risk is extreme.
Therefore, by constructing the linguistic variable A, we have satisfied condition
(a). Condition (b) is also fulfilled: the polar characteristics are “the degree of risk
is negligible” and “the degree of risk is extreme.” To fulfill condition (c), it is
necessary to build a profile, i.e., fuzzy set describing the linguistic variable A.
We construct the membership function of profile A in several stages. Here we
will give a description of the stages in a general form; the reader will clarify the
specifics on a practical example in the next section.
Stage 1. Let us evaluate the confidence of risk degrees of the linguistic variableA
on the percentage scale (0–100)% as follows: A1 � [0, k1], A2 � [k1, k2],
A3 � [k2, k3], A4 � [k3, k4], and A5 � [k4,100]. Here 0 < k1 < k2 < k3 < k4 < 100.
Stage 2. Since expert estimates are given in the form of trapezoidal fuzzy
numbers, first of all, it is necessary to determine the boundaries of the scale of
expert estimates for each characteristic of the list from A. Since m experts take part
in the assessment process, we have m trapezoidal fuzzy numbers. It seems reason-
able to take the following boundaries of the scale: the left one is the minimum, and
the right maximum of the abscissas of all the vertices of m trapezoids, i.e.:
min aif g; max dif g½ �, i ¼ 1,m: (19)
Stage 3. Now we will establish the conformity between the intervals of the
percentage scale and the trapezoidal fuzzy numbers. Geometrically, the percentage
scale that corresponds to five trapezoidal fuzzy numbers, may, for example, look
like this (Figure 4):
~A1 ¼ 0, 0, k1, t2ð Þ; ~A22 ¼ t1, k1, k2, t3ð Þ; ~A3 ¼ t2, k2, k3, t4ð Þ; ~A4 ¼ t3, k3, k4, t5ð Þ;
~A5 ¼ t4, k4, 100, 100ð Þ,
(20)
numbers k, t are appointed by experts.
To transform the coordinate system of the percentage scale to the coordinate
system for expert estimates, the following mappings should be performed
0, 100½ � ! min aif g, max dif g½ �: Thus, we moved the origin from point (0,0) to
point (min aif g, 0) and point (100,0) to point max dif g, 0ð Þ: For more simplicity
let us introduce the notation:
∇ ¼ min aif g,Δ ¼ max dif g, i ¼ 1, n: (21)
Figure 4.
Conformity between the percentage scale and the trapezoidal fuzzy numbers.
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It is easy to see that the coefficient of proportionality between the abscissas of
the primary and the new coordinate system is
λ ¼ 0:01 Δ� ∇ð Þ: (22)
Thereby, the coordinates of the original trapezoidal fuzzy numbers will change
as follows:
~A1 ¼ ∇,∇, λk1 þ ∇, λt2 þ ∇ð Þ; ~A2 ¼ λt1 þ ∇, λk1 þ ∇, λk2 þ ∇, λt3 þ ∇ð Þ;
~A3 ¼ λt2 þ ∇, λk2 þ ∇, λk3 þ ∇, λt4 þ ∇ð Þ; ~A4 ¼ λt3 þ ∇, λk3 þ ∇, λk4 þ ∇, λt5 þ ∇ð Þ;
~A5 ¼ λt4 þ ∇, λk4 þ ∇,Δ,Δð Þ:
(23)
So, condition (c) is also satisfied.
We continue the description of the implementation of the proposed approach.
Based on Algorithm 1, we find the value of the representative of the finite collection
of the trapezoidal fuzzy numbers for each parameter. Consider a representative
calculated for the i-th parameter. The risk assessment threshold value is assigned by
the manager (group of managers) of the lender. It may be that different criteria
thresholds will be set for different cases, for example, for one parameter, “no more
than A2—the degree of risk is low,” and for the other “no more than A3—the degree
of risk is medium.”
In general, if Aj ∈ A (see Eq. (18)) is taken as the threshold criteria value of the
parameter, then credit risk is acceptable if the following addition condition is fulfilled:
~Ri ⪯ ~A j, i ¼ 1, n, j ¼ 1, 5: (24)
Here ~A j is the number corresponding to the characteristic Aj, while ~Ri is the
result of aggregation of the finite collection of expert estimates of the i-th parameter
(see Algorithm 1).
Let us summarize the above as a generalized algorithm. So, we have the follow-
ing input: m expert estimates of n parameters out of the set P ¼ pi
 
, i ¼ 1, n, the
result of aggregation ~Ri of the finite collection of expert estimates for this parame-
ter, the threshold criteria value Ak, k ¼ 1, 5 selected from Eq. (18), and coordinates
k, t specified by the manager (group of managers) of the lender for use in Eq. (23).
Algorithm 2.
Step 0: Initialization: fix pi ∈P, i ¼ 1, n, the result of aggregation ~Ri of the finite
collection of expert estimates ~R j
 
, j ¼ 1,m, m ¼ 2, 3, … for this parameter, the
threshold criteria value At, t ¼ 1, 5, coordinates: k1,… ,k4; t1,… ,t5.
Step 1: Compute ∇,Δ by Eq. (21) and λ by Eq. (22).
Step 2: Compute ~At, t ¼ 1, 5 by Eq. (23).
Step 3: Verification of the condition ~Ri ⪯ ~A j:
• If the condition is met then the level of risk is acceptable;
• If the condition is not met then the level of risk is unacceptable.
Summary. The section looks at the realization of the proposed approach.
The linguistic variable “degree of credit risk,” polar percentage and coordinate
scales are formed. The criterion for an assessment of the credit risks is generated.
This section also presents two generalized algorithms for implementing the
proposed approach.
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A ¼ A1,A2,A3,A4,A5f g, (18)
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5. Example
Here we give a toy example that will allow the reader to understand the essence
of the proposed approach. To begin the practical implementation of our approach, it
is necessary to determine the specific values of the isotone valuation v and the
metric ρ (see Eq. (7)–(9)). For brevity, we denote trapezoidal fuzzy numbers by
~R ¼ aið Þ:We will use the following isotone valuation v ~R
� � ¼ P4i¼1ai. It can be easily
shown that this valuation satisfies the conditions of Eq. (7) and (8). From this it
follows that distance between two trapezoidal fuzzy numbers ~R1, ¼ aið Þ and




i¼1 ai � bij j: (25)
Without loss of generality, we consider the process of determining the degree of
risk for one parameter evaluated by three experts. For any other parameter, the
procedure described below is similar. As noted above, the parameterization of the
risk assessment process is carried out by the lender manager. Suppose that for
evaluation the parameter “p1 – revenue” has been selected.
We ask three experts to evaluate the parameter p1 in the form of trapezoidal
fuzzy number. As a result, we obtain
~R j
� � ¼ 1, 2, 3, 3:5ð Þ, 1, 2:5, 2:8, 3ð Þ, 1:5, 3, 4, 6ð Þf g (26)
We follow Algorithm 1, detailing it along the way.
Algorithm 3.





¼ 1, 2, 2:8, 3ð Þ, 1, 2:5, 3, 3:5ð Þ, 1:5, 3, 4, 6ð Þf g. Denote the aggregation weight of the
j-th expert by ωj and the final result by ~R.
Step 1: By Eq. (14) computes the representative ~R
∗ ¼ 1:1053, 2:2105, 3:0526, 3:6315ð Þ:
Step 2: Do Step 3 forj ¼ 1, 3.
Step 3: By Eq. (15) compute Δ j ¼ ρ ~R ∗ , ~R j
� �
: Δ1 = 0.499, Δ2 = 1.2789, Δ3 = 4.5.
Since all Δj > 0 then by Eq. (15) ω1 = 0.666, ω2 = 0.26, ω3 = 0.074 and by Eq. (16) we
obtain the finite result:
~R ¼ 1:037, 2:204, 3:028, 3:555ð Þ (27)
Now we form the percentage scale of the linguistic variable A (see Eq. (18)). At
stage 1 of the previous section, a graduation of this scale is given in general form
(see Figure 4). Suppose lender managers have determined the lower and upper
bases of trapezoidal fuzzy numbers corresponding to the components of the
linguistic variable A, i.e., definition and confidence areas as a percentage:
A1—the degree of risk is negligible [0, 30], [0, 20].
A2—the degree of risk is low [10, 50], [20, 40].
A3—the degree of risk is medium [30, 70], [40, 60].
A4—the degree of risk is high [50, 90], [60, 80].
A5—the degree of risk is extreme [70, 100], [80, 100].
So, t1 = 10, t2 = 30, t3 = 50, t4 = 70, t5 = 90, k1 = 20, k2 = 40, k3 = 60, and k4 = 80.
Thus, Figure 4 will be converted to the form shown in Figure 5:
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So, we have the following input: three experts’ estimates of the parameter out of
the components of the linguistic variable A “revenue,” the result of aggregation ~R of
the collection of three experts’ estimates for this parameter, threshold criteria value
A3 selected from Eq. (18), and coordinates k, t specified by the manager (group of
managers) of the lender for use in Eq. (23).
We follow Algorithm 2, detailing it along the way.
Algorithm 4.
Step 0: Initialization: the result of aggregation of the collection of expert estimates for
parameter “revenue”– ~R ¼ 1:037, 2:204, 3:028, 3:555ð Þ, threshold criteria value lender’s
managers “not more than medium risk”, coordinates: 10, t2 = 30, t4 = 70, k2 = 40, k3 = 60.
Step 1: Compute ∇,Δ by Eq. (26), Eq. (21) and λ by Eq. (22), ∇ = 1, Δ = 6, λ = 0.05.
Step 2: Compute trapezoidal fuzzy number, corresponding to the component A3 - the
degree of risk is medium by Eq. (23) ~A3 ¼ 2:5, 3, 4, 4:5ð Þ.
Step 3: Verification of the condition ~R⪯ ~A3:
• the condition is satisfied and the level of risk is acceptable.
Summary. In this section a toy example of the practical application of the pro-
posed approach is provided. The concrete isotone valuation and metric are consid-
ered. We calculate the risk level for one parameter based on the estimates of three
experts. For other parameters and any number of experts, the process will be similar.
6. Conclusions
The presented work aims to propose a new approach for an assessment of the
credit risks under uncertainty. The novelty of the proposed approach is the use of
trapezoidal fuzzy numbers, which makes it possible to adequately form and process
the experts’ estimates. An important fact is that the proposed approach takes into
account the degrees of experts’ importance.
The main results of the work are as follows:
• A brief analysis of existing models is carried out, and the feasibility of creating
a new approach is justified.
• The rationale for the presentation of experts’ assessments of the credit risk in
the form of trapezoidal fuzzy numbers is given.
• The linguistic variable “degree of credit risk” is formed.
• A polar percentage and coordinate scales of trapezoidal fuzzy numbers with a
gradation of assigned levels are defined. The formalization of the mapping of
the percentage scale to the coordinate scale is given.
Figure 5.
Graphical expression of the degree of risk in percent.
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• The criteria for an assessment of the credit risks are generated.
• Generalized algorithms for implementing the proposed approach are
constructed.
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Hongwei Wang and Shiqin Chen
Abstract
It is a common problem facing recommender to sparse data dealing, especially
for crowdfunding recommendations. The collaborative filtering (CF) tends to rec-
ommend a user those items only connecting to similar users directly but fails to
recommend the items with indirect actions to similar users. Therefore, CF performs
poorly in the case of sparse data like Kickstarter. We propose a method of enabling
indirect crowdfunding campaign recommendation based on bipartite graph.
PersonalRank is applicable to calculate global similarity; as opposed to local simi-
larity, for any node of the network, we use PersonalRank in an iterative manner to
produce recommendation list where CF is invalid. Furthermore, we propose a
bipartite graph-based CF model by combining CF and PersonalRank. The new
model classifies nodes into one of the following two types: user nodes and campaign
nodes. For any two types of nodes, the global similarity between them is calculated
by PersonalRank. Finally, a recommendation list is generated for any node through
CF algorithm. Experimental results show that the bipartite graph-based CF achieves
better performance in recommendation for the extremely sparse data from
crowdfunding campaigns.
Keywords: crowdfunding, recommender, bipartite graph, network structure
1. Introduction
As the largest crowdfunding platform in the world, Kickstarter has attracted
8,604,863 users who participated in 230,850 campaigns with 22,525,091 investment
behaviors (www.kickstarter.com). However, about 60% of the campaigns are
unsuccessfully financed. The main reason is that many campaigns failed to find
enough investors, rather than the ideas were not good enough [1]. Therefore, a
recommender for crowdfunding is the key to solving this problem.
A survey has shown that the sparseness of user behaviors in Kickstarter is about
99.99%, leading to the commonly used recommendation algorithms inefficient. For
example, collaborative filtering (CF) algorithm based on cosine similarity aims to
find users who have the same preference, then calculates interest similarity, and
produces recommendation list. However, it is difficult for the algorithm to find
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by PersonalRank. Finally, a recommendation list is generated for any node through
CF algorithm. Experimental results show that the bipartite graph-based CF achieves
better performance in recommendation for the extremely sparse data from
crowdfunding campaigns.
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1. Introduction
As the largest crowdfunding platform in the world, Kickstarter has attracted
8,604,863 users who participated in 230,850 campaigns with 22,525,091 investment
behaviors (www.kickstarter.com). However, about 60% of the campaigns are
unsuccessfully financed. The main reason is that many campaigns failed to find
enough investors, rather than the ideas were not good enough [1]. Therefore, a
recommender for crowdfunding is the key to solving this problem.
A survey has shown that the sparseness of user behaviors in Kickstarter is about
99.99%, leading to the commonly used recommendation algorithms inefficient. For
example, collaborative filtering (CF) algorithm based on cosine similarity aims to
find users who have the same preference, then calculates interest similarity, and
produces recommendation list. However, it is difficult for the algorithm to find
similar users on a sparse data, which is one of the main problems faced by
recommender systems [2].
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Faced with large-scale sparse data, network analysis algorithms are effective
approaches to overcome the problem. For example, the PageRank algorithm is
applicable to calculate the weight of web nodes. As a global iterative algorithm,
PageRank does not distinguish the types of nodes, making it hard to improve the
recommendation performance. However, an improved algorithm based on
PageRank (i.e., bipartite graph model) provides ideas for us. Using bipartite graph
model, we divide the network into an item-user structure, where there is no direct
edge between items or between users. Then, the global similarity is calculated by
bipartite graph analysis, as opposed to local similarity calculated by cosine function,
and can better deal with the problem of sparse data.
Experiments show that bipartite graph model can effectively produce recom-
mendation lists with sparse data. Furthermore, in the global iterative process of
bipartite graph model, the similarity between items or between users is also calcu-
lated, in addition to the similarity between items and users. Compared with cosine
function, which can only calculate adjacent users, this kind of similarity is extracted
from the network, thus it is able to solve the computation problem caused by sparse
data. Therefore, we propose a bipartite graph-based CF model by combining the
similarity calculated by bipartite graph model with CF algorithm.
2. Literature review
2.1 Graph model
PageRank is a classic algorithm to calculate the node’s weight [3, 4]. PageRank
determines the importance of all web pages based on the assumption that web pages
linked from high-quality pages are also high-quality. A page is given a higher weight
if more high-ranking pages point to it. Prior studies have raised improved PageRank
algorithms, e.g., topic-sensitive PageRank [5]; the algorithm where the linked pages
are content relevant but nondirectly adjacent pages, instead of directly adjacent
pages [6]. PageRank is a computing-consuming and time-consuming algorithm, and
its computational efficiency can be improved by some improved algorithms [7, 8].
When the node’s weight is calculated by PageRank, the link weight and the
content weight are not distinguished [9]. HITS algorithm separates the quality of
nodes into link authority (Hub) and content authority (Authority) [10]. Based on
content authority of pages, link authority of pages is determined, and then overall
evaluation of web pages is given. A good hub is a page that points to many good
authorities; a good authority is a page that is pointed to by many good hubs. This
kind of mutually reinforcing relationship between hubs and authorities is applicable
for the discovery of authoritative pages and automatic identification of the web
structure and resources. Since there are problems of topic drift and irrelevant links
in HITS algorithm, some improved methods are proposed [11, 12].
A bipartite graph is an extension of network theory and has attracted lots of
attention, such as social network analysis [13]. A bipartite graph divides network
nodes into two types, which is different from PageRank that treats nodes as homo-
geneous. Only nodes in different types are directly connected, while nodes in the
same type are indirectly connected [14, 15]. The crowdfunding network can be
abstracted as a bipartite graph, where one group of nodes is investors and the other
group is items. The bipartite graph model can calculate the distance between nodes,
such as Laplacian distance [16], though appropriate algorithms. The Laplacian
matrix can measure the reachability of nodes in graph models. Since the distance
between nodes is calculated in bipartite graphs, they can be transformed into the
similarity between nodes [17]. Typical algorithms include mean similarity [18], and
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subsequent research has shown the upper and lower bounds of bipartite approxi-
mations [19]. On this basis, combined with hierarchical subgraphs, Hausdorff edit
distance is proposed that can improve calculation accuracy and reduce computa-
tional complexity [20]. Visualization methods are also suggested [21]. In practice,
the bipartite graph is applied to image segmentation [22]. In terms of recommender
system, researcher uses aggregated bipartite graph model to reduce computational
complexity of graph models, while recommendation accuracy is decreased [23].
2.2 Collaborative filtering
Collaborative filtering (CF) techniques are widely used in recommender systems
[24]. Relaying on historical behaviors of users, similarity between users is calcu-
lated, and then products purchased by similar users are recommended. CF tech-
niques are classified into item-based CF and user-based CF. User-based CF
algorithm firstly identifies the user preference profile [25], next calculates the
similarity based on the user preference profile, and finally applies the distance of
user similarity to recommendation algorithms [26]. Since most users only have
purchase behaviors for a few products, sparse data problem hinders the efficiency
of recommendation [27, 28]. One solution is data clustering, which solves the
problem to some extent.
How to evaluate the performance of recommender systems is a complex topic.
In general, recommender systems more tend to provide a narrow recommendation
list. Inspired by the Gini index, directed weighted conduction (DWC) is proposed.
DWC is an evaluation metric based on bipartite graph model, which can effectively
avoid recommendation congestion and greatly improve the novelty and diversity of
recommendation [29].
3. Research gaps and problem definitions
Take Figure 1 as an example, where black nodes A, B, C, and D denote users and
gray nodes e, f, g and h denote items. If using the user-based cosine similarity CF
algorithm, user A has adjacent users C and B. Item f is impossibly recommended to
user A, because the adjacent users of A have no direct link to f. Similarly, f is also
impossibly recommended to A in the item-based CF algorithm. Cosine similarity
algorithm is a local algorithm, which cannot calculate the similarities of global nodes
in a sparse network structure. The recommendation accuracy should be guaranteed
using local similarity with dense data, but it is hard to get ideal performance in the
case of sparse data.
Figure 1.
The diagram of the application of CF algorithm in the network structure.
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In bipartite graph algorithms, such as PersonalRank, the distance between items
and users can be obtained directly. Therefore, the direct recommendation results
can be obtained by transforming the distance into the similarity. For instance, the
network in Figure 1 is transformed into a bipartite graph as shown in Figure 2.
PersonalRank is used to calculate the bipartite graph in Figure 2. If a recom-
mendation is provided to user A, iterative calculation starts at A. After 62 iterations,
the calculation result converges, and the similarities between A and each item are
obtained:
s A, eð Þ ¼ 0:07709, s A, fð Þ ¼ 0:01791
s A, gð Þ ¼ 0:09499, s A, hð Þ ¼ 0:26949 (1)
Except the node h with direct action to A, the recommended order of the
remaining three items is g ranks firstly, e followed, and f lastly. In fact, in the
calculation process, PersonalRank also repeatedly iterates to generate user similari-
ties, but explicit output does not exist. In Figure 2, the implicit similarities between
A and other users are:
s A,Bð Þ ¼ 0:13602, s A,Cð Þ ¼ 0:13602, s A,Dð Þ ¼ 0:04213 (2)
The above similarities are different from the similarities based on cosine func-
tion or Pearson function. Local similarity between users is obtained by cosine or
Pearson function (i.e., only the nodes directly adjacent to the user are calculated),
while global similarity between users is obtained by bipartite graph algorithm.
Taking Figure 2 as an example, since A and D have no common actions, their
similarity cannot be calculated by cosine or Pearson similarity function, or s
(A, D) = 0. It is effective with dense data, since there are enough users with
common actions and a neighborhood with a sufficient width is able to be obtained.
However, in the case of sparse data, globally calculating user similarity is apparently
more effective.
The research progress related to this paper is summarized in Table 1. For the
personalized recommender for crowdfunding campaigns, although graph models
have been used in present research, bipartite graph model is rarely used, especially
focusing on solving the problem of sparse data in crowdfunding communities.
Crowdfunding platforms represented by Kickstarter use an all-or-nothing
funding model, and the funding success rate is about 40%. Founders spend a lot in
Figure 2.
The diagram of bipartite graph transformation.
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energy maintaining campaigns. A survey found that during the preparation period,
it took an average of 30 minutes a day and 11 hours on weekends; during the
fundraising period, it took 2–11 hours a day lasting 0.5–2 months [34]. Once the
funding failed, the founder would get nothing. The reasons for failure might be the
quality of the campaigns was poor or right investors had not been found. In the
latter case, designing a reasonable personalized recommender system will increase
the funding success rate. Therefore, taking advantages of PersonalRank in comput-
ing of bipartite graphs, combined with advantages of CF algorithms, the following
research questions are proposed to investigate the recommender for crowdfunding
campaigns:
1. In view of the extremely sparse data in crowdfunding communities, we extract
user behaviors into the bipartite graph structure and calculate the global
similarity between nodes in the graph model.
2.Depending on the node similarity matrix in bipartite graph model, we propose
a bipartite graph-based CF model combined with CF algorithm to generate
recommendation list for crowdfunding campaigns.
3.We conduct experiments on the dataset from Kickstarter to evaluate the
effectiveness of the bipartite graph-based recommender algorithm, comparing
differences between algorithms and suggesting feasible solutions.





2015 • Four research dimensions: temporal
traits, personal traits, geo-location
traits, and network traits
• The backing habits of investors are
influenced by their social circle
• Analysis is focused on project features,
while recommender is just an
application
• Supervised machine learning lacks
reporting on sparse data
An et al.
[1]
2014 • Social networks can identify user
preference more accurately
• Different recommender strategies are
adopted for different types of projects
• It is not aimed at the current situation of
sparse data in crowdfunding
communities
• Information in social networks is
needed, making operability reduced
Lu et al.
[31]
2014 • Social networks can identify user
preference
• There are similarities in research
questions, but it is not aimed at sparse
data
• Identifying a large number text from




2013 • Traditional collaborative filtering
algorithm is not suitable in the field of
venture capital
• The recommendation performance is
improved by hierarchy information
(group, segment, code)
• VC and crowdfunding have similarities
and also many differences
• There are differences between KNN and




2010 • Global recommendation algorithm
overcomes some shortcomings of
local recommendation algorithm
• Nodes of “weak ties” have value in
identifying user preference
• Bipartite graph model can improve
the diversity of recommendation
• The goal of the study is to achieve the
balance between diversity and accuracy
of recommendation, without
considering the processing of sparse
data
Table 1.
The main research progress related to this paper.
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4. Model overview
PageRank is an algorithm that measures the weight of a specific web page relative
to other web pages, which is often used in page ranking. PageRank assumes that a
user randomly selects a page to visit from all pages and then jumps to other pages
through hyperlinks. After reaching each page, the user has two options: end here, or
continue visiting by selecting a link randomly. Let d be the probability of continuing
visiting. The user selects a hyperlink at random with the same probability from the
current page to continue visiting, which is a randomwalk process. After many rounds
of walks, the probability of visiting each page will converge to a stable value. This
value is the weight of a web page. The algorithm is shown in Eq. (3):




j∈ in ið Þ
PR jð Þ
out jð Þj j (3)
PR(i) is the probability of visiting page i, d is the probability of continuing
visiting pages (i.e., the damping coefficient), N is the total number of pages, in (i) is
the page set pointing to page i (i.e., in-links), and out (j) is the page set pointed by
page j (i.e., out-links).
PageRank is a global algorithm, which does not distinguish the types of nodes.
However, the recommender system for crowdfunding campaigns is faced with both
user nodes and campaign nodes. We can only obtain the weight of nodes themselves
by PageRank, rather than the similarity between nodes. Based on PageRank, the
improved algorithm PersonalRank is a bipartite graph algorithm [6], which can
generate personalized item list for users, as shown in the Eq. (4):
PR ið Þ ¼ 1� dð Þri þ d
X
j∈ in ið Þ
PR jð Þ
out jð Þj j
ri ¼
1 , if i ¼ u
0 , if i 6¼ u
( (4)
The difference between Eqs. (3) and (4) is that 1/N is replaced by ri. In other
words, initial probabilities vary in different nodes. In bipartite graph model, u is
the target user, and Eq. (4) actually calculates the similarity of all nodes relative to
node u.
Specifically, unlike PageRank randomly selecting a node to walk, PersonalRank
starts from the special node u and can only walk to different types of nodes. Taking
crowdfunding as an example, user nodes can only walk to campaign nodes, while
campaign nodes can only walk to user nodes. After reaching a new node, the walk
stops and restarts from u with a probability of 1-d or continues walking to a node in
the other type with a probability of d. After many rounds of walk, the probabilities
of visiting each node tend to be stable. Therefore, before running PersonalRank
algorithm, an initial probability must be set for each node. In PageRank, if u is the
user, let the initial probability of visiting node u be 1 and other nodes be 0. But in
PageRank, initial probability of visiting each node is equal, and the initial probabil-
ity is 1/N.
A bipartite graph is a graph model composed of two groups of nodes with
different properties, and the nodes in the same group are not connected. A bipar-
tite graph can be defined as a network structure G = <U, I, E>, where U denotes




Figure 2 is a typical bipartite graph structure, containing four users and four
items. The actions between users and items are mapped as edges in the graph. For
simplicity, the weights of edges are assumed the same. Take crowdfunding as an
example, where U denotes investors; I denotes crowdfunding campaigns; and the
edges denote users’ investment behaviors in campaigns. G is actually a matrix
structure, which can be calculated to obtain the global similarity by PersonalRank.
The core idea of CF is the calculation of similarity between users (user-based) or
between items (item-based). The similarity algorithm commonly used is cosine
function, as shown in Eq. (5):
similarity A,Bð Þ ¼ cos θð Þ ¼ A � B









In bipartite graph model, the similarities between all nodes are calculated, which
can be integrated with CF algorithm, and may achieve better performance than
directly recommendation by bipartite graphs.
5. Experimental data and experimental settings
5.1 Experimental data
The research data was collected from Kickstarter, which contains 32,226 invest-
ment behaviors from 14,506 users which invest on 787 campaigns. This paper used
an offline evaluation method to evaluate the recommender system, dividing the
dataset into a training set and a test set. If a user has only one investment behavior,
the recommendation list cannot be produced because if the behavior is classified
into the training set, the accuracy of the recommendation list cannot be evaluated;
if classified into the test set, preference similarity cannot be obtained through the
user’s behavior.
Data sparseness is defined as the probability of matrix elements without data,
which is calculated by Eq. (6). The sparseness of the experimental data is 96–99%,
that is, about 96–99% of the matrix elements in the users’ behavior matrix lack
values:
sparsity ¼ 1� Behaviorj j
Userj j � Itemj j (6)
In the dataset, most users support less than five campaigns, also leading to the
extremely sparseness of the dataset. Many campaigns have a small number of
supporters, while popular campaigns have won a large number of supporters. Sta-
tistics show that campaigns in the dataset have one supporter at least, 9046 sup-
porters at most, and 41 supporters on average.
5.2 Experimental settings
Firstly, the parameters are setting. PersonalRank has two parameters:
1.Convergence coefficient. According to the present research, it is set to 0.85.
2.Number of iterations. There is no fixed value, and it needs to be set depending
on the data by following two methods: (a) specify the number of iterations
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Data sparseness is defined as the probability of matrix elements without data,
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that is, about 96–99% of the matrix elements in the users’ behavior matrix lack
values:
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tistics show that campaigns in the dataset have one supporter at least, 9046 sup-
porters at most, and 41 supporters on average.
5.2 Experimental settings
Firstly, the parameters are setting. PersonalRank has two parameters:
1.Convergence coefficient. According to the present research, it is set to 0.85.
2.Number of iterations. There is no fixed value, and it needs to be set depending
on the data by following two methods: (a) specify the number of iterations
203
A Bipartite Graph-Based Recommender for Crowdfunding with Sparse Data
DOI: http://dx.doi.org/10.5772/intechopen.92781
forcibly; and (2) judge whether the global computing result has converged,
and stop iteration if converged. We integrate these two methods and use the
following method for iteration setting.
Algorithm 1. Iteration setting of PersonalRank Algorithm
Input: network structure G
Output: computing results of PersonalRank
1. Define G; #Construct the network
2. Define max_iteration; # Define a maximum number of iterations
3. Define item; #Define the starting point of PersonalRank walking
4. Define previous_iteration = [Null]; # Predefine iteration result
5. For iteration in range(0,max_iteration)
6. For I in G.nodes():
7. Pr[i] = PersonalRank(G);
8. End For
9. If previous_iteration == Pr:
10. Break; #Converged
11. End If
12. previous_iteration = Pr;
13. End For
14. Output Pr;
The time complexity of Algorithm 1 is O(max_iteration*|item|), where
max_iteration is the predefined number of iterations and |item| is the number of
nodes of items. The complexity of the algorithm means the complexity of the
number of iterations, not the complexity of the complete algorithm. We tried to
calculate the network, showing that the PersonalRank converges after 100
iterations.
All of the CF in experiments use item-based algorithm, for the following reasons:
(1) The number of items is much smaller than the number of users so that the
computing cost of the similarity between items is much lower than between users.
(2) Item-based methods are used more often in practical applications due to com-
puting convenience, such as Amazon recommender system.
The compared algorithms in this study are summarized in Table 2. The content-
based recommender is based on the similarity of items. For instance, if a user has
supported a “music” campaign, the content-based recommender algorithm assumes
that the user has a greater preference for “music” campaigns. In the compared
experiments, we chose six indicators to measure the similarity of campaigns: cam-
paign category, social network of founders, funding status, number of pledge levels,
minimum pledge money, and average funding amount.
Popularity-based recommender means the most popular items are directly
recommended to users (user-based) or the most popular users are recommended to
items (item-based). Popularity-based recommender is independent of neighbor
nodes, which means the recommendation lists are the same for any users.
Two parameters need to be set in CF algorithms:
1.The number of neighbors K. K similar users (items) are selected as the source
for producing recommendation lists, and the items which the users are
interested in are recommended to target users.
2.The list length N. N items are recommended to target users (or N users are
recommended to target items). Generally, N is set to 5 or 10, which is widely
used in present studies.
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In addition to cosine similarity function, other similarity functions have also
been tried. The results show that cosine similarity function performs best in the
recommender for crowdfunding campaigns. Therefore, cosine-based CF is used as
one of the benchmarks for comparing.
6. Experimental result
The sparseness of user behaviors is larger than 99%, and many users cannot find
similar users. As a local similarity method, cosine function hardly produces recom-
mendation lists in this situation. Thus, the similarity between any users without
intersection is set to 0. Tables 3 and 4 show the recommendation performance of
CF algorithm based on cosine similarity.
From Tables 3 and 4, when K = 40 and K = 55, the best performances are
achieved, respectively. However, on the whole, the accuracy is extremely low,
which has large room for improvement. The reason is that on the extremely sparse
dataset, users have few intersections, which makes it difficult to find users with
similar interests, resulting in the low accuracy of recommendation.
Table 5 shows the performance of using PersonalRank to produce recommen-
dation lists. Compared to cosine similarity CF algorithm, the accuracy of recom-
mendation by PersonalRank has at least doubled, which indicates that on sparse
data network, the global similarity algorithm can effectively solve the computing
problem of node similarity and improve the recommendation accuracy.
Then we use bipartite graph-based CF algorithm. The recommendation result
for N = 5 is shown in Table 6, where the algorithm achieves the best performance
when K = 30. The recommendation result for N = 10 is shown in Table 7, where the
algorithm achieves the best performance when K = 30. However, compared to the
result of recommendation directly by bipartite graph model, bipartite graph-based
CF algorithm does not perform better. It indicates that on this dataset, the accuracy
of recommendation calculated by bipartite graph model is higher.
Comparing Tables 5–7, we can get the conclusion that the result of recommen-
dation by bipartite graph model is superior to bipartite graph-based CF algorithm.
The possible reasons are as follows. (1) Although bipartite graph-based CF algo-
rithm can obtain the similarity between items (users) and generate neighbor items
(users), which cannot be done by cosine similarity algorithm, the CF algorithm
cannot extract enough items from the neighborhood for recommendation due to the
extremely sparse data (e.g., A and B are very similar, but if B has few actions, the
accuracy of the recommendation list is still quite low). Therefore, the recommender
Compared algorithms Description
1 Cosine-based CF Collaborative filtering algorithm based on cosine similarity
2 PersonalRank Recommendation directly using PersonalRank to calculate bipartite
graphs




Recommendation according to the content
5 Popularity-based
recommender
The most popular items (users) are recommended to users (items)
Table 2.
Compared algorithms and description.
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K Recall (%) Precision (%) Coverage (%) Popularity
5 0.07 0.25 2.60 0.871
10 0.08 0.28 2.58 0.935
15 0.09 0.30 2.52 0.96
20 0.09 0.31 2.46 1.013
25 0.09 0.31 2.38 1.035
30 0.10 0.32 2.36 1.043
35 0.10 0.33 2.34 1.048
40 0.10 0.35 2.33 1.052
45 0.10 0.33 2.33 1.054
50 0.10 0.33 2.33 1.057
55 0.10 0.34 2.32 1.054
60 0.10 0.34 2.32 1.055
65 0.10 0.34 2.32 1.056
70 0.10 0.33 2.32 1.057
75 0.10 0.33 2.32 1.057
80 0.10 0.33 2.32 1.057
85 0.10 0.34 2.32 1.057
90 0.10 0.34 2.32 1.057
95 0.10 0.34 2.32 1.058
100 0.10 0.34 2.32 1.058
Table 3.
Performance of CF algorithm based on cosine similarity (N = 5).
K Recall (%) Precision (%) Coverage (%) Popularity
5 0.13 0.22 4.97 0.842
10 0.13 0.22 4.9 0.9
15 0.15 0.25 4.79 0.922
20 0.16 0.26 4.64 0.958
25 0.16 0.27 4.5 0.97
30 0.16 0.27 4.45 0.976
35 0.17 0.28 4.43 0.981
40 0.17 0.29 4.42 0.985
45 0.17 0.29 4.41 0.988
50 0.18 0.29 4.41 0.99
55 0.18 0.3 4.4 0.99
60 0.18 0.3 4.4 0.992
65 0.18 0.29 4.4 0.992
70 0.18 0.29 4.4 0.993
75 0.18 0.3 4.4 0.993
80 0.18 0.3 4.4 0.992
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N Recall (%) Precision (%) Coverage (%) Popularity
1 0.16 1.17 1.72 1.586
2 0.28 1.02 3.17 1.545
3 0.41 0.99 4.48 1.476
4 0.52 0.93 5.65 1.434
5 0.59 0.85 6.75 1.425
6 0.67 0.81 7.81 1.415
7 0.72 0.75 8.82 1.401
8 0.80 0.72 9.80 1.382
9 0.85 0.68 10.78 1.372
10 0.90 0.66 11.76 1.365
Table 5.
Result of recommendation by PersonalRank.
K Recall (%) Precision (%) Coverage (%) Popularity
85 0.18 0.3 4.4 0.993
90 0.18 0.3 4.4 0.993
95 0.18 0.3 4.4 0.993
100 0.18 0.29 4.4 0.993
Table 4.
Performance of CF algorithm based on cosine similarity (N = 10).
K Recall (%) Precision (%) Coverage (%) Popularity
5 0.39 0.56 7.72 1.298
10 0.38 0.55 6.22 1.468
15 0.39 0.57 5.62 1.572
20 0.39 0.56 5.40 1.607
25 0.40 0.58 5.27 1.627
30 0.41 0.59 5.19 1.641
35 0.41 0.59 5.16 1.653
40 0.40 0.59 5.10 1.654
45 0.41 0.59 5.09 1.663
50 0.40 0.59 5.08 1.655
55 0.39 0.57 5.07 1.638
60 0.40 0.58 5.04 1.643
65 0.40 0.58 5.03 1.645
70 0.40 0.58 5.02 1.647
75 0.40 0.58 5.01 1.649
80 0.40 0.58 5.00 1.65
85 0.40 0.58 5.00 1.652
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performance of CF algorithm is poor. (2) Local algorithms only produce local
optimal solutions, also resulting in the poor performance of bipartite graph-based
CF algorithm, whereas recommendation directly by bipartite graph model is a
global recommendation algorithm, which can overcome the shortage of sparse
matrix.
The results of content-based recommender are shown in Tables 8 and 9, where
the best performances are achieved when K = 90 and K = 100, respectively. The
accuracy of content-based recommender is the lowest, which might be determined
by the investment preference of investors on crowdfunding campaigns. For exam-
ple, many investors have participated in multiple categories of campaigns, rather
than focusing on one or several categories.
The comprehensive comparison result of various algorithms is summarized in
Table 10. On this dataset, PersonalRank is the most effective in computing the node
distance of bipartite graph model and converting it into similarity, followed by CF
K Recall (%) Precision (%) Coverage (%) Popularity
5 0.56 0.41 14.11 1.235
10 0.58 0.42 11.51 1.406
15 0.59 0.43 10.32 1.466
20 0.60 0.43 9.91 1.495
25 0.62 0.45 9.67 1.521
30 0.64 0.47 9.54 1.532
35 0.64 0.47 9.49 1.532
40 0.64 0.47 9.41 1.536
45 0.63 0.45 9.39 1.544
50 0.62 0.45 9.41 1.541
55 0.62 0.45 9.39 1.536
60 0.61 0.44 9.34 1.539
65 0.60 0.44 9.29 1.541
70 0.60 0.44 9.26 1.543
75 0.60 0.44 9.24 1.546
80 0.60 0.44 9.23 1.547
85 0.60 0.44 9.23 1.548
90 0.60 0.44 9.22 1.55
95 0.60 0.44 9.21 1.551
100 0.61 0.44 9.20 1.552
Table 7.
Result of bipartite graph-based CF algorithm (N = 10).
K Recall (%) Precision (%) Coverage (%) Popularity
90 0.40 0.58 5.00 1.654
95 0.40 0.58 4.99 1.655
100 0.40 0.58 4.99 1.656
Table 6.
Result of bipartite graph-based CF algorithm (N = 5).
208
Banking and Finance
K Recall (%) Precision (%) Coverage (%) Popularity
5 0.01 0.04 1.82 0.846
10 0.03 0.09 1.69 0.927
15 0.03 0.11 1.54 1.029
20 0.04 0.12 1.45 1.121
25 0.04 0.14 1.36 1.243
30 0.04 0.15 1.24 1.337
35 0.05 0.16 1.14 1.427
40 0.05 0.17 1.05 1.52
45 0.05 0.17 0.95 1.607
50 0.05 0.17 0.88 1.647
55 0.05 0.17 0.83 1.685
60 0.06 0.19 0.77 1.729
65 0.06 0.20 0.72 1.763
70 0.06 0.20 0.68 1.801
75 0.06 0.20 0.65 1.839
80 0.06 0.22 0.62 1.867
85 0.07 0.22 0.59 1.901
90 0.08 0.25 0.55 1.933
95 0.07 0.25 0.53 1.957
100 0.07 0.25 0.50 1.993
Table 8.
Result of content-based recommender (N = 5).
K Recall (%) Precision (%) Coverage (%) Popularity
5 0.02 0.03 3.45 0.819
10 0.04 0.06 3.25 0.876
15 0.05 0.08 3.02 0.936
20 0.05 0.09 2.91 0.999
25 0.06 0.10 2.76 1.082
30 0.07 0.11 2.56 1.152
35 0.07 0.11 2.38 1.232
40 0.07 0.11 2.20 1.316
45 0.07 0.12 2.03 1.393
50 0.07 0.12 1.85 1.452
55 0.08 0.13 1.71 1.507
60 0.08 0.14 1.56 1.549
65 0.09 0.15 1.45 1.581
70 0.09 0.15 1.36 1.608
75 0.10 0.16 1.29 1.645
80 0.10 0.17 1.23 1.673
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algorithm using global similarity distance, while content-based recommender has
the worst performance. Popularity-based recommender algorithm is superior to
cosine-based CF and content-based recommender in precision, but its coverages are
too low (0.035 and 0.069), since popularity-based algorithm always recommends
those most popular users to the target campaign.
7. Conclusion and prospects
The sparseness in crowdfunding platform Kickstarter is more than 99% [35].
With such a high sparseness, cosine-based CF obtains poor recommendation per-
formance. Therefore, we use the bipartite graph-based network structure to
describe users’ behaviors and use PersonalRank to calculate the distance between
campaigns and users to directly produce recommendation lists. Next, we integrate
bipartite graph model and CF algorithm, and the correlation among the items set
(the users set) is obtained by PersonalRank as the measurement of interest similar-
ity. Experimental results show that recommender based on bipartite graph model
achieves better performance on a sparse dataset. This paper proposes a method to
solve the problem of sparse data, providing a new idea for generating recommen-
dation list in crowdfunding platforms.
Directions for future works are as follows. (1) In terms of bipartite graph model,
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Cosine-based CF 10 55 0.18 0.3 4.4 0.99
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applicable to calculate the node similarity, such as SimRank [36]. Other graph
models could be applied to recommendation for crowdfunding campaigns in the
future. (2) Due to computing complexity, all of CF algorithms used in this paper are
item-based, rather than user-based. However, we have to use user-based recom-
mender in some cases. For example, when a new user enters the system, user-based
method is more suitable in recommendation. Future research could make a com-
parison with user-based recommender algorithms. (3) The datasets are all from
Kickstarter, but there are other crowdfunding platforms, such as Indiegogo [37].
Research could use other crowdfunding platforms to verify the applicability of
bipartite graph model. (4) Based on the data from the crowdfunding platform, we
have verified the usefulness of bipartite graph model. However, not all the infor-
mation in crowdfunding communities is used. For example, some research found
the home bias is a common phenomenon in investment [38], that is, offline rela-
tionships between founders and investors may have already been established, such
as friends, classmates, acquaintances, colleagues, etc. Consequently, there is a psy-
chological and cultural convergence between founders and investors, and the phys-
ical distance is relatively close. Therefore, in personalized recommender, the
physical distance in graph model could be considered, and the physical distance
between users could be modeled into binary graph model to improve the perfor-
mance of recommender.
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Abstract
Crowdfunding is a fundraising process from a large audience to launch a new 
venture or entrepreneurial project. It is mostly based on the use of Web and repre-
sents a unique category of fundraising, with different vehicles, processes and goals. 
It is very diffused in the global economic landscape and in Italy where a specific 
discipline for crowdfunding was introduced for the first time in Europe. The chap-
ter, after a summary of the peculiarities, spread and regulation of crowdfunding, 
intends to analyze the characteristics of a platform operating on the Italian market 
(Produzioni dal Basso), highlighting its characteristics, strengths and weaknesses. 
The work also intends to carry out a simulation for the realization of a crowdfund-
ing project by an Italian Foundation operating in the social sector of child and 
adolescent distress, to be implemented through the use of the same platform.
Keywords: crowdfunding, Italy, regulation of crowdfunding, crowdfunding models, 
innovative start-up
1. Introduction
In recent years, with the development of Internet, a new and effective fundrais-
ing methodology, called crowdfunding, is diffused1. In particular, crowdfunding 
allows founders of for-profit ventures to fund their efforts by drawing on relatively 
small contributions from a large number of individuals, without traditional finan-
cial intermediaries, but using the web.
Crowdfunding is a growing sector also in Italy and it is characterized by the 
continuous novelty that affects both platforms and campaigns, which make innova-
tion and sustainability some of the main strengths. In Italy, a specific discipline for 
crowdfunding was introduced for the first time in Europe.
The purpose of this chapter is to study the principal peculiarities of the crowd-
funding in Italy and to analyze the characteristics of a platform operating on the 
Italian market (Produzioni dal Basso). The work also intends to carry out a simula-
tion for the realization of a crowdfunding project by an Italian Foundation operat-
ing in the social sector of child and adolescent distress, to be implemented through 
the use of the same platform.
1 Even if the study reflects a common view, Rosa Adamo mainly contributed to Sections 1, 2 and 7; 
Federico Domenica mainly contributed to Sections 4, 4.1 and 5; Mariantonietta Intonti mainly contrib-
uted to Sections 6, 6.3 and 6.4; Simona Mele mainly contributed to Sections 6.1, 6.2 and Box 1; Antonella 
Notte mainly contributed to Sections 3 and 4.2.
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The chapter is divided into five sections. The first section analyzes the origin and 
the diffusion of the crowdfunding in Italy. The second section discusses the Italian 
regulation putting in evidence the principal problems and the prospect. The third 
section illustrates the modality of fundraising, in particular classic and new model 
are discussed. The fourth section analyzes benefits and risks of crowdfunding. 
Finally, in the fifth section, a study on characteristics of a platform operating on the 
Italian market and a simulation for the realization of a crowdfunding project by an 
Italian Foundation are realized.
2. Crowdfunding: origin and diffusion in Italy
The crowdfunding consists in the request to the public for financing, typically 
through an online platform, from subjects who need funds to develop projects or for 
personal purposes [1, 2].
The author of an entrepreneurial, cultural or social project can raise money by 
engaging the crowd directly to obtain the useful liquidity for the realization of the 
same project [3]. Unlike the classic request for a loan, crowdfunding guarantees to 
the borrower the possibility to contact, using online portal, a wide and heteroge-
neous audience, in which there are potential lenders. With the help of the lenders, in 
fact, it is possible to cover costs of various kinds, especially if the resources obtained 
from traditional funding sources are insufficient [4].
The phenomenon of crowdfunding has developed primarily in the Anglo-Saxon 
territory, and then it has spread in Europe and America. In particular, the first project 
funded by crowdfunding regards an Anglo-Saxon band in 1997 [5]. The musical group, 
known as Marillion, unable to bear the cost of their North American tour, turned to 
fans by launching a fundraiser online, with which they obtained 60,000 dollars. In 
2001, the band used the same mechanism to record a new album. In 2008, former US 
President Barack Obama funded his election campaign through crowdfunding [6].
In Italy, crowdfunding started to spread very soon [7, 8]. However, the country 
did not take the typical advantages of the first mover due to the internal national 
peculiarities [9]. In fact, while in other economies the phenomenon was beginning 
to flourish, in Italy, crowdfunding has encountered more difficulties. The elements 
that have slowed the development of the phenomenon are the characteristics of the 
entrepreneurial system, the long bureaucratic chain, together with the high rate of 
digital illiteracy and the scarce diffusion of online payment systems [10].
In Italy, the first signs of crowdfunding took place in 2005 when Produzioni dal 
Basso launched an online service to finance projects on the web.
After that, some platforms of reward and donation crowdfunding have spread.
In 2013, there was a boom in the creation of crowdfunding platforms and 
do-it-yourself portals also began to emerge. This diffusion was supported by the 
issuing of the provision with which an ad hoc regulation for equity-based crowd-
funding was introduced in the Italian legal system.
Next, in 2014, there have been two predominant tendencies, namely:
• the start-up of a process of proliferation of increasingly local portals, i.e., 
aimed at a specific Italian geographical area; and
• the application of crowdfunding also in other economic sectors, compared to 
those in previous years [11, 12].
These trends led to the emergence of platforms based on civic models, based on 
royalty and invoice trading.
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Over the last few years, there has been a growth in the various types of crowd-
funding portals. In particular, crowdfunding portals for real estate, financing through 
lending-based loans for the installment payment of purchases on e-commerce sites 
and the first industry index (Italian Equity Crowdfunding Index) for the equity-
based market have also been launched [13].
Today, the crowdfunding sector in Italy shows substantial market specialization 
and segmentation. The main trends are as follows:
• Loyalty: a shift from the project to the organizers of the campaign has 
occurred.
• Decentralization: thanks to technological innovation, many platforms have light-
ened their interface, redistributing crowdfunding functions within more elastic 
infrastructures and also resorting to different forms of artificial intelligence.
• Internationalization: Italian portals would be able to compete with large 
multinational platforms.
• Complementarity: crowdfunding has begun to be used also by non-profit 
organizations, in fact the functioning of the third sector has developed an 
“integrated strategy with specific and complementary objectives with respect 
to traditional fundraising channels” [13].
In the coming years, crowdfunding growth is likely, thanks to its expansion to all 
Italian SMEs. At the same time, it is conceivable that bottom-up forms of financing 
are becoming part of the local economic fabric.
3. Italian regulation: problems and prospects
Italy was the first European country to have introduced a specific discipline 
for crowdfunding. In particular, the legislator has created legislation dedicated 
only to equity-based crowdfunding, while for other models—donation, invoice, 
pre-purchase, real estate, reward and royalty—the already existing regulation for 
similar financing methods is used [9, 14]. The only exception is social lending, 
which was recently, even if only minimally, regulated within the new provisions for 
the collection of savings from parties other than banks.
The interest in crowdfunding in Italy has grown above all because the companies 
are mainly of SME and encounter many difficulties in finding adequate financial 
resources for their development. This is even more evident for the start-up.
For this reason, a particular type of start-up, those c.d. “Innovative”, was 
inserted into the Italian legal system by the Decree-Law no. 179 of 18 October 
2012 (converted into Law no. 221 of 17 December 2012) (also known as “Decreto 
crescita bis”) in the articles 25–32. The Decree has included in the Consolidated 
Law on Finance, i.e., Legislative Decree no. 58 of 24 February 1998, the article 50 
quinquies “management of crowdfunding portals for the small- and medium-sized 
enterprises and for the social enterprises” and the article 100 ter “offers via crowd-
funding portals”. The Decree has also delegated to Consob the rules applicable to 
the management of portals and to offer for raising capital. In particular, the text is 
the “Regulation on “the collection of risk capital via on-line portals” (adopted by 
Consob with Resolution no. 18592 of 26 June 2013 and successively amended by 
resolutions no. 19520 of 24 February 2016, no. 20204 of 29 November 2017 and no. 
20264 of 17 January 2018).
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Over the last few years, the crowdfunding discipline has undergone numerous 
modifications, which have significantly changed its features. This evolution must be 
attributed mainly to two reasons: one of a political-economic nature and a second 
of a legal order.
From a political-economic point of view, it is important to support the develop-
ment of entrepreneurial activities, offering alternative channels with respect to 
traditional lending for finding resources for growth, also through the promotion of 
forms of investment (and not real financing).
From a more strictly legal point of view, the modification interventions reflect a 
process of progressive refinement of the national discipline in light of the concrete 
application experience and the European regulatory framework. In fact, also due 
to the absence of a specific community framework, the regulation of equity crowd-
funding has sometimes shown points of imperfect coordination with certain legal 
categories typical of financial market law, including in particular those of invest-
ment services and offers to the public.
The most significant change is represented by the extension of the audience of 
subjects who are allowed to offer shares of risk capital through portals.
Indeed, with the Decree Law no. 3 of 24 January 2015 (converted with Law no. 
33 of 24 March 2015), also known as the “Investment Compact”, the category of 
“innovative” SMEs was introduced, extending to them some of the facilitations 
envisaged for Innovative start-up.
In particular, together with innovative SMEs, UCITS and companies that invest 
mainly in innovative start-ups have been added. This extension has not achieved 
the objectives hoped for in terms of increasing the number of bidders, given the 
difficulty for companies to comply with the subjective requirements—related to the 
innovative nature—provided for by the Decree Law. Among these, for example, it 
includes the achievement of a volume of expenditure in research, development and 
innovation in an amount equal to or greater than 3% of the greater entity between 
cost and total value of the production of the innovative SME.
For this reason, with the Budget Law for 2017 (paragraph 70) the article 50 quinques 
of the Consolidated Law on Finance has been amended: the legislator has decided to 
allow, generally, to all SMEs, also constituted in forms of limited liability companies, 
to access financing channels different of banking channels, to thus more easily find 
the capital needed to carry out their projects. This is a very significant extension, as it 
greatly expands the number of companies which can use equity crowdfunding.
The objective of fostering SME development through the spread of the crowd-
funding tool is the basis of other regulatory changes, such as the following:
• The enlargement of the list of so-called managers of rights to SGRs, SICAFs 
and SICAVs, limited to the offer on portals of UCITS shares, which mainly 
invest in SMEs
• The extension to all SMEs constituted in forms of limited liability companies 
of the simplified quota circulation mechanism provided by the paragraphs 
2-bis. of the article 100-ter of the Consolidated Law on Finance
• The repeal of the obligation for intermediaries to register the shares held on 
behalf of the subscribers (or buyers) directly to them, after 2 years of the loss 
of innovative start-up qualification
The expansion of the crowdfunding subjects, on the other hand, required a 
strengthening of measures to protect investors. In this sense, the legislator has 
deemed it necessary to increase powers of the Consob of control over the activity 
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of the portals. In particular, Consob calls the managers, directors, statutory audi-
tors and personnel, requests the communication of data and of information and 
may request the communication of data and information and the transmission of 
deeds and documents, fixing the relative terms, and may also carry out inspections 
(article 50-quinquies, paragraph 6, of the Consolidated Law on Finance).
A further novelty in the discipline of equity crowdfunding concerns, directly 
or indirectly, the implementation in Italy of Markets in Financial Instruments 
Directive (MiFID II). In fact, although operating under the regime of exemption 
from the MiFID, the operation of the portals, precisely by virtue of the provisions 
of Directive 2014/65 (for “exempt” companies), was subjected to the application of 
more stringent conditions.
In particular, it regards the following profiles:
• The obligation for equity crowdfunding portals to adhere to system of indem-
nification to protect investors or taking out an insurance policy for professional 
responsibility that guarantees protection equivalent to clients according to the 
criteria established by Consob through its regulation (article 50-quinquies, 
paragraph 3, of the Consolidated Law on Finance)
• The obligation for portals to develop a more rigorous and detailed policy on 
conflicts of interest
• The delegation to Consob for the adoption of internal systems of reporting 
infringements (whistleblowing, i.e., specific procedures for reporting of the facts 
that could constitute violations of the regulations governing the activity done)
In particular, with reference to point (a), the article 3 of MiFID II states that: “mem-
ber States shall require persons exempt from this Directive pursuant to paragraph 1 of 
this Article to be covered by an investor-compensation scheme recognised in accordance 
with Directive 97/9/EC. Member States may allow investment firms not to be covered by 
such a scheme provided they hold professional indemnity insurance where, taking into 
account the size, risk profile and legal nature of the persons exempt in accordance with 
paragraph 1 of this Article, equivalent protection to their clients is ensured”.
With regard to management of the conflict of interest (point (b)), Consob strength-
ened the regulations already contained in Consob Regulation no. 18592 of 2013, 
requiring portals to communicate to customers the nature and sources of conflicts of 
interest, in the event that the measures adopted were not sufficient to exclude the risk 
of damaging interests of the same. In this perspective, the introduction of an ad hoc 
regime for the offer on the portal of quotas or shares issued by the same manager or by 
subsidiary/controlling companies (c.d. “autocollocamento”) must be read, too.
With reference to the granting to Consob of the proxy to adopt the implement-
ing provisions of the article 4-undecies of the Consolidated Law on Finance in 
the matter of whistleblowing (point (c)), it derives from the desire to extend the 
obligation to adopt internal reporting procedures for offenses, provided by article 
71 of the Directive 2013/36/UE, also to those who provide investment services, even 
if exempt from the MiFID.
Finally, it is important to point out that, during the revision of the Crowdfunding 
Regulation, Consob has decided to reduce, only in specific cases, the threshold of 
financial instruments that must be signed, in relation to each offer, by qualified 
investors. Specifically, there is a lower threshold—equal to 3% (and not 5%)—for 
offers made by SMEs with financial statement certification, relative to the last 2 
years prior to the offer, prepared by an auditor. This is a change made by Consob 
to the outcome of the consultation process, at the request of the market. In the 
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consultation document, in fact, the 5% threshold had been confirmed, despite the 
difficulties (very) often encountered by the portals in meeting this requirement. 
Also driven by the sector operators, Consob has decided to introduce a reduced 
threshold at least for larger companies, for which a technical situation is available.
In conclusion, the frequent regulatory interventions have constituted an element 
of instability for the sector and, therefore, a brake on the development of crowd-
funding operations.
4. Funds collection methods
Crowdfunding has had a great following in Italy and in the world as it manages 
to create a direct relationship between the author of the project and potential inves-
tors. The platform allows to give visibility to the borrower’s project, thus facilitating 
the collection of funds.
Most platforms can operate according to two very specific collection models. 
These can have a decisive influence on the success of entering the project on the 
portal because they provide completely distinct features and modus operandi.
The first model is represented by “all-or-nothing.” Its application starts from the 
assumption that the borrower inserts a target in his project, or indicates the sum 
of money to be obtained within a given period of time. During this period of time, 
the platform does not make any financial transactions vis-à-vis the author of the 
project, despite payments from investors. This is due to the fact that the transfer of 
the collected money is conditional on the achievement of the target: in fact, from 
the beginning it is established that, in the event that the objective is not achieved, 
all the sums of conferred money will be returned to the lenders.
On the contrary, the second collection model, called “keep-it-all” or “take-it-all” 
depending on the portals, provides the payment of the loans obtained regardless 
of whether or not the target is reached. Using this method, the proposer can peri-
odically obtain payments from the platform or receive the credit at the end of the 
timing. Certainly the choice of “take-it-all” is preferred above all in cases where the 
sum of money determined upstream is very high or if the project is risky. To pro-
mote the use of this latter collection model, there is also the possibility of obtaining 
benefits if the target is exceeded; in this case, the model is called “all-and-more” or 
“everything and more.” The incentives may consist, for example, in the exemption 
from the payment of the commissions withheld by the platform for the service 
offered or by the payment of the registration fee to the site [15].
There are different types of crowdfunding, both in terms of method and 
purpose.
In the literature, the “classic” models are: social lending (peer-to-peer lending), 
equity-based crowdfunding, reward-based crowdfunding, donation-based crowdfund-
ing and royalty-based crowdfunding [9, 12, 16]. Four of these models (equity-based 
crowdfunding, reward-based crowdfunding, donation-based crowdfunding and social 
lending) have been codified—for the first time—in the 2012 Massolution Report [17].
In recent years, alongside these classic models, there have been new crowdfunding 
models that are civic, corporate and do-it-yourself. Invoice trading, real estate, recur-
ring crowdfunding and energy crowdfunding have recently been added to them.
4.1 Classic models
In this section, the classic models are illustrated. In particular, they are social 
lending (peer-to-peer lending), equity-based crowdfunding, reward-based crowd-
funding, donation-based crowdfunding and royalty-based crowdfunding.
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4.1.1 Social lending
Social lending is one of the most widespread and articulated forms of crowd-
funding. It is a money loan also known as peer-to-peer lending (P2P). Unlike other 
collection methods, social lending involves the direct or indirect signing of a real 
debt contract with the persons who request financial resources that is the promoter 
of the crowdfunding project. Essentially, it is an alternative to a bank loan, with the 
difference that investors have direct credit toward their financed subjects, contrary 
to savers who deposit their money in a bank that will provide credit, having so a 
credit toward the bank.
Generally, social lending is preferred by families, non-profit associations, SMEs, 
which, when registering on the platform, provide all the information needed to 
establish their creditworthiness. In the social lending to each subject that requests 
a loan, a rating is assigned, based on the data present in the central risk (as in the 
normal credit market). To supplement this information, social media opinions are 
also generally considered, such as reviews of companies that are already started and 
that offer services. Only if the creditworthiness is valuated adequate, the financial 
request will be included in the platform. The lower the rating, the higher the interest 
rate is required based on the risk-return ratio. Therefore, the critical success factor 
of the platform is the ability to correctly estimate creditworthiness in order to 
minimize the risk of insolvency. In this regard, some portals have created protection 
funds in the event of non-compliance; this on the one hand expands the protection 
of investors, and on the other hand, it increases the costs for the financed subjects.
It is possible to opt for one of the following hypotheses:
1. The borrower indicates upstream the reference interest rate for the calculation 
of the interest share to be paid. On the other hand, investors offer in a competi-
tive auction the percentage of capital they are willing to cover and the relative 
interest rate. When the requested quota has been reached, the debtor will pay 
the interest by making an average of the rates offered, weighted on the basis of 
the different items.
2. The interest rate is chosen neither by the borrower nor by the investors, but it 
is determined in relation to the rating of the taxable person in the contractual 
relationship.
3. The lenders do not have the possibility to choose who to allocate their credit to 
because the platform automatically selects the borrowers, respecting always 
the duration of the loan and the risk-return profile indicated ex ante. Gener-
ally, to compensate the impossibility of choosing the recipient of the credit, 
the platforms provide the establishment of guarantee funds, managed by third 
companies, the amount of which is determined on the basis of expected losses.
4. Investors indirectly finance the project by buying investment funds, most often 
listed on the stock exchange.
In all the cases described therein, the typical risks of the active position of the 
obligatory report (credit, liquidity and interest rate risk) remain at the lender and 
this may compromise, in some occasions, the level of reliability of the platform. To 
remedy, for example, the hypothesis of an increase in liquidity risk, which would 
entail a significant loss of confidence by potential creditors, the possibility of 




consultation document, in fact, the 5% threshold had been confirmed, despite the 
difficulties (very) often encountered by the portals in meeting this requirement. 
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4. Funds collection methods
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4.1.1 Social lending
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collection methods, social lending involves the direct or indirect signing of a real 
debt contract with the persons who request financial resources that is the promoter 
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credit toward the bank.
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a loan, a rating is assigned, based on the data present in the central risk (as in the 
normal credit market). To supplement this information, social media opinions are 
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that offer services. Only if the creditworthiness is valuated adequate, the financial 
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minimize the risk of insolvency. In this regard, some portals have created protection 
funds in the event of non-compliance; this on the one hand expands the protection 
of investors, and on the other hand, it increases the costs for the financed subjects.
It is possible to opt for one of the following hypotheses:
1. The borrower indicates upstream the reference interest rate for the calculation 
of the interest share to be paid. On the other hand, investors offer in a competi-
tive auction the percentage of capital they are willing to cover and the relative 
interest rate. When the requested quota has been reached, the debtor will pay 
the interest by making an average of the rates offered, weighted on the basis of 
the different items.
2. The interest rate is chosen neither by the borrower nor by the investors, but it 
is determined in relation to the rating of the taxable person in the contractual 
relationship.
3. The lenders do not have the possibility to choose who to allocate their credit to 
because the platform automatically selects the borrowers, respecting always 
the duration of the loan and the risk-return profile indicated ex ante. Gener-
ally, to compensate the impossibility of choosing the recipient of the credit, 
the platforms provide the establishment of guarantee funds, managed by third 
companies, the amount of which is determined on the basis of expected losses.
4. Investors indirectly finance the project by buying investment funds, most often 
listed on the stock exchange.
In all the cases described therein, the typical risks of the active position of the 
obligatory report (credit, liquidity and interest rate risk) remain at the lender and 
this may compromise, in some occasions, the level of reliability of the platform. To 
remedy, for example, the hypothesis of an increase in liquidity risk, which would 
entail a significant loss of confidence by potential creditors, the possibility of 




The investment on social lending platforms can take place—typically—in two 
ways. The first involves the subdivision of a single loan into shares (generally of 
the same value) that investors can purchase independently on the portals. The 
second mode, on the other hand, involves the presence of portals that create loan 
portfolios with the same risk-return ratio that can be purchased pro-rata. It is also 
possible that the money of the lenders is divided into several portfolios with the 
same risk-return ratio, so as to reduce—even more—the potential risk of insol-
vency. In addition to this, some platforms also offer the possibility of reselling their 
credits to third parties, so as to return more quickly than the investment, so creat-
ing a secondary market. It is customary to distinguish between two main business 
models for social lending: direct and widespread. The two types differ depending 
on the fact that investors decide, directly and independently, where to allocate their 
resources (direct model) or indirectly through the platform (common model).
Since the end of 2017, the use of social lending has begun to spread for the pay-
ment by installments on e-commerce sites. In Italy, aggregated data only for loans 
for natural persons are diffused and these loans vary from a minimum of € 250.00 
to a maximum of € 40,000.00. A research by the Politecnico of Milan [18] found 
that access to this channel is generally more expensive than that in which credit 
institutions operate.
4.1.2 Equity-based crowdfunding
Equity-based crowdfunding is one of the tools most used by start-ups and SMEs, 
which, especially in the start-up phase of a business, find it difficult to access subsi-
dized loans or government grants, although they have the required requirements. It 
assumes the role of equity-based when, as a consideration for the financing activity, 
the conferment of a participation title within a company is present. This type of 
crowdfunding guarantees the possibility of addressing to a more or less wide audi-
ence, thanks to which the initial feedback on their entrepreneurial activity can be seen 
from the initial phase. Furthermore, the only costs that the promoters will have to pay, 
using the platform, are mostly those linked to the commissions to be paid to the portal 
and to the cost of keeping the restricted current account. However, the start-up or the 
SME must operate in such a way as to create an intense flow of communication with 
the outside if it wants to reach a larger number of investors. It is possible, for example, 
by releasing interviews, publishing its objectives also on social media, participating 
or sponsoring some events of significant importance. This is still an extraordinary 
transaction concerning the collection of new risk capital, and therefore there are 
some repercussions on the level of patrimonial and administrative rights, because the 
company structure changes according to the number of interested investors.
As already highlighted, in Italy, Consob issued a regulation in 2013 in which the 
limits and obligations to be respected regarding the equity-based crowdfunding 
were indicated. In particular, Consob has set a maximum bid amount of 5,000,000 
euros, which can only be collected through the use of the portals registered in the 
special section of the register of managers. Managers are obliged to provide all infor-
mation regarding SMEs or start-ups registered in the portal, with a focus on indi-
vidual offers, thus detailing the business plan, the curriculum vitae of the founding 
members and the risks associated with equity-based activities crowdfunding.
This is realized to reduce information asymmetries and to allow investors to 
make a rational and informed investment choice of their capital. Consob has also 
provided for a “conscious investment path” reserved for potential investors, thanks 
to which they can know the most difficult aspects linked to the activity of granting 
credit. Moreover, for non-professional lenders, the Regulation provides for the 
recognition of the right of withdrawal to be exercised even without the existence of 
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a particular reason and without the payment of penalties. However, this right can 
only be exercised in the 7 days following the membership order.
4.1.3 Reward-based crowdfunding
With the term reward-based crowdfunding, a particular online fundraising 
method is outlined that envisages, on the one hand, the payment by the investor 
of a small amount of money, and on the other hand the payment by the taker of a 
reward. This reward can be various, but in general, it cannot include financial com-
pensation. The borrower is therefore obliged to provide the service or to proceed 
with paying the reward, because, in the event of non-fulfillment of this promise, 
the project could lose credibility to the lenders; however, some platforms are used 
to frame the consideration of the subject as a real obligation to perform, from which 
the typical effects provided by the law arise. Over the years, reward-based crowd-
funding has become widespread above all in the artistic field, in which the promot-
ers of cultural and musical projects found the necessary funds for the realization 
of the projects, providing in exchange various benefits, such as free tickets, public 
mentions during the events, preemptive fees for the purchase of tickets.
Over time, it has become a perfect substitute of equity because it allows to obtain 
liquidity without altering the corporate structure. At the same time, it has also become 
an alternative way to get answers from consumers on new projects to carry out: in this 
case, the form is defined pre-placement, most often linked to a pre-order operation 
with the goal to get feedback from potential customers even before the product is 
launched. Even some large multinationals like Nike and Coca-Cola have decided to 
use this tool, lightening the workload traditionally entrusted to marketing companies. 
This method is particularly preferred by start-ups of young people and by SMEs in the 
constitution phase, which wish to obtain information on the outlet market [15].
In Italy, the reward-based crowdfunding model is associated to three legal 
categories. The first is the pre-order that is an operation that the Civil Code defines 
as e-commerce, which concerns a future sale that is perfected with the realization of 
the good. The second, again on the basis of the Civil Code, is a modal donation (art. 
793 c.c.) with which the donor requires the donor to perform an obligation to his 
advantage or for the benefit of third parties. The third type is the royalty crowd-
funding, which will be discussed below.
4.1.4 Donation-based crowdfunding
In the case of donation-based crowdfunding, those who decide to contribute 
financially to a campaign take on the role of real donors, due to the fact that the 
financing of the activity, regardless of the amount, is carried out in the form of 
good work. For this reason, most of the time no budget is foreseen and, in addition, 
there is often no return for the benefactor, who will find satisfaction only in having 
participated to the realization of a project whose main objective is a “good cause.”
Within this model, it is possible to distinguish two different sub-typologies accord-
ing to the end pursued: some projects in fact concern private or personal spheres, while 
others are aimed to third parties without the purpose of profit. At the base, therefore, 
there is the will to support through a kind of online collection the realization of an objec-
tive that brings advantage to a part of a community, which can include not only subjects 
with particular social or economic problems, but also the inhabitants of a circumscribed 
one territorial area (e.g., public events). An example of donation-based crowdfund-
ing, even for no humanitarian purposes, was recorded in the political sphere and, in 
particular, during the election period in the United States of America: on this occasion, a 
targeted campaign was promoted to the re-election of President Barack Obama [15].
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ing a secondary market. It is customary to distinguish between two main business 
models for social lending: direct and widespread. The two types differ depending 
on the fact that investors decide, directly and independently, where to allocate their 
resources (direct model) or indirectly through the platform (common model).
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for natural persons are diffused and these loans vary from a minimum of € 250.00 
to a maximum of € 40,000.00. A research by the Politecnico of Milan [18] found 
that access to this channel is generally more expensive than that in which credit 
institutions operate.
4.1.2 Equity-based crowdfunding
Equity-based crowdfunding is one of the tools most used by start-ups and SMEs, 
which, especially in the start-up phase of a business, find it difficult to access subsi-
dized loans or government grants, although they have the required requirements. It 
assumes the role of equity-based when, as a consideration for the financing activity, 
the conferment of a participation title within a company is present. This type of 
crowdfunding guarantees the possibility of addressing to a more or less wide audi-
ence, thanks to which the initial feedback on their entrepreneurial activity can be seen 
from the initial phase. Furthermore, the only costs that the promoters will have to pay, 
using the platform, are mostly those linked to the commissions to be paid to the portal 
and to the cost of keeping the restricted current account. However, the start-up or the 
SME must operate in such a way as to create an intense flow of communication with 
the outside if it wants to reach a larger number of investors. It is possible, for example, 
by releasing interviews, publishing its objectives also on social media, participating 
or sponsoring some events of significant importance. This is still an extraordinary 
transaction concerning the collection of new risk capital, and therefore there are 
some repercussions on the level of patrimonial and administrative rights, because the 
company structure changes according to the number of interested investors.
As already highlighted, in Italy, Consob issued a regulation in 2013 in which the 
limits and obligations to be respected regarding the equity-based crowdfunding 
were indicated. In particular, Consob has set a maximum bid amount of 5,000,000 
euros, which can only be collected through the use of the portals registered in the 
special section of the register of managers. Managers are obliged to provide all infor-
mation regarding SMEs or start-ups registered in the portal, with a focus on indi-
vidual offers, thus detailing the business plan, the curriculum vitae of the founding 
members and the risks associated with equity-based activities crowdfunding.
This is realized to reduce information asymmetries and to allow investors to 
make a rational and informed investment choice of their capital. Consob has also 
provided for a “conscious investment path” reserved for potential investors, thanks 
to which they can know the most difficult aspects linked to the activity of granting 
credit. Moreover, for non-professional lenders, the Regulation provides for the 
recognition of the right of withdrawal to be exercised even without the existence of 
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a particular reason and without the payment of penalties. However, this right can 
only be exercised in the 7 days following the membership order.
4.1.3 Reward-based crowdfunding
With the term reward-based crowdfunding, a particular online fundraising 
method is outlined that envisages, on the one hand, the payment by the investor 
of a small amount of money, and on the other hand the payment by the taker of a 
reward. This reward can be various, but in general, it cannot include financial com-
pensation. The borrower is therefore obliged to provide the service or to proceed 
with paying the reward, because, in the event of non-fulfillment of this promise, 
the project could lose credibility to the lenders; however, some platforms are used 
to frame the consideration of the subject as a real obligation to perform, from which 
the typical effects provided by the law arise. Over the years, reward-based crowd-
funding has become widespread above all in the artistic field, in which the promot-
ers of cultural and musical projects found the necessary funds for the realization 
of the projects, providing in exchange various benefits, such as free tickets, public 
mentions during the events, preemptive fees for the purchase of tickets.
Over time, it has become a perfect substitute of equity because it allows to obtain 
liquidity without altering the corporate structure. At the same time, it has also become 
an alternative way to get answers from consumers on new projects to carry out: in this 
case, the form is defined pre-placement, most often linked to a pre-order operation 
with the goal to get feedback from potential customers even before the product is 
launched. Even some large multinationals like Nike and Coca-Cola have decided to 
use this tool, lightening the workload traditionally entrusted to marketing companies. 
This method is particularly preferred by start-ups of young people and by SMEs in the 
constitution phase, which wish to obtain information on the outlet market [15].
In Italy, the reward-based crowdfunding model is associated to three legal 
categories. The first is the pre-order that is an operation that the Civil Code defines 
as e-commerce, which concerns a future sale that is perfected with the realization of 
the good. The second, again on the basis of the Civil Code, is a modal donation (art. 
793 c.c.) with which the donor requires the donor to perform an obligation to his 
advantage or for the benefit of third parties. The third type is the royalty crowd-
funding, which will be discussed below.
4.1.4 Donation-based crowdfunding
In the case of donation-based crowdfunding, those who decide to contribute 
financially to a campaign take on the role of real donors, due to the fact that the 
financing of the activity, regardless of the amount, is carried out in the form of 
good work. For this reason, most of the time no budget is foreseen and, in addition, 
there is often no return for the benefactor, who will find satisfaction only in having 
participated to the realization of a project whose main objective is a “good cause.”
Within this model, it is possible to distinguish two different sub-typologies accord-
ing to the end pursued: some projects in fact concern private or personal spheres, while 
others are aimed to third parties without the purpose of profit. At the base, therefore, 
there is the will to support through a kind of online collection the realization of an objec-
tive that brings advantage to a part of a community, which can include not only subjects 
with particular social or economic problems, but also the inhabitants of a circumscribed 
one territorial area (e.g., public events). An example of donation-based crowdfund-
ing, even for no humanitarian purposes, was recorded in the political sphere and, in 
particular, during the election period in the United States of America: on this occasion, a 
targeted campaign was promoted to the re-election of President Barack Obama [15].
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In Italy, the donation-based crowdfunding legislation generally refers to the 
donation regulation contained in the Civil Code.
4.1.5 Royalty-based crowdfunding
Royalty-based is a type of crowdfunding in which an initiative is financed, 
receiving part of the profits in return. Whoever launches the crowdfunding cam-
paign offers quotas of future earnings of the project for which it requires funding. 
Royalty-based crowdfunding consists in the sale by the owner of the business and 
in the simultaneous purchase by the investor of a portion of the revenues that will 
be generated by future sales of the economic activity. Investors can therefore obtain 
a regular income guaranteed by sales and, at the same time, the owners of the 
business, remaining the only owners of the business, maintain full control over the 
performance of the business. However, royalties must be deducted from turnover 
and therefore they add costs to the business. For this reason, royalty-based crowd-
funding is mainly recommended to all those activities that have high profit margins.
In Italy, the discipline, in general, is referable to the rules on the association 
in participation (articles 2549 ss. of the Civil Code), in which “those who finance 
participate in quote to the profits generated.” In fact, the lender, in this particular 
crowdfunding model, receives the royalties based on the amount invested, which 
may concern, for example, copyright, intellectual property rights, patents, licenses, 
registered trademarks, etc.
Some authors believe that royalty-based crowdfunding is a sub-category of 
reward-based, already used in the music sector for the management of copyright on 
songs [19].
4.2 New models
In this section, new crowdfunding models are discussed. In particular, they are 
civic crowdfunding, corporate crowdfunding, do-it-yourself, energy crowdfund-
ing, recurring crowdfunding, real estate crowdfunding and invoice trading.
4.2.1 Civic crowdfunding
The civic crowdfunding is a bottom-up financing method in which public works 
and projects are financed by the citizens themselves. This tool is able to favor the 
development of the territory and of the communities since both, individuals and 
social organizations, can give life to civic-based projects that benefit the entire 
community.
The civic crowdfunding increases the sense of belonging of citizens to their 
territory, favoring transparency through a more effective allocation of funds. In 
fact, citizens can follow and access all the information (both online and directly 
on the territory) relating to the projects they intend to support, starting from the 
first stages of development until their complete realization. Furthermore, with 
civic crowdfunding, public administrations and local authorities can create close 
relationships with citizens and SMEs test citizens’ interest in each new project and 
invest their budget in those projects considered important by citizens themselves.
The civic crowdfunding can be of the type donation, reward or do-it-yourself, 
but it can be developed in the forms equity-based e-social lending, too.
In Italy, a bureaucracy that is too complex and sometimes difficult to overcome 
is a problem for this type of crowdfunding and this is making some civic crowd-
funding projects impossible. There are also difficulties regarding payment systems: 
many of the potential donors are often in difficulty having to pay money through a 
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crowdfunding campaign and they seem to prefer traditional channels, such as—for 
example—bank transfers.
Recently, the civic crowdfunding has become an increasingly useful tool for the 
implementation of match-funding projects, in which cooperation between bottom-
up funding portals and public authorities is provided for the benefit of all local 
communities.
In 2018, in Italy, the civic-based and match-funding projects have raised a total 
of around 4 million euros [20]. The initiatives were mainly promoted by the public 
administrations themselves, also through partnerships with local entities, which 
increasingly play an important role for the administrations in the operational imple-
mentation of the projects. The combination between public administrations and 
civic crowdfunding is certainly an interesting phenomenon, given the commonality 
between the elements at the base of crowdfunding and the values to which the 
public administrations are called to respond: community involvement, transparency 
of funding, ease of access and dissemination, system innovation, issues of collective 
interest, bottom-up participation.
4.2.2 Corporate crowdfunding
The corporate crowdfunding is a type of financing of the crowd, which, starting 
from the concept of Corporate Social Responsibility, can help companies design 
products/services, directly involving customers in this phase.
In general, it can be of the type donation, do-it-yourself and reward. This is a 
typical Italian phenomenon. However, the mistake that the platforms often make 
is to orientate too much toward companies, while companies must be the result of 
work being done within the platform and not the opposite.
4.2.3 Do-it-yourself
The do-it-yourself is a form of crowdfunding that allows to create a campaign 
within the site of the organization, without switching to another specific crowd-
funding platform. In essence, the do-it-yourself crowdfunding refers to customized 
campaigns developed on independent sites in line with the identity of the project. 
Generally, the do-it-yourself can be civic, corporate, donation, pre-purchase and 
reward.
4.2.4 Energy crowdfunding
Energy crowdfunding is a form of funding from below in the green and renew-
able energy sector. The purpose is the implementation of sustainable projects and 
energy transition, in order to reduce dependence on fossil-based fuels and contrib-
ute to the development of infrastructures and innovative technologies.
The interest toward this form of crowdfunding is demonstrated by the growth 
in Europe of energy cooperatives and participatory models for the development of 
investments in renewable energy. As in the context of energy cooperatives, crowd-
funding platforms involve citizens and stakeholders allowing them to participate, 
invest and benefit economically from investments in the energy sector.
Over 90% of the active platforms are of financial type (crowdinvesting in equity 
and lending mode), that is, aimed at investing and raising capital. The rest of the 
platforms propose projects based on rewards in donation or reward mode.
The financial platforms propose projects defined, equity or community shares. 
By financing lending-based projects, investors lend their money in exchange for 
a future remuneration, which can sometimes be based on the sale of renewable 
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is a problem for this type of crowdfunding and this is making some civic crowd-
funding projects impossible. There are also difficulties regarding payment systems: 
many of the potential donors are often in difficulty having to pay money through a 
225
Crowdfunding: The Case of Italy
DOI: http://dx.doi.org/10.5772/intechopen.90940
crowdfunding campaign and they seem to prefer traditional channels, such as—for 
example—bank transfers.
Recently, the civic crowdfunding has become an increasingly useful tool for the 
implementation of match-funding projects, in which cooperation between bottom-
up funding portals and public authorities is provided for the benefit of all local 
communities.
In 2018, in Italy, the civic-based and match-funding projects have raised a total 
of around 4 million euros [20]. The initiatives were mainly promoted by the public 
administrations themselves, also through partnerships with local entities, which 
increasingly play an important role for the administrations in the operational imple-
mentation of the projects. The combination between public administrations and 
civic crowdfunding is certainly an interesting phenomenon, given the commonality 
between the elements at the base of crowdfunding and the values to which the 
public administrations are called to respond: community involvement, transparency 
of funding, ease of access and dissemination, system innovation, issues of collective 
interest, bottom-up participation.
4.2.2 Corporate crowdfunding
The corporate crowdfunding is a type of financing of the crowd, which, starting 
from the concept of Corporate Social Responsibility, can help companies design 
products/services, directly involving customers in this phase.
In general, it can be of the type donation, do-it-yourself and reward. This is a 
typical Italian phenomenon. However, the mistake that the platforms often make 
is to orientate too much toward companies, while companies must be the result of 
work being done within the platform and not the opposite.
4.2.3 Do-it-yourself
The do-it-yourself is a form of crowdfunding that allows to create a campaign 
within the site of the organization, without switching to another specific crowd-
funding platform. In essence, the do-it-yourself crowdfunding refers to customized 
campaigns developed on independent sites in line with the identity of the project. 
Generally, the do-it-yourself can be civic, corporate, donation, pre-purchase and 
reward.
4.2.4 Energy crowdfunding
Energy crowdfunding is a form of funding from below in the green and renew-
able energy sector. The purpose is the implementation of sustainable projects and 
energy transition, in order to reduce dependence on fossil-based fuels and contrib-
ute to the development of infrastructures and innovative technologies.
The interest toward this form of crowdfunding is demonstrated by the growth 
in Europe of energy cooperatives and participatory models for the development of 
investments in renewable energy. As in the context of energy cooperatives, crowd-
funding platforms involve citizens and stakeholders allowing them to participate, 
invest and benefit economically from investments in the energy sector.
Over 90% of the active platforms are of financial type (crowdinvesting in equity 
and lending mode), that is, aimed at investing and raising capital. The rest of the 
platforms propose projects based on rewards in donation or reward mode.
The financial platforms propose projects defined, equity or community shares. 
By financing lending-based projects, investors lend their money in exchange for 
a future remuneration, which can sometimes be based on the sale of renewable 
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energy produced through the project itself. The lending projects are differenti-
ated according to the type of debt instrument offered (short- and long-term debt, 
mutual fund). In equity or community share projects, investors acquire shares in 
companies or cooperatives active in the production of clean energy, thus benefit-
ing from dividends issued based on the economic performance of the underlying 
energy investment.
An Italian example of energy social lending is Edison Crowd, while an Italian 
equity-based company is Ecomill, which will soon be operational. There are 
examples of energy crowdfunding campaigns, too, such as some of those activated 
on WeAreStarting.
4.2.5 Recurring crowdfunding
Recurring crowdfunding is a type of fundraising that is donation-based 
or reward-based, which does not expire, unlike normal bottom-up funding 
campaigns.
In particular, in recurring crowdfunding, patrons contribute a recurring 
amount of money, either on a specific time period (like every month) or every time 
the creator makes something new (a new song, a new album, a new video, etc.). 
Therefore, it is a model adopted especially for editorial or artistic projects (ideal for 
managing subscriptions and for new content creators such as bloggers, freelancers, 
YouTubers, documentarians, journalists and artists who can generate a monthly 
financing for their work).
In Italy, this service was launched, for the first time, on 6 March 2018 by 
Produzioni dal Basso along the lines of the American platforms Patreon and Drip.
4.2.6 Real estate crowdfunding
The real estate crowdfunding is a type of collective loan for real estate invest-
ments. It allows investors, in exchange for a return on capital, to participate in the 
financing of a real estate project in a residential or commercial environment, such 
as the purchase of a property to be used for income, the restructuring of a property 
or the development of a greenfield project.
The real estate crowdfunding is a model attributable, on the basis of the currently 
operating portals, to equity crowdfunding or social lending. In the first case, the 
capital financed is divided into two components: equity and debt. Equity accounts 
for 65–70% of the investment and is divided as follows: 25–30% for the entrepreneur 
and 40% for the online ‘crowd.’ The remaining 30–35% of the amount is disbursed by 
a bank (debt) in the form of a loan, thus reducing the overall risk of the transaction. 
In the second case, that is, when the real estate crowdfunding uses social lending, the 
functioning mechanism is similar to that of this form of collective financing.
The real estate crowdfunding allows to solve some problems of the real estate 
investment, such as the following:
• The financing of a real estate project (even with low amounts of money) that 
allows to diversify the investment, allocating the capital in several real estate 
projects, in different geographical areas and on different types of properties
• The delegation of property management to the promoters
• The possible increase in the liquidity of investments, when the platforms 
of crowdfunding real estate allow to exchange their investment shares on a 
secondary market
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In Italy, Walliance is the only Italian platform for equity crowdfunding specifi-
cally dedicated to real estate, while Housers is an online real estate crowdfunding 
platform, created and launched in Spain in 2015 and landed in Italy with an invest-
ment opportunity in Milan.
4.2.7 Invoice trading
The invoice trading allows businesses to sell individual invoices in order to free up 
cash, to an online community of investors. It replaces the traditional “invoice discount-
ing” of the bank to support working capital. Investors advance the invoice amount, net 
of the required remuneration. The investors’ remuneration is given by the difference 
between the liquidation value of the invoice and the relative purchase price [18].
The invoice trading takes place online through the platforms and the busi-
ness model requires that the company interested to an invoice transfer submit the 
request to an invoice trading platform. The portal evaluates the proposals received 
on the basis of some indicators (such as creditworthiness) relating to all the opera-
tors involved and assigns a rating crossing the available data with those present in 
the databases of some providers such as Modefinance or Cerved Rating Agency. 
Once accepted, the invoice is published on the invoice trading platform.
There are three different buying mechanisms for investors, such as: upward 
bidding, competitive bidding or direct purchase by the platforms and securitization 
of the same through asset-backed securities.
In general, SMEs with difficulties in accessing the traditional banking channel 
resort to invoice trading. The SMEs use the advantages of the invoice trading, such 
as the speed with which the liquidity is paid to finance the working capital, without 
guarantees and without reporting to the Central Risk Office.
In Italy, the potential market of invoice trading exceeds 400 billion Euros.
5. Benefits and risks
The crowdfunding provides various indirect and non-financial benefits, too. 
First of all, it allows to understand if the entrepreneurial, social or cultural idea 
can be appreciated and shared by third parties. In fact, if the crowd is pushed to 
contribute in the first phase of the project, this means that the market will be well 
inclined to support it even later. Access to the crowd, which includes subjects with 
specific skills, is useful for obtaining professional feedback at low cost, too.
Furthermore, if it is evident that the project is supported on a large scale and the 
risk associated with the possible use of capital reduced, there will be greater chances 
that informal banks or investors (angel investors) will grant loans additional on 
better terms.
The crowdfunding can be used as a powerful marketing tool: it puts the atten-
tion of investors and potential customers on an innovative project even before it 
is implemented or concluded. Usually, the entrepreneur, or more generally the 
proposer, should start a campaign aimed to publicize the new service or product as 
best as possible, in order to reach a certain level of market interest in conjunction 
with the launch. In this way, it is possible to focus the attention of consumers in a 
completely innovative way, whose main purpose is to raise capital.
However, crowdfunding is not easy to implement, as it requires a long and 
thorough preparatory process in order to minimize the risks that may negatively 
affect the borrower and investors.
First of all, it is necessary to consider the hypothesis in which the objective is 
not fully achieved. In the case of the “all-or-nothing” model, failure to reach the set 
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In Italy, Walliance is the only Italian platform for equity crowdfunding specifi-
cally dedicated to real estate, while Housers is an online real estate crowdfunding 
platform, created and launched in Spain in 2015 and landed in Italy with an invest-
ment opportunity in Milan.
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The invoice trading allows businesses to sell individual invoices in order to free up 
cash, to an online community of investors. It replaces the traditional “invoice discount-
ing” of the bank to support working capital. Investors advance the invoice amount, net 
of the required remuneration. The investors’ remuneration is given by the difference 
between the liquidation value of the invoice and the relative purchase price [18].
The invoice trading takes place online through the platforms and the busi-
ness model requires that the company interested to an invoice transfer submit the 
request to an invoice trading platform. The portal evaluates the proposals received 
on the basis of some indicators (such as creditworthiness) relating to all the opera-
tors involved and assigns a rating crossing the available data with those present in 
the databases of some providers such as Modefinance or Cerved Rating Agency. 
Once accepted, the invoice is published on the invoice trading platform.
There are three different buying mechanisms for investors, such as: upward 
bidding, competitive bidding or direct purchase by the platforms and securitization 
of the same through asset-backed securities.
In general, SMEs with difficulties in accessing the traditional banking channel 
resort to invoice trading. The SMEs use the advantages of the invoice trading, such 
as the speed with which the liquidity is paid to finance the working capital, without 
guarantees and without reporting to the Central Risk Office.
In Italy, the potential market of invoice trading exceeds 400 billion Euros.
5. Benefits and risks
The crowdfunding provides various indirect and non-financial benefits, too. 
First of all, it allows to understand if the entrepreneurial, social or cultural idea 
can be appreciated and shared by third parties. In fact, if the crowd is pushed to 
contribute in the first phase of the project, this means that the market will be well 
inclined to support it even later. Access to the crowd, which includes subjects with 
specific skills, is useful for obtaining professional feedback at low cost, too.
Furthermore, if it is evident that the project is supported on a large scale and the 
risk associated with the possible use of capital reduced, there will be greater chances 
that informal banks or investors (angel investors) will grant loans additional on 
better terms.
The crowdfunding can be used as a powerful marketing tool: it puts the atten-
tion of investors and potential customers on an innovative project even before it 
is implemented or concluded. Usually, the entrepreneur, or more generally the 
proposer, should start a campaign aimed to publicize the new service or product as 
best as possible, in order to reach a certain level of market interest in conjunction 
with the launch. In this way, it is possible to focus the attention of consumers in a 
completely innovative way, whose main purpose is to raise capital.
However, crowdfunding is not easy to implement, as it requires a long and 
thorough preparatory process in order to minimize the risks that may negatively 
affect the borrower and investors.
First of all, it is necessary to consider the hypothesis in which the objective is 
not fully achieved. In the case of the “all-or-nothing” model, failure to reach the set 
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amount obliges the proposer to return the amount collected up to that point. For 
this reason, it is advisable to analyze the market and design an excellent strategy to 
ensure a high resonance of the project. If the platform allows it, the “keep-it-all” 
model is more secure.
Another widespread problem concerns the underestimation of costs, which 
could vary in itinere, as for example in the case of equity crowdfunding: following 
new share issues, in fact, there are additional administrative costs often not to be 
considered in the business plan.
A similar case concerns the information flow; before, during and after the fun-
draising phase, there must be a subject who carefully follows each step and, if the 
promoter does not have competence in the matter, the assignment to third parties 
could lead to costs not underestimate. The problem arises from the beginning when 
in the most complex forms of collection, such as social lending and equity crowd-
funding, it is important to establish clauses that provide rights and obligations for 
both parties.
With regards to this, it is necessary to analyze thoroughly the concrete implica-
tions deriving from the recognition of significant rights to investors, and to avoid 
granting these rights with the sole purpose of making the proposal more attractive. 
Indeed, the failure to comply with the clauses would lead potential investors to lose 
confidence in the project. Therefore, it is important to consider also the complaints, 
which must be managed in the best possible way in order to prevent unpleasant 
situations from generating much more serious repercussions.
Furthermore, the fact that at the moment a national law on crowdfunding has 
not yet been enacted, which may be able to specifically regulate the various possible 
cases, raises the risk that the participants may inadvertently implement unlawful 
behavior. For this reason, it is advisable to carefully and meticulously refer to all the 
legislative texts issued to date both on the national and community territory.
The investors can lose interest in the project at any moment, without giving 
any notice, too. Specifically, in the case of donation or reward crowdfunding, the 
cessation of the interest manifests itself with the blocking of any future forms of 
financing; on the contrary, in the equity crowdfunding, the investors sell their share 
to other subjects interested. For this reason, it is important to be ready right away to 
up and down funding flows and to sudden changes in the social structure [19].
There are other types of risks on online projects, together with those of a finan-
cial and legal nature, for example, the possibility that the project is not successful. 
In this case, the promoter has a reputation damage because the promoter does not 
turn to a credit institution, but a heterogeneous plurality of people. For this reason, 
the failure to achieve the goals will be seen as a real public failure.
Moreover, even the possibility that the borrower fails to fulfill the promises 
made within the established terms, despite the successful collection of funds, is a 
risk. On the contrary, the timeliness and the perfect correspondence between when 
planned and when realized will allow the promoter to improve his reputation [2].
Finally, there is the risk of turning to fraudulent platforms or those unable to 
protect the rights of participants. In fact, the proponent exposes an innovative idea 
online, which becomes public knowledge. For this reason, the manager should 
develop a system of protection aimed at avoiding plagiarism [19].
6. Case study: crowdfunding on Produzioni dal Basso Italian platform
In Italy, there are several crowdfunding platforms currently active (Table 1).
Among these, Produzioni dal Basso is the oldest. Founded in 2005, it allows 
those who want and need to get funds for a business projects, to publish their idea 
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Platform name Crowdfunding 
typology
Note
1 Caffè Donation-based It is a non-profit association that supports solidarity 
campaigns.
Actionworld Equity-based It is aimed at investors who are attentive to the new 
investment methods proposed by the markets.
BacktoWork24 Equity-based It finances small businesses and start-ups.
Be Crowdy Reward-based It regards cultural and artistic projects.
Blender.loans Lending-based It aims to reduce the cost of debt.
BookaBook Reward-based It is dedicated to the publication of unpublished 
books.
BoomStarter Reward-based It gives the possibility to participate in the 
BoomContest, which gives an additional sum of 
money to the winner.
Borsa del Credito Lending-based It is a marketplace-lending that credits funds within 
3 days of the request.
BuonaCausa Ibrida It promotes socially based ideas.




It aims to create synergies and collaborations for the 
development of new ideas.
Concrete Equity-based It is dedicated to real estate projects.
CrowdFundMe Equity-based It is based on connecting investors with start-ups and 
SMEs seeking funds. It is listed on the Italian Stock 
Exchange
Crowndarts Reward-based Events and shows are funded at national and 
European level.
De Rev Reward-based It is dedicated to innovative start-ups.
Distribuzioni Dal Basso Reward-based It supports the circulation of cultural works released 
under the Creative Commons License.
Donordonee Reward&Donation-
based
It elects 6 members a day, allowing them to realize 
their ideas.
Doorway Equity-based It is founded by four business angels, and it has set 
itself the goal of financing start-ups and creating an 
offline private market.
Ecomill Equity-based It is dedicated to high-level social sustainability 
campaigns.
Eppela Reward-based It is dedicated to any type of project (art, cinema, 
technology, etc.).
For Italy Reward-based It aims to preserve the Italian cultural heritage.
Fundera Equity-based It is dedicated to the cleantech sector.
Funditaly Donation-based It is based on the ‘cooperative’ crowdfunding, and it 
allows the investor to become a supporter of all the 
projects on the platform.
Giffoni Innovation Hub Reward-based It is dedicated to cultural-artistic start-ups.
Gigfarm Reward-based It finances artists and promoters, helping them to 
make concerts.
GoFundMe Ibrida It supports campaigns directed to support medical 




It finances green-economy projects.
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It finances green-economy projects.
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Platform name Crowdfunding 
typology
Note
Investi-Re Equity-based It is a platform dedicated to innovative start-ups/
SMEs
Kendoo Reward-based It is dedicated to digital projects (websites, social 
media, e-commerce, app, etc.).
Land2Land Reward-based It is dedicated to projects related to agriculture and 
gastronomy.
Let us donation Donation-based Its slogan is “Profit supports No-Profit.”
Meridonare Donation-based It supports cultural and social projects for Southern 
Italy.
Microcreditartistique Reward-based It is specialized in contemporary art.
Motusquo.it Lending-based It offers lower interest rates for borrowers and higher 
returns for employers.
Muum Lab Equity-based It promotes fundraising for agro-industry, real estate 
and energy projects.
Prestiamoci Lending-based It offers personal loans online from private 
individuals.
Produzioni dal Basso Ibrida It promotes self-produced projects, without 
intermediation and without particular access 
requirements.
Schoolraising Reward-based It raises funds for school projects.
Sea-Crowd Ibrida It supports campaigns for the realization of ideas 
related to the nautical world (naval engineering, 
protection of the marine environment, fish, etc.).
ShinyNote Donation-based It is direct to promote solidarity campaigns.
Smartika Lending-based It is one of the first 10 platforms identified by Forbes 
for social lending in the EU.
Sport Supporter Reward-based It is dedicated to sports campaigns.
Starsup Equity-based It favors the collection of risk capital for start-ups 
with a high rate of innovation.
Starteed Reward-based It also offers the possibility of crowdcreation, 
improving ideas and projects.
Terzo Valore Ibrida It is part of the Intesa Sanpaolo group, and it allows 
the employers to assume the role of donor and/or 
creditor.
The Funding Spirit Reward-based It is dedicated to sportive and cultural projects.
Triboom Reward-based It is dedicated to sports projects, substantiated 
directly by the fans.
Ulule Reward-based It is born in France, and it is also very active in Italy. 
It has funded more than 24,000 projects.
Universitiamo Donation-based It collects funding for university scientific research.
Werealize Reward-based It finances projects related to the world of design.
WithYouWeDo Reward-based It is created by Italian company leader in 
telecommunications sector (TIM), and it raises 
funds for environmental, social and innovative 
projects.




Principal crowdfunding platforms currently active in Italy.
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on the dedicated website. In accordance with the provisions of national and EU 
regulations, it is possible to include cultural and social projects, or relating to the 
launch of innovative products on the market.
Over the last decade, the platform has contributed to the creation of more than 
2600 projects, allowing their promoters to raise over 6 million euros. The affirma-
tion of the platform, especially on the Italian market was also supported by the 
partnership with several institutions and companies, including Banca Etica, a bank 
specialized in the field of ethical and sustainable finance, with the aim of facilitat-
ing access to credit and financial inclusion of people who are unbanked.
The collaboration between Banca Etica and Produzioni dal Basso platform consists 
mainly in the publication of periodic tenders, to which the holders of ideas conform-
ing to the indications of the call (e.g., tenders for the financing of female entrepre-
neurial projects) can participate to obtain, together with the funds collected through 
the platform, funds provided by the bank to achieve specific collection targets.
Depending on the area of reference, it is possible to select other partners of 
significant importance such as Arci, Fastweb4School, Infinity, Telethon Foundation 
and ENPA, which give greater prestige to one’s idea. In this way, it is possible to 
obtain a more effective sponsorship.
The Produzioni dal Basso portal provides four different ways to raise funds.
The first mode is called “collect all” and can be used for any type of project, 
regardless of nature and objectives. It reports the same characteristics of the 
“keep-it-all” combined with the methods provided by the reward-based crowd-
funding. At the time of entering the project, the proposer will have to provide 
one or more types of reward to be sent to the lender when the funds are mobi-
lized. In relation with the offered service, Produzioni dal Basso holds a 5% fee on 
the money collected, to which are added the costs related to the chosen payment 
method, indicated later. In order to access the “collect all” mode, information is 
needed regarding the timing, that is, the persistence of the project on the plat-
form (max 365 days), and the indication of the budget necessary for the realiza-
tion of the idea.
The second mode is the so-called “simple donation,” comparable to the dona-
tion-based crowdfunding. This type is used particularly for altruistic projects and 
is directed toward lenders motivated by the desire to contribute to the realization of 
an idea that can improve collective well-being or of particular categories, without 
getting any kind of reward in return. In this case, Produzioni dal Basso provides 
a 3% deduction on the amount collected. In the “simple donation,” the author is 
required to indicate only the timing.
In the “recurring donation,” the third collection method, the lender undertakes 
to contribute periodically to the realization of the project, renewing the financing 
automatically, usually every 30 days. In this case, the fee is 3% and is calculated on 
each transaction, while the forecast of the reward is at the discretion of the bor-
rower. In the “recurring donation,” the indication of timing is not necessary.
“All or nothing” is the last expected mode, perfectly adherent to the 
“all- or- nothing” model described previously. The borrower receives the fund-
ing collected only if the target has been reached by term established (maximum 
120 days). Also in this case, the sending of a reward and a simultaneous withhold-
ing of 5% by the site are planned.
Finally, fundraising on Produzioni dal Basso uses two payment methods: PayPal and 
LemonWay. In the case of PayPal, there is a 3.4% commission on the donated amount 
and a tax of 0.35 euro, which the payment system automatically holds for each transac-
tion. In the case of the use of the payment institution LemonWay, for each transaction, 
there is a fee equal to 0.8% (increased by 0.15 euro in the case of bank transfer) or a 
deduction of 0.6% (increased by 0.15 euro if the loan is made by credit card) [21].
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Platform name Crowdfunding 
typology
Note
Investi-Re Equity-based It is a platform dedicated to innovative start-ups/
SMEs
Kendoo Reward-based It is dedicated to digital projects (websites, social 
media, e-commerce, app, etc.).
Land2Land Reward-based It is dedicated to projects related to agriculture and 
gastronomy.
Let us donation Donation-based Its slogan is “Profit supports No-Profit.”
Meridonare Donation-based It supports cultural and social projects for Southern 
Italy.
Microcreditartistique Reward-based It is specialized in contemporary art.
Motusquo.it Lending-based It offers lower interest rates for borrowers and higher 
returns for employers.
Muum Lab Equity-based It promotes fundraising for agro-industry, real estate 
and energy projects.
Prestiamoci Lending-based It offers personal loans online from private 
individuals.
Produzioni dal Basso Ibrida It promotes self-produced projects, without 
intermediation and without particular access 
requirements.
Schoolraising Reward-based It raises funds for school projects.
Sea-Crowd Ibrida It supports campaigns for the realization of ideas 
related to the nautical world (naval engineering, 
protection of the marine environment, fish, etc.).
ShinyNote Donation-based It is direct to promote solidarity campaigns.
Smartika Lending-based It is one of the first 10 platforms identified by Forbes 
for social lending in the EU.
Sport Supporter Reward-based It is dedicated to sports campaigns.
Starsup Equity-based It favors the collection of risk capital for start-ups 
with a high rate of innovation.
Starteed Reward-based It also offers the possibility of crowdcreation, 
improving ideas and projects.
Terzo Valore Ibrida It is part of the Intesa Sanpaolo group, and it allows 
the employers to assume the role of donor and/or 
creditor.
The Funding Spirit Reward-based It is dedicated to sportive and cultural projects.
Triboom Reward-based It is dedicated to sports projects, substantiated 
directly by the fans.
Ulule Reward-based It is born in France, and it is also very active in Italy. 
It has funded more than 24,000 projects.
Universitiamo Donation-based It collects funding for university scientific research.
Werealize Reward-based It finances projects related to the world of design.
WithYouWeDo Reward-based It is created by Italian company leader in 
telecommunications sector (TIM), and it raises 
funds for environmental, social and innovative 
projects.
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on the dedicated website. In accordance with the provisions of national and EU 
regulations, it is possible to include cultural and social projects, or relating to the 
launch of innovative products on the market.
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specialized in the field of ethical and sustainable finance, with the aim of facilitat-
ing access to credit and financial inclusion of people who are unbanked.
The collaboration between Banca Etica and Produzioni dal Basso platform consists 
mainly in the publication of periodic tenders, to which the holders of ideas conform-
ing to the indications of the call (e.g., tenders for the financing of female entrepre-
neurial projects) can participate to obtain, together with the funds collected through 
the platform, funds provided by the bank to achieve specific collection targets.
Depending on the area of reference, it is possible to select other partners of 
significant importance such as Arci, Fastweb4School, Infinity, Telethon Foundation 
and ENPA, which give greater prestige to one’s idea. In this way, it is possible to 
obtain a more effective sponsorship.
The Produzioni dal Basso portal provides four different ways to raise funds.
The first mode is called “collect all” and can be used for any type of project, 
regardless of nature and objectives. It reports the same characteristics of the 
“keep-it-all” combined with the methods provided by the reward-based crowd-
funding. At the time of entering the project, the proposer will have to provide 
one or more types of reward to be sent to the lender when the funds are mobi-
lized. In relation with the offered service, Produzioni dal Basso holds a 5% fee on 
the money collected, to which are added the costs related to the chosen payment 
method, indicated later. In order to access the “collect all” mode, information is 
needed regarding the timing, that is, the persistence of the project on the plat-
form (max 365 days), and the indication of the budget necessary for the realiza-
tion of the idea.
The second mode is the so-called “simple donation,” comparable to the dona-
tion-based crowdfunding. This type is used particularly for altruistic projects and 
is directed toward lenders motivated by the desire to contribute to the realization of 
an idea that can improve collective well-being or of particular categories, without 
getting any kind of reward in return. In this case, Produzioni dal Basso provides 
a 3% deduction on the amount collected. In the “simple donation,” the author is 
required to indicate only the timing.
In the “recurring donation,” the third collection method, the lender undertakes 
to contribute periodically to the realization of the project, renewing the financing 
automatically, usually every 30 days. In this case, the fee is 3% and is calculated on 
each transaction, while the forecast of the reward is at the discretion of the bor-
rower. In the “recurring donation,” the indication of timing is not necessary.
“All or nothing” is the last expected mode, perfectly adherent to the 
“all- or- nothing” model described previously. The borrower receives the fund-
ing collected only if the target has been reached by term established (maximum 
120 days). Also in this case, the sending of a reward and a simultaneous withhold-
ing of 5% by the site are planned.
Finally, fundraising on Produzioni dal Basso uses two payment methods: PayPal and 
LemonWay. In the case of PayPal, there is a 3.4% commission on the donated amount 
and a tax of 0.35 euro, which the payment system automatically holds for each transac-
tion. In the case of the use of the payment institution LemonWay, for each transaction, 
there is a fee equal to 0.8% (increased by 0.15 euro in the case of bank transfer) or a 
deduction of 0.6% (increased by 0.15 euro if the loan is made by credit card) [21].
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6.1 A simulation of crowdfunding project for an Italian Foundation
Crowdfunding, as analyzed in literature [2, 4, 7, 19, 22], is a tool used both by 
individuals (including informal groups) and by organizations of various kinds, such 
as companies, foundations and associations.
In this section, a simulation of crowdfunding project for an Italian Onlus 
Foundation is carried out.
It is hypothesized that the Onlus Foundation, that deals with the management of 
educational and housing services for children and single or underage mothers with 
children, uses the crowdfunding in order to obtain resources for the realization of a 
project aimed at diversifying activities and at supporting adolescents in conditions 
of social hardship. To this purpose, the study is aimed at evaluating the opportunity 
for the foundation to make use of the Produzioni dal Basso platform, carrying out 
a simulation of the steps necessary for inserting the project on the portal, based on 
the needs expressed by the non-profit organization.
After identifying the key points of the project and the objectives pursued by 
the foundation, the simulation starts with the hypothetical registration of the 
foundation on the portal and the indication of the personal data relating to the 
representative of the institution (name, surname, e-mail address, date of birth, 
country of origin and residence). Therefore, it is necessary to draw up a brief 
description of the activity carried out by the institution: the foundation man-
ages three activities, namely an educational community for minors, a daytime 
socio-educational center for minors and a housing community for pregnant 
women and single or underage mothers with children, and it is born with the 
aim of offering contexts that can help the minors grow and be formed, follow-
ing individual and group paths. In this way, by inserting the guests in contexts 
similar to domestic-family ones, with a constant presence of educators and other 
professionals appropriate to the case, the foundation contributes to overcoming 
the inconvenience that afflicts parents and children in difficulty, and helping 
to pursue social objectives of essential importance for the community and for 
the surrounding area, considering that the foundation is linked to the activities 
of the competent children’s court. The registration ends with acceptance of the 
terms and conditions and subsequent validation of the account via e-mail.
After logging on to the platform, the simulation continues with the drafting of 
the project in the section of the platform called: “Start collecting funds,” in which 
it is necessary to choose the collection method among the four available. In the 
specific case of the foundation, the most suitable are that of the “collect all” and the 
“simple donation.” The first allows to set up a budget, which indicates the amount of 
funds necessary for the realization of the project, with the addition of an incentive 
for those who decide to contribute. The second mode involves lower commissions 
(3% compared to 5% of the “collect all”), and the possibility of saving costs related 
to the production and shipment of the reward.
As regards the choice of the payment system, the simulation aimed to compare 
the different rates is provided in Table 2.
PayPal LemonWay
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Another aspect of particular importance, emerged from the simulation, con-
cerns the availability of payments and the related cost: if the availability of funds 
associated with an account (e.g., PayPal) is immediate, the amounts of money 
are transferred to the beneficiary from time to time, financing for financing. This 
means that the transaction costs are multiplied by the number of supporters and 
this could be very disadvantageous from an economic point of view. The situation 
is different if it chooses to use a payment institution that allows to create an elec-
tronic wallet, in which the sums of money collected will be temporarily conveyed. 
Afterwards, it will be possible to make a single withdrawal, when it is wished, 
giving rise to a single transaction cost.
When the preliminary phase is completed, the simulation continues with the 
drafting of the project. In this regard, the Produzioni dal Basso platform leaves 
complete freedom to the author, both in terms of form and content. For this reason, 
the borrower will be able to choose, in complete autonomy, how much and what 
information to enter in the text box, preferring those that can give more value to his 
business, cultural or social idea.
In order to implement a high-quality project, the simulation is based on 
the guidelines of the National Commission of Chartered Accountants and 
Accounting Experts, in order to provide the project with completeness and 
greater chances of success. To identify the most correct way of creating the 
project, it is useful to consider the prospective lender, who chooses to approach 
a project rather than another according to a standardized procedure, called in 
the technical language “funnel” that can be represented using the shape of an 
inverted funnel (Figure 1).
The possible investor/donor approaches the project thanks to the traffic build-
ing action carried out by the platform. In this way, he obtains a generic view of 
all the proposals on which it is possible to invest, but in order to learn more about 
the individual projects, he will have to read the short presentation of each one. 
Figure 1. 
Project selection process (funnel). Source: see [23].
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Another aspect of particular importance, emerged from the simulation, con-
cerns the availability of payments and the related cost: if the availability of funds 
associated with an account (e.g., PayPal) is immediate, the amounts of money 
are transferred to the beneficiary from time to time, financing for financing. This 
means that the transaction costs are multiplied by the number of supporters and 
this could be very disadvantageous from an economic point of view. The situation 
is different if it chooses to use a payment institution that allows to create an elec-
tronic wallet, in which the sums of money collected will be temporarily conveyed. 
Afterwards, it will be possible to make a single withdrawal, when it is wished, 
giving rise to a single transaction cost.
When the preliminary phase is completed, the simulation continues with the 
drafting of the project. In this regard, the Produzioni dal Basso platform leaves 
complete freedom to the author, both in terms of form and content. For this reason, 
the borrower will be able to choose, in complete autonomy, how much and what 
information to enter in the text box, preferring those that can give more value to his 
business, cultural or social idea.
In order to implement a high-quality project, the simulation is based on 
the guidelines of the National Commission of Chartered Accountants and 
Accounting Experts, in order to provide the project with completeness and 
greater chances of success. To identify the most correct way of creating the 
project, it is useful to consider the prospective lender, who chooses to approach 
a project rather than another according to a standardized procedure, called in 
the technical language “funnel” that can be represented using the shape of an 
inverted funnel (Figure 1).
The possible investor/donor approaches the project thanks to the traffic build-
ing action carried out by the platform. In this way, he obtains a generic view of 
all the proposals on which it is possible to invest, but in order to learn more about 
the individual projects, he will have to read the short presentation of each one. 
Figure 1. 
Project selection process (funnel). Source: see [23].
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The professional lender can therefore begin to build a summary idea of the project 
(requested funding, timing, progress, etc.), which will be completed later with the 
data obtained from the social networks linked to the project, from the multimedia 
files, from curriculum vitae of the promoters and from the business plan. In the 
specific hypothesis of equity crowdfunding, everything is summarized in an 
informative document, which can be consulted by the user before proceeding with 
the financing operation [15].
The inverted funnel shape is due to the fact that, in correspondence with each 
step, the number of possible lenders decreases; this screening is based on the 
interests and objectives indicated in the project. For this reason, it is necessary to 
pay particular attention to every single detail entered and published on the plat-
form. Of great impact are the photos and videos, which represent one of the main 
communication tools on the web; they have a high synthetic power and allow to 
describe the “reason why” of the project in a few minutes. The promoter of the 
project therefore can insert in his landing page a “pitch,” namely a presentation 
video of 2 or 3 minutes during which the advantages related to the realization of 
the project are highlighted.
6.2 A business plan hypothesis for the project
After general information, the simulation includes the preparation of the project 
business plan. In Italy, Consob has established that the business plan is mandatory 
only for equity-crowdfunding; however, the business plan, adapted to the collection 
method chosen by the foundation, can be an excellent cognitive tool for those who 
intend to support the project. The role of this document is in fact of fundamental 
importance especially because the project is sponsored at national, as well as local, 
level. For this reason, the supporters who are far from the territorial area in which 
the Onlus usually operates can use the business plan to know the scope of interven-
tion, the strengths, the objectives achieved in the past and the reputation.
Therefore, within the business plan, the following questions must be answered: 
how is the foundation born? What are the objectives pursued? What activities will 
be carried out with the money raised? Are there any other sources of coverage for 
the project? Are the simulated economic-financial projections realistic and sustain-
able in the Long-term?
For the purposes of preparing the business plan, the self-assessment phase is 
of great importance. During this phase, the promoter must be able to determine 
the feasibility of the project and the necessary means for its realization, without 
resorting to optimistic visions. In addition, the business plan must contain infor-
mation about the execution times and any costs that may arise later. Furthermore, 
three fundamental criteria must be met: consistency, since the statements must be 
faithful to the proposer’s mission; reliability, since each data reported must to be 
demonstrated with appropriate documentation if requested; sustainability, that 
is, there must be a real connection between the budget included in the project and 
the expenses to be incurred. Furthermore, the language used must be simple and 
communicative, with the aim of retaining the investor/donor to the proposed idea.
The business plan for the project, carried out in accordance with the indications 
of the National Council of Chartered Accountants and Accounting Experts [23], is 
reported in Box 1.
6.3 A Canvas Model hypothesis for the project analyzed
The simulation was enriched subsequently with the preparation of a Canvas 
Model, that is, a useful tool to summarize immediately the information entered 
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in the business plan, highlighting the strengths. The model was created in 
accordance with the instructions provided by its creator, the scholar Alexander 
Osterwalder. In fact, the model has considered the evolution of the methods of 
exposure of entrepreneurial projects, which have become increasingly impactful 
and capable of quickly transmitting the key concepts underlying the business 
idea. Then, the project information is summarized in a single statement, divided 
into nine sections (Figure 2).
Although the Canvas Model can be reworked in its form at the discretion of the 
author, generally two macro-areas can be identified: the left one, concerning costs, 
and the right one, in which the modality of value creation is described. In each 
Who we are: the mission of the Foundation is to face the discomfort of minors and their families, 
 including them in a context in which they can find an environment appropriate to their age group and above 
all a point of reference for their personal growth.
The project: the goal of the Foundation is to redevelop and renovate a historic building, respecting 
the historical-artistic characteristics (such as the peculiar ceiling frescoes). Once the works will be com-
pleted, the building will have a new and important social function, as it will be used to build two apart-
ments for adolescent minors, in compliance with the directives of Regional Regulation no. 4 of 18 January 
2007. The goal is to provide a residential service for young people between the ages of 16 and 18, who have 
been temporarily or permanently removed from their family due to legal proceedings or interventions 
by the social workers. In addition, there will be the possibility of accommodating guests up to 25 years 
in the hypothesis that the educational and recovery path has not yet been completed. Two independent 
apartments will be built, one for boys and one for girls, each consisting of double bedrooms, bathrooms, 
a kitchen and a common living area where the minors can spend time together doing individual or group 
activities. The Foundation will also take care of facilitating relations with the family of origin, favoring 
the reintegration of minors. Moreover, the minors will follow a path aimed at the growth and coordina-
tion of typical activities of daily life, gradually assuming responsibility and autonomy, accompanied 
by the presence during the day and at night, of at least one qualified educator. The project aroused the 
interest of the entire community, which shares and supports the social work of the Foundation, and 
the project was supported by the Puglia Region, which decided to allocate 200,000 euros of funding for 
the redevelopment works of the building. The remaining 157,000 euros, equal to 44% of the entire budget 
(357,000 euros), will instead be provided by the Foundation and by those who decide to contribute.
Therefore, the call-to-action of the Foundation is aimed at acquiring donations outside the community 
and neighboring countries. Each contribution, even of a small amount, will help to pursue the social 
objective of giving to less fortunate children not only a daily life comparable to that of their peers, which can 
increase their confidence and their resilience, but also growth prospects, education and integration into the 
world of work.
The other projects carried out: the project represents the last link in the chain of support for 
adolescents in difficulty. In fact, the Foundation works in the social sphere for several years, assigning its 
organization to three important causes. In the vast structure in which it is located, there are:
a) a housing community for pregnant women and mothers with dependent children, with five 
bedrooms, a dining-living room and a kitchen. Guests are constantly supported by a coordinator and by 
educators. 
b) an educational community for children from 3 to 18 years old, with comfortable and colorful 
bedrooms and a playroom for children to play. Here, 24-hour assistance is offered, thanks to the work of a 
coordinator and six educators with degrees in Education.
c) a day-time socio-educational center for children from 6 to 18 years, active during the whole school 
period in the afternoon, in daylight hours during the summer season. The space has been designed to 
accommodate up to 20 minors, which are followed by a coordinator, an animator and the staff required by 
the Regional Regulations. Outside the building, there are also 1800 square meters of garden and 500 square 
meters of outdoor gym.
Transparency: the Foundation strongly believes in transparency and, for this reason, provides any type 
of information regarding the project and its activities. To learn more about the budget items and the state of 
progress of the renovation work, it can consult the gallery, the official website or the Facebook page.
Economic and financial plan: the Foundation owns the property necessary to start the project (invest-
ment plan) and has identified the sources of funding (sources of coverage). With regard to returns, an 
income statement is prepared.
Box 1.  
Draft of business plan for the foundation project.
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The professional lender can therefore begin to build a summary idea of the project 
(requested funding, timing, progress, etc.), which will be completed later with the 
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specific hypothesis of equity crowdfunding, everything is summarized in an 
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interests and objectives indicated in the project. For this reason, it is necessary to 
pay particular attention to every single detail entered and published on the plat-
form. Of great impact are the photos and videos, which represent one of the main 
communication tools on the web; they have a high synthetic power and allow to 
describe the “reason why” of the project in a few minutes. The promoter of the 
project therefore can insert in his landing page a “pitch,” namely a presentation 
video of 2 or 3 minutes during which the advantages related to the realization of 
the project are highlighted.
6.2 A business plan hypothesis for the project
After general information, the simulation includes the preparation of the project 
business plan. In Italy, Consob has established that the business plan is mandatory 
only for equity-crowdfunding; however, the business plan, adapted to the collection 
method chosen by the foundation, can be an excellent cognitive tool for those who 
intend to support the project. The role of this document is in fact of fundamental 
importance especially because the project is sponsored at national, as well as local, 
level. For this reason, the supporters who are far from the territorial area in which 
the Onlus usually operates can use the business plan to know the scope of interven-
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Therefore, within the business plan, the following questions must be answered: 
how is the foundation born? What are the objectives pursued? What activities will 
be carried out with the money raised? Are there any other sources of coverage for 
the project? Are the simulated economic-financial projections realistic and sustain-
able in the Long-term?
For the purposes of preparing the business plan, the self-assessment phase is 
of great importance. During this phase, the promoter must be able to determine 
the feasibility of the project and the necessary means for its realization, without 
resorting to optimistic visions. In addition, the business plan must contain infor-
mation about the execution times and any costs that may arise later. Furthermore, 
three fundamental criteria must be met: consistency, since the statements must be 
faithful to the proposer’s mission; reliability, since each data reported must to be 
demonstrated with appropriate documentation if requested; sustainability, that 
is, there must be a real connection between the budget included in the project and 
the expenses to be incurred. Furthermore, the language used must be simple and 
communicative, with the aim of retaining the investor/donor to the proposed idea.
The business plan for the project, carried out in accordance with the indications 
of the National Council of Chartered Accountants and Accounting Experts [23], is 
reported in Box 1.
6.3 A Canvas Model hypothesis for the project analyzed
The simulation was enriched subsequently with the preparation of a Canvas 
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in the business plan, highlighting the strengths. The model was created in 
accordance with the instructions provided by its creator, the scholar Alexander 
Osterwalder. In fact, the model has considered the evolution of the methods of 
exposure of entrepreneurial projects, which have become increasingly impactful 
and capable of quickly transmitting the key concepts underlying the business 
idea. Then, the project information is summarized in a single statement, divided 
into nine sections (Figure 2).
Although the Canvas Model can be reworked in its form at the discretion of the 
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the project was supported by the Puglia Region, which decided to allocate 200,000 euros of funding for 
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b) an educational community for children from 3 to 18 years old, with comfortable and colorful 
bedrooms and a playroom for children to play. Here, 24-hour assistance is offered, thanks to the work of a 
coordinator and six educators with degrees in Education.
c) a day-time socio-educational center for children from 6 to 18 years, active during the whole school 
period in the afternoon, in daylight hours during the summer season. The space has been designed to 
accommodate up to 20 minors, which are followed by a coordinator, an animator and the staff required by 
the Regional Regulations. Outside the building, there are also 1800 square meters of garden and 500 square 
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Transparency: the Foundation strongly believes in transparency and, for this reason, provides any type 
of information regarding the project and its activities. To learn more about the budget items and the state of 
progress of the renovation work, it can consult the gallery, the official website or the Facebook page.
Economic and financial plan: the Foundation owns the property necessary to start the project (invest-
ment plan) and has identified the sources of funding (sources of coverage). With regard to returns, an 
income statement is prepared.
Box 1.  
Draft of business plan for the foundation project.
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section, few and simple words are inserted, able in first to capture the attention of 
the user and then to transmit emotions.
Starting from the left, the first section concerns the “Key Partnerships”: any 
successful project must rely on collaborations and alliances with external subjects, 
thanks to which it is possible to reduce costs. The “Key Activities” block summarizes 
the most important processes in such a way as to answer the question identified by 
Alexander Osterwalder: “What key activities are required for the value offered?”. 
In the area of “Key Resources,” all the factors in the absence of which the project 
could never get underway are indicated; for this reason, it is necessary to consider 
the strictly essential resources, including those of a non-financial nature. The left 
section concludes with the “Expenditure,” in which the areas of intervention that 
envisage higher outgoing cash flows are indicated.
In the right area of the Canvas Model, there is a very important section, 
namely “Offered Value”. This is the true heart of the prospectus: here, the lender/
donor can discover the actual usefulness of the project. The information entered 
is both of a quantitative nature, expressing in terms of the volumes of the activity, 
and of a qualitative nature, concerning, in other words, the set of services offered.
Therefore, it is necessary to decide whether to approach through a so-called 
sartorial logic, building a more personal communication system, or whether 
to adopt the more detached and automated industrial logic. The information is 
entered in the “Relationship with customers” area. If in the previous section it is 
important to consider how the borrower intends to interact with third parties, in 
the “Channels” area, it is appropriate to provide all the elements useful to the user 
to understand how the project and the services will be brought to the knowledge 
of most people.
In the “Market Segment” area, the project creator will have to respond in a 
concise and immediate manner to the question: “What is the reference target?”. 
Therefore, it is necessary to identify category of subjects to whom the main activity 
Figure 2. 
The canvas model. Source: see [23].
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is aimed, thus selecting a precise slice of beneficiaries. The Canvas Model closes 
with a reference to “Revenue,” considering the number of subjects who will use the 
products and/or services and the value of the services offered. Through this area, 
the lender can make a final and decisive assessment of the cost-effectiveness of the 
project by comparing it with the “Expenditure” section, which summarizes the 
costs associated with the services offered [23].
Following the guidelines of the National Council of Chartered Accountants and 
Accounting Experts on the Canvas Model, the simulation led to its realization. First 
the section on the “Key Partnerships” was compiled: in the particular case of the 
Foundation, the project received financial support from the Puglia Region, which 
contributed 56% of the total amount of the budget, that is, for an amount equal to 
200,000 euros.
The project aims at the redevelopment of the historic building and, subsequently, 
at its preparation in such a way as to respect the provisions of the Regional Regulations 
for the two apartments: without this preliminary phase, the building would not 
be accessible and the value could never be created. For this reason, the words 
“Restructuring” and “Furnishing” have been included in the “Key Activities” section.
Considering that this is a humanitarian project, in the “Key Resources” area are 
indicated those human resources that predominantly interface with minors, such as 
educators and auxiliary personnel.
With regards the “Offered Value,” the foundation focuses on welcoming minors, 
and then on a path that allows the guests of the structure to be able to grow and 
train. In the “Relationship with customers” section are inserted the two key con-
cepts that are at the base of the project, namely “Support” and “Comprehension.” 
The entire work of the Foundation, in fact, is aimed at guaranteeing help to all those 
who are welcomed inside the structure, with the right sensitivity that the situation 
requires.
Also the area dedicated to the “Channels” is important so that the project can 
be followed in its evolution. The Foundation will mainly use its official website, 
the Facebook page and the YouTube channel. The Canvas Model concludes with 
information regarding the main project beneficiaries. In this regard, in “Market 
Segment” adolescents aged 16 to 18 are identified as the target of reference. 
Article 51 of the Regional Regulation No. 4 of 18 January 2007 provides that the 
apartments are intended only for adolescents in this age group, except for those 
who have not been able to complete their training up to the age of majority. In the 
latter case, the stay is granted up to the 25th year.
Regarding the “Expenditure” section, the main cost centers are considered, 
above all relating to the realization of the project (for example, furniture, energy, 
heating and water system). Finally, in “Revenue,” the main financial revenues are 
included, which, considering the typology of the proponent, are due to contribu-
tions made by public administrations, donations and especially the crowdfunding 
campaign [23].
In Figure 3, the Canvas Model is represented.
6.4 Some reflections
The simulation carried out shows the phases and steps necessary to start a 
crowdfunding activity and it allows to reflect on the advantages and criticalities of 
this instrument: in particular, it is useful to ask whether this instrument can replace 
the classic methods of finding funds or can only be used alongside them.
Although crowdfunding presents a less bureaucratic, more streamlined and inno-
vative process, this form of finding financial resources shows in the same way some 
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the section on the “Key Partnerships” was compiled: in the particular case of the 
Foundation, the project received financial support from the Puglia Region, which 
contributed 56% of the total amount of the budget, that is, for an amount equal to 
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The project aims at the redevelopment of the historic building and, subsequently, 
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for the two apartments: without this preliminary phase, the building would not 
be accessible and the value could never be created. For this reason, the words 
“Restructuring” and “Furnishing” have been included in the “Key Activities” section.
Considering that this is a humanitarian project, in the “Key Resources” area are 
indicated those human resources that predominantly interface with minors, such as 
educators and auxiliary personnel.
With regards the “Offered Value,” the foundation focuses on welcoming minors, 
and then on a path that allows the guests of the structure to be able to grow and 
train. In the “Relationship with customers” section are inserted the two key con-
cepts that are at the base of the project, namely “Support” and “Comprehension.” 
The entire work of the Foundation, in fact, is aimed at guaranteeing help to all those 
who are welcomed inside the structure, with the right sensitivity that the situation 
requires.
Also the area dedicated to the “Channels” is important so that the project can 
be followed in its evolution. The Foundation will mainly use its official website, 
the Facebook page and the YouTube channel. The Canvas Model concludes with 
information regarding the main project beneficiaries. In this regard, in “Market 
Segment” adolescents aged 16 to 18 are identified as the target of reference. 
Article 51 of the Regional Regulation No. 4 of 18 January 2007 provides that the 
apartments are intended only for adolescents in this age group, except for those 
who have not been able to complete their training up to the age of majority. In the 
latter case, the stay is granted up to the 25th year.
Regarding the “Expenditure” section, the main cost centers are considered, 
above all relating to the realization of the project (for example, furniture, energy, 
heating and water system). Finally, in “Revenue,” the main financial revenues are 
included, which, considering the typology of the proponent, are due to contribu-
tions made by public administrations, donations and especially the crowdfunding 
campaign [23].
In Figure 3, the Canvas Model is represented.
6.4 Some reflections
The simulation carried out shows the phases and steps necessary to start a 
crowdfunding activity and it allows to reflect on the advantages and criticalities of 
this instrument: in particular, it is useful to ask whether this instrument can replace 
the classic methods of finding funds or can only be used alongside them.
Although crowdfunding presents a less bureaucratic, more streamlined and inno-
vative process, this form of finding financial resources shows in the same way some 
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critical points, first of all the uncertainty. The author of the project, in fact, at the 
time of publication cannot predict whether and to what extent he will find the crowd 
interest. In addition, it is not certain that the chosen network is willing to lend its 
support to the entrepreneurial, cultural or social idea in both financial and visibility 
terms. All these aspects, which manifest themselves in different ways depending on 
the chosen collection method, therefore designate crowdfunding as a supplementary 
and  non-alternative channel, precisely because of its results that cannot be deter-
mined upstream.
In relation to the case study, if the inclusion of the project allows the Foundation 
to collect the funds necessary for its realization, it appears necessary, given the 
relevant amount to be collected, to operate with a different modality. In fact, 
to ensure that the structure receives the oblations useful for its sustenance, it is 
deemed necessary to resort to the “Recurring donation” method, thanks to which 
the institution will ensure for a certain period of time a flow of additional donations 
to those received previously or by other means.
Another relevant element for the choice of operating methods for the imple-
mentation of a crowdfunding project regards the aspect of the costs to be incurred. 
Beyond the possibility of creating a type of collection that does not provide for 
classic financial charges, in terms of interest to be paid, it is important to focus on 
the fees charged by operators that make it possible for financial resources to be 
transferred from the promoters to the lenders, as well as any costs associated with 
using the platform.
In a form of alternative financing to traditional channels, it is important that 
other types of costs do not grow in an excessive or disorderly manner, to the detri-
ment of transparency and the social objective that this instrument pursues. In this 
context, the role of market supervisors, both nationally and internationally, is of 
crucial importance.
Figure 3. 
The Canvas Model of the project. Source: own processing on [23] and CSVPadova.org.
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7. Conclusions
The crowdfunding has allowed the development of new fundraising methods 
and the support of new projects and business initiatives. The spread of crowdfund-
ing in Italy depends on the fact that the Italian productive fabric is mostly made up 
of SMEs, which are starting to look with interest at alternative forms of financing.
In the European and international panorama, Italy is at the forefront of crowd-
funding regulation: the legislator’s goal was to encourage the exploitation of an 
alternative tool to encourage the financing of start-up companies, and consequently 
to support the economic growth and employment in Italy, where the use of tradi-
tional credit is often complicated, especially for young people.
In Italy, the most common types of crowdfunding are the social lending and the 
equity-based crowdfunding, which are diffused thanks to the improvement of the 
legislation. The largest number of platforms is donation/reward, that is, campaigns 
that collect funds through donations or in exchange for rewards.
Furthermore, the chapter illustrates a simulation of crowdfunding project for 
an Italian Foundation. The results of this simulation provide useful insights into 
reflections for policy makers and for potential entrepreneurs who intend to use 
crowdfunding to finance their business. The study can suggest further innovative 
analysis to strengthen the relationship between entrepreneurs and investors.
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Chapter 16




This chapter is primarily concerned with the fact that the concept of conformity 
is dynamic and amorphous as it is recognised as an impetus to economic develop-
ment and plays a major role in matters of sale of goods within an economy. In making 
an assessment of the seller’s duty of conformity to a contract of sale of goods as gov-
erned by the OHADA Uniform Act on General Commercial Law, this study argues 
that the concept of conformity is limited rather than broad that should appropriately 
encapsulate the physical and non-physical things that could form the object of a 
contract of sale. It therefore explores other aspects that could be considered as part 
of the ‘goods’ for the purposes of the conformance duty in establishing the limits of 
the seller’s liability. Thus, adopting an empirical and in-depth analysis of primary 
and secondary data, this study therefore holds that the question of conformity of 
goods can conveniently be addressed from a number of different angles: contract law, 
consumer patterns, local and international standards, and the principles of caveat 
venditor and caveat emptor.
Keywords: sales, goods, legal, discourse
1. Introduction
The preamble to the treaty of the Organisation for the Harmonisation of 
Business Laws in Africa (better known by its French acronym OHADA1 points 
to the establishment of a new economic order based on the mutual economic 
benefit of cross border trade. The primary objective of this treaty was to provide a 
secure legal and judicial environment for business to operate in [1]. This was to be 
done through the elaboration and adoption of simple modern and common rules 
adapted to their economies, by setting up appropriate judicial procedures and by 
encouraging arbitration for the settlement of contractual disputes2. This suggests 
that uniform laws governing trans-national trade are essential to achieving these 
1 The Treaty creating OHADA was signed at Port-Louis, Mauritius Island on 17 October 1993, as 
revised at Quebec, Canada, on 17 October 2008. The revisions became effective on 21 March 2010. As 
of July 7, 2010, the West African members of OHADA are Benin, Burkina Faso, Cote d’Ivoire, Guinea, 
Guinea-Bissau, Mali, Niger, Senegal, and Togo, and the Central African members of OHADA are Central 
African Republic, Chad, Cameroon, Comoros, Congo, Equatorial Guinea, and Gabon. See http://<www.
ohada.org > and http://<www.ohada.com>. On February 22, 2010, the Democratic Republic of Congo’s 
president ratified the country’s adoption of the OHADA treaty.
2 The rules adopted are known as Uniform Acts.
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goals. To effectively carry out the piece-meal harmonisation of the business laws of 
member states, specifically through the elaboration of uniform laws, nine Uniform 
Acts have been adopted till date3. Our interest being sale of goods contract, we shall 
examine the Uniform Act on General Commercial Law (UAGCL), with respect to its 
provisions governing sales contracts. Thus, the principal concern of this paper is to 
critically test the application of the UAGCL to barter-like transactions. The focus on 
the OHADA business law is to test its functionality in achieving its predictability of 
business transactions within its contracting states [2].
The rules on the conformity of goods are not only an integral part of sales law, 
but also an indispensable obligation by the seller by being inextricably linked to his 
obligation to deliver the goods. This may explain why ‘goods’ are the very subject 
matter of a sales contract, and the rules on conformity are what help define this 
subject matter. Forming part of the economic and legal rights of the buyer, the latter 
relies on and ascertains the seller’s obligation to deliver the goods in conformity 
with the contract specifications. This right consists in the delivering of goods of 
right quality, quantity, description and packaging.
Consequently, any breach of this obligation would entitle the buyer to establish 
proof. In this regard, many buyers will base their complaints on defects of conformity 
of the goods, allege a breach, and invoke remedies. It is important therefore, that 
there be fairly clear legal rules, particularly those applied by default, that are capable 
of allocating risks, thereby producing legal certainty and possibly reducing litigation.
The burden of proof includes the burden of adducing the relevant evidence and 
the burden of persuasion. The reliance provision is, in other words, an exception 
to the buyer’s entitlement to the goods fit for a particular purpose, and the burden 
of proof of the preconditions for that exception lies with the seller. Without these 
rules, it would often be impossible to say what it is that the seller has agreed to 
deliver. However, the inevitably broad nature of these rules, together with their 
considerable conceptual and practical significance, still makes them one of the most 
frequently litigated issues. All this leads to the conformity rules occupying a central 
place in any sales contract.
From the foregoing, the issue of the concept of conformity should be addressed 
with an open mind because it is dynamic and amorphous. This explains why this 
study will illustrate that the limits of conformity should not be guided by the 
distinction between physical and non-physical characteristics of the goods. Other 
conceptual tools for marking this boundary will be explored in consideration of 
other parameters irrespective of the intent of the parties as evident in their agreed 
contract.
With this in mind, this study seeks in the first place to take a critical look at 
the rules on conformity in Article 255 of the OHADA Uniform Act on General 
Commercial Law (UAGCL). The primary objective therefore is to make an exposi-
tory study of the concept of “conformity” as the basis of the seller’s duty by showing 
its limits in consideration to other components. It follows with a critical examina-
tion of the UAGCL’s approach in allocating the burden of proof of lack of confor-
mity of the goods to the contractual stipulations as agreed by the parties. The study 
also adopts a critical and analytical approach in interpreting the provisions of the 
Uniform Act and of foreign instruments regulating sale of goods contracts.
3 The following Uniform Acts are already applicable in Member States: Commercial Companies and 
Economic Interest Groupings, Law of Securities, Simplified Recovery Procedures and Measures of 
Execution, Collective Proceedings for Wiping –off Debts, Arbitration Law, Accounting Law, and Law of 
Co-operatives Carriage of Goods by Road. Two other Uniform Acts have been enacted and adopted by 
the Council of Ministers but are still inapplicable, to wit; Consumer Law and Contract Law.
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2. The legal conception of goods
2.1 Contract of sale of goods
‘Goods’ form the subject-matter of contracts of sale of goods between the seller 
and the buyer. The Uniform does not provide any definition to ‘goods’ as the case 
under the CISG4. Nor is it possible to deduce the meaning of the term by analysing 
different language versions of the statute. However, from a cursory reading of the 
Act, a restrictive meaning could be inferred as its provisions basically apply only to 
moveable tangible goods.
Reference can be made to the Uniform Act’s Scope and General Provisions. In 
particular, Article 234 (a) provides that “the provisions of this shall apply to con-
tracts of sale goods”, whereas Articles 235 and 236 restrict the ambit of the Act and 
by implication, the ambit of ‘goods’. By inference from the restrictions imposed by 
Article 236 UAGCL, it may be understood that the term ‘goods’ is fairly not extensive, 
indeed, virtually not all-embracing. It clearly excludes to a greater extent non-physi-
cal items, such as electricity, negotiable instruments, and company shares, which are 
technically ‘things in action’ or incorporeal movables and so are excluded by the plain 
words of Article 236. Similarly, items of ‘intellectual property’ such as copyrights, 
patents and trademarks are not corporeal movables and so fall outside the definition, 
although of course goods may exist, which embody these intellectual property rights
Even though under the Uniform Act, the notion of ‘goods’ serves to quantify the 
main obligation of the seller contained in Article 250, which requires that ‘… the 
seller must deliver the ‘goods’ … as required by the contract and this Uniform Act’, 
consideration must be given to the type or nature of goods.
The reason which may be advanced for dismissing intangible or immovable 
goods from the scope of the OHADA Uniform Act could be that even though these 
are assets available for trade, they can only be disposed by way of trade or security 
and not possibly to be transferred physically to another party. The absolute inter-
est in such types of goods may be disposed of outright or may be made the subject 
of security. Since by virtue of Article 250 para. 1 UAGCL, the main duty of the 
seller under the contract of sale is to deliver the goods to the buyer, what matters 
here is the physical transferability of the goods and not necessarily the transfer of 
a legitimate interest in the goods. The peculiar consideration here does not lie on 
the identification of the type of goods but rather on the physical segregation and 
ownership of it. Only in this situation is segregation both possible and necessary to 
identify the subject of the transfer obligation of the seller under the Uniform Act.
3. Contracts consisting partially of services
The UAGCL does not apply to mixed contracts as the case under the CISG, under 
which the seller provides goods and services. Nevertheless, by inference, these can 
be treated as unitary contracts rather than separate sales and services contracts [3], 
and the UAGCL will apply to both parts. This provision further restricts the mean-
ing of ‘goods’, excluding contracts ‘in which the preponderant part of the obliga-
tions of the party who furnishes the goods consists in the supply of labour or other 
services’. The issue of whether software is a good is once again illustrative.
In modern commerce, an important point, not yet resolved by the OHADA 
Uniform Act on General Commercial Law, is whether computer software may 
4 Article 30 UAGCL.
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4 Article 30 UAGCL.
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constitute ‘goods’ within the meaning of Article 234 para. 1. Software is normally 
embedded in some physical form, such as disks or as part of a package in which 
it is sold along with computer hardware, that is, computers or computer parts. 
Therefore, it could be considered as a tangible object capable of it being possible to 
be transferable. This raises an argument in trying to understand why such an item 
cannot be considered as a ‘good’ under the Uniform Act. It could without any doubt 
be covered by the OHADA Uniform Act because such a good is being able to be 
transferred to another person in a contract of sale in its physical form. Again, there 
is probability that a disk be physically defective due to a virus for example. In this 
case, the seller should be liable as the seller of a physically defective car.
Under French law, goods are known as marchandises. This simply entails a 
collection of movable assets forming the subject-matter of a contract of sale. This 
is actually an element of fond de commerce. From this standpoint, there is one clear 
limit: this meaning will not include any form of immovable property in a contract 
of sale. Consequently, it can be inferred from the meaning of Article 235 para. 1 
UAGCL that it limits the meaning of goods to movable property by its reference to 
commerçants. The meaning of ‘sale of goods’ limits the very meaning of ‘goods’. Also, 
this would mean that no sale with a non-trader is of a ‘good’. The general approach 
that is adopted under the Uniform Act is to apply the OHADA Uniform Act to the 
commerçant and not to non-commerçant.
4. The conception and nature of conformity in domestic sales law
In fact, conformity is a term with a variable content. In English language, confor-
mity is a noun derived from the verb to conform, meaning “agree with” [4, 5]. From 
this, it becomes clear that the goods should agree with the terms of the contract for 
them to be in conformity. In other words, the concept of conformity concerns the 
difference between the object agreed in the contract and that delivered.
Some particularities of domestic law on the concept of ‘conformity of goods’ in a 
sale of goods deserves a careful interpretation and understanding [6]. For instance, 
rules on conformity under the Uniform Act differ considerably from those in com-
mon law and civil law. In fact, subtle distinctions can be between the different kinds 
of defects of conformity under the different laws. Under civil codes5 as well as under 
the Uniform Act,6 a hidden defect [défaut caché] is distinguished from an apparent 
defect [vice apparent]; the English Sale of Goods Act (SGA) [1893] distinguishes 
condition7 from warranties8. Nevertheless, surely merchantability under common 
law is a similar concept to conformity as the case under UAGCL.
4.1  Conformity requirements under the Act: Material and functional 
conformity
The notion of conformity under the Uniform Act is almost identical to that 
under the CISG9. The Act views conformity from a dual perspective, that is, 
5 Cameroon Civil Code, art 1641; Côte d’Ivoire Civil Code, art 1641.
6 Uniform Act, art 231.
7 SGA, sec 11(3) provides that a condition is a major term of a contract, breach of which is considered to 
go to the root of the contract so as to entitle the innocent party to treat the contract as discharged.
8 Id, secs 14–15.
9 CISG, art 35.
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material and functional conformity. Whilst material conformity deals with the 
quality of goods, function conformity on its part focuses on the usefulness of the 
goods. A recent adoption by the Uniform Act is the condition that goods must 
conform both materially and functionally before they are judged acceptable by 
the Act. As such, sellers have to respect this prescription before delivering their 
goods10 [7, 8].
The conditions of quantity, quality, description, packaging, particular purpose, 
and sample are encapsulated into the concept of conformity in the Uniform Act as 
contained in its Article 255 [9]. Article 255 thus states as follows:
“The seller shall deliver the goods according to the quantity, quality, specifica-
tion, and packaging provided for in the contract. Where the contract is silent, 
the seller shall deliver goods in conformity with the purposes for which goods of 
that nature are generally used, and the goods must match the sample or model 
which was presented to the buyer by the seller. The seller also must deliver the 
goods that are packaged according to the usual method of packaging goods of 
the same nature or failing which, in a manner to ensure their conservation, and 
protection”11.
These implied that conditions deserve careful treatment because of the protec-
tion that they now offer the buyer of goods, who is almost invariably in a weaker 
position than the seller. This can be explained by the fact that, most of the times, 
the seller seems to be the manufacturers of the goods. As a result, these terms 
protect buyers’ interest since they ensure that the purchased goods are neither 
deficient nor defective. The Act thus makes it clear that any breach of the provi-
sions by either parties shall be interpreted as non-respect of terms of contract. It 
is important to state that the terms of a contract, which include conditions and 
warranties, of sale of goods could be implied or expressly stated. It is now clear 
that the common law principle of caveat emptor which used to focus on the buyer 
now places emphasis on the seller’s awareness (caveat venditor) [10]. Implied 
conditions and warranties are not stated by the parties during negotiations or 
included in a contractual document, but nevertheless form part of the contractual 
provisions.
Implied terms as implied by law are geared to ensuring a minimum of busi-
ness efficacy12, regardless of the parties’ paramount intention to create a workable 
contractual agreement13. Some contracts of sale are very detailed; the parties deal 
with all or most eventualities. However, in others, the only element that the parties 
deal with is identifying the goods to be sold and the price to be paid.
The seller is obliged to be conversant with aspects of quality, quantity, specifica-
tion, and the packaging of goods, which falls within material conformity as well as 
features linked to functional conformity such as the suitability, purpose, or pur-
poses and specificities of the usefulness of goods of similar design.
Material conformity therefore consists of four elements derived from the 
contract: quantity, quality, description, and packaging.
10 Under French law, the hidden defect element is dealt with under sales law. This is actually effectively 
the purport of the text: Pougoué et al Encyclopedie, above at note 11 at 55.
11 This is the author’s translation.
12 The Moorcock (1889) 14 PD 64; Lister v Romford Ice Co Ltd [1957] AC 555.
13 Compare with Lord Tomlin in Hillas & Co Ltd v Arcos [1932] ALL ER 494 at 499: “The problem for a 
court of construction must always be so to balance matters that, without violation of essential principle, 
the dealings of men may so far as possible be treated as effective, and that the law may not incur the 
reproach of being the destroyer of bargains.”
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10 Under French law, the hidden defect element is dealt with under sales law. This is actually effectively 
the purport of the text: Pougoué et al Encyclopedie, above at note 11 at 55.
11 This is the author’s translation.
12 The Moorcock (1889) 14 PD 64; Lister v Romford Ice Co Ltd [1957] AC 555.
13 Compare with Lord Tomlin in Hillas & Co Ltd v Arcos [1932] ALL ER 494 at 499: “The problem for a 
court of construction must always be so to balance matters that, without violation of essential principle, 
the dealings of men may so far as possible be treated as effective, and that the law may not incur the 
reproach of being the destroyer of bargains.”
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4.2 An inquiry into the nature of lack of conformity
4.2.1 Apparent defects
Article 258 of the Uniform Act raises no difficulty as to defects which would have 
been apparent on a reasonable examination of the goods by the buyer immediately 
after delivery. In practical terms, examination by the buyer of any apparent defects 
to ascertain the seller’s obligation operates from the moment delivery has been 
effected14. After this exercise, the buyer must give notice of a lack of conformity dis-
covered within 1 month from the date of delivery. If he fails to observe these require-
ments, the buyer will be deprived of his right to claim redress for non-conformity.
4.2.2 Hidden defects
Moreover, it is advisable that the buyer declares any detected defect observed 
in a purchased item within a year to enable the seller to make up for any deficiency 
within his/her competence15. The period of 1 year is enough time for the buyer to 
notice hidden defect in a purchased good. The foregoing condition notwithstand-
ing, it is necessary to state that the detecting of defect goes beyond according to a 
timeframe since some goods require immediate inspection and adjustment even 
before they are sold and bought. In this case, therefore, the buyer gets to understand 
any hidden defect before the commercial transaction.
However, the detecting of hidden defects is difficult, especially with frozen and 
canned/tinned goods that are always meticulously packaged. In such cases, there is 
little or no opportunity for instant or early detection of defects.
The problem raises two complex issues. The first is how to establish the liability 
of a seller or retailer who sells food products in tin or other sealed container because 
of the difficulty to identify any injury caused to his customers either from some 
foreign substance in the can or from unwholesomeness of the food and the second is 
how to establish the liability of a seller who sells goods with some defects in bulk. In 
this situation, the seller may not be faulted for such hidden defects owing to the dif-
ficulty involved in detecting such defects in bulk goods. These complex situations 
account for the emphasis of Uniform Act, in relation quality goods, that the seller 
shall be liable to deliver the goods “in the usual manner” that goods are packaged16.
Examples of such nature regarding the determination of hidden defects in goods 
can never solve all the problems related to quality. Nevertheless, with the aid of 
Article 255(2) of the Uniform Act, the intent of the parties can be construed in 
their agreement. In striving to achieve this purpose, two questions could guide this 
exercise: The understanding of the contractual provisions defining quality goods as 
spelt out by Article 255(2) and the usefulness of the goods are two basic conditions 
that could guide the parties, as the strive to satisfy their intent. An understanding 
of these conditions would certainly curb misunderstanding with regard to fitness of 
‘ordinary’ use of goods as stated in the contract.
It follows therefore that the nature of the kind of non-conformity that the buyer 
is expected to reveal are two, namely apparent and hidden defects. This type of test 
is likely to pose challenges involving goods of varying grades.
14 Uniform Act, art 257.
15 Id, art 259. Under CISG, art 39, the time frame is two years: J Huet, Contrats Civilset Commerciaux, 
Responsabilité du Vendeur et Garantie Contre les Vices Cachés [Civil and commercial contracts: 
Responsibility of the seller and guarantee against hidden defects] (1987, Litec) at 42.
16 Uniform Act, art 255(2).
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4.3 Different quality test: a matter of interpretation
A further inquiry into the notion of quality is necessary. This discussion points 
to the various quality tests the buyer may alleged non-conformity of goods. In fact, 
this raises a debate in trying to clear the confusion surrounding the basis of the 
seller’s liability for the non-conformity of goods. This discussion, in turn, makes it 
necessary to choose between various quality tests.
Against this background, the Act’s default rule in Article 255 para 2 appears 
narrow and limited in its content and scope. On its face, this provision does not 
rely on any notion of quality, with the only relevant question seemingly being 
whether the goods are fit for “the purposes for which goods of the same description 
would ordinarily be used”. In other words, the Uniform Act only seems concerned 
with whether the goods are fit for their ordinary purposes and not with quality. 
Rather, quality is a broader notion that may include not only fitness for ordinary 
purposes, but a number of other aspects such as the goods’ physical state and condi-
tion, intrinsic qualities and features, safety, durability, appearance, finish, and free-
dom from minor defects17. It is an undeniable fact that these other aspects of quality 
could be attributable to the dynamic decisions of individuals and group choices and 
satisfaction based on information gathering relating to a particular commodity [11]. 
Further exploration of the problem centres on the considerable evidence that qual-
ity variation is greater in group unanimity than in personal preferences over certain 
goods. Here, the commercial buyer may be inclined to conform and to choose goods 
required by group customers in the market.
As a general rule under the Uniform Act, conformity of the quality of the 
goods will be met if and only if the usage criterion is also satisfied18. In fact, the 
commercial utility of the goods seems to be the guiding rule to the commercial 
buyer under the Uniform Law in ascertaining the seller’s responsibility. This can 
be best explained by the fact that the utmost preference to the commercial utility 
of the goods by the commercial is guided by several different ways in which 
interpersonal influences impact variety-seeking behaviour of consumers [12]. 
In fact, changing social habits may require merchants to select a variety of items 
appropriate to the demands of divergent contexts and audiences with the view of 
acting in conformity with consumers’ preferences. Understandably, consumers’ 
individual choices tend to conform to or diverge from the choice of another group 
of consumers [13]. It follows therefore that the material conformity of the goods 
to the commercial buyer is guided by individual and divergent preferences of its 
end users. The result of the non-respect of both material and functional quality 
or either of the qualities, often insinuates a breach of contract. In a case where the 
quality is deemed essential, the breach may result in a fundamental breach with the 
consequence that the buyer may either ignore the contract or request the total substitution 
of the purchased good19.
Conversely, many domestic legal systems have used varied notions in ascertain-
ing the ultimate default rule of conformity of the goods in order to safeguard the 
buyer’s satisfaction. Notions of quality such as “average, “merchantable,” “accept-
able, or “satisfactory quality” have been the measuring yardsticks meanwhile 
“fitness for an ordinary or a common purpose” is merely one of the components 
17 Sale of Goods Act § 14(2)–(2)(B).
18 As per the position in the civil codes of Cameroon (art 1641), Côte d’Ivoire (art 1641) and France (art 
1641).
19 Id, art 283.
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referred to in some legal systems to make a sound judgement on the notion of qual-
ity or to know whether the goods meet the required standard of quality20.
The above approach can be said to be associated with the merchantability test, 
which obtains with some common law systems. This test is viewed as comprising 
more than just the saleability of the goods as those terms in the parties’ contract 
(with description, fitness for purpose, and acceptance being other relevant aspects 
of merchantability) [14].
4.3.1 Ethical values
Ethical value is an emerging applied subject. It is still currently debated as it is 
applied to all aspects of business conduct, the manufacturing of goods, and the 
quality standard of goods. In general, ethical values appear to contribute to the 
development of legal systems in which contracts are enforced fairly, and bribery 
and corruption are less prevalent, enabling business entities to have equal access to 
legal process and equal protection under the law.
At the international level for instance, private initiatives such as the principles 
laid down in the United Nations Global Compact covering issues such as human 
rights, labour, environment and anti-corruption aim to assist its member countries 
to comply with the international standards required on these issues. In Africa, 
ethical values are known and recognised in international and national sales 
contracts as one of the solutions to the defective goods as from the manufacturing 
process.
An ethical value contractual clause can be express or implied in the contract of 
sale. When implied, they may be inferred from trade and usages. Whether expressly 
or impliedly in a contract of sale, they become part of the contract and may be 
enforced, or their violation sanctioned, in the same way as with any other term. 
However, the parties agree on their express stipulation [15].
In Cameroon, for instance, most organised professions and some trade associa-
tions have codes of practice which set out ethical behaviour for members in their 
dealings with their clientele21. For instance, the company in charge of distributing 
energy makes available to the public an e-mail address for anyone who wants to 
make a complaint and report any violations of their Code of Business Conduct and 
Ethics. A clause ensuring ethical code and conduct is prior inserted in the contract 
signed by customers before they benefit from the services of the company. This is 
done in favour of its customers.
In line with the above example, it should be pointed out that in most, almost all 
contracts of sales of goods, including both domestic or international contracts, the 
quality of goods is not restricted to its physical appearance; it also has to comply 
with any other requirements which are prescribed by the law or subject to trade and 
usages22. Therefore, if the origin of the goods prescribes an ethical value standard 
at production, the standard will definitely constitute a quality of the goods. As 
a result, the requirement of quality will not be met if the goods produced do not 
meet with the ethical standard as required. It could therefore be agreed that people 
incorporate more variety into their consumption decisions when their behaviour is 
subject to public scrutiny [16].
20 Sale of Goods Act, 1979, c. 54, § 14(2)–(2)(B) (Eng.), available at http://www.legislation. 
gov.uk/ukpga/1979/54; U.C.C.§ 2-314(2)(c) (1977).
21 These would include the code of ethics of manufacturers’ associations, association of advertising 
practitioners, etc.
22 Uniform Act, arts 238–239.
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It is not easy to determine the non-conformity based on the ethical value23. 
Such difficulty is due to the hidden character of its nature and also to the fact that 
it does not physically influence the physical feature of the goods. If the breaching 
party does not of good faith disclose or cure the defect, an expert may sometimes be 
required to determine the breach.
Unless the parties have agreed otherwise, failure from the seller to deliver the 
goods in conformity with the ethical standards amounts to a breach of contract. In 
particular, when the seller is required to deliver goods that are fit for the purpose for 
which goods of that nature are commonly used or when a special request on an ethic 
(such as health and environmental considerations) was made known to the seller24. 
The buyer remedy will be its rights of redress25 and claim for damages26.
4.3.2 Good manufacturing practice
GMP refers to the “Good Manufacturing Practice”. This is a well-known regula-
tion whose purpose is to ensure the appropriate manufacturing process that would 
impact on the quality of the products. Good Manufacturing Practice is a series of 
regulations that are binding on the contracting business parties, (is agreed upon) 
requiring food producers, manufacturers, pharmaceutical companies, and packag-
ers of drugs to ensure that their products are safe, pure, and totally effective. These 
regulations are then meant to ensure a level of quality approach to manufacturers 
of goods in order to protect consumers from contracting for non-effective and 
dangerous goods. In summary, Good Manufacturing Practice plays a paramount 
role of quality assurance that ensures that products are consistently produced and 
controlled to the quality standards appropriate for their intended use and their 
legal requirements. In some cases, it is simply required by the marketing board or 
in some countries by the government department in charge of regulating trade and 
commerce27.
Sometimes, GMP is referred to as Cgmp- meaning “Current Good 
Manufacturing Practice”. This is a mere call to producers, packagers, or manufac-
turers to update their machineries, systems or equipment in order to comply with 
the new technology, capacity and /or legal requirement in their business. Generally, 
GMP’s guidelines provide regulation on products such as foods, drugs, blood and 
medical devices. Accordingly, countries do update their cGMP regulations for local 
companies to act in accordance with the legislation. In Cameroon, for instance, the 
Medical Council is a statutory body that was established in terms of the medicines 
and related substances control to oversee the regulation of medicines. Nonetheless, 
the “Standard and Quality Agency (ANOR)” and the “Service of Norms” in the 
Ministry of Trade and Commerce have a wide mandate to ensure the quality of 
products in meeting the required standards28.
Even though not prescribed by the UAGCL, such a business practice or measure 
is relevant in enhancing the warranty of quality of goods that flood the markets. 
23 Uniform Act, art 255 para. 1.0.
24 Uniform Act, art 255 para. 2.
25 Uniform Act, art 282-283.
26 Uniform Act, arts 292-293.
27 Definition of GMP by the World Health Organisation and as per GMP institute found at <http//www.
gmp1st.com/index.htm>, Accessed on October 24th, 2009.
28 It was created by Decree No.88/204 of 5 February 1988, re-organising the Ministry of Commerce. See 
Juridis Périodique no. 5 1991, p. 13. These structures were created with the objective of protecting con-
sumers and ensuring the technical supervision of the quality and quantity of goods through inspection.
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This goes a long way to improve on the quality of goods which the end users would 
obtain from commercial buyers. Respect of such a measure is left at the wishes of 
the parties in a contract of sale or could be implied from the trade and usages of 
specific goods in a given branch of business. This is the very meaning of Articles 237 
and 239 of the UAGCL.
5. Conformity and other related concepts as characteristics of the ‘goods’
Generally, goods have certain defined physical characteristics which in everyday 
business practice the parties have full knowledge of when contracting. In some 
cases, certain states of affairs may be so inextricably linked to the goods as to 
be ‘non-physical characteristics’ of the goods. In this regard, the parties may in 
concluding their sale insist on some features connected to the goods but are not 
physically part of the goods. These could concern the tangible and intangible things 
connected to the good. Nevertheless, the dichotomy between intrinsic and extrinsic 
characteristics of a ‘good’ is fundamental in determining the functionality of the 
goods. In effect, these characteristics are broad and can be described in various 
terms, for example, intrinsic/extrinsic; embodied/unembodied; tangible/intan-
gible; corporeal/incorporeal; objective/subjective; real/intellectual and physical/
non-physical.
A key example of non-physical characteristics that the parties may view as part 
of the goods emerges from the field of marketing. In that field, ‘[the idea of tangible 
and intangible attributes [of goods] is well established’ [17]. Tangible characteris-
tics are those that ‘are physically present or can be seen, experienced or measured 
in some way’. Intangible characteristics, such as reputation, quality image, and 
country of origin, are ‘understood using cognitive processes and also often contain 
an emotional dimension’29. It should be stressed that these intangible characteristics 
most impact the consumer behaviour in guiding their choices of goods they buy. 
It, therefore, ascertains the economic value of goods30. Hence, these non-physical 
attributes are conceived of as part of the goods.
5.1 Brand
A brand of a good is an exemplified example to be conceived as a non-physical 
attribute of the goods. By definition, a ‘brand’ is a commercial concept that 
describes’ the impression of a product in the minds of potential users or consum-
ers’. This explains the more reason why the wide sale of certain goods in some 
international markets is due to the strength of their brand and reputation publicised 
by mass advertisements and persistently demanded by a group of customers. That 
is why it is common today to find consumers in places across the world wearing, 
driving and drinking the same brands of certain goods [18]. This is considerable 
evidence that quality variation is greater in group unanimity than in personal 
preferences over certain goods [19]. This is another clear indication of the fact the 
commercial buyer of goods in her business will be seeking to conform to group 
norms.
Brand is conceived as an attribute of the goods, rather than something external 
to them31. Related to this is the notion of ‘brand equity’. The brand equity in a 
29 Ibid, 438.
30 Ibid, 438.
31 Oxford English Dictionary (2nd edn, 1989), s.n. ‘brand’.
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good is measured by the difference between the inherent value of the good and the 
perceived value (or market value) of the good. Another justification for this is the 
public habits and beliefs in certain virtues of these goods, which have stood their 
test of time. Such a picture is typical in Cameroon where from socio-economic 
and psychological perspectives, the purchasing public still hold tight to the buy-
ing of some goods of old reputable trademark or taste. For example, certain brand 
of goods such as, shoes like “pierre cadin” from France, “clarks” from England 
are still believed to be durable even sold as used goods. The sale of used goods or 
second-hand goods is an everyday practice where is visible to find a line-up of stores 
in Cameroonian cities such as Douala and Yaoundé operating in this trade. Goods 
vary from cars, household equipment to consumer goods. Based on observations 
from field trips conducted by the researcher in the above mentioned cities, it was 
gathered that consumers prefer certain used goods irrespective of their diminished 
quality and safety but rather simply because of their cheap prices, accessibility and 
long standing brand [20].
The law recognises that reputation and customer awareness are worthy of 
protection by allowing the enforcement of intellectual property rights. Although 
it is not a legal concept, brand equity has been referred to as being ‘[a]t the core 
of a trademark’s value and a manifestation of the legal concept of trademark good 
will’ [21].
The branding and reputation of the goods are connected to intellectual property 
in the goods. The seller’s duties in respect of conformance and intellectual property 
rights are interrelated rather than mutually exclusive. Certain characteristics of the 
goods may indeed be relevant to both duties. As will be demonstrated, the UAGCL’s 
provisions relating to intellectual property are apt to deal only with the existence of 
certain non-physical characteristics of the goods. The content of those character-
istics must be dealt with under the principle of conformity. The seller has express 
obligations in relation to trademarks and other intellectual.
property rights under Article 260(1) UAGCL: the seller shall deliver the goods with 
the assurance that no third party has a right or claim to them, unless the buyer accepts to 
collect the goods under such conditions.
From a reading of Article 275 UAGCL, it is clear that the main purpose and effect 
of the seller’s duty to deliver is to require the seller to transfer the property or title 
to the goods to the buyer. This implies that the seller should not necessarily be the 
owner of the goods. The fundamental requirement here is to qualify the seller’s 
right to sell and also the third party’s right(s) over the goods. As concerns the seller’s 
right to sell, the seller must not necessarily be in the possession of the goods and 
be able to transfer property to the buyer. To avoid any third party’s claim, the seller 
must be the right holder of some patent, trademark or other proprietary interest 
over the goods. Any possibility for the third party to have access to the goods on 
such reasons will amount to a defect in title and the seller will be liable for this. The 
essence here is for the seller to be able to transfer to the buyer a title overriding that 
of the true owner.
6.  Burden of proof for the non-conformity of the goods with the 
standard
As a general principle, the allocation of the burden of proof under the Act, seeks 
to know whether or not the goods are presently in conformity with the applicable 
standard as contained in Article 255. This mostly guided by the principle of proof 
proximity, which states that conformity or non-conformity of any good is deter-
mined by the individual who is in possession of the said good. This means that when 
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This goes a long way to improve on the quality of goods which the end users would 
obtain from commercial buyers. Respect of such a measure is left at the wishes of 
the parties in a contract of sale or could be implied from the trade and usages of 
specific goods in a given branch of business. This is the very meaning of Articles 237 
and 239 of the UAGCL.
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cases, certain states of affairs may be so inextricably linked to the goods as to 
be ‘non-physical characteristics’ of the goods. In this regard, the parties may in 
concluding their sale insist on some features connected to the goods but are not 
physically part of the goods. These could concern the tangible and intangible things 
connected to the good. Nevertheless, the dichotomy between intrinsic and extrinsic 
characteristics of a ‘good’ is fundamental in determining the functionality of the 
goods. In effect, these characteristics are broad and can be described in various 
terms, for example, intrinsic/extrinsic; embodied/unembodied; tangible/intan-
gible; corporeal/incorporeal; objective/subjective; real/intellectual and physical/
non-physical.
A key example of non-physical characteristics that the parties may view as part 
of the goods emerges from the field of marketing. In that field, ‘[the idea of tangible 
and intangible attributes [of goods] is well established’ [17]. Tangible characteris-
tics are those that ‘are physically present or can be seen, experienced or measured 
in some way’. Intangible characteristics, such as reputation, quality image, and 
country of origin, are ‘understood using cognitive processes and also often contain 
an emotional dimension’29. It should be stressed that these intangible characteristics 
most impact the consumer behaviour in guiding their choices of goods they buy. 
It, therefore, ascertains the economic value of goods30. Hence, these non-physical 
attributes are conceived of as part of the goods.
5.1 Brand
A brand of a good is an exemplified example to be conceived as a non-physical 
attribute of the goods. By definition, a ‘brand’ is a commercial concept that 
describes’ the impression of a product in the minds of potential users or consum-
ers’. This explains the more reason why the wide sale of certain goods in some 
international markets is due to the strength of their brand and reputation publicised 
by mass advertisements and persistently demanded by a group of customers. That 
is why it is common today to find consumers in places across the world wearing, 
driving and drinking the same brands of certain goods [18]. This is considerable 
evidence that quality variation is greater in group unanimity than in personal 
preferences over certain goods [19]. This is another clear indication of the fact the 
commercial buyer of goods in her business will be seeking to conform to group 
norms.
Brand is conceived as an attribute of the goods, rather than something external 
to them31. Related to this is the notion of ‘brand equity’. The brand equity in a 
29 Ibid, 438.
30 Ibid, 438.
31 Oxford English Dictionary (2nd edn, 1989), s.n. ‘brand’.
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good is measured by the difference between the inherent value of the good and the 
perceived value (or market value) of the good. Another justification for this is the 
public habits and beliefs in certain virtues of these goods, which have stood their 
test of time. Such a picture is typical in Cameroon where from socio-economic 
and psychological perspectives, the purchasing public still hold tight to the buy-
ing of some goods of old reputable trademark or taste. For example, certain brand 
of goods such as, shoes like “pierre cadin” from France, “clarks” from England 
are still believed to be durable even sold as used goods. The sale of used goods or 
second-hand goods is an everyday practice where is visible to find a line-up of stores 
in Cameroonian cities such as Douala and Yaoundé operating in this trade. Goods 
vary from cars, household equipment to consumer goods. Based on observations 
from field trips conducted by the researcher in the above mentioned cities, it was 
gathered that consumers prefer certain used goods irrespective of their diminished 
quality and safety but rather simply because of their cheap prices, accessibility and 
long standing brand [20].
The law recognises that reputation and customer awareness are worthy of 
protection by allowing the enforcement of intellectual property rights. Although 
it is not a legal concept, brand equity has been referred to as being ‘[a]t the core 
of a trademark’s value and a manifestation of the legal concept of trademark good 
will’ [21].
The branding and reputation of the goods are connected to intellectual property 
in the goods. The seller’s duties in respect of conformance and intellectual property 
rights are interrelated rather than mutually exclusive. Certain characteristics of the 
goods may indeed be relevant to both duties. As will be demonstrated, the UAGCL’s 
provisions relating to intellectual property are apt to deal only with the existence of 
certain non-physical characteristics of the goods. The content of those character-
istics must be dealt with under the principle of conformity. The seller has express 
obligations in relation to trademarks and other intellectual.
property rights under Article 260(1) UAGCL: the seller shall deliver the goods with 
the assurance that no third party has a right or claim to them, unless the buyer accepts to 
collect the goods under such conditions.
From a reading of Article 275 UAGCL, it is clear that the main purpose and effect 
of the seller’s duty to deliver is to require the seller to transfer the property or title 
to the goods to the buyer. This implies that the seller should not necessarily be the 
owner of the goods. The fundamental requirement here is to qualify the seller’s 
right to sell and also the third party’s right(s) over the goods. As concerns the seller’s 
right to sell, the seller must not necessarily be in the possession of the goods and 
be able to transfer property to the buyer. To avoid any third party’s claim, the seller 
must be the right holder of some patent, trademark or other proprietary interest 
over the goods. Any possibility for the third party to have access to the goods on 
such reasons will amount to a defect in title and the seller will be liable for this. The 
essence here is for the seller to be able to transfer to the buyer a title overriding that 
of the true owner.
6.  Burden of proof for the non-conformity of the goods with the 
standard
As a general principle, the allocation of the burden of proof under the Act, seeks 
to know whether or not the goods are presently in conformity with the applicable 
standard as contained in Article 255. This mostly guided by the principle of proof 
proximity, which states that conformity or non-conformity of any good is deter-
mined by the individual who is in possession of the said good. This means that when 
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a good is still with the seller, he/she is in the rightful position to establish and prove 
that the said good conforms or not. By the same token, once the buyer purchases the 
good, he/she assumes the responsibility of establishing conformity or non-conformity 
of the good in the case of an incident.
One relevant general principle under the UAGCL is that the assessment of the 
conformity of goods sold starts upon delivery32. In fact, it is understandable that it is 
the buyer’s obligation to examine the goods in view to reveal any lack of conformity. 
Therefore, the law grants an opportunity to the buyer to inspect the goods and 
report to the seller whether or not the goods are in conformity with the contractual 
obligation as agreed upon with the seller [22]. The question that arises is whether 
the buyer’s knowledge, usually derived from having an opportunity of pre-con-
tractual examination of the goods, should be relevant to deciding what conformity 
obligations were imposed on the seller by the contract and, even if not, whether 
the facts of the buyer’s inspection or assessment is hardly relevant to determine the 
content of the seller’s obligation33.
The philosophy behind the application of Article 255 UAGCL directs that a 
buyer ought to be able to rely on the agreed arrangements. Therefore, if there is any 
discrepancy between the contract and the goods inspected, the buyer has a right to 
cause the seller to redress the situation. This applies regardless of whether the buyer 
knows of a defect, or if it was agreed that the seller shall deliver the goods without 
defects [23]. At this point, the parties must be assumed to have expressed their 
wishes in their written agreement in relation to the requirements for the goods in 
question. This means that an analogous or expanded interpretation of the provision 
so as to apply it to Article 255 para. 1 of the Uniform Act seems in principle to be a 
restricted application of the caveat emptor principle.
When reference is made by the contracting parties, what is normally meant is 
inspection by the buyer. However, control of quality may also be effected by the 
seller, in which case its quality certificate is attached to other documents (which is 
significant in respect of certain goods since quality may be considerably affected 
during transport by reason of environmental and other circumstances). This 
method of inspection is provided by some governmental or international bodies. 
The certificate of inspection is the only proof of what it is bound to furnish under 
the contract. There is, however, another view to the effect that the other party is 
always entitled to a further inspection34.
The answers to these preoccupations exert an influence on contract interpreta-
tion depending on the particular circumstances. Presumably, these points are too 
obvious for the drafters of the Uniform Act not to have been aware of them consid-
ering the fact that Article 255 para. 1 does not concern the terms implied by default 
but concerns what the contract itself provides. This clearly shows the limits of the 
application of the concept of conformity under the Act which presumably seems to 
be detrimental to the business climate. In actual fact, in addition to that standards 
contained in the contractual stipulations, other national and international norms 
of goods need to be considered. Rapid technological changes with a corresponding 
impact on consumer behaviour is taking place within an increasingly liberalised 
marketplace in which the global drive to compete brings new challenges to regula-
tory authorities in setting up conformity standards of goods.
From the above strand of reasoning, it is certain that irrespective of the contrac-
tual stipulations, it is also of prime importance to note that the commercial buyer 
32 Uniform Act, arts 256 & 258.
33 Uniform Act, art 258.
34 Uniform Act, art 256.
255
Sales and Conformity of Goods: A Legal Discourse
DOI: http://dx.doi.org/10.5772/intechopen.93035
could dictate other requirements to the seller as driven by the desires of consumers. 
In addition, there is also necessity of the seller to have knowledge of surrounding 
facts requiring the goods to conform with certain local and international standards. 
Nevertheless, no matter the argument, the buyer’s evidence as to any lack of confor-
mity can only be validated through his duty to examine as well as supported by any 
information which was brought to him by the seller.
6.1 Burden of proof for the non-conformity of the goods at the time risk passes
In real commercial practice, there is usually the practical difficulty in ascertain-
ing the allocation of the burden of proof with the purpose of establishing a defect 
of conformity of the goods which already existed at the time risk passed, or existed 
before that time. The situation under the Act is ambiguous in that there is no clarity 
with regard to the charge on the seller who deals in goods that do not conform or 
are observed to have hidden defects. Moreover, the Act does not clearly spell out the 
seller’s responsibility when his/her goods are defective or do not conform as a result 
of a particular kind. Arguably, the notion of conformity under the Act falls within 
the meaning of the subjective understanding of a “defect” [24].
As an evidence to the forgoing fact, the purport of Article 256 UAGCL which 
suggests the fact that a buyer can only make a case for any lack of conformity after 
the risk passes irrespective of the nature of the defect. In fact, the strong implica-
tion is that the burden of proof has shifted onto the buyer in order to establish the 
seller’s liability when delivery has duly been effected. Most often when the buyer 
verifies a good to be purchased, the intension is hardly to establish its actual state; 
rather he/she tries to determine the good’s non-conformity aspects in order to 
demand immediate reparation. The new Uniform Act has further empowered the 
buyer to notify the seller of any observable defect. Despite this responsibility given 
to the buyer, the nature or kind of defect the buyer is supposed to report to the seller 
is not clearly defined.
There remains, however, a serious problem about the kind of defects which the 
buyer is expected to report to the seller. Nevertheless, a clear right of action has 
been imposed unto the buyer to establish the seller’s responsibility for apparent 
defects and for hidden defects35 discovered by the commercial buyer particularly 
when delivery has taken place.
At this juncture, it would be necessary to make an inquiry into the type of risk 
that can be transferred or passed to the buyer after delivery before examining the 
kind of defects the buyer is expected to reveal.
6.1.1 Which risks are transferred to the buyer?
Risk of “loss” in a sales context refers to the allocation of financial responsibil-
ity for the injury or destruction of goods that occurs whilst the goods are changing 
hands from seller to buyer [25]. To identify the appropriate moment for passage of 
this risk is the task of the law governing risk of loss. That law is currently found in 
Article 277 et seq. of the Uniform Act. The Uniform Act contains no definition of 
the types of risks governed by the rules on transfer of risk, thus leaving uncertainty. 
First, one must look at the risks that fall within the scope of the Act36.
35 Under art 1641 of the French Civil Code, for the purpose of an implied or legal guarantee, the 
defects must be hidden defects (vices cachés), unknown to the buyer.
36 For example, in complex agreements, a part concerning services may entail a certain risk in conjunc-
tion with a sale but not governed by the Uniform Act. (Art 235(b)).
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that the said good conforms or not. By the same token, once the buyer purchases the 
good, he/she assumes the responsibility of establishing conformity or non-conformity 
of the good in the case of an incident.
One relevant general principle under the UAGCL is that the assessment of the 
conformity of goods sold starts upon delivery32. In fact, it is understandable that it is 
the buyer’s obligation to examine the goods in view to reveal any lack of conformity. 
Therefore, the law grants an opportunity to the buyer to inspect the goods and 
report to the seller whether or not the goods are in conformity with the contractual 
obligation as agreed upon with the seller [22]. The question that arises is whether 
the buyer’s knowledge, usually derived from having an opportunity of pre-con-
tractual examination of the goods, should be relevant to deciding what conformity 
obligations were imposed on the seller by the contract and, even if not, whether 
the facts of the buyer’s inspection or assessment is hardly relevant to determine the 
content of the seller’s obligation33.
The philosophy behind the application of Article 255 UAGCL directs that a 
buyer ought to be able to rely on the agreed arrangements. Therefore, if there is any 
discrepancy between the contract and the goods inspected, the buyer has a right to 
cause the seller to redress the situation. This applies regardless of whether the buyer 
knows of a defect, or if it was agreed that the seller shall deliver the goods without 
defects [23]. At this point, the parties must be assumed to have expressed their 
wishes in their written agreement in relation to the requirements for the goods in 
question. This means that an analogous or expanded interpretation of the provision 
so as to apply it to Article 255 para. 1 of the Uniform Act seems in principle to be a 
restricted application of the caveat emptor principle.
When reference is made by the contracting parties, what is normally meant is 
inspection by the buyer. However, control of quality may also be effected by the 
seller, in which case its quality certificate is attached to other documents (which is 
significant in respect of certain goods since quality may be considerably affected 
during transport by reason of environmental and other circumstances). This 
method of inspection is provided by some governmental or international bodies. 
The certificate of inspection is the only proof of what it is bound to furnish under 
the contract. There is, however, another view to the effect that the other party is 
always entitled to a further inspection34.
The answers to these preoccupations exert an influence on contract interpreta-
tion depending on the particular circumstances. Presumably, these points are too 
obvious for the drafters of the Uniform Act not to have been aware of them consid-
ering the fact that Article 255 para. 1 does not concern the terms implied by default 
but concerns what the contract itself provides. This clearly shows the limits of the 
application of the concept of conformity under the Act which presumably seems to 
be detrimental to the business climate. In actual fact, in addition to that standards 
contained in the contractual stipulations, other national and international norms 
of goods need to be considered. Rapid technological changes with a corresponding 
impact on consumer behaviour is taking place within an increasingly liberalised 
marketplace in which the global drive to compete brings new challenges to regula-
tory authorities in setting up conformity standards of goods.
From the above strand of reasoning, it is certain that irrespective of the contrac-
tual stipulations, it is also of prime importance to note that the commercial buyer 
32 Uniform Act, arts 256 & 258.
33 Uniform Act, art 258.
34 Uniform Act, art 256.
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could dictate other requirements to the seller as driven by the desires of consumers. 
In addition, there is also necessity of the seller to have knowledge of surrounding 
facts requiring the goods to conform with certain local and international standards. 
Nevertheless, no matter the argument, the buyer’s evidence as to any lack of confor-
mity can only be validated through his duty to examine as well as supported by any 
information which was brought to him by the seller.
6.1 Burden of proof for the non-conformity of the goods at the time risk passes
In real commercial practice, there is usually the practical difficulty in ascertain-
ing the allocation of the burden of proof with the purpose of establishing a defect 
of conformity of the goods which already existed at the time risk passed, or existed 
before that time. The situation under the Act is ambiguous in that there is no clarity 
with regard to the charge on the seller who deals in goods that do not conform or 
are observed to have hidden defects. Moreover, the Act does not clearly spell out the 
seller’s responsibility when his/her goods are defective or do not conform as a result 
of a particular kind. Arguably, the notion of conformity under the Act falls within 
the meaning of the subjective understanding of a “defect” [24].
As an evidence to the forgoing fact, the purport of Article 256 UAGCL which 
suggests the fact that a buyer can only make a case for any lack of conformity after 
the risk passes irrespective of the nature of the defect. In fact, the strong implica-
tion is that the burden of proof has shifted onto the buyer in order to establish the 
seller’s liability when delivery has duly been effected. Most often when the buyer 
verifies a good to be purchased, the intension is hardly to establish its actual state; 
rather he/she tries to determine the good’s non-conformity aspects in order to 
demand immediate reparation. The new Uniform Act has further empowered the 
buyer to notify the seller of any observable defect. Despite this responsibility given 
to the buyer, the nature or kind of defect the buyer is supposed to report to the seller 
is not clearly defined.
There remains, however, a serious problem about the kind of defects which the 
buyer is expected to report to the seller. Nevertheless, a clear right of action has 
been imposed unto the buyer to establish the seller’s responsibility for apparent 
defects and for hidden defects35 discovered by the commercial buyer particularly 
when delivery has taken place.
At this juncture, it would be necessary to make an inquiry into the type of risk 
that can be transferred or passed to the buyer after delivery before examining the 
kind of defects the buyer is expected to reveal.
6.1.1 Which risks are transferred to the buyer?
Risk of “loss” in a sales context refers to the allocation of financial responsibil-
ity for the injury or destruction of goods that occurs whilst the goods are changing 
hands from seller to buyer [25]. To identify the appropriate moment for passage of 
this risk is the task of the law governing risk of loss. That law is currently found in 
Article 277 et seq. of the Uniform Act. The Uniform Act contains no definition of 
the types of risks governed by the rules on transfer of risk, thus leaving uncertainty. 
First, one must look at the risks that fall within the scope of the Act36.
35 Under art 1641 of the French Civil Code, for the purpose of an implied or legal guarantee, the 
defects must be hidden defects (vices cachés), unknown to the buyer.
36 For example, in complex agreements, a part concerning services may entail a certain risk in conjunc-
tion with a sale but not governed by the Uniform Act. (Art 235(b)).
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6.1.1.1 Liability for loss or damage to the goods
The wording used in the Uniform Act is “loss or deterioration”37 contained in 
the Article 277 para. 2. Physical risks to the goods including their destruction are 
covered by the concept of “loss”. The Uniform Act’s risk-of-loss rules clearly limit 
their ambit to loss or damage to “the goods” (that is, the goods sold) or “in respect 
of goods sold”. By analogy, the causes of loss could be broad encompassing disap-
pearance of the goods, including theft, misplacing the goods, their transfer to a 
wrong address or person, and mixing up the goods with other goods are included.
This situation was vivid during a field trip conducted by the researcher in 
markets of some big cities in Cameroon: Douala and Yaoundé38. Most big merchant-
sellers of second- hand goods like shoes for example find in their bulk of goods 
damaged shoes and because the risk has already been transferred to them by their 
supplier in their country, such as Dubai and China, they are unable to return the 
goods. Therefore, because of financial interest, they are forced to sell them at 
relatively cheap prices.
Another concern is the documents pertaining to the goods. The risk-of-loss 
rules of the Uniform Act apply as easily to documents as to goods. This study rather 
holds strong to the fact that the risk -of- loss of a document connected to the goods, 
should simultaneously pass together with the risk for the goods. The time and place 
to hand documents may at times not reach the buyer concurrently. In a case where 
there exists no agreement to this effect, the delivery of documents may be expected 
just in time for their use, for taking delivery of the goods or for their import in 
accordance with the trade usage39. Thus, if the documents are lost before they are 
delivered; the risk would not be treated similarly as for goods. Consequently, the 
holding of relevant documents of the goods by the seller does not affect the passing 
of risk40. The buyer could rather be contended to claim remedies for non-conform-
ing delivery of documents, by applying to the courts for avoidance of the contract, 
which would stop risk relating to those documents from passing41.
7. Proof as matter regulated under the uniform Act
Considering that Article 255 of the Act neither states the liability attached to 
proof nor points out on whom the responsibility of determining the conformity 
and non-conformity standard of a good as well as the timeframe of declaring such 
information, UAGCL principle have to be applied to establish the seller’s liability in 
a case where a purchased good does not conform with acceptable standards.
Nonetheless, one relevant general principle under the UAGCL is that a party 
who asserts a right must prove the necessary preconditions for the existence of that 
right. This is clearly evident under Articles 258 and 259 para. 1, which gives the 
burden to the buyer to notify the seller cases of lack of conformity. The buyer’s right 
to do so is to ensure the seller’s obligation in delivering goods in conformity with 
the express contract terms pursuant to Article 255 para. 1 of the UAGCL. It suggests 
that the burden of proof includes the burden of adducing the relevant evidence and 
37 This is the author’s translation of the French version of the UAGCL, which uses the words: “la perte ou 
la deterioration”.
38 The Nkoulouloun and Mokolo markets respectively.
39 Uniform Act, art 254.
40 Uniform Act, art 278 para. 2.
41 Uniform Act, art 281 & 296.
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the burden of persuasion. This comes into play by the reliance of the buyer on the 
seller’s conformity obligation. In other words, an exception to the buyer’s expecta-
tion to the goods fit for a particular purpose, and the burden of proof of the precon-
ditions for that exception lies with the seller. However, if the seller does not raise the 
issue of reliance, the goods’ fitness under Article 255 para. 2 will be presumed.
The “rule and exception” principle of the allocation of burden of proof may 
not always be applied strictly in practice because the burden of adducing evidence 
is sometimes placed on a party who simply has better access to evidence but who 
would not otherwise bear this burden on strict principles of the allocation of 
burden of proof 42.
From the above, as well as in line with Articles258 and 259 para. 1, it can be 
deduced that the buyer has to prove the factual prerequisites of the provisions 
upon which he wants to rely for its claim or defence. It follows from the above that 
in absence of an explicit regulation in the UAGCL, the allocation of the burden 
of proof in relation to the various factual requirements in establishing the seller’s 
liability for non-conforming goods has to be exercised primarily on the basis of the 
general principles underlying the UAGCL.
These general principles are to be found first of all in the few provisions which 
explicitly address the question of burden of proof, in particular Article 294(1). 
It states:
A party is excused from his duty to render performance if he can prove that it 
is made impracticable without his fault by the occurrence of an event, namely; 
due to a third party or the occurrence of a force majeure. A force majeure entails 
events which happen beyond the party’s control and which could not be reason-
ably foreseeable. However, there is no exemption if the failure to perform has been 
caused by a third party appointed by the defaulting party to perform all or part of 
his contractual obligations43.
Inherent in these general statements of excuse are four elements: (1) perfor-
mance has become impracticable; (2) the non-occurrence of the cause of impracti-
cability was due to force majeure; (3) the party asserting the excuse is without fault; 
and (4) the party seeking excuse did not assume greater obligations in the contract.
On the strength of this, as well as in accordance with Articles 235 (a) and 282 
UAGCL it can be deduced that each party is under the obligation to prove the factual 
prerequisites of the provisions as the basis of his/her complaint and justification. 
This situation originates from Roman practice expressed in Latin as ei incumbit 
probatio, qui dicit non qui negator actori incumbit probatio; translated in English as 
‘rule and exception-principle.’ It is important to underline that the respect of equity 
is the driving force behind this rule, since both the UAGCL and the CISG do not 
expressly elaborate on the principle of proof proximity44.
This rule is supplemented or modified by considerations of equity according 
to which each party has to prove those facts which originate from its sphere. The 
basis for this principle proof proximity in the UAGCL as in the CISG is less clear 
[26, 27]. Consequently, the courts will presumably generally limit themselves in 
42 “If the buyer rejects the goods by invoking their non-conformity the seller must prove that the goods 
are in conformity with the contract; if the buyer already accepted the goods the buyer would have to 
prove their non-conformity.”
43 The author’s translation.
44 Sometimes this rule is broken down into two separate rules distinguishing between the burden for a 
party raising a claim and a party claiming an exception or raising a defence.
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6.1.1.1 Liability for loss or damage to the goods
The wording used in the Uniform Act is “loss or deterioration”37 contained in 
the Article 277 para. 2. Physical risks to the goods including their destruction are 
covered by the concept of “loss”. The Uniform Act’s risk-of-loss rules clearly limit 
their ambit to loss or damage to “the goods” (that is, the goods sold) or “in respect 
of goods sold”. By analogy, the causes of loss could be broad encompassing disap-
pearance of the goods, including theft, misplacing the goods, their transfer to a 
wrong address or person, and mixing up the goods with other goods are included.
This situation was vivid during a field trip conducted by the researcher in 
markets of some big cities in Cameroon: Douala and Yaoundé38. Most big merchant-
sellers of second- hand goods like shoes for example find in their bulk of goods 
damaged shoes and because the risk has already been transferred to them by their 
supplier in their country, such as Dubai and China, they are unable to return the 
goods. Therefore, because of financial interest, they are forced to sell them at 
relatively cheap prices.
Another concern is the documents pertaining to the goods. The risk-of-loss 
rules of the Uniform Act apply as easily to documents as to goods. This study rather 
holds strong to the fact that the risk -of- loss of a document connected to the goods, 
should simultaneously pass together with the risk for the goods. The time and place 
to hand documents may at times not reach the buyer concurrently. In a case where 
there exists no agreement to this effect, the delivery of documents may be expected 
just in time for their use, for taking delivery of the goods or for their import in 
accordance with the trade usage39. Thus, if the documents are lost before they are 
delivered; the risk would not be treated similarly as for goods. Consequently, the 
holding of relevant documents of the goods by the seller does not affect the passing 
of risk40. The buyer could rather be contended to claim remedies for non-conform-
ing delivery of documents, by applying to the courts for avoidance of the contract, 
which would stop risk relating to those documents from passing41.
7. Proof as matter regulated under the uniform Act
Considering that Article 255 of the Act neither states the liability attached to 
proof nor points out on whom the responsibility of determining the conformity 
and non-conformity standard of a good as well as the timeframe of declaring such 
information, UAGCL principle have to be applied to establish the seller’s liability in 
a case where a purchased good does not conform with acceptable standards.
Nonetheless, one relevant general principle under the UAGCL is that a party 
who asserts a right must prove the necessary preconditions for the existence of that 
right. This is clearly evident under Articles 258 and 259 para. 1, which gives the 
burden to the buyer to notify the seller cases of lack of conformity. The buyer’s right 
to do so is to ensure the seller’s obligation in delivering goods in conformity with 
the express contract terms pursuant to Article 255 para. 1 of the UAGCL. It suggests 
that the burden of proof includes the burden of adducing the relevant evidence and 
37 This is the author’s translation of the French version of the UAGCL, which uses the words: “la perte ou 
la deterioration”.
38 The Nkoulouloun and Mokolo markets respectively.
39 Uniform Act, art 254.
40 Uniform Act, art 278 para. 2.
41 Uniform Act, art 281 & 296.
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the burden of persuasion. This comes into play by the reliance of the buyer on the 
seller’s conformity obligation. In other words, an exception to the buyer’s expecta-
tion to the goods fit for a particular purpose, and the burden of proof of the precon-
ditions for that exception lies with the seller. However, if the seller does not raise the 
issue of reliance, the goods’ fitness under Article 255 para. 2 will be presumed.
The “rule and exception” principle of the allocation of burden of proof may 
not always be applied strictly in practice because the burden of adducing evidence 
is sometimes placed on a party who simply has better access to evidence but who 
would not otherwise bear this burden on strict principles of the allocation of 
burden of proof 42.
From the above, as well as in line with Articles258 and 259 para. 1, it can be 
deduced that the buyer has to prove the factual prerequisites of the provisions 
upon which he wants to rely for its claim or defence. It follows from the above that 
in absence of an explicit regulation in the UAGCL, the allocation of the burden 
of proof in relation to the various factual requirements in establishing the seller’s 
liability for non-conforming goods has to be exercised primarily on the basis of the 
general principles underlying the UAGCL.
These general principles are to be found first of all in the few provisions which 
explicitly address the question of burden of proof, in particular Article 294(1). 
It states:
A party is excused from his duty to render performance if he can prove that it 
is made impracticable without his fault by the occurrence of an event, namely; 
due to a third party or the occurrence of a force majeure. A force majeure entails 
events which happen beyond the party’s control and which could not be reason-
ably foreseeable. However, there is no exemption if the failure to perform has been 
caused by a third party appointed by the defaulting party to perform all or part of 
his contractual obligations43.
Inherent in these general statements of excuse are four elements: (1) perfor-
mance has become impracticable; (2) the non-occurrence of the cause of impracti-
cability was due to force majeure; (3) the party asserting the excuse is without fault; 
and (4) the party seeking excuse did not assume greater obligations in the contract.
On the strength of this, as well as in accordance with Articles 235 (a) and 282 
UAGCL it can be deduced that each party is under the obligation to prove the factual 
prerequisites of the provisions as the basis of his/her complaint and justification. 
This situation originates from Roman practice expressed in Latin as ei incumbit 
probatio, qui dicit non qui negator actori incumbit probatio; translated in English as 
‘rule and exception-principle.’ It is important to underline that the respect of equity 
is the driving force behind this rule, since both the UAGCL and the CISG do not 
expressly elaborate on the principle of proof proximity44.
This rule is supplemented or modified by considerations of equity according 
to which each party has to prove those facts which originate from its sphere. The 
basis for this principle proof proximity in the UAGCL as in the CISG is less clear 
[26, 27]. Consequently, the courts will presumably generally limit themselves in 
42 “If the buyer rejects the goods by invoking their non-conformity the seller must prove that the goods 
are in conformity with the contract; if the buyer already accepted the goods the buyer would have to 
prove their non-conformity.”
43 The author’s translation.
44 Sometimes this rule is broken down into two separate rules distinguishing between the burden for a 
party raising a claim and a party claiming an exception or raising a defence.
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stating the existence of the principle without giving any further justification. The 
proof proximity pays attention to the ability of the party to gather evidence as well 
as the relevant facts and issues presented as proof. This implies that once a good 
is delivered to a buyer without a prior indication of deficiency from him/her (the 
purchaser), the responsibility to prove any claim based on lack of conformity of the 
delivered good becomes that of the buyer. This seems to be the spirit surrounding 
the provision of Article 256 of UAGCL. It states:
Conformity of the goods shall be appraised as of the day of delivery, even if defects 
appear only later45.
The rules on conformity under the UAGCL are by no means an exception in 
dealing with issues of proof as the case under the CISG. The point to be addressed 
here in the first place is the burden of proof. The burden of proof is not a legal obli-
gation, but by its legal nature, a duty. The duty represents an obligation to oneself 
and not to the other party in a contract. The duty to proof is closely connected with 
the buyer’s duty to examine the goods and to notify the seller. Namely, the seller will 
be liable for the non-conformity of delivered goods only if the buyer gives notice 
pursuant to Article of the UAGCL.
The main purpose of the examination is to determine whether or not the goods 
are in conformity with the contract, that is, to reveal defects in quality, quantity, 
description and packaging. In fact, it is only on the result of the examination that 
the buyer can make a claim for nonconformity. It follows therefore that, burden of 
proving non-conformity rests on the buyer.
8. Overview of the various allocation of burden of proof in practice
It is expressly clear from the provisions of the Uniform Act that the allocation 
of the burden of proof for the seller’s liability for non-conformity of the goods at 
the time the risk passes is imposed on the buyer. It is however rare to find under the 
Act an apportion of the burden to proof to the seller. There is a lack of necessary 
specificity and distinction to attribute it clearly to the seller.
In light of that and other considerations, attention should also be given to 
the fact that the Act is completely silent on the procedure for establishing the 
burden of proof. This can be explained by the fact that such an issue which is 
beyond the OHADA’s scope of application and consequently be governed by the 
non-harmonised national laws of member countries. Consequently, such a ques-
tion must be left to the courts of member states as a matter of procedural law. In 
addition, it is inappropriate for the Act, which relates to the cross-border sale of 
goods, to deal with matters of evidence or procedure. In fact, they are still some 
hurdles that beset the uniform working of the OHADA Uniform Act on General 
Commercial, considering the glaring differences between the procedural and 
evidential laws operating in the member States on matters of proof. This is as a 
result of the prevailing differences in legal cultures, procedures in the area of 
criminal proceedings which is out of the scope of the Act. Therefore, a degree of 
non-uniformity can be expected in matters of taking evidence and more broadly 
in allocating burden of proof.
In fact, the allocation of the burden of proof under the Uniform Act rests 
primarily on the basis of the actori incumbit probatio principle. Thus, the burden of 
45 The author’s translation.
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proof is largely dependent on the position of the parties in the process, that is, who 
invokes Article 255 in its favour.
The common practice is that the responsibility of proof is often on the basis of 
proof proximity principle, whereby the responsibility to prove the non-conformity 
with standards of a good is transferred from the seller to the buyer once a purchased 
item is delivered to the buyer. The implication here is that the seller is responsible 
for proving the conformity or non-conformity of his/her good only a purchaser 
has not yet taken possession of or demanded the reservation of the particular good. 
Therefore, the moment a buyer receives the delivered good raising the question of non-
conformity, any further proof non-conformity would be his/her responsibility.
It is suggested, however, that legal predictability should not be undermined any 
further by the introduction of the proof proximity principle into the UAGCL. As 
already alluded to, proof proximity can easily contravene the rule and exception 
principle, and its introduction necessitates a choice between the two, either as a 
matter of general principle or in the particular case. That, in turn, gives rise to an 
additional layer of complexity and unpredictability.
Reaching a substantial degree of international agreement on the rule and 
exception principle is a hard-earned achievement, which has potential to promote 
legal certainty in all areas falling within the Act’s scope. From this standpoint, 
recognising proof proximity as the Act’s general principle would be an unwelcome 
development.
9. Conclusion
The seller’s duty in exercising his material duty of conformity under the UAGCL 
is fraught with some difficulties. One of such difficulty is to establish the seller’s 
liability for the non-conformity of goods as to the specifications of a contract of 
sale of goods. There is still some confusion and uncertainty regarding the notion 
of conformity under the Act because the concept of conformity is dynamic and 
ambivalent. There is really a need to search for a quality standard, which can 
underpin the ultimate default of the fitness for ordinary purposes and engulf other 
aspects of conformity. This will greatly be in the interest of the commercial buyer in 
order to conform with the demands of his consumer buyers.
The seller is equally expected to deliver goods which will satisfactorily serve the 
purpose for which commercial buyers intend to use them. This suggests therefore 
that the seller’s expected obligation to deliver the adequate requirements to the 
goods under the contract would hardly in practice be that. This therefore raises 
the confusion and uncertainty in determining the seller’s liability for the non-
conformity of goods as to the specifications of a contract of sale of goods under 
the UAGCL. The concept of conformity must be handled in consideration with a 
number of issues, irrespective of the contractual stipulations agreed by the con-
tracting parties.
It has also been evident that the issues of proof of lack of conformity under 
the Act be useful to introduce an overarching quality standard. However, to what 
extent should a sales law instrument govern the matters of proof, such as burden 
and standard of proof, and the evaluation and admissibility of evidence? It has been 
argued that the UAGCL is not capable of dealing adequately with the admissibility 
of evidence. Consequently, this may have considerable impact in establishing the 
seller’s liability and on substantive law rights. No consistency in the exercise of 
this right is available under the UAGCL. There are undeniably differences in legal 
cultures, procedural environments, and views of the purpose of judicial proceed-
ings in the member states.
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stating the existence of the principle without giving any further justification. The 
proof proximity pays attention to the ability of the party to gather evidence as well 
as the relevant facts and issues presented as proof. This implies that once a good 
is delivered to a buyer without a prior indication of deficiency from him/her (the 
purchaser), the responsibility to prove any claim based on lack of conformity of the 
delivered good becomes that of the buyer. This seems to be the spirit surrounding 
the provision of Article 256 of UAGCL. It states:
Conformity of the goods shall be appraised as of the day of delivery, even if defects 
appear only later45.
The rules on conformity under the UAGCL are by no means an exception in 
dealing with issues of proof as the case under the CISG. The point to be addressed 
here in the first place is the burden of proof. The burden of proof is not a legal obli-
gation, but by its legal nature, a duty. The duty represents an obligation to oneself 
and not to the other party in a contract. The duty to proof is closely connected with 
the buyer’s duty to examine the goods and to notify the seller. Namely, the seller will 
be liable for the non-conformity of delivered goods only if the buyer gives notice 
pursuant to Article of the UAGCL.
The main purpose of the examination is to determine whether or not the goods 
are in conformity with the contract, that is, to reveal defects in quality, quantity, 
description and packaging. In fact, it is only on the result of the examination that 
the buyer can make a claim for nonconformity. It follows therefore that, burden of 
proving non-conformity rests on the buyer.
8. Overview of the various allocation of burden of proof in practice
It is expressly clear from the provisions of the Uniform Act that the allocation 
of the burden of proof for the seller’s liability for non-conformity of the goods at 
the time the risk passes is imposed on the buyer. It is however rare to find under the 
Act an apportion of the burden to proof to the seller. There is a lack of necessary 
specificity and distinction to attribute it clearly to the seller.
In light of that and other considerations, attention should also be given to 
the fact that the Act is completely silent on the procedure for establishing the 
burden of proof. This can be explained by the fact that such an issue which is 
beyond the OHADA’s scope of application and consequently be governed by the 
non-harmonised national laws of member countries. Consequently, such a ques-
tion must be left to the courts of member states as a matter of procedural law. In 
addition, it is inappropriate for the Act, which relates to the cross-border sale of 
goods, to deal with matters of evidence or procedure. In fact, they are still some 
hurdles that beset the uniform working of the OHADA Uniform Act on General 
Commercial, considering the glaring differences between the procedural and 
evidential laws operating in the member States on matters of proof. This is as a 
result of the prevailing differences in legal cultures, procedures in the area of 
criminal proceedings which is out of the scope of the Act. Therefore, a degree of 
non-uniformity can be expected in matters of taking evidence and more broadly 
in allocating burden of proof.
In fact, the allocation of the burden of proof under the Uniform Act rests 
primarily on the basis of the actori incumbit probatio principle. Thus, the burden of 
45 The author’s translation.
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proof is largely dependent on the position of the parties in the process, that is, who 
invokes Article 255 in its favour.
The common practice is that the responsibility of proof is often on the basis of 
proof proximity principle, whereby the responsibility to prove the non-conformity 
with standards of a good is transferred from the seller to the buyer once a purchased 
item is delivered to the buyer. The implication here is that the seller is responsible 
for proving the conformity or non-conformity of his/her good only a purchaser 
has not yet taken possession of or demanded the reservation of the particular good. 
Therefore, the moment a buyer receives the delivered good raising the question of non-
conformity, any further proof non-conformity would be his/her responsibility.
It is suggested, however, that legal predictability should not be undermined any 
further by the introduction of the proof proximity principle into the UAGCL. As 
already alluded to, proof proximity can easily contravene the rule and exception 
principle, and its introduction necessitates a choice between the two, either as a 
matter of general principle or in the particular case. That, in turn, gives rise to an 
additional layer of complexity and unpredictability.
Reaching a substantial degree of international agreement on the rule and 
exception principle is a hard-earned achievement, which has potential to promote 
legal certainty in all areas falling within the Act’s scope. From this standpoint, 
recognising proof proximity as the Act’s general principle would be an unwelcome 
development.
9. Conclusion
The seller’s duty in exercising his material duty of conformity under the UAGCL 
is fraught with some difficulties. One of such difficulty is to establish the seller’s 
liability for the non-conformity of goods as to the specifications of a contract of 
sale of goods. There is still some confusion and uncertainty regarding the notion 
of conformity under the Act because the concept of conformity is dynamic and 
ambivalent. There is really a need to search for a quality standard, which can 
underpin the ultimate default of the fitness for ordinary purposes and engulf other 
aspects of conformity. This will greatly be in the interest of the commercial buyer in 
order to conform with the demands of his consumer buyers.
The seller is equally expected to deliver goods which will satisfactorily serve the 
purpose for which commercial buyers intend to use them. This suggests therefore 
that the seller’s expected obligation to deliver the adequate requirements to the 
goods under the contract would hardly in practice be that. This therefore raises 
the confusion and uncertainty in determining the seller’s liability for the non-
conformity of goods as to the specifications of a contract of sale of goods under 
the UAGCL. The concept of conformity must be handled in consideration with a 
number of issues, irrespective of the contractual stipulations agreed by the con-
tracting parties.
It has also been evident that the issues of proof of lack of conformity under 
the Act be useful to introduce an overarching quality standard. However, to what 
extent should a sales law instrument govern the matters of proof, such as burden 
and standard of proof, and the evaluation and admissibility of evidence? It has been 
argued that the UAGCL is not capable of dealing adequately with the admissibility 
of evidence. Consequently, this may have considerable impact in establishing the 
seller’s liability and on substantive law rights. No consistency in the exercise of 
this right is available under the UAGCL. There are undeniably differences in legal 
cultures, procedural environments, and views of the purpose of judicial proceed-
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To conclude, there is little doubt that the UAGCL has proved to be capable of 
resolving the issue of conformity of the goods. Attention should be given in drafting 
new provisions on conformity. Finally, to what extent should the UAGCL govern 
the matters of proof, such as burden and standard of proof, and the evaluation and 
admissibility of evidence. This calls for a fundamental harmonisation of the adjec-
tival laws on matters of proof in order to maintain a higher degree of the uniform 
character of the OHADA laws.
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