Abstract-Word sense disambiguation is the task of choosing a sense for a target word in a given text using some words from the text and, in some cases, hand-tagged samples or dictionary definitions. The sense list is taken usually from an explanatory dictionary for a given language. Note that since the word is part of the text, we rely on the context words for making the decision. The methods that use information from words in the (near) context are very simple, because they consider lexical intersections of the word with the context words and/or their definitions or samples of usage. These methods reach precision of up to 70%. There are also methods that have better performance, but they are much more sophisticated: they use expensive resources -usually hand crafted -and rely on complex algorithms. In this paper, we show how to increase precision for certain word classes of these simple methods to the level comparable with that of the most sophisticated ones. Namely, we observed that these methods usually disambiguate correctly those words that conform to the One Sense per Discourse heuristic (OSD words). We used Semcor and Wikipedia to find the OSD words and left non-OSD words without disambiguation, thus improving precision at the expense of recall. Our motivation for this situation -more precision, less recall -is: (1) if we need high quality disambiguation and use human evaluators, then we can reduce the cost by asking them to disambiguate only words that are really difficult for the algorithms; (2) in an automatic system, we can apply this method for disambiguation of the corresponding words, and use other more sophisticated method for disambiguation of other words, i.e., use different methods for disambiguation (meta-disambiguation). We experimented with the complete and simplified Lesk algorithms, the graph based algorithm, and the first sense heuristic. The precision of all algorithms increases and some algorithms reach the level of the inter annotator agreement.
I. INTRODUCTION
W ORDS have different meanings depending on the context. For example, in the sentence "John is drawing a tree", the last word can mean a plant or a graph. Word sense Grigori Sidorov and Francisco Viveros-Jiménez are with the Centro de Investigación en Computación, Instituto Politécnico Nacional, Mexico City, Mexico (web: www.cic.ipn.mx/ sidorov, e-mail: pacovj@hotmail.com). disambiguation (WSD) is the task of identifying the sense (meaning) of a target word in a context [1] . Word senses are taken from a specific explanatory dictionary.
Generally speaking, WSD is a complex problem, which may require for its solution application of various methods of artificial intelligence. Currently, there are numerous solutions for tackling WSD. Simple methods that are based on the knowledge about the word itself and the words in its context have relatively low performance (the best methods obtain precision of about 60%). More complex supervised methods can reach precision above 70% [2] , [3] . Still, these supervised methods need manually tagged training data, which is expensive and in real life is not always affordable.
WSD is useful for many NLP applications that deal with the meaning of texts, such as machine translation [4] , [5] , [6] , wikification [7] , information retrieval [8] , etc. So there is a need in WSD systems with high precision when designing systems for these tasks. Note that a need in a reliable WSD system persists even if such system disambiguates only some target words (i.e., not all of them).
This paper describes the method that allows increasing precision of WSD systems at the expense of recall/coverage. The main idea is to disambiguate just those words that comply with the one sense per discourse (OSD) heuristic. Further this idea is analyzed in detail.
Previously, it was reported [9] that using features for selective disambiguation leads to a performance boost of about 5%. In that work the authors used word features, such as word grain, amount of positive and negative training examples and dominant sense ratio. They went even further and ensemble a back-off chain of three methods in a metaheuristic that selects the best method (of the three) using these word features. We propose to rely only on the One Sense per Discourse heuristic, but our precision boosts are greater than the ones reported by [9] .
Our motivation for this situation -more precision, less recall-is: (1) if we need high quality disambiguation and use human evaluators, then we can reduce the cost by asking them to disambiguate only words that are really difficult for the algorithms; (2) in an automatic system, we can apply this method for disambiguation of the corresponding words, and use other more sophisticated method for disambiguation of other words, i.e., use different methods for disambiguation (meta-disambiguation).
In the following sections, we describe the corresponding experiments and present a discussion about the behavior of the proposed method.
II. EXPERIMENTAL SETUP
As we already mentioned, our hypothesis is that disambiguating only OSD words increases precision, but it obviously disambiguates fewer words, so recall and coverage become lower. Experiments were conducted for confirming this hypothesis. We show that this cost is acceptable, i.e., the WSD systems benefit from the proposed method. We also show that this phenomenon does not depend on the disambiguating algorithm, the test set data, and the word sense inventory.
We tested four algorithms over four test sets using different explanatory dictionaries (sense inventories). The explanatory dictionaries were: the WordNet 3.0 [10] , Wikipedia [11] and Spanish Wikipedia. The test sets were: Senseval 2 [2] , Senseval 3 [3] , and hand-picked English/Spanish Wikipedia articles. The used WSD algorithms were: the Simplified Lesk algorithm [12] , the Graph Indegree with Lesk measure [13] , the traditional Lesk algorithm [14] and the first sense heuristic [12] . We also present additional experiments with Conceptual Density [15] , Naive Bayes [16] and GETALP [17] , [18] for some test sets.
We used precision (P), recall (R), coverage (C) and F-measure (F1) for measuring the performance of the algorithms as specified in [1] . They were calculated with the following equations:
where answer is the target word, for which the algorithm has selected a sense, and correct answer is the answer that coincides with the one provided by human annotators as the gold standard. We compare the performance of the algorithms in three different situations: 1) Disambiguating each sentence independently. 2) Forcing the algorithms to use the one sense per discourse (OSD) assumption [19] , [20] . In this case, the WSD algorithms disambiguate all instances of the target word independently using the corresponding sentences as the context. 3) Disambiguating only words that usually comply with the one sense per discourse heuristic (OSD).
A. Wikipedia Test Set
Besides using Senseval 2 and Senseval 3 data, we also chose 12 Wikipedia articles in Spanish and English languages as our empirical test set. Note that articles in Spanish Wikipedia are generally shorter and have less polysemy than their counterparts in English, as can be seen in Table I . These differences make disambiguating Spanish articles easier.
B. About our Implementation
We used Java as our main programming language and a computer with Intel Core I3 with 4GB in RAM for testing. Our Java implementation is available for using under a noncommercial license at http://sourceforge.net/gannu. It contains command line and graphical tools for performing the following tasks:
-Setting up the experiments.
-Running the experiments (test results are stored into XLS files). -Searching for sense definitions.
-Creating gold standard files from raw text and Wikipedia articles. -Loading samples into a dictionary. The package also contains complete API documentation and tutorials.
C. Implementation Details Related with the WordNet
We used both glosses and samples as the base definitions. We discarded stop-words using the predefined list. The Stanford POS tagger [21] and the lemmatizer based on WordNet [10] were used for generation of the final definitions of words (word senses). Our test results differ from the reported results -less than ±3% in F1-measure -because we used the different -the latest -version of the WordNet. Note that our results can be easily reproduced, because the source code and the data are available.
D. Implementation Details Related with Wikipedia
We used the first paragraphs of Wikipedia definitions, which appear before the table of contents or a section mark of articles, as definitions of word senses. We used the manually inserted hyperlinks in the articles and the disambiguation pages as our gold standard. For example, if we want to disambiguate the word Wolf, a WSD system have to select between the 40 senses listed in the wiki/Wolf (disambiguation) page. If this word is tagged with the hyperlink wiki/Gray wolf, then we know that the correct sense is the one corresponding to this link.
III. CALCULATION OF THE ONE SENSE PER DISCOURSE CONDITION
Some words very often comply with the one sense per document (OSD) heuristic, which tells us that these words [19] . The OSD heuristic was successfully used for disambiguating some selected nouns in [20] . However, it was reported that not all words comply with this heuristic [22] , so it is not a good idea to apply the OSD heuristic for all words (as we confirm later in this research). We used two procedures for calculating if a word complies with the OSD heuristic or not. For WordNet based tests, we used the SemCor corpus [23] . A word complies with the OSD heuristic if it appears in this corpus with exactly one sense per document or it does not exist in the corpus.
For Wikipedia based tests, we used Wikipedia search counts. These search counts are stored in a matrix containing the search hits of all possible pair of senses, i.e. , our algorithm searches for the frequency of co-occurences of senses. Thus, each matrix element stores the frequency of a pair of senses. Diagonal elements contain the search counts of single senses. All counts are decreased by an empirical value of 2×P olysemy hits due to the existence of disambiguation, category and list pages which contain sense pairs of the same word. A word complies with the OSD heuristic when all of the non-diagonal element of the matrix are less or equal to zero. Tables II, III , and V confirm that disambiguating just the words that comply with the OSD heuristic increases precision at the cost of recall/coverage. The precision boost was from 3% to 25%, being the average of 16%. The coverage loss was from 11% to 57%, being the average of 34%. Also, we observed that the first sense heuristic together with the OSD heuristic had the best approach in the tests: it obtained precision in the range from 79% to 99%. Note that forcing the OSD heuristic assumption does not lead to a consistent increase in precision (although, it often leads to a coverage boost). For further reference we added a table containing the best results observed in Senseval 2 and Senseval 3, see Table IV . Note that the first sense heuristic together with the OSD heuristic overcame the precision of the best systems in these competitions. Figure 1 provides a graphical representation of the performance changes. This figure shows the precision obtained for different values of coverage. Coverage can be changed by using different window sizes in the range of [1, 1024] (i.e., window size values are directly related to coverage). This figure confirms that all selected algorithms solve better the OSD words. Hence, our OSD filter allows other algorithms to outperform first sense heuristic. Moreover, the Graph InDegree algorithm was able to get the value of the inter annotator agreement for the OSD words. 
IV. PERFORMANCE ANALYSIS Test results presented in

V. WORDS THAT DO NOT COMPLY WITH THE OSD HEURISTIC
We analyzed the words that do not comply with the OSD heuristic. There are words of all grammar classes, as seen in Table VII . The amount of such words is in the range from 14% to 58%. Most of the words that comply with the OSD heuristic are domain words like scientist, cell, cancer, strategy, treatment, etc.
Words that do not comply with the OSD heuristic have at least one of these traits:
-their sense definitions are similar between themselves, -their sense definitions have very few (usually, less than three) open-class words, and -their meaning is related to their current syntactic functions rather than to a possible document domain. Gambl-AW-S [28] 65.1 65.1 100 65.1 Fig. 1 . Precision/coverage graph for some knowledge-based algorithms observed on Senseval 2 test set. Algorithms using our OSD filter (circles) overcame the first sense heuristic precision. Also, some algorithms overcame the human annotator agreement.
Table VI contains some sample definitions that are too similar to distinguish between them or too short for WSD systems.
The most discarded words are verbs. Common verbs (like be, have and do) have more than ten definitions in WordNet and are used widely across all domains. Often the main part of the meaning of verbs is heavily related to its complements.
Take for example the following text: "I started drinking some soda. Later, I decided to drink a cold beer." and the following definitions [drink of the verb drink by looking at the direct object in both cases. It is typical lexical function. Hence, in our future research we will try to design a system for disambiguating these words by using syntactic information.
VI. CONCLUSIONS
This paper shows that WSD methods can attain high precision when solving just those words that comply with one sense per discourse heuristic at the cost of losing recall/coverage. The precision boost is high enough to overcome the first sense baseline: this achievement can be reached only by complex state-of-the-art WSD systems. Also, our experimental results show that words that do not comply with OSD have one of these traits: (1) their meaning depends on the sentence rather than the domain (like most of the verbs), and, (2) their sense definitions are not adequate for current systems (they are too short or too similar between them).
We recommend disambiguating just the OSD words for increasing precision of WSD algorithms for real life applications requiring high precision.
