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Metal theft has become a substantial crime problem in many areas. In response, several countries have
introduced legislation to regulate scrap-metal recycling yards. However, at present there is little evidence
to support this use of the market reduction approach (MRA) in preventing metal theft. The present study
sought to test the underlying assumption of the MRA that the presence of a market for stolen property (in
this case provided by scrap yards) drives thefts in a local area. This study tested for a spatial association
between the locations of scrap yards and those of metal thefts. The density of industry, local burglary rate
and road-accessibility of an area were controlled for. Metal thefts from railway lines in England were
shown to be signiﬁcantly more common in areas with more scrap-metal yards, high road accessibility
and high population density. The results support the use of the MRA in relation to metal theft.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The theft of metal items for their scrap resale value has become
a substantial crime problem in many areas, likely driven by in-
creases in the wholesale price of many scrap metals compared to
historical averages (Sidebottom, Ashby, & Johnson, 2014,
Sidebottom, Belur, Bowers, Tompson, & Johnson, 2011). As well as
the cost of replacing stolen metal, thefts from infrastructure net-
works in particular can cause widespread disruption, which has led
to pressure on governments in many countries to take action to
prevent metal thefts.
Such action has commonly focused on implementing themarket
reduction approach (MRA) to crime reduction (Sutton, Johnston, &
Lockwood, 1998, see below), particularly through increasing the
regulation of scrap-metal dealers (SMDs). As of mid-2014, laws to
regulate SMDs exist in all 50 United States (US) states and in at least
14 European Union (EU) countries (Institute of Scrap Recycling
Industries, 2014), with new measures including a ban on paying
cash for scrap metal, waiting periods for payment and increased
record keeping (for a survey of measures, see Waterﬁeld & Short,
2014).
Although enhanced regulation of SMDs has become common-
place, there is presently little evidence that applying the MRA willJ. Ashby).
r Ltd. This is an open access articlehelp prevent metal theft, due to the difﬁculty of measuring the
involvement of SMDs inmetal theft and the regulations having only
been recently introduced. Given these difﬁculties, the present study
tested for a link between the locations of metal thefts and those of
SMDs.
1.1. The market reduction approach to crime prevention
The idea that thefts can be prevented by reducing societal de-
mand for stolen goods is not a new one e it was considered old
even in the 1790s (Colquhoun, 1797, 173). The general hypothesis is
that, since offenders usually steal in order sell the proceeds for
money, fewer thefts will occur if it is harder to sell stolen goods. The
MRA seeks to change the environment to create a belief among
thieves and those who buy from them (universally called ‘fences’ in
the literature) that selling stolen goods is likely to be both difﬁcult
and risky (Sutton, Schneider, & Hetherington, 2001, 5). The MRA is
based on the assumption that offenders behave in a purposive and
rational way, making a sequence of crime-speciﬁc decisions at
different stages in committing a particular offence (Cornish &
Clarke, 2008, 24). In the context of thieves disposing of stolen
goods, this rational-choice approach suggests that thieves will try
to maximise proﬁts and minimise the risk of apprehension by
selling goods quickly, and therefore nearby.
Although the MRA appears intuitive, it is supported by sur-
prisingly little empirical research. Albers-Miller (1999) found that
survey respondents were more willing to buy stolen goods whenunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ment had no inﬂuence onwillingness to buy. This supported earlier
ﬁndings by Sheley and Bailey (1985, 407) that the potential buyer's
perception of the likelihood of criminal sanctionwas not associated
with their willingness to buy stolen goods. Hale, Harris, Uglow, and
Gilling (2004) found no signiﬁcant reduction in residential burglary
following two trials of the MRA. However, Schneider (2004) re-
ported that some burglars interviewed after an MRA trial reported
switching sales of stolen goods from those fences targeted by the
intervention to their own networks of friends.
A recent study by Mares and Blackburn (2014) reported the
results of a natural experiment of the MRA in the context of metal
theft. The city of St Louis enacted a law prohibiting SMDs from
paying cash for scrap, as well as restricting the purchase of certain
high-risk metal items and introducing purchase records. By
studying the volume of metal thefts reported to the police before
and after the law was introduced, they found that the frequency of
metal theft decreased when the law was introduced, compared to
the frequency of other thefts. Since that study used data from only
one city, the extent to which the results are generalisable is not
known.1.2. The scrap-metal industry and stolen goods
SMDs act as a link between generators and users of scrap metal.
Scrap often exists in very small quantitiese for example a car being
disposed of by its owner or copper piping from a house being
renovated ewhich SMDs must aggregate. Many smaller SMDs pass
metal onto ever-larger SMDs until enough metal has been aggre-
gated to enable it to be processed, melted down and re-used
(Fletcher, 1976, 153). The smallest participants in the industry are
itinerant collectors, who buy scrap from any available source or
simply collect dumped metal from road sides and wasteland
(Sibley, 1976).1 Prices are typically negotiated on the spot without
an existing contract (Ofﬁce of Fair Trading, 2014), except for large
purchases of scrap from industrial users of metal.
The scrap-metal market has notable similarities with stolen-
goods markets. Both are based largely on cash payments with
prices agreed at the time of sale rather than by prior contract. Both
SMDs and some types of fence (especially pawn brokers) may have
little or no prior knowledge of sellers and therefore little knowl-
edge of the provenance of the goods on offer (e.g. McIntosh, 1976,
257). Both are also fragmented, with many small businesses offer-
ing to buy goods from an even larger number of small suppliers.
The similarities between the two markets make SMDs vulner-
able to exploitation by criminal groups. This is not a new problem: a
US court judgement from 1930 described the industry as
“a legitimate business, meeting a public demand, but [which is]
sometimes conducted in a dubious fashion and becomes a place
where thieves turn into cash their ill-gotten plunder. [It is,] more
often, an innocent receiver of contraband” (quoted in Zimring,
2004, 90).
SMDs are particularly vulnerable to being offered stolen goods
for two reasons. Firstly, there are many types of metal (for example
bare copper wire) for which it is impossible to distinguish one
batch (which might be stolen) from another (Spendlove, 1961, 3).
Secondly, unlike many stolen goods that can be sold in bars or to1 Some itinerant collectors are from traveller communities, and there has been
some suggestion that such communities may be involved in crime (e.g. Gmelch,
1986). However, the authors have been unable to identify any data that would
allow exploration of this issue, so it is not discussed further.friends, scrap metal can often only be sold to SMDs (Posick, Rocque,
&Whiteacre, 2012; Price, Sidebottom, & Tilley, 2014). Except in the
(presumably unusual) circumstance of a thief being able to melt-
down old scrap and resell it as new, the only alternative to selling
it to an SMD locally would be to export it directly to an SMD in
another country.2
Although there is no published evidence (of which the authors
are aware) on the prevalence of handling stolen goods by SMDs,
there is evidence of substantial crime concentration in relation to
other types of potentially criminogenic facility. Wilcox and Eck
(2011, 476e7) described the “iron law of troublesome places”:
that within any group of places with a similar function, a small
number of locations e dubbed “risky facilities” by Eck, Clarke, and
Guerette (2007)ewill account for most crime, while most places in
the group will have no crime at all. As such, it is possible for some
SMDs to be heavily involved in handling stolen metal while most
are honestly carrying on a business that has very-low proﬁt mar-
gins (Krajick, 1997, 42). SMDs can also be victims of metal theft.
The only previous study (of which the authors are aware) to
consider these issues was by Whiteacre and Howes (2009). They
compared the number of metal-theft insurance claims with the
number of SMDs (both normalised per 100,000 population) in the
51 US cities with the highest number of such claims. To account for
alternative explanations of any correlation, the model controlled
for the rate of burglaries and the payroll of manufacturing busi-
nesses in those cities. Both the number of SMDs and the burglary
rate were found to be signiﬁcant predictors of the frequency of
metal-theft insurance claims in a city.
As the only previous study of its kind, the work reported by
Whiteacre and Howes (2009) provided a valuable insight into the
relationship between SMDs and metal theft. However, due to the
paucity of available data on metal theft at the time, the study has
some limitations. Lists of SMDs were obtained from telephone di-
rectories, which include only those businesses that pay to advertise
in them. This may be particularly problematic in a fragmented in-
dustry such as scrap-metal dealing. Metal-theft records were ob-
tained from National Insurance Crime Bureau (NICB), and so only
included thefts of insured property for which a claim was made.
This may be problematic because many frequent victims of metal
theft (e.g. railways and utility companies) may ﬁnd it less expensive
to self-insure, meaning thefts against themwill not be recorded by
NICB (Burnett, Kussainov, & Hull, 2014). Studying only those cities
with the highest frequency of metal theft may also limit the gen-
eralisability of their results.
Whiteacre and Howes (2009) were only able to consider cor-
relations at the city level. Given that intra-city variations in the
relationship between SMDs and metal theft could not be explored,
it may be that the results reported include an element of aggre-
gation bias due to the modelling of the decision-making of indi-
vidual thieves and fences at the aggregate level. Clark and Avery
(1976) showed that regression models using aggregate spatial
data were likely to result in inﬂated correlation coefﬁcients, and
that these issues can be minimised by using smaller spatial units of
analysis. Furthermore, a growing body of research has shown the
importance of considering small units of analysis when studying
crime (for a recent review, see Weisburd, Groff, & Yang, 2012).
2. The present study
Many jurisdictions have recently increased the regulation of2 Discussions with ofﬁcials dealing with metal theft suggest that such exports
occur, but little is known about them and they are outside the scope of the present
study.
3 These premises were excluded because checks on a sample of them suggested
that they accept metal only for speciﬁc purposes.
4 This imagery is believed to be no older than three years (Vandeviver, 2014, 2).
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commonly based on the central assumption of the MRA that by
increasing the effort and/or risk involved in selling stolen metal,
thieves will be dissuaded from stealing metal in the ﬁrst place (see,
for example, the comments of law-makers reported by Amirfazli &
Hyndman, 2012, 251).
Direct measurement of the ﬂow of stolen metal through the
scrap-recycling process is not presently feasible. It is usually
impossible to identify the origin of any particular piece of metal
once is has begun to be processed by an SMD, because the ﬁrst
stages of processing involve stripping any non-metal sheathing
(Sijstermans, 1997). Although research is currently being under-
taken to improve the traceability of scrap metal (e.g. by Dettman,
Cassabaum, Saunders, Snyder, & Buscaglia, 2014), the long metal
life-cycle (Spatari, Bertram, Fuse, Graedel, & Rechberger, 2002, 37)
means that almost all metal being recycled today is not traceable.
Police data are also likely to be of limited use. Handling stolen
goods is an “intangible crime” (Chappell & Walsh, 1974, 494), i.e.
one that is known about by people other than the perpetrators only
when detected by the police. Given that prosecuting handlers of
stolen goods has often proved more difﬁcult than prosecuting
thieves (Chappell & Walsh, 1974, 488), it is unlikely that those of-
fences that are detected by the police are a substantial or repre-
sentative sample of all offences.
Since direct measurement is not possible, an alternative method
is required. The discipline of applied geography “is concerned with
the application of geographical knowledge and skills to the reso-
lution of real-world… problems” (Pacione, 1999, 1). This approach
has been used extensively to provide useful information for crime-
reduction policy-makers and practitioners (Wilson & Smith, 2008),
for example in identifying protective effects of certain road con-
ﬁgurations (Johnson & Bowers, 2010) or probabilistically proﬁling
offender addresses based on offence locations (Rossmo, 1999).
Applied geography is an explicitly problem-oriented approach,
with research methods selected based on what is required to solve
a particular problem (Briggs, 1981, 4). In the present case, the
problem was how to measure any relationship between SMDs and
metal theft when direct measures of such a relationship are not
possible. This is a “real-word” problem because in order for policy-
makers to decide whether or not to increase the regulation of SMDs
it is necessary for them to know whether or not there is any rela-
tionship between scrap dealers and metal thefts.
The MRA is based upon the assumption that the frequency of
theft depends partly upon the availability of outlets for thieves to
sell their stolen goods. If this assumption is true in the case of the
theft of metal, it may be possible to identify this by testing for a
spatial relationship between the number of SMDs in an area and
the number of metal thefts allowing an indirect test of an
SMDetheft link.
3. Data
British Transport Police (BTP) is the national, public police force
e consisting of around 3000 ofﬁcers e responsible for policing
railways in Great Britain. The present study used records of 8207
metal thefts in England recorded by BTP between January 2007 and
December 2012, representing all known metal thefts from the
National Rail network during that period. This source of data was
chosen because BTP began recordingmetal thefts much earlier than
most law-enforcement agencies, and because the data cover an
entire country. The main limitation of these data is that all crimes
are recorded as occurring at the nearest passenger station on the
same line as the location at which the crime is believed to have
been committed. This is because most other railway locations, such
as bridges, tunnels, gantries and signal cabinets are “non-addressables” (Chainey, 2002, 7) e locations that cannot be iden-
tiﬁed using standard gazetteers. BTP is now seeking to determine
the locations of metal thefts more precisely using key fobs that
show co-ordinates from the global positioning system
(Loewenberger, Newton, &Wick, 2014, 195), but these efforts post-
date the data used in the present research. Since BTP previously did
not collect more-precise location data, it was not possible to
determine the extent of the error that this recording practice might
cause. However, the median length of railway line around a station
was 3.8 km, with an inter-quartile range of 4.7 km. The unit of
analysis in this study can therefore be thought of as being analo-
gous to a local neighbourhood, substantially smaller than the city-
level unit used by Whiteacre and Howes (2009).
Given that the locations of metal thefts were only known at the
resolution of the nearest station, it was necessary to translate any
other variables into the same spatial resolution. Calculating the
nearest station to a particular location (e.g. a metal-theft site) is
complicated because the nearest station (by Euclidean distance) to
a particular line-side location may not be on the same stretch of
track. For this reason, the railway network was divided into poly-
lines (one for each of the 1974 stations in England) where every
point on each polyline was closer to one station than to any other
(Fig. 1). Other points of interest (such as SMDs) could then be
counted by determining which polyline the point was closest to.
This allowed the study to programmatically replicate the method
that BTP ofﬁcers use to determine at which station the crime should
be recorded as having happened. The distance from a feature to the
nearest line was considered to bemore important than the distance
to the nearest station, since it is from the line-side that most metal
is stolen (Ashby, Bowers, Borrion, & Fujiyama, 2014).
The Environment Agency (EA) provided data on the locations of
2020 SMDs in England (a map of the density of these is shown in
Fig. 2). These data represent all registered SMDs as of December
2013, except those that only handle metal from agricultural sources
or dismantle used motor vehicles.3 The list was derived from the
licences that SMDs are required to have as dealers in waste. There
are two main limitations of this dataset. Firstly, some SMDs will be
operating illegally without the appropriate permit and so will not
be present in the data. Secondly, the EA data do not include the
dates on which each SMD started and ﬁnished operating, because
there is no requirement to notify such information to the author-
ities. As such, it is possible that some of the SMDs in the data had
ceased trading.
To estimate the quality of the data in this regard, two checks
were carried out. Firstly, the date on which each SMD had last
updated their registration (for example to change the name of the
registered dealer or notify a change of location) was ascertained.
The median date on which SMDs had updated their EA record was
March 2012, twenty-two months before the data were extracted.
However, 555 SMDs (27%) had last updated their recordsmore than
ﬁve years before data extraction. To ascertain what proportion of
that 27% of dealers was still trading at the same location, a random
sample of 200 addresses were checked using Google Maps satellite
imagery (Google, 2015).4 In 92% of cases, scrap metal was visible at
the location, while in 2% the premises appeared to be industrial.
The remaining 6% of addresses appeared to be a residential, sug-
gesting that the land had been re-used or that a SMD had registered
their business at their home address. The apparent longevity of
SMDs at one location was also evident in statistics produced by the
Ofﬁce for National Statistics (2013b, table B3.3), which showed that
Fig. 1. Method for constructing buffer areas. The Voronoi polyline x for station X extends half-way to the next station in each direction (a). Metal theft Y is closer to station X in
network distance than to any other station, so it is counted as occurring within polyline x (b). Likewise scrap-metal dealer Z is counted as being within the buffer area surrounding
polyline x (c).
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“wholesale of waste and scrap” had been in business for tenyears or
more, compared to 44% of all UK businesses. This longevity may beFig. 2. Density of Sdue tomany SMDs being family businesses, as well as the noise and
dust generated by scrap recycling making it difﬁcult to establish
new sites without local opposition.MDs, England.
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The main hypothesis explored with these data was that thefts of
metal from the railway network will occur more frequently in areas
where there are more SMDs towhich thieves can attempt to sell the
metal. This hypothesis tests both the basis of most recently intro-
duced regulations of SMDs, and the central underlying assumption
of the MRA that the frequency of theft depends in part upon the
availability of potential fences for stolen goods. The latter is
particularly relevant because of the paucity of existing evidence to
support the MRA.
Several alternative explanations for any link between the loca-
tions of metal thefts and SMDs had to be accounted for. The ﬁrst is
that both SMDs and railway lines might be more common in areas
with many industrial and other premises that use high volumes of
metal, increasing the availability of metal and the number of SMDs.
To control for this, data were obtained from Ordnance Survey (the
national mapping agency for Great Britain) on the locations of
manufacturing, energy-production, waste-disposal and mining
premises. A count was taken of the number of such premises within
the buffer surrounding each network polyline, and then converted
into a rate per square kilometre of land within the buffer. The
choice of buffer distance was inherently arbitrary, since it was not
possible to know how far the awareness space (Brantingham &
Brantingham, 1981) of offenders would extend from the location
of a theft. To investigate the sensitivity of the results to the choice of
buffer radius, the analysis was repeated for buffer radii from 1 to
20 km in 1 km increments.
In order to include the residential character of each area in the
model, buffer areas were categorised as being either urban, sub-
urban or rural.5 Urban areas were deﬁned as those with more than
500 residents per square kilometre, derived from dwelling density
based on the national mean household size of 2.3 people (Ofﬁce for
National Statistics, 2013a, 7), while suburban areas were deﬁned as
those non-urban areas with more than 150 residents per square
kilometre.
The second potential alternative explanation is that metal thefts
might be more common in areas that frequently suffer other types
of crime. This may be particularly relevant since SMDs are often
sited in poor inner-city areas (Ackerman&Mirza, 2001) that tend to
experience higher volumes of theft. To control for this variable, the
rate of burglaries (both residential and non-residential) per 1000
buildings was calculated for each buffer area.
The ﬁnal alternative explanation considered was that both
metal thefts and scrap yards may be more common in areas that
have particularly good links to the road-transport network. More-
accessible locations are known to experience higher levels of
property crime (Beavon, Brantingham, & Brantingham, 1994;
Johnson & Bowers, 2010), and are presumably also beneﬁcial for
SMDs that need to be accessible to customers. To control for this
possibility, the density of major roads (expressed in kilometres of
such road per square kilometre of land) was calculated for each
buffer area. The road network used for this was extracted from the
Ordnance Survey VectorMap District dataset, which has a nominal
scale of 1:25,000. Main-road density may be amore useful measure
than all-road density, both because main roads are likely to
contribute more towards overall accessibility and because there
will be less heterogeneity in that contributionwithin the density of5 The count of residential and non-residential buildings in each area could not be
used because they were highly correlated (Spearman's r ¼ 0.97). This correlation
may seem high, but it is likely to be a reﬂection of the organic way in which the
English built environment has developed over centuries, with land use often
determined before the concept of town planning had developed.main roads than of all roads.
Two further variables were required to account for the nature of
the data. The ﬁrst was the natural log of the length of railway line in
each buffer area, to act as an exposure variable to account for the
greater availability of metal in longer polylines. The second was a
spatial lag variable designed to account for the inherent autocor-
relation present in spatial data (for a comparison of similar
methods, see Anselin, Cohen, Cook, Gorr, & Tita, 2000, 238e241).
For each polyline, this variable was calculated as the mean number
of metal thefts in directly adjacent polylines, using ‘queen’ conti-
guity. For example in Fig. 1, the spatial lag variable for polyline x
would be themean theft count in all polylines except r, which is not
directly adjacent to x.4. Methods
Several models are available for analysing count variables (for a
review of regression methods for crime-count data, see Osgood,
2000). In common with many crime variables, the number of
metal thefts at each station was found to be over-dispersed: the
mean number of thefts (5.8 per station) was less than the variance
(201.5). The standard Poisson model for count data is known to
perform poorly when used on over-dispersed data, but several al-
ternatives are available (for a review, see Lord, Park, & Levine,
2013). This study used a negative binomial (NB) model because,
unlike alternatives such as hurdle or zero-inﬂated Poisson models,
it does not require the assumption of the over-dispersion being
caused by an underlying two-stage process. Analysis was con-
ducted in R (R Core Team, 2013) using the ‘CAR’ and ‘MASS’ pack-
ages (Fox & Weisberg, 2011; Venables & Ripley, 2002). Spatial
calculations were completed in ArcGIS 10.1 (ESRI, 2012).
All of the variables were positively skewed, as expected with
counts. Log transformations were considered for all predictors, but
the presence of zero values made this undesirable in several cases.
The length of railway line in each buffer was logged, because it was
strictly positive and extremely skewed.5. Results
Regression models were run for buffer radii from 1 to 20 km in
1 km increments. In choosing an appropriate radius, it was neces-
sary to balance two conﬂicting concerns. If the chosen radius were
too small, many cases would have zero counts for predictors, for
example if there were no SMDs within the buffer. Conversely, if the
chosen radius were too large, a substantial proportion of places
would be within the buffer of more than one station and so the
predictor values would tend to be very similar between cases.6 In
order to balance these two issues, the model with the smallest
buffer radius that produced stable co-efﬁcients compared to the
other models was preferred.
Below 5 km, there were large variations in co-efﬁcients with
each 1 km change in buffer radius, while from 5 km upwards the
co-efﬁcients were broadly similar across models. Table 1 shows co-
efﬁcients for the model produced with a 5 km (3 mile) buffer, along
with standard errors, rate ratios (exponentiated coefﬁcients, eb)
and expected percentage changes (eb1). Fig. 3 shows conﬁdence
intervals around the estimates. Generalised variance inﬂation6 It was necessary to allow buffers to overlap in order to plausibly model the
factors inﬂuencing offender decision making. For example, there was no reason to
think that offenders would not choose to sell metal to an SMD within the buffer of
one polyline simply because that scrap yard happened to be marginally closer to a
different railway line. Although spatial dependence was accounted for by including
a lag term in the model, it nevertheless appeared prudent to minimise its extent.
Table 1
Regression model results based on a 5 km buffer.
b SE eb Expected change (%)
Constant 2.77*** 0.169 0.06 94
SMDs per 10 sq kms 0.25*** 0.059 1.28 28
Industrial premises per 1 sq km 0.06** 0.019 0.95 5
Burglaries per 1000 buildings 0.02*** 0.002 1.02 2
km major roads per 1 sq km 0.64** 0.227 1.89 89
Urban areaa 1.30*** 0.134 3.69 269
Suburban areaa 0.64*** 0.136 1.90 90
km of railway line (natural log) 0.94*** 0.045 2.56 156
Mean thefts at adjacent stations 0.04*** 0.003 1.04 4
*p < 0.05, **p < 0.01, ***p < 0.001.
a Compared to rural area.
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the population-density variable being categorical: all the factors
were less than four.
One disadvantage of NB models is that there is no single co-
efﬁcient of determination equivalent to the R2 value in ordinary
least-squares regression. Various pseudo-R2 statistics are available,
of which the present study used that suggested by Cragg and Uhler
(1970, 400). This compares the model under study with a null
model containing no predictors. Themodel reported here produced
a pseudo-R2 of 0.41, suggesting that there is unmodelled variation
in the data. This is not surprising, since the model was not able to
take account of, for example, the fencing preferences of individual
metal thieves or the willingness of individual SMDs to buy stolen
metal.
The variable producing the greatest expected change in the
number of metal thefts was the density of dwellings in the local
area: a polyline in an urban area would be expected to have 3.7
times more thefts than a rural one, while a suburban polyline
would be expected to have 1.9 times more thefts than a rural one.
The number of SMDs was positively associated with the number
of metal thefts: each additional SMD per 10 sq kms was associated
with a 28% rise in metal theft. Main-road density was also signiﬁ-
cant, with each additional kilometre of main road per 1 sq km of
buffer area associated with a 1.89 times increase in metal theft.
Each additional burglary per 1000 buildings per year was
associated with a 2% increase in metal thefts, while each additional
industrial premises per 1 sq kmwas associated with a 5% decrease.
However, the signiﬁcance of these two predictors appeared to be
sensitive to buffer radius, with co-efﬁcients not reaching signiﬁ-
cance in some models; these results should therefore be treated
with caution.Fig. 3. Regression model 95% conﬁdence intervals.Fig. 4 shows how the number of thefts predicted by the model
increases with the number of SMDs. The expected increase in metal
thefts with each one-unit increase in SMDs count (the slope of the
curve) is considerably larger in urban areas than in rural or sub-
urban areas. Fig. 5 shows the model residuals, i.e. difference be-
tween the actual theft counts for each polyline and those predicted
by themodele they are positively skewed because the counts must
be non-negative. Large positive residual values appear to cluster
spatially, with at least three clusters of over-prediction apparent.
This suggests that the frequency of theft depends partly on vari-
ables not included in the present model and that at least some of
those unmodelled variables exhibit spatial clustering.6. Discussion
The present study found a signiﬁcant positive association be-
tween the locations of SMDs and the locations of metal thefts from
railways in England at the small-area level. This was the case even
after population density, accessibility, industrialisation and the
local burglary rate had been taken into account. Although an in-
direct test, and subject to the limitations discussed below, this
ﬁnding is relevant to both the MRA and current efforts to reduce
metal theft through a focus on SMDs. Empirical support for the
assumptions underlying the MRA is particularly valuable because,
although those assumptions appear intuitive, existing supportive
evidence is surprisingly limited.Fig. 4. Variations in predicted number of metal thefts. Variables not shown were held
at their median values.
Fig. 5. Map of regression residuals.
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railway line, which may appear to be a small distance for offenders
to travel after stealing metal. Existing evidence on the journey after
crime is very limited, but suggests that offenders do travel only
short distance to dispose of stolen property (Lu, 2003). Short
journeys would be expected from a rational choice perspective
because the longer thieves are in possession of stolen goods, the
greater the risk of them being apprehended. It is for this reason that
thieves generally try to sell-on goods within hours (Stevenson,
Forsythe, & Weatherburn, 2001, 112) or even minutes (Sutton,
2008, 41), during which time they will only be able to travel a
short distance. Rapid sale is likely to be particularly important for
metal thieves, who may well know that police frequently stop and
inspect vehicles carrying scrap metal, and will be aware that
claiming innocent possession of (for example) 100m of roughly-cut
railway-signalling cable in the early hours of the morning is un-
likely to be convincing.
The present results support the ﬁnding of Whiteacre and Howes
(2009) that metal thefts were more common in areas with more
SMDs, but also extend them in several ways. The present study
controlled for the amount of metal available by including the length
of railway line in each station polyline as a predictor, as well as
modelling urbanisation and main-road accessibility. The results
presented here also beneﬁted from more comprehensive data on
the locations of metal thefts and SMDs. The analysis considered
much smaller and more-varied geographical areas, including rural
and suburban areas as well as cities. Finally, this research used a
regression model suited to a count dependant variable, rather than
using an ordinary least-squares model that was potentially
unsuitable.
Four other predictors were found to be signiﬁcant predictors of
metal thefts. Both stations with longer polylines and those sur-
rounded by areas of high metal-theft were found to themselves
suffer from more metal thefts. Metal thefts were also much more
common in urban areas and areas with more main roads.
That a greater density of industrial premises was found to be
associated with fewer metal thefts contradicts the results of
Whiteacre and Howes (2009) that such premises were associatedwithmoremetal theft. There are at least two potential explanations
for this. Firstly, in the speciﬁc context of railway-metal theft in-
dustrial premises may be associated with higher risk of appre-
hension (e.g. where factory staff are present loading freight onto
trains). Secondly, since population and industry are highly posi-
tively correlated, it may be that the positive association between
industry and metal theft found by Whiteacre and Howes (2009)
was an artefact produced by not including a population-density
variable in their analysis. However, since the signiﬁcance of the
industry-density variable appeared to be sensitive to buffer radius,
further research is required to fully explore the direction and
strength of this relationship.
That the density of main roads was a signiﬁcant predictor of
metal thefts was expected, since such a relationship would accord
with both previous theoretical predictions and empirical results.
Main roads are typically busy with trafﬁc, meaning that more po-
tential offenders are likely to be aware of locations close to them.
Previous tests of the criminogenic effect of such greater awareness
have found main roads to be associated with higher crime rates
(Weisburd et al., 2012, 109). Even if an offender were to be equally
aware of locations both close to and away frommain roads, rational
choice suggests a preference for the former if it reduces the effort of
offending or (by reducing the time offenders spend near the crime
scene) reduces the risk of apprehension. Butler (1994, 33) inter-
viewed commercial burglars and found them to strongly prefer
crime opportunities close to main roads.
There are several potential critiques of the present study. The
ﬁrst (found in any non-experimental study) is the issue of identi-
fying causality: the presence of more SMDs in an area may attract
metal thieves, the presence of more stolen metal in an area may
attract SMDs, or a third factor may attract both SMDs and metal
thieves. Of these options, the second is perhaps the least plausible:
most SMDs are long-established businesses, so few are likely to
have gone into business in order to capitalise on the recent increase
in the availability of stolenmetal. The authors held discussions with
practitioners from both the police and the recycling industry to
identify potential confounding variables, and all the potential fac-
tors raised in these discussions were incorporated into the model
M.P.J. Ashby, K.J. Bowers / Applied Geography 63 (2015) 283e291290reported here. However, Fig. 5 suggests that there remains some
clustering in unexplained variance. While the possibility of a con-
founding factor cannot be discounted without experimental
research (which would be impractical in the present case) the
presence of more SMDs in an area providing an incentive for metal
theft (by making it easier to fence stolen metal) appears to be the
most plausible of the three potential explanations.
The second limitation of this study is that is does not distinguish
an SMD that is actively involved in metal theft from one that takes
equally active steps to avoid it. Given the law of troublesome places
discussed above (see Eck et al., 2007; Wilcox & Eck, 2011), it seems
likely that some SMDs are heavily involved in handling stolen
metal, some involved to a lesser extent and many not involved at
all. How to identify those ‘risky’ SMDs is one of the unanswered
questions in tackling metal theft.
The ﬁnal limitation of this study is that it provides evidence only
in relation to metal theft from railways. At the present time, this is
largely unavoidable because it is only very recently that the police
e and institutional victims of metal theft outside the rail industrye
have begun to think of metal theft as a problem important enough
to justify speciﬁc recording. Although this study used data on
railway thefts, there are reasons to think that the results will apply
at least to metal thefts from other infrastructure networks. Most
metal thefts from railways involve theft of cable from railway
telecommunications or power networks (Robb, Coupe, & Ariel,
2014), which have many similarities to the public networks oper-
ated by telecommunications and power distribution companies.
The present results appear to provide support for the central
assumption of the MRA that the availability of outlets for the
disposal of stolen goods will be associated with the incidence of
theft. In summary, the more SMDs that are available to purchase
stolen metal (wittingly or unwittingly) the more thefts there are in
the local area. In turn, this suggests that there may be merit in the
current attempts to reduce metal theft through a focus on SMDs.
Given the existing literature on risky facilities, it remains an open
question as to whether a focus on SMDs should take the form of
regulatory action against them as a class of business, or targeted
action against those individual sites known to be involved in or
facilitating crime. The former course of action, increasingly adopted
by governments in the US and EU, inevitably involves interfering
with legitimate businesses and is therefore prima facie undesirable
unless it can be justiﬁed in crime-prevention terms. Such a justi-
ﬁcation might be found if it is not possible to reliably identify
criminogenic SMDs, for example due to lack of reliable intelligence
or sufﬁcient resources for monitoring scrap yards. Alternatively, if
evaluation research was to establish an overwhelming beneﬁt from
regulatory action, those beneﬁts may outweigh the costs to the
scrap-metal industry. In such circumstances, it may be justiﬁable to
target criminogenic SMDs through regulatory action covering the
entire industry.
The present study adds to the literature on the market-
reduction approach, on the regulation of scrap-metal dealers and
on risky facilities. Further research will be required to ascertain the
impact of the various MRA-based laws being introduced to combat
metal theft through the regulation of SMDs, particularly since
different jurisdictions are introducing different combinations of
measures. Paradoxically, while such research will become easier in
future (as more data become available on how such laws are
operating) it may also become less valuable, since many govern-
ments will have already implemented such laws without the
beneﬁt of supporting research. It is this paradox that makes the
current study valuable, by providing indirect evidence during the
present period when direct tests are not possible except in those
few jurisdictions that implemented SMD laws relatively early. The
evidence presented here certainly has limitations, but the authorsbelieve it is better to offer imperfect evidence (with its imperfec-
tions clearly stated) than to allow policy makers and practitioners
to work in an environment devoid of any evidence at all.
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