Abstract. As a generalisation of Gegenbauer polynomials, the generalized Gegenbauer functions of fractional degree (GGF-Fs): r G (λ)
(λ)
ν (x) and l G (λ)
ν (x) with λ > −1/2 and real ν ≥ 0, are found indispensable for optimal error estimates of the orthogonal polynomial approximation to functions in fractional Sobolev-type spaces involving Riemann-Liouville (RL) fractional integrals/derivatives [11] . However, some properties of GGF-Fs, which are important pieces for the analysis and other applications, are unknown. In this paper, we study the asymptotic behaviors of GGF-Fs, and prove that for real λ, ν > 0, and x = cos θ with θ ∈ (0, π),
and derive the precise expression and uniform bound of the "residual" term R
Introduction
Undoubtedly, the polynomial approximation theory occupies a central place in algorithm development and numerical analysis of perhaps most of, if not all, numerical methods. We can find many approximation results in different senses documented in a large volume of literature, which particularly include orthogonal polynomial approximation results related to spectral methods and p-version finite element methods (see e.g., [9, 4, 17, 21, 18] and the references therein). They were typically established in the Jacobi-weighted Sobolev spaces involving integral-order derivatives (cf. [18] ), or the weighted Besov spaces with fractional regularity exponentials through space interpolations (cf. [5, 6, 7] ). In a very recent work [11] , we proposed a new theoretical framework based on fractional Sobolev-type spaces involving the RL fractional integrals and derivatives. The remarkable features reside in that (i) such spaces are naturally arisen from the exact formulas of the orthogonal polynomial expansions of the underlying functions; (ii) they can best characterize much broader classes of functions (in particular, singular functions with interior or endpoint singularities) than aforementioned spaces; and (iii) they lead to optimal estimates, and as a by-product, the special case with the fractional regularity exponential being an integer, improves the existing estimates.
A very important piece of the puzzle in [11] is the so-called GGF-Fs, as a generalization of Gegenbauer polynomials from integer degree to fractional degree. Such a notion of generalization is not completely new. In fact, the Handbook [14, (15.9.15) ] just included this type of special functions without listing any properties. Moreover, Mirevski et al [12] defined the GGF-Fs as special g-Jacobi functions based on the fractional Rodrigues' formula, but there were flaws in both the definitions and some derivations. It is important to remark that some special GGF-Fs have a direct bearing on Jacobi polyfractonomial (cf. [22] ) and generalized Jacobi functions (cf. [10, 8] ) used in developing efficient spectral methods for fractional differential equations.
The study of GGF-Fs is however at the infancy stage, and many properties critical for the analysis and applications are still unknown and under explored. In this paper, we focus on the asymptotic study and derive their asymptotic estimates from the uniform bounds in a stronger sense. In what follows, we first introduce the definition of GGF-Fs, and then present the main result followed by its proof and the mathematical consequence. In the last section, we provide assorted properties for better understanding of this family of special functions.
As in [11] , we introduce the GGF-Fs through the hypergeometric functions. For real λ > −1/2 and real ν ≥ 0, we define the right generalized Gegenbauer function on (−1, 1), of degree ν as 1) and the left generalized Gegenbauer function of degree ν as
where [ν] is the largest integer ≤ ν, and the Pochhammer symbol:
Recall the hypergeometric function (cf. [3] ):
where a, b, c are real, and −c ∈ N := {1, 2, · · · }. Throughout this paper, we denote 4) where the Jacobi polynomial P (α,β) n (x) is defined as in Szegö [19] . For λ = 1/2, the right GGF-F turns to be the Legendre function (cf. [20] ): 5) thanks to the property (cf. [1, (15.1.17) ]):
Inherited from the Bateman's fractional integral formula for hypergeometric functions (cf. [3, P. 313]), we can derive the following very useful formula (cf. [11, Thm. 3 .1]): for λ > −1/2, and real ν ≥ s ≥ 0, ν (x) but associated with the left-sided RL fractional integration. We point out that the formula (1.7) is of fundamental importance in the error analysis of polynomial approximations in the new framework in [11] .
We find the following formulas derived from (1.7) crucial for the analysis in what follows. By (1.7) with λ = 0 and (1.5), we have that for ν ≥ s ≥ 0,
Substituting s and ν in the above identity by λ and ν + λ, respectively, and with a change of variables: x = cos θ and y = cos φ, we arrive at that for real ν, λ ≥ 0, 9) for any θ ∈ (0, π). Observe from (1.9) that for λ = 1,
It is noteworthy that if λ = 1/2 and ν = n, the identity (1.9) leads to the first Dirichlet-Mehler formula for the Legendre polynomial (cf. [20, (6. 51)]):
We remark that one approach to obtain the asymptotic formula for Legendre polynomial with n → ∞ is based on this formula, and the Watson's lemma (cf. [13, P. 113] ). This useful argument indeed sheds light on the study of GGF-Fs herein. However, we aim to study the behaviour of GGF-Fs uniformly for all ν, so the route appears very different, delicate and more involved.
The main result is stated as follows, and the detailed proof is provided in the forthcoming section.
Theorem 1. For real λ, ν > 0 and θ ∈ (0, π), we have
where the "residual" term R ν (θ) with a representation given by (2.32) below, has the bounds:
(1.14)
In this paper, we present the results for the right GGF-Fs
ν (x), but similar properties are valid for the left counterparts l G (λ)
ν (x), thanks to the relation (1.2).
Proof of Theorem 1
As the proof of the main result is quite involved, we take several steps and summarise the intermediate results into two lemmas.
2.1. Useful lemmas. Lemma 1. For real λ > 0, θ ∈ (0, π) and t > 0, define
Then we have for θ ∈ (0, π) and t > 0,
To avoid distracting from proving the main result, we put this a bit lengthy proof but only involving fundamental calculus in Appendix A.
A critical step to show the integral in (1.9) satisfies the following identity.
Lemma 2. For real ν, λ ≥ 0, and θ ∈ (0, π), we have
and
Proof. It is evident that by the parity, we have
where we denote
We consider the cases with λ ≥ 1 and 0 < λ < 1, separately.
(i) Prove (2.4) with λ ≥ 1. From the Cauchy-Goursat theorem, we infer that for any fixed θ ∈ (0, π) and real ν > 0, the contour integration of F (λ) ν (θ, ·) (with an extension to the complex plane) along the rectangular contour in Figure 2 .1 (left), is zero. Thus, we have
where we made the change of variables for three integrals: φ = −θ + it, θ + it, t + iR, respectively. For λ ≥ 1 and R > 0, we have
Thus, we have
Recall the notation in (2.1): tg(θ, t) = cos(θ−it)−cos θ. In view of (2.5), we can write
(2.11)
Since i = e iπ/2 and g(θ, 0) = (i sin θ) λ−1 , we have
Using the definition of the Gamma function, we find that for any a > 0, z > −1,
As a direct consequence of (2.12)-(2.13), we have
Letting R → ∞ in (2.8), we obtain (2.4)-(2.5) from (2.6), (2.10)-(2.11) and (2.14) directly.
(ii) Prove (2.4) with 0 < λ < 1. In this case, we integrate along a similar contour but exclude singular points φ = ±θ, as depicted in Figure 2 .1 (right), where 0 < < θ. Like (2.8), we have
where
Using a change of variable: φ = ±θ + it, and noting that the derivation in (2.11)-(2.12) is valid for 0 < λ < 1, we have
From (2.2) and (2.13) -(2.14), we infer that
Therefore, it suffices to show
By (2.8), we have 20) and
Thus, for 0 < λ < 1 and θ ∈ (0, π),
Next, using a change of variable: θ = −θ + + it, θ − + it, respectively, for two integrals, we obtain from a direct calculation that
(2.23)
Note that we have
where we used the inequality: | sin t| ≤ sinh t for t > 0 (cf. [14, (4.18.9)]). Therefore, for 0 < λ < 1, we have
Similarly, with a change of variable: θ = −θ + i + t, θ + i − t, respectively, for two integrals,
It is evident that
where as 0 < θ < π and 0 < t < < θ, we have
By the fundamental inequalities,
we obtain
This implies
From (2.26) and (2.30), we obtain
where we used the L'Hospital's rule for the ratio. Thus, letting → 0 and R → ∞ in (2.15), we obtain (2.4)-(2.5) with 0 < λ < 1 from (2.6), (2.18), (2.22), (2.25) and (2.31).
Proof of Theorem 1.
With the bounds and identity in Lemmas 1-2, we are ready to show the main result.
From (1.9) and Lemma 2, we derive
(2.32)
We now estimateȒ
ν (θ) in (2.4)-(2.5) by using Lemma 1. (i) For 0 < λ ≤ 2 and ν + λ > 1, we obtain from (2.2) and (2.13) that
(2.33)
(ii) For λ > 2 and ν > λ − 3, we derive from (2.3) and (2.13) that
(2.34)
Thanks to (2.32), we can derive the bounds in (1.13)-(1.14) from this relation and (2.33)-(2.34), respectively. This completes the proof.
Consequences and implications of the main result
With the estimates in Theorem 1 at our disposal, we can deduce the following explicit bounds, which indeed provide more informative asymptotic results, e.g., for the polynomial cases.
Theorem 2. For real ν, λ > 0, we have
Here, the positive constant B (λ) ν is given as follows.
(i) For 0 < λ ≤ 2 and ν + λ > 1, we have
and the bound (3.1) holds for all θ ∈ (0, π).
(ii) For λ > 2 and ν > λ − 3, we have
and the bound (3.1) holds for all θ ∈ [cν −1 , π − cν −1 ] with c being a fixed positive constant.
Proof. (i) We obtain from (1.13) that
Using the basic inequality: ln(1 + z) ≤ z for z > −1, we find
Thus, we obtain B (λ) ν immediately from the above for this case.
(ii) For λ > 2, ν − λ + 3 ≥ 0 and θ ∈ [cν −1 , π − cν −1 ], we obtain from (1.14) that
We write
Using the inequality: ln(1 + z) ≤ z for z > −1 again, we derive
By (2.29), we have 1
We therefore derive from the above B 
for all λ > 0 and θ ∈ [cn −1 , π − cn −1 ] with n 1 and c being a fixed positive constant. In fact, Theorem 2 implies this formula. Indeed, by (1.4) and (1.12),
Using the property of the Gamma function (cf. [1, (6.1.38)]): 12) and the bounds of R (λ) n (θ) in Theorem 2, we can deduce (3.10) straightforwardly.
It is seen from Theorem 2 (ii) that for λ > 2, the bound (3.1) is only valid for θ ∈ [cν −1 , π − cν 13) where we used the facts 2 sin(θ/2) = sin θ/ cos(θ/2) = sin θ O(1) for [0, cν −1 ).
Let us examine the behaviour in the neighbourhood of x = −1. If ν ∈ N 0 , from (1.4) and (3.13), we obtain that for for λ > −1/2 and θ ∈ (π − cν −1 , π),
(3.14)
We now turn to the case with ν / ∈ N 0 . Note that for −1/2 < λ < 1/2 (cf. [11, Prop. 2.2]): 16) and for λ > 1/2 and ν ∈ N 0 , we have
The following theorem provide more precise description of the behaviour of GGF-Fs near x = −1. ν (cos θ) for any θ ∈ (π − cν −1 , π) with fixed c.
is defined as (3.17).
where Q (m+1/2) ν is defined as (3.17).
Proof. (i) Recall the Euler's reflection formula (cf. [3, P. 9]): for non-integer a,
Note that Γ(−a) = ∞, if a is a positive integer. We also use the transform identity (cf. [1, (15.3.6) ]): for −c ∈ N 0 , |c − a − b| ∈ N 0 , and 1 − z > 0,
We obtain from (1.3), (2.28), (3.12), (3.22)-(3.23) and a simple calculation that
where we used Q
which implies (3.19).
(iii) We now consider λ = 1/2, and recall the formula (cf. [1, (15.3.10)]): for |1 − z| < 1, 
(3.29)
For θ ∈ (π − cν −1 , π) with (2.28), we have ν < c/(π − θ) and , we obtain that for θ ∈ (π−cν
which leads to (3.21) . This completes the proof.
Miscellaneous properties of GGF-Fs
The GGF-Fs enjoy a rich collection of properties particularly in the fractional calculus framework. In this section, we present assorted properties of GGF-Fs, and most of them follow directly from the properties of the hypergeometric functions. In order to provide a better picture of this new family of special functions, we also collect some of the important properties derived in [12, 11] .
Recall the definition of the right-sided Riemann-Liouville fractional integral/derivative of order s > 0 (cf. [16] ):
where D k with k ∈ N is the ordinary kth derivative. We have the explicit formulas (cf. [16] ): for real η > −1 and s > 0,
Proposition 1. (see [11, Thm. 3.1] ). For real λ > s − 1/2, real ν ≥ 0 and x ∈ (−1, 1),
Note that we just list the properties for the right GGF-F r G (λ)
ν (x), but similar formulas are valid for the left GGF-
ν (x) (cf. (1.2) ) under the left RL fractional derivative (cf. [11] ). As a generalization of Gegenbauer polynomials, the GGF-Fs satisfy the following fractional Rodrigues' formula.
Proposition 2. For real λ > −1/2 and real ν ≥ 0, the GGF-Fs defined in (1.1) satisfy
Proof. Substituting ν, λ, s in (4.3) by 0, ν + λ, ν, respectively, yields
which implies (4.4). 
Proof. Using the fractional Leibniz rule (cf. [15, (2. 202)]), we obtain from (4.2) that
Recall the definition of the binomial coefficient
.
Then (4.5) follows from the above.
We next derive some recurrence relations that generalize the corresponding formulas for the Gegenbauer polynomials.
Proposition 4. For real λ > −1/2, the GGF-Fs satisfy the recurrence formulas
Proof. Recall the formula (cf. [3, (2.5.15)]):
Substituting a, b, c and z in (4.8) by −ν, ν + 2λ, λ + 1/2 and (1 − x)/2, respectively, and using the definition (1.1), we obtain
which implies (4.6).
Recall (cf. [3, (2.5.
2)]) This completes the proof. Finally, we quote the uniform bounds which were very useful in the error analysis in [11] . 
