















































In	 this	paper,	we	propose	a	novel	hierarchical	deep	rule-based	(H-DRB)	classifier,	which	 is	capable	of	self-organizing	a	multi-layer	premise	part	 for	each	IF…THEN	rule	 from	the	 identified	prototypes	per	class	 through	an
autonomous	process	free	from	user-	and	problem-specific	parameters.	The	bottom	layer	of	the	hierarchical	premise	part	is	composed	of	all	the	prototypes	identified	directly	during	the	training	process,	and	the	top	layer	consists	of
much	less	but	more	descriptive	and	representative	prototypes.	The	proposed	H-DRB	classifier	can	achieve	very	high	classification	performance	by	using	the	top-layer	prototypes	for	classification,	on	par	with,	or	even	surpassing	its



































































of	 the	 DRB	 classifier.	 Thus,	 in	 practice,	 the	 pre-processing	 module	 usually	 consists	 of	 a	 number	 of	 sub-layers,	 and	 these	 sub-layers	 have	 different	 functionalities,	 for	 example,	 mean	 subtraction,	 normalization,	 rotation,	 scaling,
segmentation	[23].
(2)	Feature	descriptor.
The	feature	descriptor	converts	each	image	to	a	more	informative	and	meaningful	vector	form:	 by	projecting	it	into	a	new	data	space	 ( is	the	dimensionality	of	the	data	space)	[23].	F stands	 for	 the	 feature










In	this	subsection,	the	learning	process	of	 the	DRB	classifier	 is	described.	In	the	following	algorithmic	procedure,	the	identification	process	of	the	 th	IF…THEN	rule	 is	given.	The	same	process	can	be	applied	to	all	other
IF…THEN	rules	within	the	same	rule	base	[23].
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Step	1.	The	feature	vector	of	the	current	image	of	the	 th	class,	 is	extracted	and	normalized	by	the	its norm:
where	 .
If	this	is	the	first	image,	namely,	 ,	the	global	meta-parameters	of	the	 th	IF…THEN	rule	are	initialized	by:
where	 is	the	number	of	prototypes;	 denotes	the	global	mean	of	feature	vectors	of	images	of	the	 th	class.	The	lLocal	meta-parameters	of	the	first	prototype	of	the	 th	IF…THEN	rule	are	then	initialized	as:
where	 is	 the	 feature	 vector	 of	 ;	 is	 the	 cardinality	 of	 (number	 of	 images	 associated	 with	 );	 is	 the	 radius	 of	 the	 area	 of	 influence	 of	 ;	 is	 a	 small	 value	 to	 stabilize	 ,	 and	
.	At	the	end,	the	 th	IF…THEN	rule	is	initialized	as:
Otherwise	(namely,	 ),	the	global	mean	 is	updated	by	 :
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During	thisthe	validation	process,	 for	a	particular	validation	 image	 ,	each	 IF…THEN	rule	will	produce	a	score	of	confidence,	 based	on	 the	visual	 similarity	values	between	 and	 its	 prototypes	 following	 the	 “nearest
prototype”	principle:





is	a	set	of	highly	descriptive	prototypes	at	the	top	layer;	 ,	 ,…,	 are	the	sets	of	prototypes	at	the	first,	second,	last	hidden	layers.
In	 this	 paper,	 the	 hierarchical	 premise	 parts	 of	 the	 IF…THEN	 rules	 are	 achieved	 by	 clustering.	 However,	 despite	 that	 many	 clustering	 approaches	 exist	 [37],	 in	 this	 paper,	 we	 are	 particularly	 interested	 in	 the	 recently
introduced	autonomous	data	partitioning	(ADP)	algorithm	[38].	ADP	is	non-parametric,	fully	data-driven	and	free	from	prior	assumptions	and	user-	and	problem-specific	parameters.	The	main	benefit	for	using	this	algorithm	is	that	ADP
can	identify	the	local	peaks	of	multimodal	distribution	of	the	existing	prototypes,	 ( )	through	a	non-parametric	filtering	operation	based	on	the	multimodal	data	density.	Each	filtering	round	(assuming	the	 th	round)
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and	 is	removed	from	 ,	namely,	 .
Then,	the	feature	vector	nearest	to	 is	identified	and	removed	from	 :
and,	 can	be	identified	by	finding	the	feature	vector	that	is	closet	to	 .	By	repeating	the	same	process,	one	can	obtain	a	rank-ordered	sequence,	namely,	 .
Step	2.	The	lLocal	maxima	of	the	data	density,	denoted	by	 ( )	are	identified	from	 by	Condition	2:
Condition	2:
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Step	3.	Images	with	the	feature	vectors	that	are	the	most	similar	to	 are	selected	as	the	corresponding	visual	prototypes	 at	the	 th	layer	of	the	 th	hierarchy	( ;	 is	the	cardinality	of	 ):










where	 .	After	 is	identified,	the	algorithm	goes	back	to	Step	3	and	begins	a	new	iteration	( )	until	the	prototypes	do	not	change	any	morethe	algorithm	converges.





	 	 	 	 	t	 	i	 	 	 	 	 	 	
(20)
	 	 	 	 	i	 	 	
(21)
(22)




	 	 	 	
(24)
		 	 		 	
	 	
(25)











Dataset #	Images #	Class #	Images	Per	Class #	Pixels







Fashion	MNIST	[40] Training	Set 60000 6000
Testing	set 10000 1000
RSSCN7	[42] 2800 7 400 400	×	400
Singapore	[41] 1086 9 42–179 256	×	256
UCMerced	[43] 2100 21 100
WuHan-RS19	[44] 950 19 50 600	×	600
Caltech101	[45] 8677 101 40–800
Caltech256	[46] 29780 256 80–800
For	RSSCN7,	Singapore,	UCMerced,	WuHan-RS19,	Caltech101	and	Caltech256	datasets,	we	create	an	ensemble	of	pre-trained	AlexNet	[34]	and	VGG-VD-16	[35]	DNN	models	for	feature	extraction.	The	ensemble	descriptor	will
extract	a	highly	discriminative	representation	from	each	training/testing	image,	 as:


































Dataset #	Training	images Algorithm #	Prototypes	per	class Accuracy,% Training	time,	s Testing	time,	s
MNIST 5000 H-DRB 45.8 96.3 3.4 16.3
DRB 237.5 97.1 2.5 132.0
10000 H-DRB 88.4 97.0 14.5 32.8
DRB 463.3 97.7 12.4 270.6
20000 H-DRB 139.2 97.6 80.6 102.2
DRB 907.4 98.2 73.1 552.3
30000 H-DRB 242.1 97.9 201.6 147.3
Fig.	4	Architectures	of	the	H-DRB	classifier	used	for	different	benchmark	problems.
DRB 1339.5 98.4 182.7 782.1
40000 H-DRB 310.7 98.1 336.8 180.6
DRB 1772.0 98.5 302.0 973.5
50000 H-DRB 377.1 98.2 518.0 216.7
DRB 2202.9 98.6 460.9 1217.0
60000 H-DRB 437.4 98.3 749.8 240.0
DRB 2631.0 98.6 662.5 1407.9
Fashion	MNIST 5000 H-DRB 39.9 83.8 3.4 15.3
DRB 230.9 84.9 2.6 131.0
10000 H-DRB 76.5 85.1 12.6 24.2
DRB 457.8 86.0 10.3 224.4
20000 H-DRB 139.2 85.7 81.1 69.7
DRB 907.4 87.0 71.0 517.8
30000 H-DRB 182.7 85.8 202.1 108.8
DRB 1353.9 87.6 171.6 757.5
40000 H-DRB 208.4 85.4 384.7 127.2
DRB 1792.9 88.0 312.4 1009.5
50000 H-DRB 222.7 84.9 577.5 132.6
DRB 2229.6 88.4 470.6 1219.9
60000 H-DRB 232.7 84.9 836.9 135.7




Dataset #	Training	images H-DRB DRB SVM KNN SSDRB eClass1	[55] TEDA	Class	[56]
MNIST 5000 96.3 97.1 97.3 96.8 97.4 96.9 97.2
10000 97.0 97.7 97.9 97.5 97.8 97.2 97.4
20000 97.6 98.2 98.2 98.0 98.2 97.3 97.5
30000 97.9 98.4 98.4 98.2 98.4 97.5 97.7
40000 98.1 98.5 98.5 98.3 98.5 97.5 97.7
50000 98.2 98.6 98.5 98.3 98.6 97.5 97.7
60000 98.3 98.6 98.6 98.4 98.6 97.5 97.6
Fashion	MNIST 5000 83.8 84.9 86.5 84.9 85.0 – –
10000 85.1 86.0 87.7 86.2 86.0 – –
20000 85.7 87.0 88.6 87.1 87.1 – –
30000 85.8 87.6 88.9 87.7 87.7 – –
40000 85.4 88.0 89.2 88.1 88.0 – –
50000 84.9 88.4 89.5 88.4 88.4 – –






Accuracy,	% Training	time Accuracy,	% Training	time
H-DRB 98.3 12	min,	29	s 84.9 13	min,	57	s
DRB 98.6 11	min,	2	s 88.6 11	min,	13	s
Logistic	Regression	[40] 90.9 26	h,	10	min,	12	s 83.9 2	h,	59	min,	26	s
Decision	tree	classifier	[40]
Maximum	split:	50
88.6 2	min,	14	s 78.9 36	s




97.2 6	min,	55	s 87.1 16	min,	3	s
SVM	[40]
Polynomial	kernel
97.6 1	h,	15	min,	29	s 89.7 1	h,	12	min,	39	s
SVM	[40]
Gaussian	kernel







Invariant	Feature	Hierarchies	[59] 99.4 No	Information – –
Two-Stage	Predictive	Sparse	Decomposition	[59] 99.5 – –
DRB	Ensemble	with	GIST	Feature	[23] 99.3 2	h,	30	min – –
DRB	Ensemble	with	HOG	Feature	[23] 98.9 – –
DRB	Ensemble	with	Combined	GIST	and	HOC	Features	[23] 99.3 – –
Committee	of	DRB	Ensembles	with	HOG	Feature	and	with	GIST	Feature	[23] 99.3 5	h – –






Algorithm RSSCN7 Singapore UCMerced Wuhan-RS19
20%	Training 50%	Training 50%	Training 80%	Training 40%	Training 60%	Training
H-DRB 86.2	±	0.9 89.8	±	0.7 97.1	±	0.6 91.8	±	0.7 95.5	±	1.1 93.1	±	1.1 94.1	±	0.9
DRB 87.2	±	0.8 90.8	±	0.5 97.3	±	0.4 92.9	±	0.3 96.7	±	1.3 93.3	±	0.8 94.7	±	0.4
SVM 88.7	±	0.9 91.1	±	0.5 97.7	±	0.6 93.3	±	0.4 96.8	±	1.3 94.9	±	1.1 95.9	±	0.8
KNN 87.6	±	0.8 91.4	±	0.5 97.7	±	0.4 94.4	±	0.6 97.0	±	0.9 93.6	±	0.8 95.3	±	0.7
SSDRB 88.0	±	0.6 91.1	±	0.5 97.8	±	0.5 94.1	±	0.6 97.8	±	1.2 93.4	±	1.0 94.9	±	0.4
Gan	et	al.	[41] – – 90.9 – 91.1 – –
Yang	&	Newsam	[43],	[60] 76.3	±	0.9 81.3	±	0.6 – 71.9	±	0.8 74.1	±	3.3 75.3	±	1.4 80.1	±	2.0
Hu	et	al.	[49] – – – – 98.5 – 98.9
Xia	et	al.	[60] 85.6	±	1.0 88.9	±	0.6 94.1	±	1.0 95.2	±	1.2 95.1	±	1.2 96.2	±	0.6
Wu	et	al.	[61] – 90.4	±	0.6 – – 92.7	±	0.8 – –
Wu	et	al.	[62] – 86.4	±	0.7 – – 91.8	±	1.3 – –
Zhao	et	al.	[63] – 89.1 – – 97.8 – –
Lazebnik	et	al.	[60,64] 68.9	±	0.7 72.9	±	0.9 – 58.3	±	1.9 62.4	±	1.9 54.4	±	2.2 58.5	±	2.3
Jegou	et	al.	[60,65] 77.3	±	0.6 82.3	±	1.2 – 73.2	±	1.0 78.2	±	1.7 76.4	±	2.0 80.8	±	2.2
Bian	et	al.	[66] – – – 94.2	±	1.0 95.8	±	1.0 95.4	±	0.8 96.4	±	0.8
Huang	et	al.	[67] – – – – 93.0	±	1.2 – 94.3	±	1.0
Chen	et	al.	[68] – – – – 90.0	±	2.1 – 91.0	±	1.5
Qi	et	al.	[69] – – – – 91.1	±	0.7 – 91.7	±	1.1
Nogueira	et	al.	[70] – – – – 99.5	±	0.5 – 94.5	±	1.2
Chaib	et	al.	[71] – – – – 97.4	±	1.8 – 98.7	±	0.2
Wang	et	al.	[72] – – – 96.8	±	0.1 99.1	±	0.4 97.5	±	0.5 99.8	±	0.3
Fig.	5	Average	numbers	of	prototypes	identified	per	class	from	the	remote	sensing	datasets.	The	blue	bars	correspond	to	the	H-DRB	classifier	and	the	orange	bars	correspond	to	the	H-DRB	classifier.



















Singapore UCMerced WuHan-RS19 Training Testing
50% 80% 40% 60%
Arch.	1 H-DRB 97.1 91.8 95.5 93.1 94.1 1.8 2.5
DRB 97.3 92.9 96.7 93.3 94.7 1.5 12.9
Arch.	2 H-DRB 92.4 88.9 93.3 90.0 90.8 0.9 1.6
DRB 95.6 91.6 96.1 91.4 93.0 0.7 6.6
Arch.	3 H-DRB 96.5 92.8 96.5 93.7 94.7 3.5 4.9
DRB 96.7 93.7 97.4 94.2 95.1 2.8 22.6
Arch.	4 H-DRB 97.3 90.2 94.5 93.7 94.4 10.0 21.3
DRB 97.8 90.9 95.8 93.0 93.5 9.8 97.8
Arch.	5 H-DRB 97.8 93.6 97.4 94.9 96.2 653.0 1743.9






15 30 15 30 45 60
H-DRB 86.7	±	0.7 89.5	±	0.6 64.7	±	0.4 68.9	±	0.3 71.2	±	0.3 73.1	±	0.3
DRB 84.9	±	0.6 88.6	±	0.5 62.4	±	0.3 67.1	±	0.3 69.8	±	0.3 71.9	±	0.3
SVM 87.3	±	1.0 90.3	±	0.9 Out	of	System	Memory
KNN 86.7	±	0.6 90.0	±	0.5 62.5	±	0.3 67.2	±	0.3 69.9	±	0.3 72.1	±	0.3
SSDRB 85.5	±	0.9 89.2	±	0.7 64.1	±	0.4 68.0	±	0.2 70.4	±	0.3 72.3	±	0.3
Gao	et	al.	[5] 71.3	±	0.6 77.6	±	1.0 35.1	±	0.4 42.1	±	0.3 46.0	±	0.3 48.5	±	0.3
Xie	et	al.	[77] 76.0 82.5 36.4 45.1 48.0 50.3
Li	et	al.	[78] – 89.2 – – – 74.9
Wang	et	al.	[79] 64.0	±	0.4 71.4	±	1.2 – – – –
Yang	et	al.	[80] 67.0	±	0.5 73.2	±	0.5 27.7	±	0.5 34.0	±	0.4 37.5	±	0.6 40.1	±	0.9
Saban	et	al.	[81] 68.5 75.0 – – – –
Pan	et	al.	[82] 77.2	±	0.6 85.8	±	0.4 36.6	±	0.6 47.2	±	0.7 50.8	±	0.4 52.9	±	0.5
Zhang	et	al.	[83] – – 61.5	±	0.4 67.7	±	0.7 69.8	±	0.5 72.8	±	0.4













Finally,	 in	 this	paper,	 both	H-DRB	and	DRB	employ	 standard	pre-trained	DNNs	 for	 feature	 extraction.	As	 a	 result,	 they	are	 outperformed	by	 some	of	 the	 latest	 state-of-the-art	DNN-based	approaches	which	 involve	more
sophisticated	fine	tuning	and	feature	selection,	such	as	[70,72].	Therefore,	another	interesting	direction	for	future	work	is	to	involve	the	fine-tuned	DNNs	as	feature	descriptors	for	the	proposed	approach,	and	further	employ	the	state-
of-the-art	feature	selection	techniques	for	dimensionality	reduction.
5	Conclusion
In	this	paper,	a	novel	classification	approach,	called	H-DRB,	is	presented	for	large-scale	multi-class	image	classification	problems.	The	kKey	feature	that	sets	H-DRB	apart	from	alternative	zero-order	FRB	systems	is	its	zero-
order	massively	parallel	IF…THEN	rules	with	multi-layer	premise	parts	from	training	images	self-organized	from	datatraining	images	through	an	autonomous,	non-parametric	learning	process.	Numerical	results	presented	in	this	paper
demonstrated	that	H-DRB	can	achieve	similar	or	even	better	classification	accuracy	than	DRB	on	various	benchmark	datasets	with	a	much	smaller	number	of	top-layer	prototypes	(80%	less)	and	much	higher	computational	efficiency
(5–10	times	faster)	for	decision-making.	The	multi-layer	premise	parts	also	bring	the	H-DRB	approach	the	advantage	of	being	highly	transparent	and	human-interpretable	for	large-scale,	complex	classification	problems.
Nonetheless,	we	have	to	admit	that	the	main	focus	of	this	paper	is	to	demonstrate	the	proposed	concept	and	general	principles.	Only	the	basic	data	pre-processing	and	augmentation	techniques	were	employed	by	the	proposed
approach,	and	the	pre-trained	DNN	models	employedused	for	feature	extraction	were	not	fine-tuned	to	improve	their	descriptive	abilities	on	the	particular	problems	used	for	experimental	demonstration.	Therefore,	there	is	a	large
room	for	performance	improvement	of	the	H-DRB	classifier.	As	future	works,	there	are	a	few	considerations.	Firstly,	we	will	analyse	the	optimality	of	the	identified	prototypes	and	explore	the	general	principle	for	determineing	the	best
number	of	prototypes	needed	by	the	proposed	approach	to	achieve	the	best	balance	between	classification	accuracy	and	computational	efficiency.	We	will	also	involve	fine-tuned	DNNs	for	feature	extraction	and	more	advanced	image
Fig.	7	Average	numbers	of	prototypes	identified	per	class	from	the	Caltech	datasets.	The	blue	bars	correspond	to	the	H-DRB	classifier	and	the	orange	bars	correspond	to	the	H-DRB	classifier.
pre-processing	and	augmentation	techniques	to	compete	for	the	best	performance,	and	experiment	with	self-adaptive	architectures	suitable	for	different	types	of	problems.	Another	interesting	direction	for	future	work	is	to	apply	the
proposed	approach	to	video	classification	by	further	taking	the	time	and	space	correlation	into	consideration.
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