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Abstract 
The paper presents a signal control strategy of urban traffic networks (UTNs), under which states of UTNs can realize 
asymptotic stable consensus. We first propose a simulation model of UTNs, where the topology of road network is 
represented by a directed dynamic graph, and the transfer of underlying traffic flows is modeled by the cell transmission 
model (CTM). Furthermore, under some assumptions, we can obtain a signal control model of UTNs, which is a discrete-time 
linear time-invariant control system, and then design a state-feedback control law, under which the proposed control system 
can realize asymptotic stable consensus. At last, we illustrate basic ideas of our methods by an example. 
© 2013 The Authors. Published by Elsevier B.V.  
Selection and/or peer-review under responsibility of Chinese Overseas Transportation Association (COTA). 
Keywords: Urban traffic networks; dynamic graph; traffic signal control; cell transmission model (CTM); consensus; partial stability. 
1. Introduction 
Traffic congestion has become a serious problem that most of big cities in the world have to face. It has been 
recognized that introducing advanced control methods from system theory into urban traffic, which is preferable 
to the extension of the infrastructure in the city, is the practical and efficient way to enhance the efficiency of 
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urban traffic running (Papageorgiou, 1983; Papageorgiou, Ben-Akiva, Bottom, Bovy, Hoogendoorn, Hounsell, et 
al., 2007). 
Different models and methods have been presented for the signal control of urban traffic networks, e.g., 
genetic algorithms (Lo, 2001; Lo, Chang, & Chan, 2001), model predictive control (Lin, De Schutter, Xi, & 
Hellendoorn, 2011), linear quadratic optimal control (Diakaki, Papageorgiou, & Aboudolas, 2002; 
Kosmatopoulos, Papageorgiou, Bielefeldt, Dinopoulou, Morris, Mueck, et al., 2006; Aboudolas, Papageorgiou, & 
Kosmatopoulos, 2009), etc. More detailed reviews can be referred to (Papageorgiou, Diakaki, Dinopoulou, 
Kotsialos, & Wang, 2003). 
Underlying traffic flow model of urban traffic networks is mainly based on the well-known cell transmission 
model (CTM) in this paper. The CTM was first proposed to model the freeway system (Daganzo, 1994), which 
was proved a finite difference approximation of the kinematic wave model of freeway traffic flow (Daganzo, 
1995). Furthermore, Lo (2001) applied the CTM to model urban traffic networks, the basic idea in which was that 
the link in road network is divided into a collection of cells, and then the CTM along with nonlinear constraints is 
transformed to a set of mixed-integer constraints. However, for large-scale urban traffic networks, computational 
complexity is very high such that practical applications of the results in (Lo, 2001) are impossible. Chen, He, Shi, 
and Han (2012) presented a modeling method of urban traffic networks, where the topology of road network is 
represented by a directed dynamic graph, and underlying traffic flow model is based on the CTM, but the link in 
road network does not be divided, and furthermore, Han, Chen, Shi, and He (2012) additionally introduced the 
queue length of vehicles on the link for the analysis of the state of the link. Based on the model in (Chen, He, Shi, 
& Han, 2012), this paper further considers the problem of the signal control of urban traffic networks. Under 
some assumptions, we can derive a signal control model of urban traffic networks from the proposed simulation 
model, which is a discrete-time linear time-invariant control system. Furthermore, we introduce the notion of 
consensus into the control design of the signal control model. The notion of consensus is mainly derived from 
distributed coordination control of multi-agent systems (Ren, Beard, & Atkins, 2005; Olfati-Saber, Fax, & 
Murray, 2007), the basic idea behind which is that all state variables of the system asymptotically converge to a 
common value. Then, we design a state-feedback control law by using partial stability theory (Vorotnikov, 1998; 
Vorotnikov, 2005), under which states of the signal control model can realize asymptotic stable consensus, which 
implies that states of urban traffic networks can realize the balance in some sense. 
The paper is organized as follows: After the introduction of a simulation model of urban traffic networks in 
Section 2, we consider the problem of the signal control of urban traffic networks in Section 3. In Section 4, we 
illustrate our methods by an example, and conclusions and further research topics are given in Section 5. 
The following notations are adopted in this paper. We denote by  the set of natural numbers, by  null set, 
by | |V  the cardinality of the setV , by dim( )p  the dimension of the vector p , and by  Euclidean norm of a 
vector or a matrix. 
2. Simulation model of urban traffic networks 
2.1. Descriptions of urban traffic networks 
In general, urban traffic network is represented by a directed graph, where each of intersections in road 
network represents a vertex, and the link between adjacent intersections represents the directed edge with the 
orientation according to the direction of vehicle flows on the link. However, in our modeling framework, we 
consider the dual case in some sense with respect to traditional modeling methods, where the link connecting two 
adjacent intersections represents a vertex, the edge is directed from upstream link to downstream link, and a 
weighted function is assigned to each of directed edges, which changes with time dynamically, and is determined 
by traffic signal light between links. Compared with traditional modeling methods, the transition of vehicle flows  
 
2513 He Zhonghe et al. /  Procedia - Social and Behavioral Sciences  96 ( 2013 )  2511 – 2522 
i  j  k  
 
(a)                       (b)                               (c) 
Fig. 1. (a) source vertex; (b) sink vertex; (c) internal vertex 
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(a)                                                                   (b)                                                                   (c) 
Fig. 2. (a) local road network; (b) phase partition of intersections; (c) directed dynamic graph 
from upstream links to downstream links is clearly indicated by the edges, and the signal control for a signalized 
intersection is introduced by dynamically changing weighted functions over edges. 
Specifically, the elements of road network in our modeling framework are described as follows: the set 
{1,2, }V  of vertices is composed of all the links in road network; {( , ) : , }E i j i j V V V  represents the 
set of directed edges with each edge ( , )i j E  orientated from upstream link i  to downstream link j ; the 
weighted function ( ) : {0,1}ije t  is assigned to the edge ( , )i j , which is determined by the traffic signal light 
between upstream link i  and downstream link j , i.e., if ( ) 0ije t , the color of traffic signal light is red between 
link i  and link j  at time instant t , and if ( ) 1ije t , the color of traffic signal light is green between link i  and 
link j  at time instant t ; we denote by J  the set of intersections in road network, by ,jI j J  the set of 
incoming links of intersection j , and by ,jO j J  the set of outgoing links of intersection j ; we denote by 
Pre( ),i i V  the set of all upstream links of link i , and by Post( ),i i V  the set of all downstream links of link 
i ; we consider three types of vertices (Fig.1), where Fig.1. (a) represents a source vertex providing traffic 
demand to road network, i.e., Pre( )i , and we denote by SV  the set of all source vertices; Fig.1. (b) represents 
a sink vertex receiving the output from road network, i.e., Post( )j , and we denote by DV  the set of all sink 
vertices; Fig.1. (c) represents an internal vertex, i.e., Pre( )k  and Post( )k , and we denote by IV  the set 
of all internal vertices; Thus, we have S I DV V V V ; Continuous dynamics associated with each of vertices 
will be described in the following subsection; A local road network is given in Fig.2 for illustrating above 
modeling procedures. 
2.2. Underlying traffic flow model 
The CTM is chosen as underlying traffic flow model of urban traffic network. However, unlike the assumption 
of standard CTM (Lo, 2001), i.e., the link connecting two adjacent intersections is divided into a collection of 
subsections, each of which is called a cell; we do not divide the link, and call a link as a cell in our modeling 
framework. 
Dynamics of continuous state of the link in ideal case (Fig.3): Consider a link ,i i V , and furthermore assume 
that upstream links of link i  can provide link i  with enough traffic demand, and downstream links of link i  can 
provide link i  with enough space receiving output from link i . Then, the dynamics of continuous state of link i  
can be described by: 
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Fig. 3. The link in ideal case 
( 1) ( ) ( ) ( ), 0 ( ) ( )i i i i i in t n t r t s t n t N t ,  (1) 
where ( )in t  is the number of vehicles on link i  at time instant t ; ( )iN t  is the maximum number of vehicles that 
link i  can accommodate at time instant t , and , jam( )i i i iN t k l L  is in general a constant, where , jamik  is the jam 
density, il  is the number of lanes on link i , and iL  is the length of link i ; T  is the sampled period, and 
i iv T L , where iv  is the free-flow speed of vehicles on link i ; let ( )iR t  and ( )iS t  respectively denote the 
maximum number of vehicles that can enter link i  and leave link i  in time interval , ( 1)tT t T ; ( )ir t  is the 
number of vehicles received by link i  in time interval , ( 1)tT t T , and 
( ) min ( ), ( ) ( )
( ), if ( ) ( ) ( )
( ) ( ) , if ( ) ( ) ( )
i i i i i
i i i i i
i i i i i i i
r t R t N t n t
R t R t N t n t
N t n t R t N t n t
, 
where i i iw v , and iw  is the backward-wave speed of vehicles on link i ; ( )is t  is the number of vehicles sent 
by link i  in time interval , ( 1)tT t T , and 
( ) min ( ), ( )
( ), if ( ) ( )
( ), if ( ) ( )
i i i
i i i
i i i
s t n t S t
n t n t S t
S t n t S t
. 
From descriptions of (1), the number of vehicles, ( )ir t  and ( )is t  respectively received and sent by link i  in 
time interval , ( 1)tT t T , are only relevant to the current state of link i  itself. Often, for fixed sampled period 
T , ( )iR t  and ( )iS t  can be chosen as constants respectively, i.e., ( )i iR t RT  and ( )i iS t S T , where iR  and iS  
respectively are the saturation flow rates of vehicles at the entrance and the exit of link i . Furthermore, if link i  
is a source vertex (Fig.1. (a)), then ( ) ( ) 0i ir t R t , ( )in t , ( ) ( )i is t S t , and if link i  is a sink vertex (Fig.1. 
(b)), then ( ) ( ) 0i is t S t , ( )iN t , ( ) ( )i ir t R t . 
Dynamics of continuous state of the link in practical road network: Consider two adjacent intersections 
,o p J  (Fig.4. (a)), upstream and downstream links of link j  are respectively denoted by li  and , 1,2,3lk l , 
i.e., 1 2 3Pre( ) , ,j i i i  and 1 2 3Post( ) , ,j k k k  (Fig.4. (b)). Then, the dynamics of continuous state of link j  is 
described by: 
( 1) ( ) ( ) ( ),j j Ij jKn t n t q t q t   (2) 
where ( )Ijq t  denotes the number of vehicles received by link j  from all upstream links in time interval 
, ( 1)tT t T , and 3
1
( ) ( )
lIj i jl
q t q t , where ( ), 1,2,3
li j
q t l  denotes the number of vehicles received by link j  
from upstream link li  in time interval , ( 1)tT t T , and ( ) ( )min ( ), ( )l l l l li j i j i j i ji jq t e t s t r t ; ( )jKq t  denotes 
the   number   of   vehicles   sent   by   link   j   to  all   downstream   links  in  time   interval   , ( 1)tT t T ,   and 
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(a)                                                                                                         (b) 
Fig. 4. (a) two adjacent intersections; (b) network model of intersections 
3
1
( ) ( )
ljK jkl
q t q t , where ( ), 1,2,3
ljk
q t l  denotes the number of vehicles sent by link j  to downstream link 
lk  in time interval , ( 1)tT t T , and ( ) ( )min ( ), ( )l l l l ljk jk jk j k j kq t e t s t r t ; ij  is the proportional factor of 
vehicles sent by link i  to link j , i.e., turning rates; ij  is the proportional factor of vehicles received by link i  
from link j , and 1ij  in general. 
So far, we have presented a simulation model of urban traffic networks based on the CTM model. In the 
following section, the design of signal control of urban traffic networks is considered. 
3. Signal control of urban traffic networks 
3.1. Derivation of signal control model 
In this subsection, we derive from (2) a signal control model of urban traffic networks. First, consider the 
following assumptions: 
Assumption 1: Phase partition and phase sequence of each of intersections in road network, and the offset 
between two adjacent intersections, have been determined in advance; 
Assumption 2: The sampled period T  of (2) is equal to the common cycle time C  of road network, i.e., 
T C ; 
Assumption 3: The vehicles on the link S Ij V V  are assumed to pass the corresponding intersection at 
saturation flow rate; 
Assumption 4: The link I Dj V V  has the property that there is enough space in the link j  to receive 
vehicles from upstream links of link j . 
Remark 1: The common cycle time C  of road network in Assumption 2 may be obtained from the off-line 
optimization for the intersection. 
Furthermore, under Assumptions 1-4, both ( )jKq t  and ( )Ijq t  in (2) respectively satisfy (or are approximated 
by): 
3
1
3
1
3
1
( ) ( )
( ) min ( ), ( )
( )
l
l l l l
l l
jK jk
l
jk jk j k j k
l
jk jk j
l
q t q t
e t s t r t
g t S
, and  (3) 
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3
1
3
1
3
1
( ) ( )
( ) min ( ), ( )
( )
l
l l l l
l l l
Ij i j
l
i j i j i ji j
l
i j i j i
l
q t q t
e t s t r t
g t S
,  (4) 
where jS  denotes the saturation flow rate of vehicles on link j ; ( )ijg t  is the effective green time duration, 
within which vehicles flow from link i  to link j  in the cycle time C . 
Substituting (3) and (4) into (2), we have that 
3 3
1 1
( 1) ( ) ( ) ( )
( ) ( ) ( ) ,
l l l l l
j j Ij jK
j i j i j i jk jk j I
l l
n t n t q t q t
n t g t S g t S j V
. (5) 
Writing (5) in the following matrix-vector form: 
( 1) ( ) ( )t t tn n Bg ,  (6) 
where ( ) ( )
I
n
j j V
t n tn  ( | |IV n ), ( ) ( )
m
ijt g tg  ( dim( ) mg ) is the control input, and the 
elements of matrix n mB  are composed of proportional factors ij  and saturation flow rates jS . 
Multiplying 1 jN  by both sides of (5), then (6) can be transformed to the following form: 
( 1) ( ) ( )t t tx x HBg ,  (7) 
where ( ) ( )
I
n
j j j V
t n t Nx , and diag{1 }
Ij j V
NH  is a diagonal matrix. 
The variable ( ) : ( )j j jx t n t N  is called the relative occupancy of link Ij V , similar to the definition of the 
density, and (7) is called signal control model of urban traffic networks in this paper. In the following subsection, 
we will design a state-feedback control law such that (7) can realize asymptotic stable consensus, which implies 
that the relative occupancy of links in road network can realize the balance in some sense. 
3.2. Consensus based state-feedback design 
We first consider the following discrete-time linear time-invariant system: 
0( 1) ( ), (0) ,t t tx Ax x x ,  (8) 
where T1( ) ( ), , ( )
n
nt x t x tx , and 
n nA . 
Let T 11 1( ) ( ), , ( )
n
nt x t x ty , and 
T 1
0 1 1(0), , (0)
n
nx xy . 
Definition 1: (Partial Stability (Fig.5)) The equilibrium 0x  of (8) is stable with respect to partial variables 
y  (for short y -stable), if 0 , ( ) 0 , such that 0y  implies ( ) ,t ty ; Furthermore, the 
equilibrium 0x  of (8) is asymptotically stable with respect to partial variables y  (for short asymptotic y -
stable), if (8) is y -stable and satisfies lim ( ) 0
t
ty . 
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Fig. 5. Illustration for partial stability 
Definition 2: (Asymptotic Stable Consensus) If there exists a function *( ) ,x t t  such that 
*lim ( ) ( ) 0, {1, , }it x t x t i n , then (8) is called to realize asymptotic consensus, and 
*( )x t  is called group 
decision function; Furthermore, if 0 , ( ) 0 , such that *0 (0) nxx 1  implies 
*( ) ( ) ,nt x t tx 1 , where 
n
n1  with all elements being one, then the group decision function 
*( )x t  
is called to be stable; Then, (8) is called to realize asymptotic stable consensus. 
Next, we establish the relation between asymptotic stable consensus of (8) and partial stability of transformed 
system of (8). We first choose 1n  linearly independent row vectors T , 1, , 1ni i np  satisfying 0i np 1 . 
Furthermore, we apply the chosen row vectors , 1, , 1i i np  to construct a transformation matrix 
n nP  
of (8) having the following form: 
1 11 12 1
1
T
1 1,1 1,2 1,
T 1 1 1
n
n nn n n n
n
p p p
p p p
p
P
P
p 1
1
, (9) 
where 1, , , 1, , 1i i inp p i np , and 
( 1)
1
n nP  consists of first 1n  rows of matrix P . 
The constructed matrix P  in (9) has the following property. 
Proposition 1: The inverse 1 :P P  of matrix P  has the following form: 
1
11 1, 1
1 1
1 1 11
1,1 1, 1
1
,1 , 1
n
n n n
n n n
n n n
p p n
n n
p p n
p p n
P p p 1 P 1 , (10) 
where T1 , , , 1, , 1i i nip p i np , and 
( 1)
1
n nP  consists of first 1n  columns of matrix P . 
The proof of Proposition 1 can be referred to (Chen, Zhang, He, & Ge, 2013). Applying linear transformation 
x Px  to (8), we obtain the transformed system: 
1( 1) ( )t tx PAP x .  (11) 
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Theorem 1: System (8) can realize asymptotic stable consensus if and only if the equilibrium 0x  of (11) is 
asymptotically stable with respect to partial variables T 11 1, ,
n
nx xy . 
The proof of Theorem 1 can be referred to Appendix A. In the following parts, based on the results in Theorem 
1, we design a state-feedback control law such that (7) can realize asymptotic stable consensus. 
Assume that the state-feedback control law has the following form: 
( ) ( )t tg g KLx ,  (12) 
where mg  is a constant vector satisfying 0Bg , i.e., consensus-state control input of (7); ( 1)m nK  is the 
feedback gain matrix; ( 1)n nL  is a given matrix satisfying 0nL1 , e.g., 1L P , where 1P  is defined in (9). 
Substituting (12) into (7), we obtain the corresponding closed-loop system: 
( 1) ( ) [ ( )]
[ ] ( )n
t t t
t
x x HB g KLx
HBKL x
,  (13) 
where n  is the n -dimensional unit matrix. 
Applying linear transformation x Px  to (13), we obtain the transformed system: 
1( 1) [ ] ( )nt tx P HBKL P x ,  (14) 
where P  and 1P  are defined in (9) and (10), respectively. 
Let 
TT T
1 1, , , ,n n nx x x xx y , then (14) can be written as the following form: 
( 1) ( ) ( )
( 1) ( ) ( )
n
n n
t t x t
x t t dx t
y Ay b
cy
,  (15) 
where ( 1) ( 1)n nA , T 1, nb c , and d  is a scalar. 
It is derived, from properties of P  and 1P , that system matrix 1[ ]nP HBKL P  of (14) satisfies: 
11 1
1T
1
1 1 1
T 1 T
1
1 1 1
T
1
0
.
1
n n n
n
n n n
n n n n n
n
n
n
n
n
P
P HBKL P HBKL P 1
1
P HBKL P P HBKL 1
1 HBKL P 1 HBKL 1
P HBKLP
1 HBKLP
 
Thus, A , b , c , and d  in (15) are respectively given by: 
1 1 1
T
1
0
1
n
n
d
A P HBKLP
b
c 1 HBKLP
.  (16) 
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Theorem 2: The equilibrium 0x  of (15) is asymptotically stable with respect to partial variables 
T 1
1 1, ,
n
nx xy  if and only if the matrix A  in (15) is Schur stable, i.e., the eigenvalues of A  lie inside 
the interior of unit circle. 
Proof: From (16), one has 0b  in (15). Thus, the evolution of partial variables T1 1, , nx xy  in (15) does 
not depend on nx . Then, the results in Theorem 2 can be derived from Definition 1. 
Theorem 3: System (13) can realize asymptotic stable consensus if and only if the matrix A  in (15) is Schur 
stable. 
Proof: The results in Theorem 3 can be derived from the results in Theorem 1 and Theorem 2. 
Thus, from results in Theorem 3, the problem that solving the feedback gain matrix K  such that (13) can 
realize asymptotic stable consensus, is transformed to the problem that solving the matrix K  such that the matrix 
1 1 1nA P HBKLP  in (15) is Schur stable, which is the standard problem of feedback stabilization of 
discrete-time linear time-invariant control systems. Then, linear matrix inequality (LMI) methods (Boyd, Ghaoui, 
Feron, & Balakrishnan, 1994) can be used to numerically solve the matrix K . 
Furthermore, if (13) can realize asymptotic stable consensus, the following Proposition gives the analytical 
expression of group decision function *( )x t . 
Proposition 2: Assume that (13) can realize asymptotic stable consensus under state-feedback control law (12), 
i.e., the matrix A  in (15) is Schur stable. Then, group decision function *( )x t  of (13) is given by: 
* 1 1 T
1 1( ) (0), 1
t
n nx t n tc A A P 1 x                                                                             (17) 
where A  and c  are respectively given by (16), and 1P  is defined in (9). Moreover, 
* ( )x t  in (17) satisfies: 
1* 1 T
1 1lim ( ) (0)n nt x t n c A P 1 x .                                                                                               (18) 
The proof of Proposition 2 can be referred to Appendix A. So far, for the signal control model (7), we have 
presented a method to design the state-feedback control law such that states of (7) can realize asymptotic stable 
consensus. It is worth emphasizing that green time durations generated from (12) may not satisfy constraints on 
minimum and maximum green time durations in corresponding intersections. Thus, similar to traffic-responsive 
urban control (TUC) strategy (Diakaki, Papageorgiou, & Aboudolas, 2002), further optimization in each of 
intersections will be executed, and more detailed procedures can be referred to the discussions in (Diakaki, 
Papageorgiou, & Aboudolas, 2002). 
4. Illustrative example 
Consider the local road network in Fig.2 for illustrating basic procedures of our methods, where { , , , }J i j k l  
denotes the set of intersections and {1,2,3,4,5,6,7,8}IV  denotes the set of internal vertices. In (7), the 
elements of 8 1diag{1 }j jNH  are respectively given by 1 530N , 2 510N , 3 550N , 4 575N , 5 560N , 
6 560N , 7 580N , and 8 575N , and the input ( )tg  has the following form: 
16
,( ) [ ( )]q nt g tg , where 
, ( )q ng t  is effective green time duration of the nth phase in intersection q , q J , 1,2,3,4n . Then, the 
structure of matrix B  in (7) can be determined according to the topology of road network, and the elements of 
matrix B  can be computed by the traffic data in Table 1. Furthermore, row vectors , 1, ,7i ip  constructing 
transformation matrix 8 8P  in (9) are respectively chosen as: 
1
[0 0 1 1 0 0]i i ip . The 
constant matrix 7 8L  in (12) is chosen as: 1L P , and without loss of generality, 0g  in (12). 
The feedback gain matrix K  in (12), such that 7 1 1A P HBKLP  in (15) is Schur stable, can be 
numerically solved by the LMI solver in Matlab. If the initial relative occupancy of links of closed-loop system 
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(13) is chosen as: T0 [0.3,0.7,0.6,0.5,0.9,0.2,0.8,0.4]x , simulation results are illustrated in Fig.6. Moreover, 
group decision function *( )x t  can be given by (17), and it is derived from (18) that the ultimate consensus state 
will depend on the initial relative occupancy of links in road network. 
     
(a)                                                                         (b)                                                                      (c) 
Fig. 6. (a) evolution of states; (b) evolution of control inputs in intersection i  and j ; (c) evolution of control inputs in intersection k  and l  
Table 1. Traffic parameters in local road network 
 
Index of links Saturation flow rates iS  (veh/s) Turning rates ,i j  
1 1.5 1,13 0.2  1,15 0.5  1,3 0.3  
2 1.6 2,8 0.25  2,9 0.55  2,11 0.2  
3 1.4 3,17 0.4  3,19 0.2  3,5 0.4  
4 1.7 4,2 0.6  4,13 0.3  4,15 0.1  
5 1.55 5,21 0.15  5,23 0.6  5,7 0.25  
6 1.75 6,4 0.4  6,17 0.4  6,19 0.2  
7 1.26 7,9 0.35  7,11 0.4  7,1 0.25  
8 1.35 8,6 0.15  8,21 0.7  8,23 0.15  
10 1.8 10,11 0.3  10,1 0.55  10,8 0.15  
12 1.75 12,1 0.5  12,8 0.3  12,9 0.2  
14 1.6 14,15 0.1  14,3 0.7  14,2 0.2  
16 1.7 16,3 0.45  16,2 0.35  16,13 0.2  
18 1.65 18,19 0.3  18,5 0.4  18,4 0.3  
20 1.8 20,5 0.25  20,4 0.55  20,17 0.2  
22 1.58 22,23 0.35  22,7 0.3  22,6 0.35  
24 1.45 24,7 0.15  24,6 0.65  24,21 0.2  
5. Conclusions 
In this paper, we introduce new ideas in control theory to the signal control of urban traffic networks, and then 
present methods of designing the state-feedback control law, under which states of the signal control model of the 
network can realize asymptotic stable consensus, which implies that the relative occupancy of links in road 
network can realize the balance in some sense. From Assumption 3 in subsection 3.1, the methods proposed in 
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this paper can be applied to the signal control of urban traffic networks in the case of saturation or oversaturation. 
In fact, the ideas of Assumption 1-4 in subsection 3.1 are reasonable, which have been used for the design of 
linear quadratic optimal control law of urban traffic networks (Diakaki, Papageorgiou, & Aboudolas, 2002; 
Kosmatopoulos, Papageorgiou, Bielefeldt, Dinopoulou, Morris, Mueck, et al., 2006). Further research topics will 
focus on applications of our developed methods to more practical road networks, and then compare our methods 
with existing methods proposed in the literatures. 
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Appendix A.  
A.1. The proof of Theorem 1 
Sufficiency: Assume that the equilibrium 0x  of (11) is asymptotically stable with respect to partial 
variables T 11 1, ,
n
nx xy . Then, 1 0 , 1 1( ) 0 , such that 0 1y  implies 1( ) ,t ty , 
and lim ( ) 0
t
ty . Since x Px , one has that 
1
1
1
, 1, ,
n
i ij j n
j
x p x n x i n .                                                                                                                  (19) 
Thus, group decision function of (8) can be chosen as * 1( ) ( )nx t n x t . It is derived from (19) that 
*lim ( ) ( ) 0, {1, , }it x t x t i n . 
Thus, (8) can realize asymptotic consensus. Furthermore, writing (19) in matrix-vector form: * 1nxx 1 P y . 
Then, 1 1P , 1 1P , such that 
*
0 (0) nxx 1  implies 
*( ) ( ) ,nt x t tx 1 . Thus, 
* ( )x t  is 
stable. In conclusion, (8) can realize asymptotic stable consensus. 
 
Necessity: Assume that (8) can realize asymptotic stable consensus. Then, there exists a function 
*( ) ,x t t  such that *lim ( ) ( ) 0, {1, , }it x t x t i n , and 1 0 , 1 1( ) 0  such that 
*
0 1(0) nxx 1  implies
*
1( ) ( ) ,nt x t tx 1 . Since x Px  and 1 0nP 1 , one has that 
*
1 1
( ), 1, , 1
n n
i ij j ij j
j j
x p x p x x i n .                                                                                               (20) 
Writing (20) in matrix-vector form: *1( )nx xy P 1 . Then, 1 1P , 1 1P , such that 0y  
implies ( ) ,t ty . Thus, the equilibrium 0x  of (11) is stable with respect to partial 
variables T 11 1, ,
n
nx xy . Furthermore, from (20), one has that lim ( ) 0t ty . In conclusion, the 
equilibrium 0x  of (11) is asymptotically stable with respect to partial variables T 11 1, ,
n
nx xy . 
A.2. The proof of Proposition 2 
has * 1( ) ( )nx t n x t , where ( )nx t  is the n th state 
variable of (15). Since 0b  and 1d  in (15) (refer to (16)), the solution to (15) is given by: 
1
1
( ) (0),
( ) (0) (0), 1
t
t
n n n
t
x t x t
y A y
c A A y
.                                                                                  (21) 
Since x Px , one has that 1(0) (0)y P x , and 
T(0) (0)n nx 1 x . Then, (17) can be derived by substituting (0)y  
and (0)nx  into (21). Furthermore, since 01 (1 )
t
t
x x  for 1x , it is derived, from the result in (Golub & 
Van Loan, 1996), that
1
1 0
t
n t
A A . Then, the statement (18) holds. 
