Introduction
The DezerLSmarandache theory (DSmT for short) of plausible and paradoxical reasoning 18, 9, 221 is a generalization of the classical Dempster-Shafer theory (DST) [IS] which allows to formally combine any types of sources of information (rational, uncertain or paradoxical). The DSmT is able to solve complex fusion problems where the DST usually fails, specially when conflicts (paradoxes) between sources become large and when the refinement of the frame of discernment 8 is inaccessible because of the vague, relative and imprecise nature of elements of 8 (see . Before going deeper into the DSmT it is necessary to briefly present first the foundations of the DST and DSmT for a better understanding of the important differences between these two theories. 
Short presentation of the DST
Now let Bell(.) and Belz(.) be two belief functions over the same frame of discernment 8 and their corresponding bha m~ ( . ) and m~ ( . ) provided by two distinct bodies of evidence U1 and Bz. Then the combined global belief function denoted Bel(.) = Bell(.)@Belz(.) is obtained by combining the information granules ml(.) and m2(.) through the following Dempster's rule of combination [ml @ mzl(0) = 0 and V B # 0 E 2e,
B€ze,BnA#0
The notation Cxny=B represents the sum over all X, Y E 2e such that X n Y = B. The orthogonal sum m(.) [ The DST is attractive for the Data Fusion cammunity because it gives a nice mathematical model for ignorance and it includes the Bayesian theory as a special case 118) (p. 4). Although very appealing, the DST presents some weaknesses and limitations because of its model itself, the theoretical justification of the Dempster's rule of combination but also because of our confidence to trust the result of Dempster's rule of combination when the conflit becomes important between sources ( k l z /" 1).
The Dempster's rule of combination has however 
Foundations of the DSmT
The development of the Dezert-Smarandache theory of plausible and paradoxical reasoning (called DSmT for short) comes from the necessity to overcome the two following inherent limitations of the DST which are closely related with the acceptance of the third middle excluded principle, i.e.
(Cl) -the DST considers a discrete and finite frame of discernment 8 based on a set of exhaustive and exclusive elementary elements 0;.
(C2) -the bodies of evidence are assumed independent and provide their own belief function on the powerset 2e but with same interpretation for 0.
The foundation of the DSmT is based on the refutation of the principle of the third excluded middle for a wide class of fusion problems due to the nature of the elements of 0. By accepting the third middle, we can easily handle the possibility to deal directly with paradoxes (partial vague overlapping elementsfconcepts) of the frame of discernment. This is the DSm model. In other words, we include the third exclude directly into the formalism to develop the DSmT and relax the ( C l ) and (CP) constraints of the Shafer's model. By doing this, a wider class of fusion problem can he attacked by the DSmT. The relaxation of the constraint (Cl) can he justified since, in many problems (see example in [9]), the elements of 8 generally correspond only to imprecise/vague notions and concepts so that no refinement of 0 satis fying the first constraint is actually possible (specially if natural language is used to describe elements of 0).
The DSmT refutes also the excessive requirement imposed by (C2) in the Shafer's model, since it seems clear to us that, the same frame 0 may he interpreted differently by the distinct bodies of evidence (experts). Some subjectivity on the information provided by a source of information is almost unavoidable, otherwise this would assume, as within the DST, that all bodies of evidence have an objective/universal (possibly uncertain) interpretation or measure of the phenomena under consideration which unfortunately rarely occurs in reality, hut when hha are based on some objective probabilities transformations. But in this last case, probability theory can handle properly the information; and the DST, as well as the DSmT, h e comes useless. If we now get out of the prohabilistic background argumentation, we claim that in most of cases, the sources of evidence provide their beliefs about some hypotheses only with respect to their own worlds of knowledge and experience without reference to the (inaccessible) absolute truth of the space of possibilities. The DSmT includes the possibility to deal with evidences arising from different sources of information which don't have access to absolute interpretation of the elements 0 under consideration. The DSmT can be interpreted as a general and direct extension of Bayesian theory and the Dempster-Shafer theory in the following sense. Let 0 = {6'1,02} be the simpliest frame of discernment involving only two elementary hypotheses (with no additional assumptions on and e,), then the probability theory deals with basic probability These definitions are compatible with the DST definitions when the sources of information become uncertain but rational (they do not support paradoxical information This DSm rule of combination seems at the first glance very expensive in terms of computations and memory size due to the huge number of elements in n B5) ). If a third body of evidence provides a new bba m3(.), the one can combine it by connecting the output layer with the layer associated to m3(.), and so on. Because of commutativity and associativity properties of DSm rule, the DSm network can be designed with any order for the 1ayers.The DSm rule of combination can be used for the fusion of any kind of information, whereas the Demp ster's rule within Shafer's model can not he used in cases where paradoxist information occurs, or degree of conflict is 1, or when elements of the frame of discernment are not refinable in exclusive finer atoms. which will be denoted as x < x'. 
Generation of MBF
Before describing the general algorithm for generating the monotone Boolean functions (MBF), let examine deeper the example of section 4.1. From previous tables, one can easily find the set of (restricted) MBF M $ ( A , V ) = {fo(zl,zz) = False,fi(zl,zz) = z l Axz,fs(zl,zz) = zZ,f7(zl,Z2) = z1 V z z ) which is equivalent, using algebra of sets, to hyper-powerset Dx = { 0 , z l n s z , s l , z z , z l U s z } associated with frame of discernment X = (zl,zz}. Since the tautology f15(z1, z2) is not involved within DSmT, we do not include it as a proper element of D x and we consider only
itself. Let's now introduce the Smarandache's codification for the enumeration of distinct parts of a Venn diagram X with n partially overlapping elements zi,i = 1 , 2 , . . . ,n. A such diagram has 2" -1 disjoint parts. One notes with only one digit (or symbol) those parts which belong to only one of the elements z, (one notes hy < i > the part which belongs to z; only, for 1 5 i 5 n), with only two digits (or symbols) those parts which belong to exactly two elements (one notes by < i j >, with i < j , the part which belongs to zi and zj only, for 1 5 i < j 5 n), then with only three digits (or symbols) those parts which belong to exactly three elements (one notes hy < i j k > concatenated numbers, with i < j < k, the part which belongs to xi, zj, and zk only, for 1 5 i < j < k 5 n), and so on up to < 12.. . n > which represents the last part that belongs to all elements zi. For 1 5 n 5 9, the Smarandache's encoding works normally as in base 10. But, for n 2 10, because there occur two (or more) digits/symbols in notation of the elements starting from 10 on, one considers this codification in base n + 1, i.e. using one symbol to represent two (or more) digits, for example: A = 10, B = 11, C = 12, etc. For n = 1 one has only one part, coded < 1 >. For n = 2 one has three parts, coded < 1 >, < 2 >, < 12 >. Generally, < i j k > does not represent zi nxj nzk but only a part of it, the only exception is for < 12.. . n >. For n = 3 one has 23 -1 = 7 disjoint parts, coded < 1 >, < 2 >, < 3 >, < 12 >, < 13 Having constructed ~~-1 , then we can construct U, for n > 1 recursively as follows:
e include all elements of u,-1 into U,;
afterwards, include element < n > as well in U,;
then at the end of each element of U,-) concate nate the element < n > and get a new set u',-~ which then is also included in U,.
Thisisu,, whichhas(2n-1-l)+l+(2"-1-1) = 2"-1 components. For n = 3, as example, one gets u3 [< Because all elements in U,, are disjoint, we are able to write each element di of D X in a unique way as a linear combination of U, elements, i.e.
Thus U , constitutes a basis for generating the elements of D". Each row in the matrix D, represents the coefficients of an element of Dx with respect to the basis U , . The rows of D, may also be regarded as binary numbers in an increasing order. As example, for n = 2, one has:
where the "matrix product" is done after identifying (+,.) with (U,n), 0. < x > with 0 and 1. < z > with < z >. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ( 1 , s i z e (U-" 1 0 ,Z) 
