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Abstract 
We consider optimization problems on combinatorial structures with a product form. 
The independence number of a graph G, denoted a(G), is the size of the largest inde-
pendent set in G, where a subset 5 of the vertex set V(G) is independent if no two vertices 
in S are adjacent in. G. The clique covering number of G, denoted 0(G), is the miTiimiinn 
number of complete subgraphs required to cover the vertices of G. 
The Cartesian product of graphs G and H, denoted GaH, is defined by V(GaH) = 
V{G) x F ( # ) , with vertices (gi, hi) and (g2, h2) adjacent in Go H if and only if either 
(1) <7i, <72 are adjacent in G and hi = h2, or 
(2) g\ = g2 and hi, h2 are adjacent in H. 
We seek sufficient conditions on graphs G and H for a(G a H) = 6{G a H). 
We define product perfection, a product generalization of graph perfection. We prove 
product perfection for several classes of Cartesian product graphs. We extend these ideas 
to the context of integer linear programs. We define and study a product generalization 
of total dual integrality, a condition guaranteeing that a linear program has an integer 
optimum solution. 
We also discuss optimization on product structures in the context of independence 
systems. An independence system is a pair consisting of a set E and a nonempty collection 
of subsets of E that is closed under taking subsets. We extend results of West and Tovey 
on products of partially ordered sets to independence systems. 
A theorem of Greene and Kleitman states that in any finite partially ordered set P , 
certain upper bounds on the sizes of unions of antichains are tight. We extend results of 
West showing when the Greene-Kleitman Theorem is best possible. 
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1. Introduct ion and Background 
1.1. Overview 
Two of the most useful and well studied graph parameters are the independence number 
and the chromatic number. We denote the vertex set of a (finite, simple, undirected) graph 
G by V(G). The independence number of a graph G, denoted <*(G), is the maximum size 
of an independent set in G, where S C V(G) is independent if no two vertices in S are 
joined by an edge of G. The chromatic number of G, denoted %(G), is the Tnim'Tniim size 
of a collection of independent sets that covers V(G). 
Analogous to a and % are the clique number and the clique covering number. A clique 
in G is a collection of vertices of G, every two of which are joined by an edge of G. The 
clique number of G, denoted w(G), is the maximum size of a clique of G. The clique 
covering number of G, denoted 9(G), is the minimum size of a collection of cliques that 
covers V(G). 
The complement of a graph G, denoted G, is the graph with vertex set V(G) in which 
distinct vertices are adjacent if and only if they are not adjacent in G. For a graph G, we 
have a(G) = w(G) and %(G) = 6(G). 
Since an independent set and a clique have at most one common vertex, we have a(G) < 
8(G) and w(G) < %(G). We seek sufficient conditions for equality of these parameters for 
graphs that have a particular product structure. The Cartesian product of graphs G and 
H, denoted G • H, is defined by V(GaH) = V(G) x V(H), with vertices [gi,hx) and 
(gz, h2) adjacent in GaH if and only if either 
(1) <7i, g2 are adjacent in G and hi = h2, or 
(2) gi = g2 and hi, h2 are adjacent in H. 
Each of the four parameters a, %, w, and 9 can be expressed in a natural way as the 
optimum of an integer linear program. The parameters a and 9 are the optima of dual 
integer linear programs, as are w and %. Thus, one technique for proving a = 9 is to find 
conditions on the underlying linear programs that guarantee integer optimum solutions. 
We are interested in finding such conditions for linear programs with a product structure 
analogous to the Cartesian product of graphs. 
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Many of our graph-theoretic results generalize (or are inspired by) results on partially 
ordered sets. A partially ordered set (poset) is a set P together with a binary relation < 
on P that is reflexive, antisymmetric, and transitive. All posets considered in this thesis 
are finite. We abuse notation by using the same letter for both a poset and its underlying 
set. A chain in a poset P is a set of elements of P , every two of which are comparable 
in P . An antichain in P is a set of elements of P, no two of which are comparable. The 
comparability graph of P is the graph G(P) with vertex set P and an edge between distinct 
x, y 6 P if and only if x, y are comparable in P . A co-comparability graph is a graph whose 
complement is a comparability graph. 
A chain in a poset P is precisely a clique in G(P); similarly, an antichain in P is precisely 
an independent set in G(P). A chain covering of P is a collection of chains that cover the 
elements of P ; it corresponds to a clique covering of G(P). 
Dilworth [DilB.50] proved that, for every poset P , the size of the largest antichain in P 
equals to the size of the smallest chain covering of P . Equivalently, if G is a comparability 
graph, then a(G) = 9(G). The research in this thesis was motivated by a conjecture of 
Saks and West [WeSa82], which generalizes Dilworth's Theorem to products of posets. 
While Saks and West expressed their conjecture in order-theoretic terms, it is equivalent 
to the following statement about Cartesian product graphs. 
Conjecture 1.1.1 (Saks k West 1982 [WeSa82]). If G and H are comparability graphs, 
then a = 9 holds for GaH. 
This conjecture is studied in [WeTo81,ToWe85,TrWe87,WesD87]. 
While we have not proved the Saks-West conjecture, we can show that a = 9 holds for 
various classes of Cartesian product graphs (Chapter 2). In Chapter 3 we extend some 
of these graph theoretic ideas to linear programs with a product structure. In Chapter 4 
we discuss similar concepts for very general combinatorial structures called independence 
systems (defined in Section 1.4). 
A complete graph is graph in which every pair of vertices is joined by an edge. We denote 
a complete graph on n vertices by A*„. A theorem of Greene and Kleitman [GrK176] implies 
that the Saks-West conjecture holds when H is a complete graph. In Chapter 5 we simplify 
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and strengthen results of West [WesD86] concerning when the Greene-Kleitman Theorem 
is best possible. 
1.2. P r o d u c t Perfection 
As was mentioned above, a(G) < 9(G) and w(G) < %(G) holds for every graph G. 
For various classes of graphs, it has been shown that both inequalities are satisfied with 
equality. Examples include bipartite graphs [KonDl6], line graphs of bipartite graphs 
[KonDl6, KonD31, EgeE31], and comparability graphs of posets [DilR50]. Berge (see 
[BerC73]) provided a unifying framework for these results. Given a set V C V(G), the 
subgraph of G induced by V is the graph with vertex set V in which distinct vertices are 
adjacent if and only if they are adjacent in G. Berge defined a graph G to be perfect if 
w(G') = x(G') for every induced subgraph G' of G. Lovasz [LovL72] showed that a graph 
G is perfect if and only if its complement G is perfect; equivalently, G is perfect if and 
only if a(G') = 9(G') for every induced subgraph G' of G. 
A class of graphs is hereditary if it is closed under taking induced subgraphs. Many 
classes of graphs in which a = 9 or u> = x holds are hereditary classes, and thus are classes 
of perfect graphs. These include bipartite graphs, line graphs of bipartite graphs, and 
comparability graphs. 
Except for trivial cases, no class of product graphs is a hereditary class. For this and 
other reasons, graph perfection is less useful as a unifying concept when we deal with 
product graphs. The Greene-Kleitman Theorem and the Saks-West conjecture suggest 
that a = 8 is rather common for Cartesian products. However, perfection is not common 
in such products. In Chapter 2 we introduce a product analogue of perfection, called 
product perfection, which may serve to unify various a — 9 results on products. 
A weight function on G is a function w from the vertex set V(G) to the nonnegative 
integers. By a weighted graph we mean a pair (G, w), where G is a graph and w is a weight 
function on G. We often view an unweighted graph as a weighted graph with all weights 
equal to one. 
For a weighted graph (G, to), the weighted independence number a(G, w) is the maxi-
mum total weight of an independent subset of G. The clique multi-covering number 9(G, w) 
is the minimum number of cliques of G required to cover V(G) so that each vertex x of 
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G is covered at least w(x) times. We define the Cartesian product of weighted graphs 
thusly: (G, w) a (H, v) is the weighted graph (GaH,wv), where wv(g,h) = w(g)v(h). The 
Cartesian product G a H is product-perfect if a = 9 holds for (G, w) a (H, v) for all weight 
functions w, v on G, H. 
We also define fractional versions of the above parameters. Let Q(G) denote the set of 
all cliques of a graph G. A fractional independent set of G is a function 5 from V(G) to 
the nonnegative real numbers such that 53reQ s(x) — *•» *° r e a c ^ Q ^ 6(G). The foW 
weight of 5 is Sxgv^G) w(x)s(x). We define a*(G, w) to be the maximum total weight of a 
fractional independent set of G. A fractional clique multi-covering of (G, w) is a function 
t from Q(G) to the nonnegative real numbers such that Y1Q^X KQ) — w(x)i f° r each 
x € V(G). The <o<@Z a»ze of t is X ) Q £ C ( G ) *(Q)- W e define 9m(G,w) to be the minimum 
total size of a fractional clique multi-covering of (G, w). Note that both the total weight 
of a fractional independent set and the total size of a fractional clique multi-covering need 
not be integers. 
To define a* and 9* for unweighted graphs, we view an unweighted graph as a weighted 
graph with all weights equal to one. In general, we have a(G, w) < a*(G, w) = 9*(G, w) < 
9(G,w), with the equality following from the Duality Theorem of linear programming. 
In Section 1.3 and Chapter 3 we will see that a* and 9* are the optima of certain linear 
programs. If we require the variables in these linear programs to be integer-valued, then 
the respective optima become a and 9. For this reason, a* is called the linear program 
relaxation of a. Similarly, 9* is the linear program relaxation of 9. Along these same 
lines, we often view an independent set as a fractional independent set whose values are 
all integral. Similarly, we often view a clique multi-covering as a fractional clique multi-
covering whose values are all integral. 
A result of Lovasz [LovL72] implies that every vertex multiplication (defined in Sec-
tion 2.1) of a perfect graph is a perfect graph. Equivalently, a graph G is perfect if and 
only if a(G, w) = 9(G,w) for every weight function w. Since product perfection is defined 
as a = 9 for certain weight functions, the condition of product perfection for a product 
G a H is a relaxation of the condition of perfection for GaH. 
Since vertex multiplication preserves perfection, we ask whether vertex multiplication in 
one of the factors always preserves product perfection of a Cartesian product. The answer 
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is unknown, but we can prove that product perfection is preserved in some special cases. 
A hypergraph is a pair (V,€) such that V is a set, whose elements are called vertices, 
and £ is a collection of subsets of V, called edges. In the main result of Chapter 2 
(Theorem 2.2.4), we use hypergraph results to show that if one factor in a Cartesian graph 
product is a unimodular graph (defined in Section 2.2), then vertex multiplication in the 
other factor preserves product perfection. This result allows us to prove product perfection 
for several classes of products (Corollary 2.2.6). We also obtain a weaker conclusion when 
one factor belongs to the more general family of balanced graphs (defined in Section 2.3). 
1.3. P r o d u c t Dua l Integrali ty 
A linear program is the problem of finding the optimum value of a linear function 
subject to linear inequality and/or equality constraints. An integer linear program has the 
additional requirement that all variables assume only integer values. 
We can use the notation of vectors and matrices to represent linear programs concisely. 
For example, a maximization problem in which all constraints are inequalities and all 
variables are unrestricted (i.e., allowed to assume both positive and negative values) can 
be expressed as 
max { c T x : A x < b ; x unrestricted } , 
where all vectors are column vectors. This maximum is called the (optimum) value of the 
linear program. A feasible solution to this linear program is a vector x satisfying Ax < b . 
A feasible solution x is an optimal solution if cTx equals the value of the linear program. 
The dual of the linear program above is the linear program 
min { y T b : y T A = cT ; y nonnegative } . 
In the context of duality, the original program is called the primal program. These are 
called dual pairs of programs due to special relationships between their feasible solutions 
and between their values. 
A maximization program similar to that above, but with nonnegative variables, 
max { c T x : Ax < b ; x nonnegative } 
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has as its dual 
min { y T b : y T A > cT ; y nonnegative } . 
Thus the dual has one variable for each constraint in the primal, and one constraint for each 
variable in the primal. Furthermore, the dual of the dual program is the primal program. 
Unrestricted variables in a linear program correspond to equality constraints in its dual, 
while nonnegative variables in a linear program correspond to inequality constraints in its 
dual. 
The Duality Theorem of Linear Programming states that, given a dual pair of linear 
programs, if both programs have feasible solutions, then the two programs have the same 
value. However, those values may not be achieved at integral feasible solutions, and so, 
if we require all variables to assume only integer values, the resulting dual pair of integer 
programs may not have the same value. Thus, we are interested in conditions on lin-
ear programs that guarantee both primal and dual programs to have integral optimum 
solutions. 
The independence and clique covering numbers of a graph can be realized in a natural 
way as the optimum values of dual pairs of integer linear programs. Let G be a graph. Let 
x be a vector of variables indexed by V(G). Consider the following linear program 
(1.3.1) max ^ xv. 
v£V(G) 
subject to the following constraints: 
^ xv < 1, for all Q € Q(G); x nonnegative. 
Let y be a vector of variables indexed by Q(G). The dual of the linear program (1.3.1) is 
(1.3.2) min £ yQ 
oee(o) 
subject to the following constraints: 
^ 2 7/Q > 1, for all v 6 V(G); y nonnegative. 
QBv 
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Let A be the 0,1-incidence matrix between the cliques and the vertices of G (the rows 
of A are indexed by Q(G), and the columns are indexed by V(G)). Let b and c be vectors 
of l 's. Then the linear program (1.3.1) can be expressed as follows: 
max { cTx : Ax < b ; x nonnegative } , 
while its dual (1.3.2) is 
min { y T b : y T A > c T ; y nonnegative } . 
The common optimum value of this dual pair of programs is ct*(G) — 9*(G). If we require 
all variables to have integer values, then the optimum value of the first program is a(G), 
while the optimum value of the dual is 9(G). The weighted versions of these parameters 
are obtained by replacing c with a vector of weights on the vertices. We can sometimes 
prove that a = 9 holds for graphs by finding sufficient conditions for the associated linear 
programs to have integral optimum solutions. 
One such sufficient condition for the existence of integral optimum solutions is total dual 
integrality. A system of linear inequalities with rational coefficients and constant terms 
is called a rational system (of linear inequalities). A rational system Ax < b of linear 
inequalities is totally dual integral (TDI) if, for each integer vector c, the dual of the linear 
program 
max { cTx : Ax < b ; x unrestricted } , 
(that is, m i n { y T b : y T A = c T ;y > 0;y nonnegative}), has either an integral optimum 
solution y or no optimum solution. 
We define a product generalization of total dual integrality, called product dual integrality 
(PDI). Suppose the variables in a system of linear inequalities are indexed by a set X that 
is a Cartesian product of sets, that is, X = Xi x . . . x Xjfc. A product vector is a vector c, 
whose components are indexed by X, such that the components of c form a multiplication 
table. That is, we can find k vectors v%,... ,v&, such that each vy has \Xj\ components, 
and c is the tensor product of the v;'s. Equivalently, 
k 
C(«-I,...,«*) = I I ( V J V 
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For example, suppose the variables of a system of linear inequalities are arranged in a 
Xi 
z4 
XT 
x2 
Z5 
rg 
X3 
X6 
x9 
Then c = (—1,2,0,5, —10,0, —3,6,0) is a product vector; if we lay out c in a grid, we can 
see that it forms a multiplication table. 
- 1 
5 
- 3 
2 
-10 
6 
0 
0 
0 
We see that c = ( -1 ,5 , - 3 ) ® (1, - 2 , 0 ) . 
A rational system Ax < b of linear inequalities (with a given product structure on the 
variables) is product dual integral (PDI) if, for each integral product vector c, the dual of 
the linear program 
max { c T x : Ax < b; x unrestricted } , 
(see above) either has an integral optimum solution y or else has no optimum solution. 
Given a graph G, we define C(G) to be the following system of linear inequalities: 
Y, *v < 1, for all Q € Q(G) 
v€Q 
xv > 0, for all v <E V(G). 
We use unrestricted variables since TDI is defined only for such systems. Total dual 
integrality generalizes the idea of graph perfection to systems of linear inequalities. In 
particular, a graph G is perfect if and only if C(G) is TDI. In Chapter 3 we show that 
product dual integrality generalizes the idea of product perfection in a similar way: GaH 
is product-perfect if and only if C(GaH) is PDI. We also prove product versions of several 
basic results on total dual integrality and give some graph-theoretic applications. 
1.4. Independence Sys tems 
In Chapter 4 we discuss optimization on products in the context of very general combi-
natorial structures. An independence system is a pair (E,I), where E is a finite set and X 
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is a nonempty collection of subsets of E that is closed under taking subsets. The elements 
of I are called independent sets. The rank function of M. = (E,X) is the function r . , 
from the power set of E to the nonnegative integers such that rM(S) (the rank of S) is 
the maximum cardinality of an independent subset of S. 
We are primarily interested in two types of independence systems: matroids and in-
dependence systems arising from independent sets in graphs (or antichains in posets). A 
matroid is an independence system (E, I) such that, for all S C E, all maximal indepen-
dent subsets of S have the same size. 
Let G be a (finite) graph. We denote the collection of all independent sets in G by 
1(G). The pair (V(G), 1(G)) is an independence system, denoted by A(G). Note that G 
can be entirely reconstructed from .4(G). Thus we may regard (finite, simple, undirected) 
graphs as a special class of independence systems. 
In Chapter 4 we define a product of independence systems generalizing the Cartesian 
product of graphs. We define the product intersection property (PIP), which generalizes 
a = 9 for products of perfect graphs. We find sufficient conditions for PIP to be preserved 
by maps on independence systems. 
Certain special cases of the Saks-West conjecture (Conjecture 1.1.1) were proven by 
West and Tovey [WeTo81, WesD87] using what West [WesD87] calls the nested saturation 
property: the existence of a nested sequence of sets, each of which places an upper bound 
on the size of a union of antichains (equivalently, a union of independent sets in the 
comparability graph). 
We extend this idea to independence systems. The main result of Chapter 4 (The-
orem 4.3.4) is a min-max relation for products of certain independence systems. As a 
corollary, we show that a =• 9 holds for certain Cartesian product graphs. 
1.5. Po lyunsa tu ra t ion 
A cover relation in a poset P is a relation x < y in P such that there does not exist 
z € P with x < z < y. When x < y is a cover relation we write x <• y. The cover graph 
of P is the graph with vertex set P and an edge between distinct x, y 6 P if either x <• y 
or y <• x. A diagram of P is a drawing of the cover graph of P in the plane such that, if 
x <• y in P , then x is drawn lower than y. Thus, x < y in P if and only if there is a strictly 
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rising path from x to y in the diagram. Examples of poset diagrams appear in Figures 1.1 
and 1.2. 
Given a poset P and a positive integer k, a k-family in P is a subset of P containing no 
chain with k+1 elements. If we remove the antichain of minimal elements from a fc-family, 
the resulting set can contain no chain with k elements. Thus, by an inductive argument, 
a Ar-family is precisely a union of k antichains. We denote by <f&(P) the size of the largest 
6-family in P . Given a positive integer k and a partition C of a set 5 , we define the k-norm 
of C, denoted m&(C), as follows: 
mk(C) = Y,mm{k,\C\}. 
cec 
Greene and Kleitman [GrK176] observed that, for each positive integer k and each partition 
C of P into chains, mk(C) is a natural upper bound on dk(P), since each chain C 6 
C contains at most min{&, |G|} elements of any given ^-family. A chain partition C is 
k-saturated if this bound is achieved. Dilworth [DilR50] showed that every poset has 
a 1-saturated chain partition. Greene and Kleitman [GrK176, Thm. 3.11] strengthened 
Dilworth's Theorem by proving that for each k, every poset has a simultaneously k- and 
k + 1-saturated chain partition. 
It is natural to ask whether a stronger result is possible: can we always find simultane-
ously k-, k + 1-, and k + 2-saturated chain partitions? Greene and Kleitman showed that 
the answer to this question is "no" by exhibiting a poset (the first poset in Figure 1.1) with 
no 1- and 3-saturated partition. Thus, the Greene-Kleitman Theorem is best possible. 
The width w(P) of a poset P is the maximum size of an antichain in P . The height h(P) 
of P is the maximum size of a chain in P . West [WesD86] showed that the Greene-Kleitman 
Theorem is best possible in a strong sense by exhibiting, for each c > 4, a poset P with 
height c such that, for all distinct, nonconsecutive k,l < c, P has no k- and /-saturated 
chain partition. West called such posets polyunsaturated. The first three of West's posets 
appear in Figure 1.1. 
West's examples have exponential width as a function of their heights. In Chapter 5 we 
construct much narrower polyunsaturated posets (Figure 1.2). We show that these posets 
have the smallest possible width and cardinality for polyunsaturated posets with the same 
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FIGURE 1.1. West's posets. 
height. In particular, the Greene-Kleitman Theorem is only best-possible for posets P 
with w(P) > h(P) - 2 and \P\ > (*</*>). 
• a m u 11 m o o ii m n n o ii a 
(i 1 i» i l i » * * 1 ii 1 1 * * ii 
( i i i 
FIGURE 1.2. Our posets. 
The antichains in a poset P are precisely the independent sets in its comparability graph 
G(P); the chains in P are the cliques of G(P). This allows us to discuss poset properties 
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in graph-theoretic terms. As a result, we can extend the concepts of saturated partitions 
and polyunsaturation to graphs — even graphs that are not comparability graphs. Thus, 
while the results of Chapter 5 on polyunsaturation are primarily of interest in the context 
of posets, we prove them in a more general graph-theoretic form. 
Given a graph G and a positive integer k, we denote the maximum size of a union of k 
independent sets in G by a&(G). A partition C of the vertex set of a graph G into cliques 
is k-saturated if ak(G) = rrik(C). We say that G is a strong Greene-Kleitman graph (SGK 
graph) if every induced subgraph of G has a k- and k + 1-saturated clique partition, for 
each positive integer k. An SGK graph G with clique number c is polyunsaturated if G has 
no k- and /-saturated clique partition for any distinct, nonconsecutive k,l < c. 
Let P be a poset. A chain partition C of P is a ^-saturated chain partition if and only if 
C is a ^-saturated clique partition of G(P). Thus, G(P) is an SGK graph, by the Greene-
Kleitman Theorem. A poset P is polyunsaturated if and only if G(P) is polyunsaturated. 
We denote a finite sequence of positive integers by an underlined letter, and we use sub-
scripted letters to name the elements of the sequence. Given a sequence b = (bi,b2,...,bk), 
the difference sequence of b is the sequence A6, where A6,- = 6,- — 6,_i (with the convention 
that A&i = 61). 
The main result of Chapter 5 characterizes those sequences that can be realized as 
Aa(G), where G is a polyunsaturated SGK graph. 
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2. A Product Generalization of Graph Perfection 
2.1 . P roduc t Perfection 
We are interested in sufficient conditions on graphs G and H for the independence 
number and the clique covering number of the Cartesian product of G and H to be equal. 
One obvious sufficient condition is for the product to be perfect. Necessary and sufficient 
conditions for a product to be perfect were given by Ravindra and Parthasarathy [RaPa77]. 
FIGURE 2.1. C40A3, showing an induced 7-cycle. 
Although perfection is not common in Cartesian products, it is rather common that 
a = 9. For example, as shown in Figure 2.1, C\aK$ has an induced 7-cycle and thus is not 
perfect. However, a = 8 = 4 holds for the product. A somewhat stronger property, which 
is a product generalization of perfection, also holds for this product and appears to hold 
relatively often. We call this property product perfection. A graph G is perfect if and only 
if a(G, w) = 9(G, w) for every weight function w on G. Therefore, in order to generalize 
perfection to products, we require a = 9 to hold for the weighted product under a large 
class of weight functions: in particular, those that are products of weight functions on the 
factor graphs. 
Definition 2.1.1 (Product Perfection). Let G, H be graphs. The Cartesian product GaH 
is product-perfect if a = 9 holds for (G, w) a (H, v) for all weight functions w, v on G, H. 
Product perfection is not a graph property; it depends on how the graph is written as 
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a product. For example the product G a Ki is product-perfect if and only if G is perfect. 
However, even if G is not perfect, it may still be true that GaKi = G = Fa H for some 
product-perfect Cartesian product FaH (e.g., let F = C4, and let H = K3). 
The following result shows the relationship between perfection and product perfection. 
Propos i t ion 2.1.2. Let G and H be graphs. 
(1) IfGoH is perfect, then GaH is product-perfect. 
(2) If GaH is product-perfect, then both G and H are perfect. 
Proof. (1) Suppose GaH is perfect. As noted above, a = 9 holds for (GaH,u), for every 
weight function u on G a H. In particular, a = 9 holds for the weighted product, for 
every weight function that can be expressed as a product of weight functions on the factor 
graphs. Hence, GaH is product-perfect. 
(2) Suppose GaH is product-perfect. We show that G is perfect; the argument for H 
is analogous. Let w be a weight function on G. Since w is arbitrary, it suffices to show 
that a(G,w) = 8(G,w). Let ho € V(H), and let v be the weight function on H such that 
v(ho) = 1 and v is zero for all other vertices of H. By the definition of product perfection, 
we have a((G,w)a(H,v)) = 0((G,w)a(H,v)). Let 5 be an independent set of (GaH,wv) 
of maximum total weight. Since the weight of (g, h) 6 V(GaH) is zero if h ^ ho, we may 
assume S C V(G) x {hQ}. Thus, { g G V(G) : (g, hQ) G S } is an independent set in (G, w) 
of maximum total weight, and so 
a(G, w) = a(G a H, wv) = a((G, w) a (H, v)). 
By a similar argument, 8(G, w) = 8((G, w) a (H, w)), and we have a(G, w) = 9(G, w). D 
The converses of both statements in Proposition 2.1.2 are false. To see that the converse 
of statement (1) is false, note that, as was mentioned above, C\ a K3 is not perfect. This 
product is product-perfect by Corollary 2.2.6. 
To see that the converse of statement (2) is false, let H be the graph pictured in 
Figure 2.2 ("the Hajos Graph"). It is known that this graph is perfect (using symmetry, 
one can check all induced subgraphs easily), and K2 is, of course, perfect. However, 
a(HaK2) = 4, while 8(HaK2) = 5. 
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FIGURE 2.2. The Hajos Graph. 
Given a graph G with x@ 6 V(G), duplicating xo means replacing xo by two nonadjacent 
vertices x'^Xj £ V(G) and adding edges from x\ and x'2 to all neighbors of xo in G. Any 
graph G' that can be obtained from G by repeatedly duplicating or removing vertices is 
called a vertex multiplication of G. Note that each vertex x' of G' corresponds to exactly 
one vertex x of G. 
A result of Lovasz [LovL72] implies that every vertex multiplication of a perfect graph 
is a perfect graph. Since vertex multiplication preserves perfection, we ask whether vertex 
multiplication in one of the factors preserves product perfection of a Cartesian product. In 
particular, let G' and H' be vertex multiplications of graphs G, H. When GaH is product-
perfect, is it always true that G' o H' is product-perfect? The answer is unknown, but we 
can show that if one factor is a unimodular graph (defined in Section 2.2), then vertex 
multiplication in the other factor preserves product perfection. Combining this result 
with the Ravindra-Parthasarathy Theorem (Theorem 2.2.5) allows us to prove product 
perfection for several classes of products. We also obtain a weaker conclusion when one 
factor is a balanced graph (a class including unimodular graphs defined in Section 2.3). 
Before stating our results, we investigate the behavior of a(G a H) and 9(G a H) under 
vertex multiplication of a factor. 
Definition 2.1.3 (Aggregated Weight Function). Let G be a graph, and let G' be a vertex 
multiplication of G. Let w' be a weight function on G'. The aggregated weight function 
w on G is defined as follows. For x 6 V(G), let F(x) be the set of all vertices of G' 
whose corresponding vertex in G is x. We set w(x) = Y^x'eF(x) w'(x')' We also call w the 
aggregation ofw'. 
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Propos i t ion 2.1.4. Let G and H be graphs, and let G' be a vertex multiplication of G. 
Let w' be a weight function on G', with w its aggregation on G. Let v be a weight function 
on H. All of the following are true. 
(1) o"((G, w) a (H, v)) = o * ( ( G W ) o (H, v)). 
(2) a((G, w) a (H, v)) = a((G', w') a (H, v)). 
(3) 8*((G,w)a(H,v)) =9*((G',w,)a(H,v)). 
(4) 9((G,w)a(H,v)) <9((G',w')a(H,v)). 
Proof. We first introduce some notation. Every z' € V(G' a H) collapses to some vertex 
z of G • H\ we denote the latter by p(z'). The set of vertices of G' • H collapsing to 
z e V(G a H) will be denoted by P(z). Similarly, every Q' € Q(G' a H) collapses to some 
clique Q oiGaH; we denote the latter by p(Q'). The set of cliques oiG'aH collapsing to 
Q 6 V(GaH) will be denoted by P(Q). 
(1) Let s' be a fractional independent set of (G', w') a (H, v) of maximum total weight. 
Consider z\,z2 € P(zo), for some z0 € V(GaH). We may assume that s'(zj) = s'(z'2) 
(otherwise, set them both equal to the larger value; since z[ and z2 are nonadjacent but 
have identical neighbor sets, the new s' — which has total weight at least as large as the 
old s' — is also a fractional independent set). We construct a fractional independent set 
s of GaH: for each vertex z of GaH, let s(z) = s'(z'), where z' is any vertex in P(z); 
when there is no such z', let s(z) = 0. Since 5 and s' have the same total weight in the 
respective weighted graphs, we see that a*((G,w)a(H,v)) > a*((G',w')a(H,v)). 
Conversely, let 6 be a fractional independent set of (G, w) a (H,v) of maximum total 
weight. We construct a fractional independent set s' oiG'aH: for each vertex z' oiG'aH, 
let s'(z') = s(p(z')). Again, s and s' have the same total weight in the respective weighted 
graphs. Thus, am((G, w) a (H, v)) < a*((G',w') a (H, v)). 
(2) We use essentially the same proof as in (1). We consider independent sets instead 
of fractional independent sets and note that each of the constructions employed preserves 
integer-valued functions. 
(3) By the Duality Theorem of linear programming, a* = 8* holds for every weighted 
graph, and so (3) is equivalent to (1) (we could also prove (3) directly). 
(4) Let t' be a clique multi-covering of (G', w') a (H, v) of minimum total size; we treat 
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t' as an integer-valued function on Q(G o H). We construct a clique multi-covering t of 
(G, w) a (H, v). For each Q € Q(GaH) let t(Q) = £ Q ' £ P ( Q ) W ) ' N o w> * has the same 
total size as t', and so 8((G,w)a(H,v)) <8((G',w')a(H,v)). 0 
Example 2.1.5. Equality does not necessarily hold in statement (4) of Proposition 2.1.4. 
To see this, let G be K\, and let H be a 5-cycle with weight function v identically 1. Let 
G' be two disjoint copies of K\. Let the weight function w' on G' be identically 1, so that 
the aggregated weight function w on G is identically 2. Now (G, w) a (H, v) is a 5-cycle in 
which every vertex has weight 2. We can multi-cover this with five 2-cliques, one for each 
edge of the cycle, so that 8((G,w)a(H,v)) < 5. On the other hand, (G',w')a(H,v) is the 
disjoint union of two 5-cycles in which every vertex is given weight 1. Three cliques are 
required to cover each 5-cycle, giving 8((G',w') a (H, v)) > 6. • 
Corol lary 2.1.6. Let G and H be graphs, and let G' be a vertex multiplication of G. Let 
w' be a weight function on G', with w its aggregation on G. Let v be a weight function on 
H. If a =8 holds for (G', w') a (H, v), then a = 8 also holds for (G, w) a (H, v). 
Proof. Suppose that a = 8 holds for (G\ w') a (H, v). 
a((G, w) a (H, v)) = a((G',w') a (H, v)) by Proposition 2.1.4(2) 
= 9((G',w')a(H,v)) given 
> 9((G, w) a (H, v)) by Proposition 2.1.4(4) 
>a((G,w)a(H,v)) 
Thus a = 9 holds for (G, w) a (H, v). • 
Corol lary 2.1.7. Let G and H be graphs. The following is a sufficient condition for GaH 
to be product-perfect: a(G'aH') = 9(G'aH') for all vertex multiplications G' of G and H' 
ofH. 
Proof. Suppose that a(G' oH') = 9(G' a H') for all vertex multiplications G' of G and H' 
of H. Let t u b e a weight function on G, and let v be a weight function on H; we show that 
or = 9 holds for (G, w) a (H, v). 
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Let G' be the vertex multiplication of G such that each x £ V(G) corresponds to w(x) 
vertices in G'; in other words, if w(x) = 0, we remove x, and otherwise we duplicate the 
vertex w(x) — 1 times. Similarly, let H' be the vertex multiplication of H such that each 
y € V(H) corresponds to v(y) vertices in H'. Let the weight functions w' on G' and v' 
on H' be identically 1. The weight function w is the aggregation of w' on G, and v is the 
aggregation of v' on H. We are given that a = 9 holds for G'aH'. Applying Corollary 2.1.6 
twice, we see that a = 9 holds for (G, w) a (H, v). O 
An alternative way of stating Corollary 2.1.7 is the following. 
Corol lary 2.1.8. Let Q and H be classes of graphs that are closed under vertex multipli-
cation. If a = 9 holds for GaH for all G € Q and H € H, then GaH is product-perfect 
for all G £0 and H 6 H. 
We will prove stronger versions of Corollaries 2.1.7 and 2.1.8 in Chapter 3 (Corollar-
ies 3.2.7 and 3.2.8). 
As stated above, we do not know whether the converse of Corollary 2.1.7 always holds. 
In Sections 2.2 and 2.3 we prove weaker versions of the converse of Corollary 2.1.7. 
2.2. Un imodu la r Graphs 
As noted above, equality need not hold in statement (4) of Proposition 2.1.4. However, 
if we restrict H to a special class of graphs, called unimodular graphs, then we can show 
that equality does always hold. 
A matrix is totally unimodular if every square submatrix has determinant zero or ± 1 . 
A hypergraph K is a unimodular hypergraph if the vertex-edge incidence matrix of K is 
totally unimodular. A graph G is a unimodular graph if the incidence matrix between the 
vertices and the maximal cliques of G is totally unimodular, i.e., if the maximal-clique 
hypergraph of G is a unimodular hypergraph. Some examples of unimodular graphs are 
bipartite graphs and complete multipartite graphs with at most two partite sets of size 
greater than one. 
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The following example shows how we can modify a clique multi-covering of a product 
when we duplicate a vertex in one factor, if the other factor is a unimodular graph. The 
proof of Lemma 2.2.3 will follow the same steps as the example. 
Example 2 .2 .1 . Let G be a path on three vertices; call the middle vertex x<>. If we 
duplicate xo, replacing it by vertices x[ and x'2, we obtain the graph G': a cycle on four 
vertices. Let the weight function w' on G' be identically 1. Then the aggregated weight 
function w on G is 1 on the end vertices and 2 on the middle vertex. Let if be a path on 
four vertices, with weight function v: let the end vertices have weight 1 and let the middle 
two vertices have weight 2. We remark that H is a unimodular graph. See Figure 2.3 for 
pictures of G', G, H, and Ga H. 
2 2 1 
FIGURE 2.3. The weighted graphs (G',w'), (G,w) and (H,v) of Exam-
ple 2.2.1, along with (G, w) a (H, v), shown with a clique multi-covering 
of minimum total size. 
The right-hand picture in Figure 2.3 shows a clique multi-covering of (G, w) a (H, v) of 
minimum total size: bold edges mark 2-cliques used once in the multi-covering. We show 
how we can use this multi-covering to construct a clique multi-covering of (G', w) a (H, v) 
of minimum total size. 
We define a hypergraph K whose vertices are those cliques of GaH used in the multi-
covering that contain a vertex with first coordinate x<j (if any clique were used more than 
once, it would generate more than one vertex of K; however, this does not occur here). In 
this example, K has 9 vertices. The hypergraph will have one edge Ey for each vertex y 
of H. An edge Ey of K will contain a given vertex of K if and only if (xo, y) is contained 
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in the corresponding clique of the multi-covering. In this example, the sizes of the edges 
corresponding to the four vertices of H are 2, 4, 4, and 2. The hypergraph K is shown in 
Figure 2.4; each oval represents an edge of K. 
FIGURE 2.4. The hypergraph K of Example 2.2.1, with vertices in S 
boxed. 
We will see, in the proof of Lemma 2.2.3, that because H is a unimodular graph, 
the vertices of K can be colored with w(xo) colors so that the vertices of each edges 
are partitioned as evenly as possible among the color classes. This is called an equitable 
coloring. In Figure 2.4, we give such a coloring of K: the vertices in one color class, 
denoted by 5, are boxed. 
1 2 2 1 1 2 2 1 
FIGURE 2.5. Vertex duplication in a factor and its effect on a clique 
multi-covering of minimum total size. 
We now construct a clique multi-covering of (G', w')a(H, v). If Qo is a clique used in the 
multi-covering of GaH, and Qo does not contain a vertex with first coordinate xq, then Qo 
corresponds to exactly one clique of G' n H. We use this clique in the new multi-covering 
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of G' ° H. On the other hand, if Qo does contain such a vertex, then Qo corresponds to 
two cliques of G'aH: one containing vertices with first coordinate x\, the other containing 
vertices with first coordinate x'2. We use the first if Q0 is in S and the second if it is 
not. The right-hand picture in Figure 2.5 shows the resulting clique multi-covering of 
(G', w') a (H, v). We note that this multi-covering has minimum total size. • 
We can formalize the process of Example 2.2.1 to prove Lemma 2.2.3. We will need 
a theorem of de Werra [WerD71] (see also [BerC73, p. 466]). An equitable k-coloring of 
a hypergraph is a partition of the vertex set into k sets Xi,... , Xk such that each set 
contains (_jJE7|/A:J or |"|#|/&1 vertices of each edge E. 
T h e o r e m 2.2.2 (de Werra 1971 [WerD7l, Thm. l]). For every k>l, every unimodular 
hypergraph has an equitable k-coloring. 
L e m m a 2.2.3. Let G and H be graphs, and let G' be a vertex multiplication of G. Let 
w' be a weight function on G', with w its aggregation on G. Let v be a weight function on 
H. IfH is a unimodular graph, then 9((G,w)a(H,v)) = 9((G',w')a(H,v)). 
Proof. We use the notation in the proof of Proposition 2.1.4. By statement (4) of Propo-
sition 2.1.4, it suffices to show 9((G,w) a(H,v)) > 8((G',w')a(H,v)). 
Let t be a clique multi-covering of (G, w)a(H, v) of minimum total size. We may assume 
that t uses only maximal cliques. We may also assume that G' is obtained from G by either 
removing or duplicating a single vertex (if, for any such G', we can construct a clique multi-
covering t' of (G',w')a(H, v) using only maximal cliques and having the same total size as 
t, then, by an inductive argument, we can construct such a clique multi-covering for any 
vertex multiplication of G). 
Suppose that G' is obtained from G by removing a single vertex x<j. For each maximal 
clique Q' 6 Q(G'aH) there is a unique maximal clique Q £ Q(GaH) such that p(Q') C Q. 
Let t'(Q') = t(Q). Since t and t' have the same total size, we have 9((G, w) a (H,v)) > 
9((G',w') a (JET, v)) in the vertex removal case. 
Now we consider the vertex duplication case. Suppose that G' is obtained from G by 
duplicating a single vertex xo, replacing it with x\, x'2 £ V(G). We define a hypergraph K 
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as follows. Let the vertex set of K be 
{ (Q, 0 : t(Q) > 0, 3y G V(H) with (x„, y) G Q, and 1 < i < t(Q) } . 
Let the edge set of K be {Ey : y G 7 ( F ) } , where (Q,i) G Ey if and only if (x0 ,y) G Q. 
We claim that K is a unimodular hypergraph. To see this, consider the incidence matrix 
A// between the vertices and the maximal cliques of H. Each column of A # corresponds 
to a maximal clique of H. Since if is a unimodular graph, A # is totally unimodular. Let 
n be the number of vertices of H, and let I n be an n x n identity matrix. In the vertex-edge 
incidence matrix of K, rows corresponding to cliques that are copies of cliques in H are 
rows of (AH ) T , and rows corresponding to cliques that are copies of cliques in G are rows 
of J„. Thus, if we remove duplicate rows from the vertex-edge incidence matrix of K, then 
the result — possibly with rows permuted — will be a submatrix of 
[ (AH) T 1 
. In ] ' 
which is a totally unimodular matrix. Thus, K is a unimodular hypergraph. By Theo-
rem 2.2.2, K has an equitable w(x0 )-coloring. Let 5 be the union of tw'(x'j) color classes 
in this coloring. 
We now define t'. For each maximal clique Qo of GaH, if Qo does not contain any vertex 
(x0, y) for any y G V(H), then P(Qo) contains exactly one maximal clique Q0 of G'aH, and 
we set i'(Qo) = ((Qo). On the other hand, if Qo does contain such a vertex, then P(Qo) 
contains exactly two maximal cliques Q\ and Q'2 of G' o H, where the former contains 
vertices with first coordinate x\, and the latter contains vertices with first coordinate x2. 
We set i '(Qi) = \{i: (Q0,i) G S}\, and t'(Q'2) = \{i : (Q 0 , 0 G V(K) \S}\. Since t and 
t' have the same total size, we have 9((G, w) a (H, v)) > 9((G',w') a (H, v)). • 
The main result of this chapter is the following. 
Theo rem 2.2.4. Let G and H be graphs. If GaH is product-perfect, H is a unimodular 
graph, and G' is a vertex multiplication of G, then G' aH is product-perfect. 
Proof. Suppose that Gal? is product-perfect. Let G' be a vertex multiplication of G, and 
let H is a unimodular graph. Let w' be a weight function on G', let w be its aggregation 
22 
on G, and let v be a weight function on H. 
a((G',w') a (H,v)) = a((G, w) a(H,v)) by Proposition 2.1.4(2) 
= 9((G,w) a(H,v)) by product perfection of GaH 
= 9((G' ,w')a (H, v)) by Lemma 2.2.3 
Since these equalities hold for all weight functions w' on G' and v on H, G'aH is product-
perfect. • 
To apply Theorem 2.2.4 we need a Cartesian product of graphs that is known to be 
product-perfect. One source of such products is the following theorem, due to Ravindra 
and Parthasarathy [RaPa77], which characterizes those nontrivial Cartesian products that 
are perfect. A graph G is a parity graph if, for all x, y G V(G), the lengths of all chordless 
x, y-paths have the same parity, i.e., they are either all even or all odd. G is a Husimi 
tree if G is connected and every block (i.e., every subgraph that is maximal with respect 
to having no cut vertex) of G is a clique. Note that every tree is a Husimi tree and every 
Husimi tree is a parity graph, while K2 is a complete graph and every complete graph is 
a complete multipartite graph. 
Theorem 2.2.5 (Ravindra & Parthasarathy 1977 [RaPa77, Thm. 2.6]). If G and H are 
connected graphs each having at least two vertices, then GaH is perfect if and only if at 
least one of the following holds. 
(1) One ofG, H is a parity graph, and the other is K2. 
(2) One of G, H is a Husimi tree, and the other is a complete graph. 
(3) One of G, H is a tree, and the other is a complete multipartite graph. 
(4) Both G and H are bipartite. 
Every Cartesian product of graphs that is perfect will be product-perfect as well, by 
Proposition 2.1.2(1). Thus, we may apply Theorem 2.2.4 and the Ravindra-Parthasarathy 
Theorem to obtain the following result. 
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Corol lary 2.2.6. Let G and H be graphs. In each of the following cases GaH is product-
perfect. 
(1) G is a vertex multiplication of a unimodular parity graph, and H is a complete 
bipartite graph. 
(2) G is a vertex multiplication of a Husimi tree, and H is a complete multipartite 
graph with at most two partite sets of size greater than one. 
(3) G is a unimodular graph that is also a vertex multiplication of a Husimi tree, and 
H is a complete multipartite graph. 
In particular, a = 9 holds for each of these products. 
Proof. (1) Let G be a vertex multiplication of some unimodular parity graph Go, and let 
H be a complete bipartite graph. By Theorem 2.2.5, Go a K2 is perfect and thus product-
perfect. Since H is a vertex multiplication of K2 and Go is a unimodular graph, GQOH 
is product-perfect by Theorem 2.2.4. Now, H is a unimodular graph and G is a vertex 
multiplication of Go- Thus, applying Theorem 2.2.4 again, we have the required result. 
(2) We note that every Husimi tree is a unimodular graph. Let G be a vertex multipli-
cation of some Husimi tree Go, and let H be a complete multipartite graph with at most 
two partite sets of size greater than one. Since H is complete multipartite, it is a vertex 
multiplication of some complete graph Kn. By Theorem 2.2.5, Go aKn is perfect and thus 
product-perfect. Since if is a vertex multiplication of Kn and Go is a unimodular graph, 
Go a H is product-perfect by Theorem 2.2.4. Now, H is a unimodular graph and G is a 
vertex multiplication of Go. Thus, applying Theorem 2.2.4 again, we have the required 
result. 
(3) This follows from (2). Let G be a unimodular graph that is also a vertex multi-
plication of a Husimi tree, and let H be a complete multipartite graph. Now G a Kn is 
product-perfect, by (2). Since G is a unimodular graph and H is a vertex multiplication 
of Kn, we may apply Theorem 2.2.4 to get the required result. • 
As was mentioned in the proof, every Husimi tree is a unimodular graph. Thus, in (3), 
the possible values for G include all Husimi trees, as well as all vertex multiplications of 
trees. 
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Corollary 2.2.6 does not give a characterization of product perfection. We note after 
Corollary 4.3.5 that every Cartesian product of two complete multipartite graph is product-
perfect; however, this is not implied by Corollary 2.2.6. 
2.3. Balanced Graphs 
The preceding results were proved using facts about totally unimodular matrices. We 
now turn our attention to a generalization of totally unimodular 0,1-matrices called bal-
anced matrices. Many results on totally unimodular matrices can be generalized, usually 
with somewhat weaker conclusions, to balanced matrices. An example of this is the the-
orem of Berge (Theorem 2.3.1) below. This result is very similar to the theorem of de 
Werra (Theorem 2.2.2) that was used in the proof of Lemma 2.2.3. Using Serge's result, 
we can prove results similar to those in the previous section. Our conclusions are weaker 
than those previously proved; however, they hold for larger classes of graphs. 
A 0,1-matrix is balanced if it has no square submatrix of odd order with exactly two 
l 's in each row and column. A hypergraph K is a balanced hypergraph if the vertex-edge 
incidence matrix of K is balanced. A graph G is a balanced graph if the incidence matrix 
between the vertices and the maximal cliques of G is balanced, i.e., if the maximal-clique 
hypergraph of G is a balanced hypergraph. The class of balanced graphs properly contains 
the class of unimodular graphs. Figure 2.6 shows an example, due to Cameron [CamK89], 
of a balanced graph that is not a unimodular graph. 
A 
FIGURE 2.6. A balanced graph that is not a unimodular graph. 
The following theorem of Berge [BerC72] (see also [BerC73, p. 453]) serves essentially 
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the same role in this section that Theorem 2.2.2 served in Section 2.2. Given a hypergraph 
K, a transversal of K is a set S of vertices of K such that S meets every edge of K. 
Theorem 2.3.1 (Berge 1972 [BerC72, Thm. 2]). If K is a balanced hypergraph with edge 
set €, and k = mincef |-E|, then there exist k transversals of K that partition the vertex 
set of K. 
We can use this result to prove a lemma and theorem analogous to Lemma 2.2.3 and 
Theorem 2.2.4. 
L e m m a 2.3.2. Let G and H be graphs, and let G' be a vertex multiplication of G. Let w' 
be a weight function on G', with w its aggregation on G. If H is a balanced graph, and v is 
a weight function on H that is identically 1, then 9((G,w)a(H,v)) = 9((G',w')a (H, v)). 
Theorem 2.3.3. Let G and H be graphs. If GaH is product-perfect, H is a balanced 
graph, and G' is a vertex multiplication of G, then a = 8 holds for G' aH. 
We cannot conclude that G'aH is product-perfect since we have no results for weighted 
balanced graphs. 
2.4. Open P r o b l e m s 
P roduc t Perfection. 
There are three properties of a Cartesian product GaH that we could reasonably call 
"product perfection": 
(1) a = 9 holds for G'aH', for all vertex multiplications G' of G and H' of H, 
(2) a = 9 holds for (G, w)a(H, v), for all nonnegative integer weight functions w on G 
and v on H, and 
(3) a = 9 holds for GaH, for all induced subgraphs G of G and H of H. 
We defined product perfection by property (2). By Corollary 2.1.7 we have (1) =>- (2), 
while (2) ==> (3) holds because induced subgraphs are obtained by 0,1-weight functions. 
However, we do not know whether either of the reverse implications is true. 
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Quest ion 2.4.1. Does (2) = > (1) or (3) = > (2) hold? 
We are interested in these possible equivalences because both (1) and (3) are, at least 
superficially, more natural definitions for a concept called "product perfection" from a 
strictly graph-theoretic point of view. The definition we have used, (2), is more natural 
from a linear programming point of view, as we will see in the next chapter. 
A celebrated result of Lovasz [LovL72], known as the Perfect Graph Theorem, states 
that, if a graph G is perfect, then so is its complement G. It is natural to ask whether 
there is some "Product-Perfect Graph Theorem" analogous to the Perfect Graph Theorem. 
Product perfection oiGaH does not, in general, imply the product perfection of GaH 
or of G a H. To see the former, let G be the complement of the Hajos graph (shown in 
Figure 2.2), and let H be K2. To see the latter, let G be the complement of the Hajos 
graph, and let H be the complement of K2. On the other hand, if a = 8 holds for both 
G and H, then a — 9 holds for GaH. Thus, product perfection of GaH does imply that 
a = 9 holds for G c H. We ask whether any stronger conclusion holds. 
Quest ion 2.4.2. If GaH is product-perfect, does a = 9 always hold for (GaH,w), for a 
large class of weight functions w ? 
Unimodu la r and Box Perfect G r a p h s . 
Unimodular graphs appear to behave nicely under Cartesian products. We therefore 
conjecture the following. 
Conjecture 2.4.3. If G and H are unimodular graphs, then GaH is product-perfect. 
It is difficult to apply the results of this chapter to Conjecture 2.4.3, because the class 
of unimodular graphs is not closed under vertex multiplication. For example, the 4-wheel 
(^1,2,2), shown in Figure 2.7, is a unimodular graph. However, if the vertex of degree 4 
is duplicated, the resulting graph is the octahedron (K2,2,2)5 which is not a unimodular 
graph. 
Cameron [CamK82] defined a class of graphs, the box perfect graphs, which contains the 
class of unimodular graphs and is closed under vertex multiplication [CamK89, Thm. 1]. 
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FIGURE 2.7. The 4-wheel. 
A finite system Ax < b of linear inequalities with rational coefficients and constant terms 
is totally dual integral (TDI) if, for every integral vector c, the dual of the linear program 
max •[ c T x : Ax < b } either achieves its optimum at an integral point or has no optimum. 
A system Ax < b is box TDI if the system Ax < b ; 1 < x < u is TDI for every pair of 
rational vectors 1 and u. The TDI and box TDI properties were introduced by Edmonds 
and Giles [EdGi77]; we explore them more fully in Chapter 3. A graph G is box perfect if 
the system 
£ xv < 1, for all Q G Q(G) 
v€Q 
xv > 0, for all v G V(G) 
is box TDI. It follows from a theorem of Hoffman and Kruskal [HoKr56, Thm. 2] that 
every unimodular graph is box perfect. 
We conjecture that Theorem 2.2.4 and Conjecture 2.4.3 can both be extended to box 
perfect graphs. 
Conjecture 2.4.4. Let G and H be graphs. If GaH is product-perfect, H is box perfect, 
and G' is a vertex multiplication of G, then G' a H is product-perfect. 
Conjecture 2.4.5. If G and H are box perfect graphs, then GaH is product-perfect. 
We discuss more general forms of Conjecture 2.4.5 in Section 3.3. 
Cameron [CamK82] showed that comparability graphs are box perfect. Thus, Con-
jecture 2.4.5 is especially appealing, since it implies the Saks-West conjecture, restated 
below. 
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Conjecture 2.4.6 (Saks & West 1982 [WeSa82]). If G and H are comparability graphs, 
then a =9 holds for GaH. 
Since the class of comparability graphs is closed under vertex multiplication, Conjec-
ture 2.4.6 is, by Corollary 2.1.8, equivalent to the product perfection of all products of 
comparability graphs. 
It is known [CamK82, CamK89, CaEd92] that co-comparability graphs are box perfect. 
Thus, Conjecture 2.4.5 also implies a "yes" answer to the following question of Trotter and 
West [TrWe87]. 
Quest ion 2.4.7 (Trotter & West 1987 [TrWe87]). Does a = 9 hold for GaH when G and 
H are co-comparability graphs? 
As before, Question 2.4.7 was originally stated in order-theoretic terms, and a "yes" 
answer is equivalent to the product perfection of all products of co-comparability graphs. 
Lastly, recalling that many results on totally unimodular matrices are true in some form 
for balanced matrices, it would be interesting to know whether Conjecture 2.4.5 can be 
extended to balanced graphs. 
Quest ion 2.4.8. Is the Cartesian product of balanced graphs always product-perfect? 
29 
3. A Product Generalization of Total Dual Integrality 
3.1 . P r o d u c t Dua l Integral i ty 
In this chapter we consider linear programs with a product structure. The concept of 
total dual integrality (TDI), introduced by Edmonds and Giles in 1977 [EdGi77], leads 
to sufficient conditions for a linear program to have integral optimum solutions. As a 
result, TDI plays a role in the theory of linear programming similar to that played by 
perfection in graph theory. We define a product generalization of total dual integrality, 
called product dual integrality (PDI), which generalizes TDI much as product perfection 
generalizes perfection. 
Definition 3.1.1 (TDI). A rational system Ax < b of linear inequalities is totally dual 
integral (TDI) if, for each integral vector c, the dual of the linear program 
max { c T x : A x < b; x unrestricted } 
(i.e., min { y T b : y T A = c T ;y > 0;y nonnegative }) has either an integral optimum solu-
tion y or no optimum solution. 
We denote a finite sequence of positive integers by an underlined letter, and we use 
subscripted letters to name the elements of the sequence, e.g., s = (si,s2,... ,sk). We 
denote the set of real numbers by R. A vector c G R3lJ,I""Sk is an s-product vector if c can 
be written as a tensor product vx (g) v2 ® • • • ® vk, where v,- G R**". Note that an s-product 
vector c has integer components if and only if there exists integral vectors Vi , . . . , vk with 
C = V i ® V2 ® • • • ® Vfc. 
Informally, if we arrange the components of c in an sx x s2 x • • • x sk grid, then c will 
look like a multiplication table. For example, let k = 2, and let si = s2 = 3. Arrange 
c i , . . . , eg in a grid as follows. 
Cl 
c4 
c-t 
c2 
C5 
Cg 
cz 
C6 
eg 
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The vector c = ( -1 ,2 ,0 ,5 , -10 ,0 , -3 ,6 ,0 ) is a (3,3)-product vector. This is clear if we 
lay out c in a grid. 
- 1 2 0 
5 - 1 0 0 
- 3 6 0 
We see that c = ( -1 ,5 , - 3 ) ® (1, - 2 ,0 ) . 
When the sequence s is understood, we will simply say that c is a product vector. In 
the remainder of this chapter, we will assume a fixed sequence s = (si, s2,... , sk). 
Definition 3.1.2 (PDI). A rational system Ax < b of linear inequalities in sis2 •••5* 
variables is s-product dual integral (s-PDI) if, for each integral s-product vector c, the dual 
of the linear program 
max { c T x : A x < b ; x unrestricted } 
has either an integral optimum solution y or no optimum solution. When s is understood, 
we simply say the system is PDI. 
Definition 3.1.3 (Cone, Hubert Basis). A cone is a set of vectors that is closed under 
taking nonnegative linear combinations. The cone generated by a set S is the set of all 
nonnegative linear combinations of elements of S. 
A finite set S of vectors is a Hilbert basis for a cone C if 5 C C and every integral vector 
in C is a nonnegative integer combination of elements of S. A set 5 is a Hilbert basis if it 
forms a Hilbert basis for the cone it generates. 
Note that a Hilbert basis is not required to be minimal with respect to its defining 
properties; furthermore, the elements of a Hilbert basis are not required to be integral 
vectors. 
Now we define a product version of a Hilbert basis. This concept will allow us to prove 
product versions of standard Hilbert basis results. 
Definition 3.1.4 (Product Hilbert Basis). Let the coordinates of a vector space have a 
given product structure. A finite set S of vectors is a product Hilbert basis for a cone C 
if 5 C C and every integral product vector in C is a nonnegative integer combination of 
31 
elements of S. A set S is a product Hilbert basis if it forms a product Hilbert basis for the 
cone it generates. 
Note that we do not require the elements of a product Hilbert basis to be product 
vectors. 
In a vector space with a given product structure, every Hilbert basis is a product Hilbert 
basis, just as (again, given an appropriate product structure) every TDI system is PDI, 
and every perfect graph is product-perfect. 
We prove product versions of two standard results on TDI systems and Hilbert bases. A 
polyhedron is the set of solutions to a system of linear inequalities. Let P be a polyhedron. 
The complement of a hyperplane is the disjoint union of two half-spaces. A hyperplane H 
is a supporting hyperplane for a polyhedron P if P meets H, but P does not meet both 
half-spaces in the complement of H. Informally, a supporting hyperplane "just touches" P. 
A face of P is the intersection of a supporting hyperplane with P. A face F is a minimal 
face if F contains no other face. For example, the minimal faces of a bounded polyhedron 
are its vertices. 
Let Ax < b be a system of linear inequalities. Let F be a face of the polyhedron 
{x : Ax < b }. A row of A is active in F if the corresponding equality in Ax < b is 
satisfied with equality by all vectors x G F. The following result appears in [SchA86]. 
Theorem 3.1.5 [SchA86, Thm. 22.5]. Let Ax < b be a rational system of linear inequal-
ities. Let P be the polyhedron { x : Ax < b }. The following are equivalent: 
(1) Ax < b is TDI, 
(2) for every face F of P, the rows of A which are active in F form a Hilbert basis, 
and 
(3) for every minimal face F of P, the rows of A which are active in F form a Hilbert 
basis. 
A product version of this result holds. Our proof uses a concept from the theory of 
linear programming called complementary slackness [SchA86, p. 95]. 
32 
L e m m a 3.1.6 (Complementary Slackness [SchA86, p. 95]). Let 
max { c T x : Ax < b ; x unrestricted } 
and 
min { y T b : y T A = cT ; y nonnegative } 
be dual linear programs. If x and y are feasible solutions to the respective programs, then 
x and y are optimum solutions if and only if those inequalities of Ax < b corresponding 
to positive components of y are satisfied by x with equality. 
T h e o r e m 3.1.7. Let x be a vector of variables with a given product structure, and let 
Ax < b be a rational system of linear inequalities. Let P be the polyhedron { x : Ax < b }. 
The following are equivalent: 
(1) Ax < b is PDI, 
(2) for every face F of P, the rows of A which are active in F form a product Hilbert 
basis, and 
(3) for every minimal face F of P, the rows of A which are active in F form a product 
Hilbert basis. 
Proof. Our proof closely follows the proof of Theorem 3.1.5, which appears as Theorem 22.5 
in [SchA86]. 
(1)=>(2) Suppose Ax < b is PDI. Let F be a face of P. Let a a , . . . ,a t be the rows of 
A active in F. Let c be an integral product vector in the cone generated by {ai,... , ar} 
(if no such c exists, then condition (2) holds vacuously). Say c = ATyo,where yo has O's 
in positions corresponding to rows of A not active in F. Let xo G F. By complementary 
slackness (Lemma 3.1.6), x = Xo and y = yo are optimal solutions of the linear programs 
in 
(3.1.1) max { c T x : Ax < b; x unrestricted } = min { y T b : y T A = cT ; y nonnegative } . 
Since Ax < b is PDI, the dual has an optimum at an integer vector y = y%. This vector 
yi also has O's in positions corresponding to rows not active in F, by complementary 
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slackness. This expresses c as an integral nonnegative combination of aj,... ,at, since 
y?A = cT. 
(2)=>(3) This is obvious. 
(3)=>(1) Let c be an integral product vector for which the optima of both the primal 
and the dual linear programs in Equation (3.1.1) are finite (if no such c exists, then Ax < b 
is vacuously PDI). Let F be a face of P that is minimal subject to the condition that each 
vector x G F attains the maximum in Equation (3.1.1). Every face of P contained in 
F will also have this property; thus, F is a minimal face of P. Let a\,... ,at be the 
rows of A active in F. Then c belongs to the cone generated by {a%,... ,at}, since 
the minimum in (3.1.1) has a (possibly fractional) optimum solution y, with no nonzero 
component outside cti,. . . , a*, by complementary slackness. By condition (3), a*,... , a, 
form a product Hilbert basis, and hence c = Aicti + • •• + Atat for certain nonnegative 
integers Ai , . . . , At. Extending the vector (A%,... , A*) with zero components, we obtain a 
nonnegative integral vector y2 such that y^A = cT . Thus, y2 is a feasible solution to the 
minimization program. Choosing any x G F, we see, by complementary slackness, that y 
is in fact an (integral) optimum solution. As this is true for any integral product vector c, 
Ax < b is PDI. • 
The following result also appears in [SchA86]. 
Corol lary 3.1.8 [SchA86, Corollary 22.5a]. The rows of a rational matrix A form a 
Hilbert basis if and only if the system Ax < 0 is TDI. 
We prove a product version, using the basic properties of faces. Let Ax < b be a system 
of linear inequalities, and let P be its polyhedron of feasible solutions. For a face Fo of P, 
let Ao be the submatrix of A consisting of the rows of A that are active in F, and let the 
vector bo consist of the corresponding components of b . Then, 
F0 = {xG P : A 0 x = b 0 } . 
That is, each face of P consists precisely of those elements of P for which a certain set of 
inequalities in Ax < b are satisfied with equality. The more inequalities there are in this 
set, the smaller the face will be; if there is a point for which all inequalities are satisfied 
with equality, then the points satisfying Ax = b form the unique minimal face of P. 
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Corollary 3.1.9. The rows of a rational matrix A form a product Hilbert basis if and 
only if the system Ax < 0 is PDI. 
Proof. Let b = 0, and let F = { x : Ax = b }. Note that 0 G F. By the comments above, 
F is the unique minimal face of P = { x : A x < b }. Furthermore, every row of A is active 
in F. Thus, the result follows from Theorem 3.1.7. • 
The TDI property is interesting because of the following result. 
T h e o r e m 3.1.10 (Edmonds & Giles 1977 [EdGi77]). If Ax < b is TDI, and b is an 
integral vector, then for each real vector c the linear program 
max { cTx : A x < b ; x unrestricted } 
either attains its optimum value at an integral vector x or has no optimum value (equiva-
lent^, every face of the polyhedron { x : A x < b } contains an integral point). 
In short, if the dual has an integral optimum solution for each integral c, then the primal 
has an integral optimum solution for every c. 
We would like to extend the Edmonds-Giles result to PDI systems. However, it turns 
out that the most obvious extension is false. That is, if Ax < b is a PDI system with an 
integral right-hand side, and c is a product vector, it is not always the case that the usual 
dual linear program has either an integral optimum solution or no solution. 
Example 3.1.11. Let x = (xi, 12,^3,^4) and arrange xi,x2,x3,z4 in a 2 x 2 grid thusly. 
Xi x2 
x3 x4 
Let Ax < b be the following system. 
xi + x2 + x3 + x4 < 0 
—xi — x2 — £3 — x4 < 0 
2xi + 2x4 < 1 
-2x% - 2x4 < - 1 
35 
The solutions to this system are the vectors x such that ^3 x, = 0 and x% + x4 = j . 
If c is a (2,2)-product vector for which the maximum 
max { c T x : A x < b ; x unrestricted } 
is finite, then c is a nonnegative linear combination of the rows of A, since, for every optimal 
solution y of the dual program, we have y T A = c T . Every (2,2)-product vector c that is a 
linear combination of (1,1,1,1) and (2,0,0,2) must satisfy cic4 = c2cz, cx = c4, and c2 = c3 
and therefore must have either the form c = (p,p,p,p) or the form c = (—p,p,p, —p), for 
some real number p. In both cases, if c is integral, then the dual linear program will have 
an integral optimum solution. Thus, Ax < b is (2,2)-PDI. 
However, no integral vectors x satisfy x% -t- x4 = \, and so the polyhedron P — 
{ x : Ax < b } contains no integral points. Thus, the maximum is not attained at an 
integral vector for any c. • 
A product version of the Edmonds-Giles result does hold if we require the polyhedron 
of feasible solutions to be bounded. 
T h e o r e m 3.1.12. If Ax < b is s-PDI, b is an integral vector, and the polyhedron P = 
{ x : Ax < b } is bounded, then, for each s-product vector c, the linear program 
(3.1.2) max { c T x : Ax < b ; x unrestricted } 
attains its optimum value at an integral vector x. 
Proof. For such s, A, b , and P , let c be an s-product vector. We show that the linear 
program (3.1.2) attains its optimum value at an integral vector. 
Given a vector c', let m(c') be the set of all x G P maximizing (c')Tx. Note that m(c') 
is always a (nonempty) face of P, since P is bounded. Let J- be the collection of all faces 
F of P with the property that there exists some product vector cp with m,(cf) = F. 
Let F = m(c). We will show that F contains an integer vector. The face F is an 
element of T. Let Fo G T be a face, contained in F, that is inclusion-minimal with respect 
to being an element of T. Let Xo G FQ . It suffices to show that xo is an integral vector, 
since Xo G F, and therefore x = x0 maximizes cTx. (Note that, while we do not assume 
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that FQ is a minima.] face of P, our argument implies that every point in Fo is integral; we 
may then conclude that Fo is a vertex of P.) 
Since Fo G T, there exists a product vector Co such that Fo = m(co). We claim that we 
may assume c0 is a rational vector. If Co is slightly perturbed, then m(co) will necessarily 
be a subset of Fo. Thus the set of all (not necessarily product vectors) c0 with m(c0) C Fo 
is an open set. Since Fo is minimal in T, the set of all product vectors c0 with m(c0) = Fo 
is an open set in the set of all product vectors. The rational product vectors are dense 
in the set of product vectors; thus, we may assume Co is a rational vector. In fact, since 
only the direction of c0 , and not its length, is important, we may assume Co is an integral 
vector; multiply Co by a common denominator of its components if not. Thus we may 
write Co as 
Co = Vx ® • • • ® Vfc 
for integral vectors Vi , . . . , v*. Note that multiplying any of the vectors Vi , . . . , Vjt by 
constants does not change the direction of Co. 
The remainder of our proof will proceed as follows. We show that we may perturb 
each of the vectors v; slightly without affecting the defining properties of Co. Thus, if we 
multiply the vectors v,- by large enough constants, we may in fact add one to any set of 
components of the vectors v,- without affecting the defining properties of Co. We note that 
CJJ"XO is an integer. We use this fact to show that any tensor product of 0,1-vectors has an 
integer dot product with Xo. We conclude that Xo is an integer vector. 
Suppose we perturb Co slightly by adding small values to each of its components. If 
these values are sufficiently small, then the new value of c0 will still have the property 
that CQX is maximized on some subset of Fo. That is, there exists e > 0 such that, if each 
component of each vector in {u%,... , ujt} has absolute value less than e, then 
m([vi + m] ® • • • ® [vfc + ufc] J C F0 . 
By definition of Fo, the inclusion is not proper. 
Let N be an integer greater than 1/e. Then, for all 0,1-vectors w i , . . . ,w&, 
(3.1.3) mMJVvi+wi]®---®[JVvfc-r-Wi]J = F 0 . 
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Now we show that Wi ® • • • ® w& has an integer dot product with Xo. 
wj ® • • • ® wjfc = ([iVvi + wi] - [JVvi]) ® • • • ® ([N\k + Wfc] - [iVvfc]) 
SC{1 n} 
where P(S) is a tensor product of vectors of the following form: JVv,- plus some 0,1-vector, 
either w, or 0. By Equation (3.1.3), we have m(P(S)) = F0. By the PDI property, the 
dual of the linear program (3.1.2) for c = P(S) has an integral optimum solution y. Since 
b is an integral vector, y T b = P(5)TXo must be an integer. Thus, 
( Wj ® • • • ® Wfc J Xo 
is an integer, for all 0,1-vectors w j , . . . , Wfc. 
The tensor product of canonical unit vectors (0 , . . . , 0 ,1 ,0, . . . ,0) is another canonical 
unit vector. Thus, for each component of xo we may choose w%,... , Wfc to be canonical 
unit vectors so that (wi ®- • -®Wfc)Txo equals the given component of Xo- This dot product 
is an integer. Therefore, every component of Xo is an integer; that is, x0 is an integral 
vector. • 
3.2. Applications to G r a p h s 
Let G be a graph. Let x be a vector of variables indexed by V(G). let c = ( c i , . . . , cn) be 
a vector of l 's. We begin with the usual linear program that corresponds to independence 
number. 
(3.2.1) max ^ cvxv. 
v€V(G) 
subject to the following constraints: 
V^ xv < 1, for all Q G Q(G); x nonnegative. 
Recall that Q(G) is the set of cliques of G. The value of this program is a*(G). If we 
require the variables to assume only integer values, then the value of the resulting integer 
program is a(G). The dual of the linear program (3.2.1) is 
(3.2.2) min ^ VQ 
Q6C(G) 
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subject to the following constraints: 
y] t/Q > c„, for all v G V(G); y nonnegative. 
QBv 
The value of this program is 8*(G) = ot*(G). If we require the variables to assume only 
integer values, then the value of the resulting integer program is 8(G). The weighted 
versions of a and 8 are obtained by replacing the components of c by the values of a 
weight function. 
We wish to discuss TDI and PDI in the context of graphs. Since these properties are 
defined only when the primal program has unrestricted variables, we modify the above 
programs slightly. For a graph G, let x be a vector of variables. Let C(G) be the following 
system of linear inequalities: 
£ xv < 1, for all Q G Q(G) 
xv > 0, for all u G V(G). 
We can turn this into a linear program by adding an objective function, subject to the 
above constraints: 
max 2> c„x„. 
vev(G) 
Let A be the 0,1-incidence matrix between the cliques and the vertices of G (the rows 
of A are indexed by Q(G), and the columns are indexed by V(G)). Let b be a vector of 
l's. The above linear program can be expressed as follows: 
(3.2.3) max cLx: { A - I x < ; x unrestricted > 
where I is an identity matrix of the proper size. If c is a vector of l 's, then the optimum 
value of this linear program is a*(G) = 9*(G). If, in addition, we require all variables to 
have integer values, then the optimum value is a(G). Weighted versions of these parameters 
are obtained when c is not identically 1. 
The dual of this program is 
(3.2.4) min < y T b : y = c T ;y ,z nonnegative > , 
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where z is a vector of variables indexed by V(G). For our purposes, the value of z is 
unimportant; 
= c ; y, z nonnegative 
is simply another way of saying y T A > c T . Thus, the value of the linear program (3.2.4) 
is 8*(G) when c is all l 's, while the value of the corresponding integer program is 8(G). 
We have defined the weighted independence number and the clique multi-covering num-
ber only for nonnegative integer weight functions. However, there is no nonnegativity 
restriction on c in the linear programs. This allows us to define these parameters for more 
general weight functions that may have negative values. In the remainder of this chapter, 
we allow weight functions on graphs to assume both positive and negative integer values. 
Note that we cannot automatically extend the results of Chapter 2 to include these more 
general weight functions; in particular, the aggregation (Definition 2.1.3) is only defined 
for nonnegative weight functions. 
Definition 3.2.1 (Weighted Graph Parameters involving Negative Weights). Let G be a 
graph. For a (possibly negative) weight function w we define a(G, w) to be the value of 
the program (3.2.3), and we define 8(G, w) to be the value of the program (3.2.4), where 
c r = w(x) for all x G V(G), and all variables are required to assume only integer values. 
Total dual integrality of C(G) requires that, for any integral vector c the program (3.2.4) 
has an optimum solution in which both y and z be integral. Since A is an integral matrix, 
we need only require y to be integral; as a consequence z = A T y — c will be integral as 
well. Thus, we have the following lemma. 
L e m m a 3.2.2. Let G be a graph. Let w be a (possibly negative) weight function on G. 
Let c be such that cx = w(x) for all x G V(G). The linear program (3.2.4) nas an integral 
optimum solution if and only if 8(G,w) = 8*(G,w). 
Now we relate the TDI and PDI properties of C(G) to graph theoretic properties of G. 
The following well known theorem (see, for example, [CamK82]) follows from Lemma 3.2.2. 
T h e o r e m 3.2.3. A graph G is perfect if and only if C(G) is TDI. 
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z 
We prove a product version of Theorem 3.2.3. In order to do this, we introduce some 
notation and prove a lemma. 
Given a graph G and a (possibly negative) weight function w on G we define two 
new weight functions on G: w+ and w~. For all x G V(G), let w+(x) = max{w(x),0}, 
and let w~(x) = max{—tw(x),0}. Let G^ be the subgraph of G induced by the vertices 
with positive weight: { x G V(G) : w(x) > 0 }. Similarly, let G~ be the subgraph of G 
induced by the vertices with negative weight: { x G V(G) : w(x) < 0 }. We abuse notation 
by denoting the restriction of w to a subgraph by w; for example, (G+,tu) is a weighted 
graph. 
L e m m a 3.2.4. Let w, v be (possibly negative) integer weight functions on graphs G, H, 
respectively. All of the following are true. 
(1) a*((G,w)a(H,v))=a'((G,w+)a(H,v+))+a'((G,w-)a(H,v-)). 
(2) a((G,w)a(H,v)) = a((G,w+)a(H,v+))+a((G,w-)a(H,v-)). 
(3) 8*((G,w)a(H,v)) = 8*((G,w+)a(H,v+)) + 8*((G,w~)a(H,v~)). 
(4) 8((G,w)a(H,v)) =8((G,w+)a(H,v+))-r8((G,w-)a(H,v-)). 
Proof. We give a proof of (2). Essentially the same proof works for all four statements. 
We first make two easy observations: 
(a) a(G,w) = a(G+,w), and 
(b) Let Gi+Gg denote the disjoint union of graphs G\ and G2. Then a(G\ +G2, w) = 
a(Gi,w) + a(G2,w). 
Recall that wv is a weight function on GaH: wv(g,h) = w(g)v(h). 
a((G, w) a (H, v)) = a(G a H, wv) 
= a((GaH)Zv,wv) by (a) 
= a(Gt°Ht,wv) +a(GZ oH^,wv) by (b) 
= a(GtoHt,w+v+)+a(GZoH;,w-v-) 
= a(GaH,w+v+) + a(GaH,w-V-) by (a) 
= a((G,w+)a(H,v+)) + a((G,w-)a(H,v-)) • 
The following is a product version of Theorem 3.2.3. 
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T h e o r e m 3.2.5. A Cartesian graph product GaH is product-perfect if and only if C(GaH) 
is PDI. 
Proof. The polyhedron of feasible solutions of C(G a H) is bounded. Thus, we may apply 
Theorem 3.1.12 to conclude that C(GaH) is PDI if and only if, for each integral product 
vector c, both primal and dual programs have integral optimal solutions. That is, C(GaH) 
is PDI if and only if a = 8 holds for (G, w)a(H, v) for all (possibly negative) weight functions 
w and v on G and H. 
Now, by the definition of product perfection, Go # is product-perfect if and only if 
a = 8 holds for (G, w) a (H, v) for all nonnegative weight functions w and v on G and H. 
Thus, C(GaH) is PDI implies GaH is product-perfect. We show the converse. 
Let GaH be product-perfect. Let to, u be (possibly negative) weight functions on G, 
H. It suffices to show that a = 8 holds for (G, w) a (H, v). 
a((G, w) a(H,v)) = a((G, w+)a(H,v+)) + a((G, w~)a(H,iT)) by Lemma 3.2.4(2) 
= 8((G, w+)a(H, v+)) + 9((G, w~)a (H,v-)) by product perfection 
= 8((G, w) a (H, v)) by Lemma 3.2.4(2) • 
We can now apply the above linear programming results to obtain purely graph-theoretic 
results. 
T h e o r e m 3.2.6. Let G and H be graphs. If 8 = 8* holds for (G, w) a (H, v), for all 
nonnegative integer weight functions w and v on G and H, then GaH is product-perfect 
(in particular, a(GaH) = 8(GaH)). 
Proof. Let w, v be (possibly negative) weight functions on G, H, respectively. We first 
show that 8 = 8* holds for (G, w) a (H, v). 
8((G, w) a(H,v)) = 8((G, w+)a(H,v+)) + 8((G, w~)a(H, v~)) by Lemma 3.2.4(4) 
= 8'((G,w+)a(H,v+))+8*((G,w-)a(H,v-)) 
= 8m((G,w)a(H,v)) by Lemma 3.2.4(3) 
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Lemma 3.2.2 now implies that C(G a H) is PDI, and thus Theorem 3.2.5 implies that 
GaH is product-perfect. 0 
Theorem 3.2.6 allows us to prove the following stronger versions of Corollaries 2.1.7 and 
2.1.8. 
Corollary 3.2.7. Let G and H be graphs. The following is a sufficient condition for GaH 
to be product-perfect: 8(G'aH') = 8*(G'aH') for all vertex multiplications G' of G and 
H' ofH. 
Proof. Suppose that 8(G'aH') = 8*(G'aH') for all vertex multiplications G' of G and H' 
of H. Let w and v be nonnegative weight functions on G, H, respectively; we show that 
a = 8 holds for (G, w) a (H, v). 
Let G' be the vertex multiplication of G such that each x G V(G) corresponds to w(x) 
vertices in G'; in other words, if w(x) = 0, we remove x, and otherwise we duplicate the 
vertex w(x) — 1 times. Similarly, let H' be the vertex multiplication of H such that each 
y G V(H) corresponds to v(y) vertices in H'. Let the weight functions w' on G' and v' 
on H' be identically 1. The weight function w is the aggregation of w' on G, and v is the 
aggregation of v' on H. 
We are given that 8 = 8* holds for G' aH'. We consider the unweighted graphs to be 
weighted graphs with all weights equal to 1. By two applications of Proposition 2.1.4(3), 
8*((G,w)a(H,v)) = 8*(G' aH'), 
and we have 
8*((G,w)a(H,v)) = 8*(G' aH') 
= 8(G'aH') 
>0((G.w)a(H,v)) 
>8*((G,w)n(H,v)), 
with the next-to-last inequality following from two applications of Proposition 2.1.4(4). 
Thus, 8 = 8* holds for (G,w) a (H,v). Since w and v were arbitrary, Go if is product-
perfect, by Theorem 3.2.6. 
An alternative way of stating Corollary 3.2.7 is the following. 
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Corol lary 3.2.8. Let Q and H be classes of graphs that are closed under vertex multiplica-
tion. If 8 = 8* holds for GaH, whenever G &Q and H eH, then GaH is product-perfect, 
for all G eg and H eU. 
3.3. A P r o d u c t of Systems of Linear Inequal i t ies 
We conjecture that our product version of the Edmonds-Giles Result (Theorem 3.1.12) 
remains true for systems of linear inequalities with unbounded polyhedra if the system has 
a certain product structure analogous to that of a Cartesian product graph. 
Definition 3.3.1 (Product of Systems of Linear Inequalities). Let C\,C2 he systems of 
linear inequalities in si,S2 variables, respectively. The product Cx aC2 is a system in sis2 
variables xi,i,Xi,2, •• • i^si.sf We define this system as follows. For each j (1 < j < s2) 
we require the variables XIJ,X2J,... ,x3lj to satisfy the constraints of C\\ in particular, 
if a variable if Ci is required to assume only nonnegative values, then the corresponding 
xtfJ- is also required to assume only nonnegative values. Similarly, for each i (1 < i'•< sx) 
we require the variables x t i i , x, ,2,. . . , x t )3 j to satisfy the constraints of C2. 
A product of systems of linear equations has a natural product structure on the vari-
ables. In particular, if Ci,... Ck are systems of linear inequalities in S i , . . . , sk variables, 
respectively, then we say C = Hi a • •• a Ck is PDI if £ is s-PDI. 
We say that this product of systems is analogous to the Cartesian product of graphs 
because C(GaH) = C(G)aC(H) for all graphs G and H. We conjecture that Theorem 3.1.12 
extends to linear programs with the above-defined product structure, even when their 
polyhedra of feasible solutions are unbounded. 
Conjecture 3.3.2. Let Ci,... Ck be systems of linear inequalities. Let C = Ci a • • • aCk. 
If C is PDI, and b is an integral vector, then, for each product vector c, the linear program 
max { e x : x satisfies £; x unrestricted } 
either attains its optimum value at an integral vector x or else has no optimum value. 
If Conjecture 3.3.2 is true, then our theory of product perfection is part of a much 
more general theory of integrality conditions on products of linear programs. Total dual 
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integrality has proven to be useful idea that allows many different combinatorial min-max 
relations to be unified in a common theory. Perhaps product dual integrality might perform 
the same function in a different context. 
In a clique covering of a Cartesian product graph, each clique is a copy of a clique in 
one of the factors; thus we can partition the vertex set of the product according to which 
sort of clique covers each vertex. In the following result we apply this idea of partitioning 
a product to systems of linear inequalities in order to give a characterization of those 
product systems that are PDI. We will use a similar partitioning idea in Chapter 4 (see 
Definition 4.1.5). 
Theo rem 3.3.3. LetCi,... Ck be TDI systems. For each £,, let P(£. ) be the polyhedron 
of feasible solutions. Let £ = Li a- • -aCk. Let fCi be the subsystem of £ consisting of only 
those constraints derived from Ci. The product £ is PDI if and only if, for every integral 
product vector c for which the linear program 
max { c T x : x satisfies £; x unrestricted } 
has an optimum, there exist integral c,- (1 < i < k) such that both of the following hold: 
(!) £*=i C = c, and 
(2) Y,liPi=P, 
where 
Pi = max { c?x : x satisfies £,•; x unrestricted } 
and 
p = max { cTx : x satisfies £; x unrestricted } . 
Proof. Let c be an integral product vector for which the linear program 
max { e x : x satisfies £; x unrestricted } 
has an optimum. 
We write £ as Ax < b . The systems AC, are subsystems of £; we write those variables 
and constants pertaining to fCi using the notation of £, but adding the subscript i. Thus, 
we let A,- be the matrix consisting of those rows of A derived from £,•; i.e., A, is the 
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constraint matrix of £,-. Similarly, we let b , be the vector consisting of those components 
of b derived from £,-. Hence, we can write /C,- as A,x < b,-. 
(=*•) Suppose £ is PDI. Let y be an integral optimum solution of 
(3.3.1) min { y T b : y T A = cT; y nonnegative } . 
Let y, be the vector consisting of those components of y corresponding to rows of A,-. Let 
c,- = A?y,-. Note that £ t = : 1 c, = c, and so (1) holds. Note also that y^A, = c, and 
y,- > 0. The vector y* is thus an (integral) feasible solution of 
min { y ? b , : y ? A = cf; y« nonnegative } . 
In fact, it is an optimum solution, since, if y\ is a solution giving a smaller value, we can 
replace the corresponding components of y with the components of y{- to get a smaller 
value for (3.3.1). Thus, we have 
k k 
Y, P{ ~ X ) y ? b ' = yTb = p' 
i = l : = 1 
and so (2) holds. 
( 4 = ) For each i, let c,- be given so that conditions (1) and (2) hold. For each z, the 
variables of the system £,- consist of disjoint copies of the variables of £,-. The constraints 
on each copy are precisely the constraints of £,-. Given an objective function for £,-, each 
of the copies of £, may be solved independently. Thus, since the systems £, are TDI, the 
systems JC, are also TDI. By condition (2), the linear program 
max { c?x : A,x < b,-; x unrestricted } 
has an optimum solution. Thus, the dual 
min { yjhi : y ? A = c,;y nonnegative } 
has an integral optimum solution y,-. Let y be a vector each of whose components equals 
the corresponding components of the appropriate y,. We see that 
k k 
yTA = ]Ty?A, = ^ c, = c. 
:=1 i = l 
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Thus, y is a feasible solution to £ . It is also an (integral) optimal solution, by reasoning 
similar to that used above. Thus, £ is PDI. • 
We note that the conditions of Theorem 3.3.3 depend only on which vectors satisfy the 
systems £,-, and not on the systems themselves. In short, product dual integrality is, in 
some sense, a property of polyhedra, and we have the following result. 
Corol lary 3.3.4. Let Ci,...Ck be TDI systems. For each £, let P (£ , ) be the polyhedron 
of feasible solutions. Let £ = £1 a • • • aCk. Then whether £ is PDI depends only on the 
polyhedra P (£ , ) . 
In Section 2.4 we discussed box total dual integrality. A rational system Ax < b of 
linear inequalities is box TDI if the system Ax < b ; 1 < x < u is TDI for every pair 
of rational vectors 1 and u. Box TDI was introduced by Edmonds and Giles [EdGi77]. 
A graph G is box perfect if £(G) is box TDI. We ask whether Conjecture 2.4.5 can be 
extended to linear programs. 
Quest ion 3.3.5. Let £ i , . . . ,£fc be systems of linear inequalities. Does £%,... ,£fc box 
TDI imply that da---aCk is PDI? 
We are confident enough to conjecture this when the linear programs have small poly-
hedra. 
Conjecture 3.3.6. Let Ci,... ,Ck be systems of linear inequalities such that, for each i, 
the polyhedron of feasible solutions of Ci is a bounded polyhedron with all vertices being 
0,1-vectors. If £ i , . . . , £fc are box TDI, then Cia---aCk is PDI. 
The above question and conjecture suggest that there is an interesting property of 
systems of linear inequalities that is stronger than PDI but weaker than box TDI. Suppose 
Question 3.3.5 has a "yes" answer. Let £%, £2, £ 3 , and £ 4 be box TDI. The systems, 
£1 0 £2 and £ 3 0 £ 4 are PDI, as is their product, £1 a £2 a £ 3 a £ 4 = (£a a £2) 0 (£3 0 £ 4 ) . 
However, it is not the case that the product of PDI systems is always PDI. Indeed, a 
product of TDI systems may not be PDI, since a Cartesian product of perfect graphs may 
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not be product-perfect (see the comments after Proposition 2.1.2). Thus, £% o £ 2 and 
£3 0 £4 must have a property that is stronger than PDI. This property must be weaker 
than box TDI, since £1 o £2 and £3 0 £4 are not necessarily box TDI (or even TDI). 
Therefore, if Question 3.3.5 has a "yes" answer, then there is some property X that 
satisfies the following conditions for rational systems of linear inequalities £ and £' : 
(1) if £ is box TDI, then it has property X, 
(2) if £ is a product of systems, and £ has property X, then £ is PDI, and 
(3) if £ and £ ' both have property X, then £ a £ ' has property X. 
While we do not know what property X is, we might want to call it "box PDI". 
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4. Products of Independence Systems 
4 .1 . Independence Systems and P r o d u c t s 
Let G be a graph, and let J(G) be the collection of all independent sets in G. Clearly, 
1(G) is nonempty and is closed under taking subsets. These conditions also hold for 
the collection of all antichains in a poset P . In this chapter we generalize ideas about 
optimization on products (in particular, the notion ofa = 8) to the most general structures 
satisfying these conditions. These structures are called independence systems. 
Definition 4.1.1 (Independence System). An independence system is a pair (E, J ) , where 
E is a finite set and I is a collection of subsets of E such that 
(1) if I G J and J C I, then J G I, and 
(2) 0 G J . 
The elements of J are called independent sets. The rank function of M. = (E,l) is the 
function rM from the power set of E to the nonnegative integers such that rM(S) (the 
rank of 5) is the maximum cardinality of an independent subset of S. 
We are primarily interested in two types of independence systems: matroids and those 
arising from independent set in graphs (or antichains in posets). A matroid is an indepen-
dence system (E, X) such that, for all S C E, all maximal independent subsets of S have 
the same size. 
Let G be a (finite) graph. The pair (V(G),T(G)) is an independence system, denoted 
by -4(G). Note that G can be entirely reconstructed from A(G). Thus we may regard 
graphs as a special class of independence systems. 
Definition 4.1.2 (IP). Let M and Af be independence systems on a common set E. The 
intersection of M. and M, denoted by M. D A/", is the independence system on E whose 
independent sets are the common independent sets of M. and N. A set S C E that is 
independent in M. D Jsf must be independent in both M and A/". For such a set S and a 
set T C E, Sn T is independent in M and SnT is independent in jf (where T = E\T). 
Thus, we have 
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When equality holds, we say that the pair (M., A/j has the intersection property (IP); the 
set T minimizing the right-hand side is a IP minimizer for (M,Af). 
The Matroid Intersection Theorem [EdmJ70] states that IP holds for every pair of 
matroids on the same set. 
Let G and H be graphs. View V(GaH) as & grid: each row is a copy of V(G) and 
each column is a copy of V(H). A set S C V(GaH) is independent in G o # if and only 
if its intersection with each row is an independent set in G and its intersection with each 
column is independent in H. We generalize this idea by defining a product of independence 
systems analogous to the Cartesian product of graphs. 
Definition 4.1.3 (Product of Independence Systems). Given independence systems M = 
(E,X) and M. = (E,X), we define the product independence system M a M. as follows: 
MaM = (E x E,XMaj^), where XMsj^ is the collection of sets T C E x E such that 
(1) for all e G E, { e G M : (e, e) G T } is independent in M, and 
(2) for all e G E, { e G M : (e, e) G T } is independent in M. 
As in the case of graphs, we may view E x E as a grid: each row is a copy of E and 
each column is a copy of E. A set T C E x E is independent in M a M if the intersection 
of T with each row is independent in M and the intersection of T with each column is 
independent in M.. 
We say that this product generalizes the Cartesian product of graphs because A(GaH) = 
A(G) a A(H) for all graphs G and H. Now we wish to generalize the idea of a = 8 
to products of independence systems. The main obstacle is that 8 has no analogue in 
independence systems. Consider a minimum clique covering of a Cartesian product GaH. 
The cliques in the covering come in two types: copies of cliques in G and copies of cliques 
in H. Let T be the union of the former. For each row of V(G a H) the intersection of T 
with that row induces a subgraph of G. Let G T be the disjoint union of these subgraphs. 
Clearly the cliques of the first type in the covering form a minimum clique covering of GT , 
and we have 
8(GT)+8(HT) =8(GaH), 
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where H-f is defined analogously to GT. Now suppose that G and H are perfect graphs. 
Then a = 8 holds for both GT and H-^, since they are disjoint unions of induced subgraphs 
of G and H, respectively. Thus, 
a(GT)+a(HT) =8(GaH). 
We may conclude that, for all perfect graphs G and H,a = 8 holds for GD H if and only if 
a(GaH)= min a(GT)+a(HT). 
TCV(GaH) V TJ V 1J 
We generalize this idea to independence systems as the product intersection property (be-
low). 
Definition 4.1.4 (Free Matroid). Given an independence system M = (E,X), the free 
matroid on the ground set of M, denoted F(M), is the independence system (E, V(E)), 
where V(E) denotes the power set of E. Equivalently, F(M) is the independence system 
on E in which every subset of E is independent. 
As above, let M = (E,X) and M = (E,X) be independence systems, and view E x E 
as a grid. The independent sets of Map(M) are those subsets of E x E whose intersection 
with each row are independent in M. Similarly, the independent sets of J-(M) aM are 
those subsets of E x E whose intersection with each column are independent in M. Thus 
we see that 
(4.1.1) \M a F(M)\ D [f(M) a M 
This fact motivates the following definition. 
MaM. 
Definition 4.1.5 (PIP). Let M and M be independence systems. We say the pair 
(M,M) has the product intersection property (PIP) if the pair IM aT(M),F(M) aM) 
has the intersection property. An IP minimizer for (M aF(M),T(M) aM) is called a 
PIP minimizer for (M,M). 
With T = (E x E) \ T, we note that 
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since an independent set in M a M is independent in both M aJr(M) and F(M.)aM as 
well. By Equation (4.1.1), PIP for the pair (M,M) is the statement that equality holds 
in this inequality. 
Note that, if M and M are matroids, then so are Map(M) and F(M)aM. The first 
is the disjoint union of | F | copies of M, and the second is the disjoint union of | F | copies 
of M. Thus, by the Matroid Intersection Theorem [EdmJ70], PIP holds for every pair of 
matroids. 
L e m m a 4.1.6. Let G, H be perfect graphs. The pair (.4(G), .4(11)) has PIP if and only 
ifa(GaH)=8(GaH). 
Proof. By the definition of PIP, the pair (A(G), A(H)) has PIP if and only if 
As noted earlier, ,4(Go H) = A(G) aA(H), and so the left-hand side equals a(GaH). 
Thus, it suffices to show that the right-hand side equals 8(GaH). 
If S C V(G), then we denote the independence number of the subgraph induced by S 
by aG(S). We similarly define 8G. Every clique in G a H is either a copy of a clique in G 
or a copy of a clique in H. Consider a minimum clique covering C of GaH. Let T be the 
set of all vertices of GaH that are covered in C by copies of cliques in G. 
W;tfM(ff))M= Z *G({9ey(G):(,7,A)e:r}) 
heV(H) 
= Y °G({9(= y(G) : (0. h) 6 T }), since G is perfect 
where the last equality holds since, otherwise, C is not a minimum clique covering. Simi-
larly, 
By the above equations, we have 
= 8(GaH), 
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where the last equality holds because C is a minimum clique covering. • 
4.2. Sa tu ra ted Sets 
Greene and Kleitman [GrK176] observed that for each k > 0, every chain partition of a 
poset P yields an upper bound on the size of a union of k antichains in P , since such a 
union meets a chain C in at most min{6, \C\} elements. Thus, if C is a chain partition of 
P , then the size of a union of k antichains of P is bounded above by 
(4.2.1) E fc+ E Id" 
cec cec 
\C\>k \C\<k 
Greene and Kleitman call a chain partition k-saturated when the above bound is achieved. 
Similarly, for a partition C of the vertex set of a graph G into cliques, (4.2.1) is an upper 
bound on the size of a union of k independent sets in G. When this bound is achieved we 
call C k-saturated. 
We extend these notions to independence systems. Instead of unions of antichains 
or (graph) independent sets, we consider unions of independent sets in an independence 
system. Chains and cliques have no analogue in independence systems, so we define 6-
saturated sets rather than chain partitions. Our notion of a ^-saturated set corresponds 
to the union of the large (size > k) chains in a ^-saturated chain partition, as suggested 
by (4.2.1). 
When there is no possibility of confusion, we will assume that M = (E, X) is an inde-
pendence system with rank function r. 
Definition 4.2.1 (t-family, 6-rank). Let k be a nonnegative integer and consider an 
independence system M = (E,X). A set T C E is a k-family if T is a union of k 
independent sets in M. For S C E, we define the k-rank rk(S) to be the cardinality of 
the largest fc-family contained in S. 
When T is a fc-family in an independence system on E, and S C E, we have \T H S\ < 
k • r(S) and \T \ S\ < \E\ S\. Together these yield a bound on \T\, which can be tight 
only when T is a maximum fc-family. When the bound exerted by S is tight, we say that 
S is ^-saturated. 
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Definition 4.2.2 (^-Saturated Set). Let & be a nonnegative integer. A set S C E is 
k -saturated for a given independence system on E if 
rk(E)=k-r(S) + \S\. 
For example, if P is a poset, and M is the independence system of antichains of P , then 
cec 
\C\>k 
for any ^-saturated chain partition C of P the set (J C is a ^-saturated set in M 
a 
s 
xx 
FIGURE 4.1. The Greene-Kleitman poset. Boxed vertices form a 2-
saturated set in the independence system of antichains. 
Figure 4.1 illustrates a 2-saturated set. For the poset diagrammed, the boxed vertices 
form a set S that is 2-saturated in the independence system of antichains (but not 1-
saturated). Note that S contains two disjoint maximum-sized (in S) antichains. Note also 
that every maximum-sized union of two antichains contains every vertex in the complement 
of S. The following lemma shows that these are necessary and sufficient conditions for S 
to be 2-saturated. 
L e m m a 4.2.3 . Let S C E be a k-saturated set for M. If T C E is any maximum-sized 
k-family in M, then 
(1) T fl S is a disjoint union of k maximum-sized independent subsets of S, and 
(2) S CT, i.e., every element which is not in S must be in T. 
Conversely, if conditions (1) and (2) hold for some maximum-sized k-family T in M, then 
S is k-saturated. 
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Proof. Let T C E be a maximum-sized 6-family in M. Let S C F be a ^-saturated set. 
Then \T\ =rk(E)=k- r(S) + \S\. For every it-family T, both of the following hold: 
(4.2.2) \TnS\<k-r(S) 
(4.2.3) | T n 5 | < | 5 | . 
Since \T\ equals the sum of the two left-hand sides and also equals the sum of the two 
right-hand sides, both inequalities must be satisfied with equality. 
Now, T n S is a union of k independent subsets of S. By the equality in (4.2.2), T D S 
is the disjoint union of k maximum-sized independent subsets of S, and so (1) holds. By 
the equality in (4.2.3), (2) holds. 
Conversely, suppose that conditions (1) and (2) both hold. Then, 
rfc(F) = \T\ = \T n S\ + \T n S\ = k • r(S) + \S\, 
and so S is ^-saturated. • 
The following lemma shows the relationship between saturated sets and PIP. 
L e m m a 4.2.4. Let M be an independence system on a set E. Let A/" be the independence 
system on a set F of size k whose independent sets are the empty set and all singletons 
(equivalently, let Af be a uniform matroid of rank 1 on a set of k elements, or let A/* be 
the independence system of a complete graph on k vertices). A set S C E is k-saturated if 
and only if S x F is a PIP minimizer for (M,Af). 
In particular, if M has a k-saturated set, then the pair (M,Af) has PIP. 
Proof. Let M and AT be as in the statement of the Lemma. Let S C E. We wish to show 
that 
rk(E)=k.r(S) + \S\, 
if and only if 
It suffices to show the following: 
(4.2.4) r f c ( 2 ) = r ^ ( F x F ) ; 
(4.2.5) 6 - r ( S ) = r ^ ^ ( . S x F ) ; 
(4.2.6) | S | = ^ ( M ^ ( S 1 T F ) . 
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View E x F as a grid. Each row is a copy of E, and each column is a copy of F . Since 
\F\ = k, we may consider set U C E x F to consist of k subsets U\,... ,Uk of E given 
by the intersections of U with the various rows of the grid. The set U is independent in 
M a F(Af) if and only if each XJi is independent in M. Similarly, U is independent in 
f(M) a Af if and only if U\,... , Uk are pairwise disjoint. 
Thus, U is independent in M aAf if and only if it consists of k pairwise disjoint indepen-
dent subsets of E. The largest such independent subset U has size rk (E), and so (4.2.4) 
holds. 
A M aT(Af) -independent subset of 5 x F consists of k independent subsets of S, with 
no disjointness requirement. The largest such independent subset has size k • r(S), and so 
(4.2.5) holds. 
An F(M) aA/*-independent subset of S x F consists of k pairwise disjoint subsets of S, 
with no requirement that the subsets be independent in M. The largest union of k disjoint 
subsets of S, of course, has size S, and so (4.2.6) holds. • 
4.3. T h e Greedy-Nested P r o p e r t y 
A ranked poset P has the strong Sperner property if, for each positive integer k, the 
union of the k largest ranks of P forms a maximum ^-family in P . A chain partition C of 
a poset P is completely saturated if C is ^-saturated for each k. West and Tovey [WeTo81] 
proved the Saks-West conjecture (Conjecture 1.1.1) for comparability graphs of posets P 
and Q that each have the strong Sperner property and have completely saturated chain 
partitions. In particular, for such posets P and Q, a = 8 holds for G(P) a G(Q). 
West noted that, for a completely saturated chain partition C, the sets 
Sk= |J c 
cec 
\c\>k 
form a nested sequence Si D S2 D • • •. He showed that the West-Tovey result still holds if 
the sets Sk are defined using different chain partitions as long as they still form a nested 
sequence. In other words, let Ci,C2,... be chain partitions such that Ck is ^-saturated, 
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and let 
Sk= |J C. 
ceck 
\C\>k 
West showed that if both P and Q have the strong Sperner property, and both have nested 
sequences of sets (Sk) that can be defined in this way, then a = 8 holds for G(P) a G(Q). 
We generalize the results of West and Tovey to the context of independence systems. We 
generalize the strong Sperner property using what we call a greedy independence partition, 
and we generalize the nested sequence idea using a nested saturation partition. When 
both types of partitions exist for an independence system M, we say that M has the 
greedy-nested property. The main result of this chapter (Theorem 4.3.4) states that, if two 
independence systems M and M both have the greedy-nested property, then M and M 
together have PIP. 
Definition 4.3.1 (Greedy-Nested Property). Let M be an independence system on a set 
E. A greedy independence partition of M is a partition (Ii, I2,13,...) of E into independent 
sets such that, for all k > 1, Ui_i »^ 1S a maximum-sized union of k independent sets. 
A nested saturation partition of M is a partition (Pi , R2, P 3 , . . . ) of E such that, for 
all k > 1, Sk = Ui>fc R* ^ simultaneously (k — 1)- and k-saturated. 
M has the greedy-nested property if it has both a greedy independence partition and a 
nested saturation partition (these need not be the same partition). 
The nested saturation partition is so called because the k-saturated sets Sk form a 
nested sequence of sets, as in West's result. 
Example 4.3.2. If G is a complete multipartite graph, then A(G) has the greedy-nested 
property. Let Ii,I2,... be the parts of G, listed in order of decreasing size. The sets 
i i , I2,... form a greedy independence partition of .4(G). We construct Ri, R2,... iter-
atively. We begin with all Pfc = 0. At each iteration, we let j = max{z : |J,-| = | I i | }. 
For each i with 1 < i < j we remove one element from I,- and place it in Rj. This re-
duces I Ii I , . . . , |i,-| for the next iteration. The resulting (Pi , R2,...) is a nested saturated 
partition. 
For example, see Figure 4.2. Begin with P i = R2 = R3 = 0. At the first iteration, 
j = 1, so we take one element from Ii and place it in P i . At the next three iterations, 
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j = 3, so we take one element each from i%, I2, and 1$, and we place these elements in 
R3. • 
S = % 
Si 
A 
i 
A 
FIGURE 4.2. The graph #4,3,3 with a greedy independence partition 
and a nested saturated partition shown. R2 is empty, as are F14, R$, 
etc., and S4, 5s, etc. 
Greene and Kleitman [GrK176] showed that, for all k > 0, every finite poset has a 
simultaneously k- and k + 1-saturated chain partition. Equivalently, the independence 
system of antichains has a simultaneously k- and k + 1-saturated set. However, not all 
antichain independence systems have a nested saturated partition. 
Figure 4.3 shows an example, due to Saks (see [WeTo81]), of a poset whose antichain 
independence system does not have a nested saturated partition. Call this poset P , and 
let x be the boxed element. If 5 is a 2-saturated set in P , then 5 = 2r(S) + \S\, by the 
definition of k-saturated set. Since P has no chain of 6 elements, this requires r(S) = 2 
and \S\ = 1. Since x is the only element belonging to every antichain of size 3, we conclude 
that x is not contained in any 2-saturated set in P . However, P \ {x} is a maximum-sized 
4-family in P , and so, by Lemma 4.2.3, x is in every 4-saturated set in P . Thus, no 
2-saturated set contains any 4-saturated set. 
It is also true that an antichain independence system need not have a greedy indepen-
dence partition. An example (see [WeTo81]) of such a poset is shown in Figure 4.4. Call 
this poset Q, and let y be the boxed element. Let I be the middle rank in the poset 
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FIGURE 4.3. The "Big H" poset and its comparability graph: the inde-
pendence system of antichains has no nested saturation partition. 
diagram. The set I is the unique maximum antichain in Q, while Q \ {y} is the only 
maximum 2-family. Note that \I\ = 5, while d2(Q) = \Q \ {y}\ = 8. Thus, to form a 
greedy independence partition, we must set Ii = I and let i2 be a 3-element antichain 
disjoint from I. However, no such antichain exists. 
FIGURE 4.4. The "M over W" poset and its comparability graph: the 
independence system of antichains has no greedy independence partition. 
The following lemma describes the relationship between a greedy independence partition 
and a nested saturation partition. 
Lemma 4.3.3. Let M have the greedy-nested property, with greedy independence partition 
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(Ik) and nested saturation partition (Rk). Let Sk = \Ji>k Ri- If j and k are positive 
integers with j < k, then 
\IjC\Sk\=r(Sk) = Yi{^f-
Furthermore, ifm>k, then Im C Sk. 
i>k 
Proof. Let k be a fixed positive integer. By Lemma 4.2.3(1), since Sk is k-saturated, 
(ii U • - • U ifc) D Sk is a disjoint union of k maximum-sized independent subsets of Sk. 
Since 
(i i u • • • u 4) n sk = (h n St) u • • • u (ik n sk) 
and since the sets i,- D Sk in the right-hand side are pairwise disjoint independent subsets 
of Sk, the sets i, H Sk must be maximum-sized independent subsets of Sk', otherwise their 
union will be too small. Thus, \Ij D Sk\ = r(Sk), for each j < k, and the first equality in 
the lemma is established. 
Next we find an expression for the size of P , . By the definition of 5,+i, P,- C S,+i. By 
Lemma 4.2.3(2), S,+i omits only elements in every maximum k-family, so 5,+i C UJ=1 if. 
Thus Ri C (JJ=11[, and we have 
\Ri\ = P,n|Ji, 
i=i 
(St-\ <?,-+i) n | J / , 
/ = i 
S.nJJi, 
f = i 
Si+i n\Jii 
i=i 
= i • r(S{) - i • r(Si+i), 
where the last equality follows from Lemma 4.2.3(1). 
By the above equation, we have 
r(5fc) = ^ r ( S , ) - r ( 5 J + i ) = ^ i ^ i , 
i>k i>k 
and we have proven the second equality. 
By Lemma4.2.3(2), since Sk is k — 1-saturated, Sk C \J{~^ Ii, and so the final assertion 
of the lemma holds. • 
Figure 4.5 illustrates Lemma 4.3.3: each set Rk consists of a disjoint union of equal-sized 
subsets of i i , . . . , ifc, and for all ^ < k, i , n Sfc is a maximum-sized independent subset 
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of Sk. In the illustration, the thick line represents E. A greedy independence partition is 
shown above the thick line, and a nested saturation partition is shown below it. 
k k k k k k k k k h 
*l *l 
11 
„ 
** 
„ 
* 4 
„ 
sx 
s< 
FIGURE 4.5. An illustration of Lemma 4.3.3. 
Consider two independence systems M and M, both having the greedy nested property. 
We can show that M and M together have PIP by constructing both a maximum-sized 
independent set J in the product as well as a PIP minimizer U. Let M have greedy 
independence partition (lk) and nested saturation (Rk) • Let AA have greedy independence 
partition (lk) and nested saturation partition (Pfc). We let / = U t > i (ifc x Ikj, and we 
let U = Ufc>i St x P&- Figure 4.6 gives a picture of the situation we have defined. The 
system M is shown horizontally, as in Figure 4.5, while M is shown vertically. The square 
area represents the product. The independent set J is shaded. The thick line divides U 
(below) from U (above). 
Clearly, J is independent: the intersection of / with any row is a copy of some ifc, and 
the intersection of J with any column is a copy of some Ik. Thus, to show that PIP holds, 
we need to show that 
M = W(M)(^) + V(M)=A<(tO-
Observe (in Figure 4.6) that in each row of the product, the shaded area to the right of 
the thick line is a copy of i,- C\ Sk, for some i < k. As noted above, this is a maximnm-sized 
independent set in Sk. Thus, / H U is a maximum-sized independent set in U. Similarly, 
J fl U is a maximum-sized independent set in U. Thus, we have 
|j| = \Jnu\ + \jnu\ = r^^^+r^^^rjj). 
We formalize the above idea in the following theorem, which is the main result of this 
chapter. 
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FIGURE 4.6. The product of two independence systems with the greedy-
nested property. The shaded region is a maximum independent set, and 
the region below the thick line is a PIP minimizer. 
Theorem 4.3.4. Let M = (E,X) and M = (E,X) be independence systems. If both M 
and M have the greedy-nested property, then the pair (M, M) has PIP. 
Proof. Let M have the greedy-nested property, with greedy independence partition (lk) 
and nested saturation partition (Rk); let Sk = \Ji>k P , . Similarly, let M have the greedy-
nested property, with greedy independence partition (lk) and nested saturation partition 
(Pik); let Sk = (Ji>fc #i- Let r and r be the rank functions of the respective systems. 
It suffices to show that there exist sets J,U C E x E such that J is independent in the 
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product and \J\ = rMa^tj^\iP) + r^(M)oAt(^)' s"ice such a U will be a PIP minimizer 
for (M,M). 
Let J = Ufc>iC^t x ^ t ) . Note that J is independent in M aM, since the intersection 
of J with each row in the product is a copy of some Ik, which is independent in M, 
and the intersection of J with each column in the product is a copy of some ifc, which is 
independent in M. 
Let U = Ufc>i(^fc x # t ) . So U = Ufc>i(#t x Sfc+i). A generic element of the product 
(e, e) G E x E satisfies e G Pfc and e G % for some k,k. If k > k, then (e, e) G U\ if k < k, 
then(e,e) eU. 
We show that J D [f is a maximum-sized M a F(M)-independent subset of U. For each 
e G E, let U? = { e G E : (e,e) € /7 }. Similarly, let J> = { e G F : (e,e) G J }. Since (Tk) 
and (Pfc) are partitions of E, there exist i,y such that e*G i, and e e Rj. By Lemma 4.3.3 
we have i < j . By the definition of J, J? = i,; by the definition of U, U-? = Sj. Thus, by 
Lemma 4.3.3, 
| J ? n U?\ = \li n Sj\ = rM(Sj) = rM(UT). 
Putting the rows of E x E together, we see that 
\jnu\ = E l ^ n ^ l = E r M ( ^ ) =W(M)(^) ' 
egg egg 
By a similar argument, J 0 U is a maximum-sized -F(jVf) o M-independent subset of U, 
that is, 
and we have 
\J\ = \JriU\ + \JnU\ = rMuFlJSi)(U) +rnM}oXi(U). 
Hence (M,M) has PIP. • 
We could also prove Theorem 4.3.4 by using Lemma 4.3.3 to show 
I'l = E E S T , = -Wc* W +r„M>a<p). 
The following corollary extends the results of West and Tovey [WeTo81, WesD87] for 
comparability graphs. 
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Corollary 4.3.5. Let G and H be perfect graphs. If A(G) and A(H) both have the greedy-
nested property, then a(GaH) = 8(GaH). 
Proof. By Theorem 4.3.4 and Lemma 4.1.6. • 
We can apply Corollary 4.3.5 to show that a = 8 holds for various Cartesian products. 
According to Example 4.3.2, if G is a complete multipartite graph, then -4(G) has the 
greedy-nested property. Since complete multipartite graphs are perfect, it follows from 
Corollary 4.3.5 that a = 8 holds for every Cartesian product of two complete multipartite 
graphs. Moreover, since the class of complete multipartite graphs is closed under vertex 
multiplication, every such product is product-perfect, by Corollary 2.1.8. Note that prod-
ucts of complete multipartite graphs do not form one of the classes for which we have 
previously shown product perfection. 
4.4. Maps Preserving t he P r o d u c t Intersect ion P rope r ty 
We show how special functions from one independence system to another allow us to 
prove PIP for certain pairs of independence systems. Essentially, given independence 
systems M = (F, J ) , M = (F , J ) , and Af = (F, J), and given a map y : F -» F such that 
ip allows us to "blow up" independent sets of M to form independent sets of Af, we show 
that, if (M,A4) has PIP, then so does (M,Af). 
T h e o r e m 4.4.1. Let M, M be independence systems on sets E, E, respectively, such 
that (M,M) has PIP. Let X C E x E be a PIP minimizer for (M,M). For each eeE, 
letXe = \eeE:(e,e)eXy 
Let Af be an independence system on a set F . Let ip:F —• E be such that, 
(1) ifT is an independent set in M, then ip~*(T) is an independent set in Af, and 
(2) for each eeE, ifT is a maximum- sized M -independent subset ofXe, then 9 _ 1 (T) 
is a maximum-sized Af-independent subset of ip*1 (Xe) • 
Then (M,Af) has PIP. 
Proof. Let J be a maximum-sized independent set in M a M. Let ip:E x F —* F x F be 
defined by 0(e , / ) = (e,ip(f)). Note that t/> -1(j) is independent in MaAf, by (1) and 
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that ifi-1 (X)=(ExF)\ V'"1 (X) for all X C F x F . Now we will show that 
l^ -*(4l =r^(^(^-'M) +r^^(^-'(X)). 
This implies that V>-1 (J ) is a maximum independent set in MaAf, while ^ - 1 (X) is a PEP 
minimizer for (M,Af), and so the pair (M,Af) has PIP. 
We know that J (~) X is a maximum F(A/i) a M-independent subset of X. Looking at 
each column of the product separately, we see that, for each e G E, J Tl Xe is a maximum 
M-independent subset of Xe. By (2), then, xf>~l(j C\Xe) is a maximum A/'-independent 
subset of rp~1(Xe). Now, we put the rows back together to see that t/>_1(J D J ) is a 
maximum M a T(Af)-independent subset of Tp~x (X). 
We use a similar argument for X. For each e G F , let X? = {e G E : (e, e) G X). The 
set J D X is a maximum M a T(M)-independent subset of X. Thus, for each f e F, 
J H -X"v(/) is a maximum M-independent subset of X^f). Putting the columns together, 
we see that t/>-1 (J D X) is a maximum F(M) o^-independent subset of %f}~1 (X). 
Now we have 
1^(41 = \^1(J)mp-1(x)\ + \^(J) n^(x)\ 
= \ti;-1(Jnx)\ + ty-1(Jnx)\ 
Corollary 4.4.2. Let M, M be independence systems on sets E, E, respectively, such 
that (M,M) has PIP. 
Let Af be an independence system on a set F . Let ip:F —• E be such that, for each 
U C E, ifT is a maximum-sized M-independent subset ofU, then ip~x(T) is a maximum-
sized Af-independent subset of<p~'l(U). Then (M,Af) has PIP. 
Proof. This follows immediately from Theorem 4.4.1 • 
These two results allow us to prove that PIP holds for various pairs of independence 
systems. For example, we have the following result on graphs. Again we obtain new pairs 
G, H such that a = 8 holds for GaH. 
65 
Corollary 4 .4 .3 . Let k be a positive integer. Let G be a perfect graph such that A(G) 
has a k-saturated set. If H is a perfect graph whose vertex set is the disjoint union of k 
maximum-sized independent sets, then a = 8 holds for GaH. 
Proof. By Lemma 4.2.4, the pair (A(G),A(Kk)) has PIP. 
Now, V(H) is a union of k maximum independent sets, and |V(iv"fc)| = k. Thus, there 
exists <p: V(H) —• V(Kk) such that the inverse image of a point is a maximum independent 
set. By Corollary 4.4.2, the pair (A(G), A(H)) has PIP. By Lemma 4.1.6, a = 8 holds for 
GaH. D 
For example, let G be a comparability graph, and let H be a complete k-partite graph 
with partite sets of equal size. By the Greene-Kleitman Theorem [GrK176] A(G) has a 
k-saturated set, and so, by the Corollary, a = 8 holds for GaH. 
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5. Polyunsaturated Posets and Graphs 
5.1. In t roduc t ion 
Let P be a poset. Given a positive integer fc, a k-family in P is a subset of P containing 
no chain with k + 1 elements; equivalently, as remarked in Section 1.5, a k-family is a 
union of k antichains. We denote by dk(P) the size of the largest k-family in P . Given a 
positive integer k and a partition C of a set S, we define the k-norm of C, denoted mk(C), 
as follows: 
mfc(C) = £ m i n { k , | C | } . 
cec 
For each positive integer k and each partition C of P into chains, mk(C) is a natural upper 
bound on dk(P), since each chain meets a k-family in at most k and at most the size 
of the chain. A chain partition C is k-saturated if this bound is achieved. Greene and 
Kleitman [GrK176, Thm. 3.11] showed that for each k, every poset has a simultaneously fc-
and fc + 1-saturated chain partition. They also showed that their result was best possible 
by exhibiting a poset (the first poset in Figure 5.1) with no 1- and 3-saturated partition. 
/ / 
FIGURE 5.1. West's posets. 
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West [WesD86] showed that the Greene-Kleitman Theorem was best possible in a strong 
sense by exhibiting, for each c > 4, a polyunsaturated poset P with height c. The first 
three of West's posets appear in Figure 5.1. 
West's examples have exponential width as a function of their heights. We construct 
much narrower polyunsaturated posets (Figure 5.2). We show that these posets have the 
smallest possible width and cardinality for polyunsaturated posets with the same height. 
In other words, the Greene-Kleitman Theorem is only best-possible for posets P with 
w(P) > h(P) - 2 and | P | > (A(2P)). We also extend these results to SGK graphs. 
FIGURE 5.2. Our posets. 
The main result of this chapter (Theorem 5.3.3) characterizes those sequences that can 
be realized as Aa(G), where G is a polyunsaturated SGK graph. As corollaries, we give 
necessary and sufficient conditions for the existence of a polyunsaturated graph of a given 
order, independence number, and clique number. 
5.2. T h e Const ruc t ion 
We now construct the narrowest polyunsaturated posets, relative to height. A cover 
relation in a poset P is a relation x < y in P such that there does not exist z G P with 
x < z < y. When x < y is a cover relation we write x <• y. 
Definition 5.2.1 (posets Py). We define a sequence of posets inductively. Let Pi be a 
chain Qi of three elements, u < si < r i , and let Ti = {u}. For j > 1, suppose P/_i is 
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defined and contains the element sy_i. We define Py to be the disjoint union of Py_i with 
a chain Qj of j + 1 elements, plus one new cover relation. Let ry be the maximal element 
of Qj, and let sy be the next-greatest element. The set of all remaining elements in Qj 
will be called Ty. We add the cover relation sy_i < sy and extend by transitivity. 
FIGURE 5.3. The first four Py's. 
Figure 5.3 shows Pi through P4 . 
We define various concepts in order to list some properties of the Py's. A finite poset 
P is ranked if there is a function r:P —• Z such that x <• y implies r(x) = r(y) — 1. 
Equivalently, P is ranked if P has a diagram in which all the elements He in horizontal 
rows such that every cover relation is between elements in consecutive rows. A rank of 
P is a set of the form { x G P '. r(x) =i}, for some integer i. A ranked poset P has the 
strong Sperner property if, for each positive integer k, the union of the k largest ranks of 
P is a maximum-sized union of k antichains of P . If we view a partial order P as a set of 
ordered pairs, { (x,y) : x < y }, then the dimension of P is the smallest number of total 
orders whose intersection is P . Since each total order must contain all relations in P , these 
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total orders are called linear extensions of P . The posets of dimension 1 are precisely the 
chains. A poset has dimension at most 2 if and only if the complement of its comparability 
graph is also a comparability graph [DuMi41, Thm. 3.61] (see also [TroW92, p. 62]). 
L e m m a 5.2.2. For the poset Py of Definition 5.2.1 the following all hold. 
(1) Py is a ranked poset with width j and height j 4- 2, 
(2) Py has the strong Sperner property, 
(3) AJi(Py) = j , Ac/y+2(Py) = 1, and, for k = 2 , . . . , ; + 1 , Adk(Pj) =j + 2-k, and 
(4) Py has dimension at most 2. 
Proof. (1) This is immediate from the construction, with u < «i < • • • < sy < ry a 
maximum chain and {r,} a maximum antichain. 
(2) Let k be a positive integer. Let S be the union of the k largest ranks of Py. It 
suffices to exhibit a chain partition Ck of Py such that \S\ = mk(Ck). Let Ck consist of 
the chain C = {u, s i , . . . , sk, rk} and the chains Qi \ C for 1 < i < k. (See Figure 5.4 for 
examples.) We claim that the partition Ck is the required partition. Each chain C G Ck 
either is contained in S or contains one element of each rank of S. In the former case, C 
contributes \C\ to mk(Ck); in the latter case, C contributes fc. In both cases, C contributes 
min{fc, \C\}, and so mk(Ck) = \S\. (In fact, Ck is both k- and fc + 1-saturated.) 
(3) This follows from statement (2) and the sequence of rank sizes of Py. 
(4) We define two linear extensions of Py: 
• Ti,Si,ri, T2,s2,r2, . . . , Ty,sy,ry, 
• Ty,.. . ,T2 ,Ti , Si,s2,... ,Sj, ry , . . . , r 2 , r i , 
where the elements of T,- are in ascending order. The intersection of these two total orders 
is the partial order on Py, i.e., each related pair appears in the proper order in both 
extensions, and each incomparable pair appears in opposite orders in the two extensions. 
Thus, Py has dimension at most 2. • 
L e m m a 5.2.3. For each positive integer j , Py is a polyunsaturated poset. 
Proof. We claim that, if 2 < fc < j and C is a fc-saturated chain partition of Py, then u 
lies on the same chain in C as either rfc_i or rk. Also, in every 1-saturated chain partition, 
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T&u 7,[l« 
FIGURE 5.4. P4 shown with chain partitions Ci, C2, C3, and C4, as de-
fined in the proof of Lemma 5.2.2. 
u lies on the same chain as 7%, and in every j + 1-saturated chain partition, u lies on the 
same chain as ry. Since in C the element u can be on the same chain with only one r,-, this 
prevents C from being fc-saturated for two nonconsecutive values of fc. 
Let 2 < fc < j , and let C be a k-saturated chain partition of Py. The ranks containing 
s i , . . . ,sy, in order, are the j largest ranks. Thus there exists a union of k largest ranks 
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of Py that omits both u and rk. By statement (2) of Lemma 5.2.2, a union of k largest 
ranks of Py is a maximum union of k antichains. Thus, the chain in C that contains u 
must contain at least one element from each of those ranks, and the chain containing rk 
must contain at least one element from each of those ranks. Since rk-i and sk are the only 
elements of the fcth largest rank that are comparable to u, one of the two must be on its 
chain. Similarly, sk must be on the same chain as rk in C. Since either rk-i or sk must 
be in the chain containing u, we see that either r*fc_i or rk must be in it. The fc = 1 and 
fc = j +1 cases of the claim are proven similarly. Thus, we have established the claim. 0 
We will see (Corollary 5.4.3) that the posets Py have the minimum cardinality among 
all polyunsaturated posets with the same height. The first two, Pi and P2, are unique; in 
fact, their comparability graphs are the unique polyunsaturated SGK graphs having the 
same clique and independence numbers. Thus, our P2 is isomorphic to the first of West's 
posets and to the Greene-Kleitman example. However, the rest of the Py's are not unique. 
Figure 5.5 shows P* and two other polyunsaturated posets having the same parameters. 
o 
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n l i m 
u o l i • 
i 1 i \ 
FIGURE 5.5. P* and two alternatives. 
5.3. The Main Result 
A poset version of the following lemma was proven by Greene and Kleitman [GrK176, 
Lemma 3.7]. 
L e m m a 5.3.1. Let G be an SGK graph, and let k be a positive integer. If Aak(G) = 
Aafc_n(G), and C is a k-saturated clique partition, then C is k + 1-saturated. 
72 
Proof. For all i, a,(G) < m,(C). Thus, since C is fc-saturated, we have 
(1) afc_i(G)<mfc_i(C), 
(2) ak(G) = mk(C), and 
(3) ak+1(G) < mk+i(C). 
By the definition of rn(C), Am,(C) is the number of cliques in C with at least i vertices. 
Thus, Am is nonincreasing, and we have 
Aa f c+i(G) < Amfc+i(C) by subtracting (2) from (3) 
< Amfc(C) since Am is nonincreasing 
< Aafc(G) by subtracting (1) from (2) 
= Aa f c +i(G). 
Thus, Aajfc+i(G) = Amfc+i(C). Adding corresponding sides to (2), we see that ajt+i(G) = 
m,fc+i(C), and so C is fc 4- 1-saturated. • 
The following lemma is due to Greene [GreC76, remark after Thm. 3.1] (see also 
[SakM86, Thm. 4.14]). 
L e m m a 5.3.2 (Greene 1976). For every SGK graph G, Aa(G) is a nonincreasing se-
quence of positive integers. 
This follows from comparing the expressions ak(G) = mk(C), ajt+i(G) = m,fc_*_i(C), and 
°^k+2(G) < m.fc+2(C) for a fc- and fc + 1-saturated partition C and noting, as in the proof 
of Lemma 5.3.1, that Am(C) is nonincreasing. 
Conversely, for each nonincreasing finite sequence s of positive integers, there is an SGK 
graph G with Aa(G) = s; for example, we can let G be a disjoint union of cliques of the 
proper sizes. Thus we have characterized those sequences that are the Aa sequence of an 
SGK graph. Now we characterize those nonincreasing sequences that are the A Q sequence 
of a polyunsaturated SGK graph. 
Theorem 5.3.3. Let c be a positive integer, and let s = (si, s2,... , sc) be a nonincreasing 
sequence of positive integers. There exists a polyunsaturated SGK graph G with clique 
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number c and Aa(G) = s if and only if s2 > S3 > • • • > s c - i . Moreover, we may require 
both G and its complement G to be comparability graphs. 
Proof. (==>) Let G be a polyunsaturated SGK graph with clique number c and Aa(G) = s. 
We show that s2 > s3 > > s c_i. 
By Lemma 5.3.2 the sequence is nonincreasing. If Aafc(G) = Aajt+i(G) with 2 < fc < 
c — 2, then Lemma 5.3.1 implies that every fc — 1- and k-saturated clique partition is also 
fc + 1-saturated. The hypothesis that G is polyunsaturated forbids this, so sk > sk+i 
throughout. 
(•£=) Let s = (si,... ,sc) be a nonincreasing sequence of positive integers with s2 > 
S3 > • • • > s c_i. It suffices to show that there exists a polyunsaturated poset R of 
dimension at most 2 and height c such that Ad(R) = s. If c < 3, then every poset 
with height c is polyunsaturated, and we may let P be a disjoint union of chains of the 
appropriate sizes. If c = 1, let R be a disjoint union of si chains of size 1; if c = 2, let R 
be a disjoint union of si — s2 chains of size 1 and s2 chains of size 2. Thus, we may assume 
c > 3. 
Since sc_i > sc > 1, we have sc-2 > 2; for 1 < i < c, we have s, > c — i. Also, 
si > s2 > c - 2. Thus, 
c ["c—1 
^ 5 , > C - 2 + J^c-i 
i=l L«'=2 
We proceed by induction on J^s , , with the base case being ^ 5 , = (jj). If £ s , = (%), 
then the elements of 5 must all equal the lower bounds found above. Let R = Pc-2 • By 
statement (3) of Lemma 5.2.2, we have Ad(R) = s. By Lemma 5.2.3, R is polyunsaturated. 
By statement (4) of Lemma 5.2.2, R has dimension at most 2, and so R is the required 
poset. 
Now suppose 2] Si > (£). Let m be maximal such that sm exceeds the lower bound 
found above. We define a new sequence s' = ( s j , . . . , s'c) as follows: 
, _ f St - 1, i < m; 
\ Si, i > m. 
This new sequence satisfies s'j > s'2 > s'3 > ••• > s'c_1 > s'c > 1. By the induction 
hypothesis, there is a polyunsaturated poset R' of dimension at most 2 and height c such 
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that Ad(R') = s'. Let R be the disjoint union of R' and a chain of m elements. Being a 
disjoint union of posets of dimension at most 2, R has dimension at most 2. Since m < c, 
R has height c. If fc and / are distinct, nonconsecutive, positive integers less than c, then 
every k- and /-saturated chain partition of R will give such a partition of R'. Since R' is 
polyunsaturated, no such partition exists, and so R is polyunsaturated. Lastly, Ad(R) = s, 
and so R is the required poset. 0 
Lemma 5.3.2 and Theorem 5.3.3 characterize those sequences s with s = Aa(G) for 
some polyunsaturated SGK graph G. However, it is not true that every SGK graph G 
with s = Aa(G) must be polyunsaturated. Indeed, as noted after Lemma 5.3.2, every 
nonincreasing sequence (s\,... ,sc) equals A Q ( G ) for some graph G that is a disjoint 
union of cliques. When c > 4, no such graph is polyunsaturated. 
5.4. Independence and Clique N u m b e r s 
Corollary 5.4.1. Let n, c, a be positive integers, with c > 3. There exists a polyunsatu-
rated SGK graph G on n vertices with clique number c and independence number a if and 
only if all of the following conditions hold: 
(1) a>c-2, 
(2) „>a-m-(Y) , am* 
(3) n<ca + l - ( Y ) . 
Moreover, we may require both G and its complement G to be comparability graphs. 
Proof. By Lemma 5.3.2 and Theorem 5.3.3, for every sequence (si,s2,... , sc) of positive 
integers, there is a polyunsaturated SGK graph G with Aa(G) = s if and only if 
Sl > S2 > S3 > • • • > S c _ i > Sc, 
and this remains true if we require both G and its complement G to be comparability 
graphs. For every SGK graph G on n vertices with clique number c and independence 
number a, we have n = £) Aa(G) and a = Acti. Thus, to prove Corollary 5.4.1, it suffices 
to show that, for positive integers n, c, and a, there exists a sequence s = (si,s2,... ,sc) 
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of positive integers such that 
Sl > S2 > S3 > > 5 , :_i > sc, n = > s , - , and a = si 
« = i 
if and only if conditions (l)-(3) hold. 
( = > ) Let n, c, a, and 5 be as above. As in the proof of Theorem 5.3.3, since sc_i > 
sc > 1, we have s,- > c — i, for 1 < i < c. In particular, a = si > s2 > c — 2. Thus (1) 
holds. Noting that Si > a (since the two are equal), we can sum all these lower bounds to 
obtain (2). 
n = ^2 Si > a + 
1=1 
c - l 
E«~ 
:=2 
+ 1 = a + l + cr> 
and so (2) holds. 
We prove (3) similarly, by summing upper bounds. Since s2 < Si < a, we have 53 < a—1, 
and we have s,- < a — i + 2, for 1 < i < c. In particular, sc < sc_i < a — c + 3. Summing 
these upper bounds, we obtain 
n = y^Sj <a + 
i=l 
c - l 
]Ta-z + 2 
L»"=2 
4-a — c + 3 = ca + l 
-C"> 
(«^=) Let n, c, and a be positive integers satisfying conditions (l)-(3). As shown 
above, if all elements of s equal their lower bounds — which requires (1) — then ^ 5 , - = 
a + 1 + (°71) • Similarly, if all elements of s equal their upper bounds — which also requires 
(1) — then J2 Si = ca +1 — (c~2). By (2) and (3), n is between these two values, inclusive. 
Thus, we may construct a sequence s that satisfies the required conditions. We begin by 
letting each 5,- equal its lower bound. We increase s2 until either s2 reaches its upper 
bound, or ^ a, = n. Then we increase S3 in a similar manner, and so on. • 
Corol lary 5.4.2. Let c and a be positive integers. There exists a polyunsaturated SGK 
graph G with clique number c and independence number a if and only if a > c—2. Moreover, 
we may require both G and its complement G to be comparability graphs. 
Proof. The cases c = 1 and c = 2 are easy. We assume c > 3. The necessity follows 
immediately from Corollary 5.4.1. To show the sufficiency, note that if a > c — 2, then 
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a + 1 + (c21) < ca + 1 — (°21)- Thus, we can choose an n satisfying the conditions of 
Corollary 5.4.1. • 
The following result also follows easily from Corollary 5.4.1. 
Corollary 5.4.3. Let c and n be positive integers, with c > 3. There exists a polyunsat-
urated SGK graph G with clique number c and order n if and only if n > (£). Moreover, 
we may require both G and its complement G to be comparability graphs. 
5.5. Par t i t ions into Independent Sets 
Reversing the roles of cliques and independent sets in our definitions, we may partition 
the vertex set of a graph G into independent sets and consider the natural upper bound 
placed on uk(G), the maximum number of vertices in a union of k cliques. We call a 
proper coloring C k-saturated if this bound is achieved, that is, if uk(G) = mk(C). We ask 
if similar results to those above hold for fc-saturated colorings. 
A proper coloring C of G is fc-saturated if and only if C is a k-saturated clique partition 
of G. Let us call a graph co-polyunsaturated if its complement is polyunsaturated. A 
result of Greene [GreC76, Thm. 3.1] states that the complement of an SGK graph is also 
an SGK graph. Thus, for each of our results, there is a dual result; in particular, we have 
the following. 
Corollary 5.5.1. Let a be a positive integer, and let s = ( s i , s 2 , . . . ,sa) be a nonincreas-
ing sequence of positive integers. There exists a co-polyunsaturated SGK graph G with 
independence number a and Aw(G) = s if and only if s2 > S3 > • • • > s a - i . Moreover, we 
may require both G and its complement G to be comparability graphs. 
Corollary 5.5.2. Let a and c be positive integers. There exists a co-polyunsaturated SGK 
graph G with independence number a and clique number c if and only ifc> a—2. Moreover, 
we may require both G and its complement G to be comparability graphs. 
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Corollary 5.5.3. Let a and n be positive integers, with a > 3. There exists a co-
polyunsaturated SGK graph G with independence number c and order n if and only if 
n > ( j) . Moreover, we may require both G and its complement G to be comparability 
graphs. 
78 
References 
[BerC72] C. Berge, Balanced Matrices, Mathematical Programming 2 (1972), 19-31. 
[BerC73] , Graphs and Hypergraphs, North-Holland, Amsterdam, 1973. 
[BoMu76] J. A. Bondy and U. S. R. Murty, Graph Theory with Applications, North-
Holland, New York, 1976. 
[CamK82] K. Cameron, Polyhedral and Algorithmic Ramifications of Antichains, Ph.D. 
Thesis, University of Waterloo, 1982. 
[CamK89] , A Min-Max Relation for the Partial g-Colourings of a Graph Part II: 
Box Perfection, Discrete Math. 74 (1989 pages 15-27). 
[CaEd92] K. Cameron and J. Edmonds, Coflow Polyhedra, Discrete Math. 101 (1992), 
1-21. 
[DilR50] R. P. Dilworth, A Decomposition Theorem for Partially Ordered Sets, Annals 
of Math. 51 (1950), 161-166. 
[DuMi41] B. Dushnik and E. W. Miller, Partially Ordered Sets, Amer. J. Math. 43 (1941), 
600-610. 
[EdmJ70] J. Edmonds, Submodular Functions, Matroids, and Certain Polyhedra, in: 
Combinatorial Structures and their Applications (R. K. Guy, H. Hanani, N. 
Sauer, and J. Schonheim, eds.), Gordon and Breach, New York, 1970 pages 
69-87. 
[EdGi77] J. Edmonds and R. Giles, A Min-Max Relation for Submodular Functions on 
Graphs, Annals of Discrete Math. 1 (1977), 185-204. 
[EgeE31] E. Egervary, On Combinatorial Properties of matrices (Hungarian with German 
summary), Math. Lapok. 38 (1931), 16-28. 
[GreC76] C. Greene, Some Partitions Associated with a Partially Ordered Set, J. Combin. 
Theory Ser. A 20 (1976), 69-79. 
[GrK176] C. Greene and D. J. Kleitman, The Structure of Sperner fc-Families, J. Combin. 
Theory Ser. A 20 (1976), 41-68. 
[HoKr56] A. J. Hoffman and J. B. Kruskal, Integral Boundary Points of Convex Poly-
hedra, in: Linear Inequalities and Related Systems (H. W. Kuhn and A. W. 
Tucker, eds.), Princeton Univ. Press, Princeton, NJ, 1956, pp. 223-246. 
[KonDl6] D. Konig, Uber Graphen und ihre Anwendung auf Determanententheorie und 
Mengenlehre, Math. Ann. 77 (1916), 453-465. 
[KonD31] D. Konig, Graphen und Matrizen, Math. Lapok. 38 (1931), 116-119. 
[LovL72] L. Lovasz, Normal Hypergraphs and the Perfect Graph Conjecture, Discrete 
Math. 2 (1972), 253-267. 
[RaPa77] G. Ravindra and K. R. Parthasarathy, Perfect Product Graphs, Discrete Math. 
20 (1977), 177-186. 
[SakM86] M. Saks, Some Sequences Associated with Combinatorial Structures, Discrete 
Math. 59 (1986), 135-166. 
[SchA86] A. Schrijver, Theory of Linear and Integer Programming, Wiley, New York, 
1986. 
[ToWe85] C. A. Tovey and D. B. West, Networks and Chain Coverings in Partial Orders 
and their Products, Order 2 (1985), 49-60. 
[TroW92] W. T. Trotter, Partially Ordered sets: Dimension Theory, The Johns Hopkins 
University Press, Baltimore, MD, 1992. 
79 
[TrWe87] L. E. Trotter and D. B. West, Two Easy Duality Theorems for Product Partial 
Orders, Discrete Applied Math. 16 (1987), 283-286.. 
[WerD71] D. de Werra, Equitable Colorations of Graphs, Revue Frangaise d'Informatique 
et de Recherche Operationnelle (1971), issue R-3, 3-8. 
[WesD86] D. B. West, "Poly-unsaturated" Posets: the Greene-Kleitman Theorem is Best 
Possible, J. Combin. Theory Ser. A 41 (1986), 105-116. 
[WesD87] , Unichain Coverings in Partial Orders with the Nested Saturation Prop-
erty, Discrete Math. 63 (1987), 297-303. 
[WesD96] , Introduction to Graph Theory, Prentice-Hall, Upper Saddle River, NJ, 
1996. 
[WeSa82] D. B. West and M. Saks, Problem No. 10, in Research Problems (B. Alspach, 
ed.), Discrete Math. 38 (1982), 126. 
[WeTo81] D. B. West and C. A. Tovey, Semiantichains and Unichain Coverings in Direct 
Products of Partial Orders, SIAM J. Alg. Disc. Meth. 2 (1981), 295-305. 
80 
Vita 
Glenn G. Chappell was born on February 23, 1966 in Rahway, New Jersey. He received 
a Bachelor of Science degree in mathematics from the University of Kansas in 1988. In 
1990 he received a Master of Arts degree in mathematics from the same institution. 
In August of 1990 he entered the Ph.D. program in mathematics at the University of 
Illinois at Urbana-Champaign. He received his Ph.D. in mathematics, under the direction 
of Dr. Douglas B. West, in October of 1996. 
Dr. Chappell is a member of the American Mathematical Society and the Mathematical 
Association of America. His publications include the following. 
(1) The Minim ax Sphere Eversion, with G. Francis, J. M. Sullivan, R. B. Kusner, 
K. A. Brakke, and C. Hartman, to appear in Mathematics and Visualization, 
K. Polthier and H.-C. Hege, eds., Springer-Verlag, Berlin, 1996. 
(2) Product Perfection: Independence and Clique Covering Numbers of Cartesian 
Product Graphs, submitted for publication. 
(3) Polyunsaturated Graphs and the Greene-Kleitman Theorem, submitted for publi-
cation. 
81 
