This paper presents a method and computer programs for computing the normal forms of ordinary di erential equations whose Jacobian matrix evaluated at an equilibrium involves semi-simple eigenvalues. The method can be used to deal with systems which are not necessarily described on a center manifold. An iterative procedure is developed for ÿnding the closed-form expressions of the normal forms and associated nonlinear transformations. Computer programs using a symbolic computer language Maple are developed to facilitate the application of the method. The programs can be conveniently executed on a main frame, a workstation or a PC machine without any interaction. A number of examples are presented to demonstrate the applicability of the method and the computation e ciency of the Maple programs.
Introduction
The theory of normal forms has played an important role in the study of dynamic behavior of nonlinear systems near equilibria because it greatly simpliÿes the analysis and formulations. The method of normal forms has been extensively discussed and references can be found, for example, in [1, [5] [6] [7] . The normal form theory is usually applied together with center manifold theory. With the conventional approach, ÿrst a series of successive nonlinear transformations are used to ÿnd a locally invariant small-dimensional manifold called center manifold which can exhibit bifurcation and other dynamic behavior of the original system near an equilibrium. Then additional nonlinear transformations are employed to transform the center manifold to a new system in a simpler form called a normal form. In general, to obtain a "form" of a normal form, a homogeneous polynomial vector ÿeld of degree k is found ÿrst and then the original vector ÿeld is decomposed into two parts, of which the so-called non-resonant terms are eliminated and the remaining resonant terms form a normal form. This simple form can be used conveniently for analyzing the dynamic behavior of the original system in the vicinity of an equilibrium.
However, it is not a simple task to ÿnd a normal form for a given system of di erential equations. In particular, it is di cult to derive the explicit formulas of a normal form in terms of the coe cients of the original nonlinear system. Therefore, the crucial part in computing normal forms is the computation e ciency in ÿnding the coe cients of the normal forms and associated nonlinear transformations. Furthermore, algebraic manipulations become very involved as the order of normal forms increases. Thus, symbolic computations using symbolic computer languages such as Maple, Mathematica and Macsyma have been introduced to computing normal forms. For example, Chen and Zhang [3] have coded a symbolic computer program for computing the explicit coe cients of the normal form of Hopf bifurcation. Rand and Keith [8] developed a simple and elegant program to compute the coe cients of a normal form. However, they do not compute the "form" of the form, but assume that the "form" of the normal form is already known. Later, Chow et al. [4] developed computer programs to improve the method of Rand and Keith. They compute not only the coe cients of a normal form, but also the "form" of the normal form. They ÿrst calculate the "form" of a ÿxed matrix A and then compute the normal form of the original di erential equations. Their method is, as usual, applicable only to systems described on a center manifold and it ÿrst needs to ÿnd the normal form of the linear operator A . Moreover, their method requires for computing inverse matrices, which might be very time consuming especially when the dimension of the system or the order of the normal form is high.
In this paper, e cient symbolic computation programs are developed for computing explicit normal forms and associated nonlinear transformations based on the coe cients of the original di erential equations. The approach used in this paper combines the center manifold theory and normal form theory into one step to simultaneously obtain the closed-form expressions. It does not require for calculating large dimension inverse matrices and therefore, greatly reduces computation time. In fact, although the method deals with a full-dimensional system (including both center manifold and noncenter manifold), the dimension of the matrix system generated from the iterative procedure is the same as that of the center manifold for any high-order normal forms. It has been shown that the approach is very computational e cient and fast, and therefore, is particularly useful for the computation of high-dimensional systems and high-order normal forms [2] .
The methodology is described in the next section. Section 3 outlines the symbolic computer programs, and a number of examples are presented in Section 4. Conclusions are drawn in the last section.
Methodology
Consider a set of nonlinear ordinary di erential equations, described bẏ
where A is an n × n matrix and Ax represents the linear part of system (1). It is assumed that the nonlinear function F is analytic, satisfying F i = 0 and @F i =@x j = 0 at the origin x = 0, ∀i; j = 1; 2; : : : ; n where F i and x j are components of F and x, respectively. Eq. (1) can be transformed intȯ
under the linear transformation
such that J is now in Jordan canonical form. The main attention of this paper focuses on the study of semi-simple cases. By letting the eigenvalues of A with zero real parts be 1 ; 2 ; : : : ; n0 , and those with nonzero real parts be n0+1 ; n0+1 ; : : : ; n , one can write J = T −1 AT = diag(J 0 ; J 1 ), where J 0 = diag( 1 ; 2 ; : : : ; n0 ) corresponding to the eigenvalues of J with zero real parts, J 1 = diag( n0+1 ; n0+2 ; : : : ; n ) corresponding to the eigenvalues of J with nonzero real parts. Further, let y = (w; C)
T , where w and C are variables associated with the eigenvalues of J with zero real parts and nonzero real parts, respectively. Then, Eq. (2) can be rewritten aṡ
With the aid of the center manifold theory, one may deÿne C in the form
: : : ; n 0 ; j = n 0 + 1; : : : ; n);
satisfying
Once V (w) is found from the above equation, the center manifold may be described aṡ
Furthermore, Eq. (7) can be transformed into a set of simpler di erential equations -the normal formu
by using a series of successive nonlinear transformations
where W k (u) represents a kth-order homogeneous polynomial of u. Now substituting (9) into (7) results in
A conventional approach for solving Eq. (10) is to use the Taylor expansion
and substitute it into (10) to obtaiṅ
The di culties involved in the above procedure are not only that one has to handle a large amount of algebraic manipulations, but also that one does not know how to choose the number of terms given in (11) for a given order of normal forms. In order to overcome the di culties due to the computation of the inverse of (I +D u W ) an alternative approach may be used. This can be achieved as follows: ÿrst substituting (8) into (10) yields
which can be rearranged as
Next, to ÿnd the expression of the center manifold, one may substitute (9) into (6) to obtain
Now, rewrite (14) as
and then substitute the above equation into (15) to give
which can be rewritten as
Finally, combining (18) with (14) yields
then (19) can be written in a compact form
Eq. (21) is all what we need for computing the normal forms and nonlinear transformations of system (1). If one can ÿnd the expressions of H (u) and C (u) from Eq. (21), one then have obtained the normal forms and associated nonlinear transformations. In general, however, the closedform solutions of Eq. (21) cannot be found. Thus, approximate solutions may be assumed in the form of
and
Further, suppose that (25) is related to the singularity of the matrix
So, according to the normal form theory, C m1m2::: mn 0 must be in the complementary space of range A 0 .
If we can ÿnd all the coe cients H m1m2::: mn 0 and C m1m2::: mn 0 which satisfy Eq. (25), then we have solved the problem. To achieve this, we need to treat the nonresonant and resonant terms separately.
(1) Nonresonant terms. In this case, it can be shown that (A 0 ) = 0 (the notation (A 0 ) denotes the eigenvalues of A 0 ) implying that A 0 is nonsingular. Therefore, H m1m2::: mn 0 can always be determined for a given C m1m2::: mn 0 . In order to obtain a normal form for this particular order as simple as possible, one may choose C m1m2::: mn 0 = 0, and thus,
(2) Resonant terms. For this case, (A 0 ) = 0, which implies that A 0 is singular, and thus, H m1m2···mn 0 cannot be uniquely determined from Eq. (25) for a given C m1m2···mn 0 . The procedure of ÿnding the coe cients of H m1m2···m n 0 and C m1m2···mn 0 for this case is as follows. Suppose that the number of zero eigenvalues of A 0 is s, then the eigenvalues of A 0 can be expressed as {0; 0; : : : ; 0; s+1 ; s+2 ; : : : ; n }, and thus the matrix A 0 can be written as A 0 = diag (0; 0; : : : ; 0; s+1 ; s+2 ; : : : ; n ):
Further, deÿne the complementary linear operator of A 0 as A * , given by A * = diag(1; 1; : : : ; 1; 0; 0; : : : ; 0);
where the number of 1's is s and the number of 0's is n − s. Consequently, A = A 0 + A * is nonsingular, and Eq. (25) becomes
where A − A * = A 0 is singular. In order to uniquely determine H m1m2···mn 0 and C m1m2···mn 0 from Eq. (32), the following procedure is developed. First, introduce a variable H m1m2···mn 0 in the auxiliary equation
from which H m1m2···mn 0 can be uniquely determined as
because A is nonsingular. Next, choose
which indicates that the n 0 -dimensional vector C m1m2··· mn 0 , having at most s nonzero components, yields a simple form in this order. Finally, H m1m2···mn 0 can be determined from the equation
It is easy to show that the uniquely determined coe cients C m1m2···mn 0 , given by Eq. (35), and H m1m2···mn 0 , described by Eq. (36), satisfy Eq. (32).
We summarize the above results below: For a ÿxed m; the coe cients; C m1m2···mn 0 ; of the normal form and the corresponding coe cients; H m1m2···mn 0 ; of the nonlinear transformation are determined from the following formulas. T ; where the superscripts (1) and (2) denote the parts of H m1m2···mn 0 corresponding to J 0 and J 1 of J; respectively. Then combining Eqs. (5), (19) and (21) yields the center manifold; described by
Outline of symbolic computer programs
All the formals presented in the previous section are given explicitly in terms of the coe cients of the original di erential equations, and thus can be easily implemented on a symbolic computation system. The symbolic manipulation language Maple has been used to code these explicit formulas. The symbolic computer programs including the source code and the input ÿle are listed in Appendices A and B. In this section, we shall outline the computer programs. 
Examples
In this section, several examples are presented to show the applicability of the method and the e ciency of the symbolic programs. The normal forms and corresponding nonlinear transformations are obtained by executing the Maple programs on a SGI Octane R10000 workstation. (One sample of computer output for Example 5 is shown in Appendix C.) All the results given below are up to 5th order. Since the recursive symbolic program is straightforward, using only simple algebraic manipulations, so the computation is very e cient. In fact, each example took CPU time of the SGI Octane R10000 workstation from only few seconds to 1 min to get the results. Moreover, all the results presented in this paper have been veriÿed using the so-called "system veriÿcation" scheme described in [9] . Example 1. The system is described by the following di erential equations:
2 ;
x 2 = x 1 ; (37)
This is a three-dimensional system having an equilibrium x 1 = x 2 = x 3 = 0, and its Jacobian matrix evaluated at the equilibrium has a simple zero and a pair of pure imaginary eigenvalues, ± i. Chow et al. have studied this system and given the normal form of this system in cylindrical coordinates up to 4th-order [4] . By executing our Maple program, we obtained the following normal form up to 5th-order in cylindrical coordinates: and the nonlinear transformation (up to 5th-order) is in the form
which is not listed here for brevity, but its postscript ÿle is available from the web site: http:==pyu1. apmaths.uwo.ca=pyu=pub=preprints (the ÿle's name is Nontr2.ps=Nontr2.dvi). The relation between the Cartesian coordinates (y 1 ; y 2 ; y 3 ) and the cylindrical coordinates (r; Â; z) is given by y 1 = r cos Â; y 2 = r sin Â; y 3 = z:
It is noted that the normal form (38) is identical to that given by Chow et al. [4] if the last three terms involved in the second equation of (38) are dropped, which are contributed from the 5th-order terms of the normal form.
Example 2. This example is a ÿve-dimensional system:
The Jacobian matrix of this system evaluated at the equilibrium x k = 0; k = 1; 2; : : : ; 5 has the eigenvalues ± i; −1 and −1 ± i, two of them have zero real parts, implying that the center manifold is two dimension. The computer output from the SGI Octane R10000 workstation gives the following normal form in polar coordinates up to 5th-order: 
The nonlinear transformations are given in the form of
x 2 = y 2 + f 2 (y 1 ; y 2 ); (43)
of which the ÿrst two equations give the nonlinear transformation between the coordinates (x 1 ; x 2 ) and (y 1 ; y 2 ), while the remaining three equations actually represent the projection of the original system to the two-dimensional center manifold. The detailed nonlinear transformation again can be found from http:==pyu1.apmaths.uwo.ca/pyu=pub=preprints (ÿle name Nontr2.ps=Nontr2.dvi). The transformation between the Cartesian coordinates (y 1 ; y 2 ) and the polar coordinates (r; Â) is given by
Example 3. Consider the following system:
whose Jacobian matrix evaluated at the origin involves a simple zero and a pair of pure imaginary eigenvalues, ± i. So, this example has the same center manifold as that of Example 1, but it includes noncritical eigenvalues. However, the formulas and programs given in this paper can still be used to obtain the normal form of the system in one step without using center manifold theory. Executing our Maple programs gives the following normal form up to 5th-order: and the nonlinear transformation can be found in the postscript ÿle Nontr2.ps=Nontr2.dvi.
Example 4. The equations are described bẏ
5 ; x 4 = − √ 2x 3 ;
x 6 = −x 6 + x 7 + (x 1 − x 4 ) 2 ;
The Jacobian matrix evaluated at the origin involves two pairs of pure imaginary eigenvalues: ± i and ± √ 2i. (Thus, two frequencies are ! 1 = 1 and ! 2 = √ 2.) This is an internal nonresonant case. The normal form up to 5th-order given in polar coordinates is as follows:
1 : The nonlinear transformation between the coordinates x i and y i can also be found from the postscript ÿle Nontr2.ps=Nontr2.dvi. The relation between (y 1 ; y 2 ; y 3 ; y 4 ) and (r 1 ; Â 1 ; r 2 ; Â 2 ) is given by y 1 = r 1 sin(Â 1 ); y 2 = r 1 cos(Â 1 ); y 3 = r 2 sin(Â 2 ); y 4 = r 2 cos(Â 2 ):
It should be noted from the normal form (48) that the equations describing the amplitudes r 1 and r 2 are decoupled from the phases Â 1 and Â 2 , as expected from the characteristics of nonresonance.
Example 5. The equations of this example are given bẏ (50)
where the last three equations are identical to that of Example 4. Now, the two frequencies are equal, ! 1 = ! 2 = 1. This is called internal resonance. Computer output gives the following normal form (up to 5th-order): 
The corresponding nonlinear transformation is given in the same ÿle Nontr2.ps=Nontr2.dvi. The transformation between the Cartesian system (y 1 ; y 2 ; y 3 ; y 4 ) and the polar system (r 1 ; Â 1 ; r 2 ; Â 2 ) is given by still Eq. (49). However, the di erence between the resonant and nonresonant cases can be observed from Eqs. (48) and (51) that the amplitudes r 1 and r 2 for the resonant case are coupled with the phases Â 1 and Â 2 .
Example 6. The ÿnal example illustrates a more complicated system, described by the ninedimensional system:
x 2 = −x 1 + x 2 7 + x 1 x 5 ; x 3 = 2x 4 ;
(52)
It is easy to see that the Jacobian of system (52) includes three pairs of pure imaginary eigenvalues at the origin, and the frequencies are 1; 2 and 3, which is a 1 : 2 : 3 internal resonance. The following listed is the normal form up to 5th-order obtained from the computer output. 
The nonlinear transformation is again given in the postscript ÿle Nontr2.ps=Nontr2.dvi. It can be seen that the above normal form is much more complicated than the preceding ÿve examples because more variables are involved in the internal resonances and therefore, more interactions between amplitudes and phases exist. The complexity of the normal form indicates that the original system may exhibit more complicated dynamic behavior.
Conclusions
Methodology and computer programs have been developed for computing explicit normal forms for several semi-simple cases. For a given arbitrary n-dimensional system, it does not require the application of center manifold theorem, because it combines the center manifold theory with the normal form theory into one step to simultaneously obtain the normal forms and nonlinear transformations. The calculations and formulas are given in a explicit iterative procedure, and thus are very easy to be implemented on a symbolic computation system. Symbolic computer programs written in Maple have been developed for automating the computations. It has been shown by several examples that the method is computationally e cient and fast, particularly suitable for the computations of high-dimensional systems and higher-order normal forms. 
