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Abstract
Cellular Automaton(CA) and an Integral Value Transformation(IVT) are two
well established mathematical models which evolve in discrete time steps. The-
oretically, studies on CA suggest that CA is capable of producing a great variety
of evolution patterns. However computation of non-linear CA or higher dimen-
sional CA maybe complex, whereas IVTs can be manipulated easily.
The main purpose of this paper is to study the link between a transition function
of a one-dimensional CA and IVTs. Mathematically, we have also established
the algebraic structures of a set of transition functions of a one-dimensional CA
as well as that of a set of IVTs using binary operations. Also DNA sequence
evolution has been modelled using IVTs.
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1. Introduction
Cellular Automaton(pl. cellular automata, abbrev. CA) is a discrete model
which has applications in computer science, mathematics, physics, complexity
science, theoretical biology and microstructure modeling. This model was in-
troduced by J.Von Neumann and S.Ulam in 1940 for designing self replicating
systems [1, 2, 3].
A CA consists of a finite/countably infinite number of finite-state semi-
automata known as ‘cells’ arranged in an ordered n-dimensional grid. Each cell
receives input from the neighbouring cells and changes according to the transi-
tion function. The transitions at each of the cells together induces a change of
the grid pattern. The simplest CA is a CA where the grid is a one-dimensional
line. Stephen Wolfram’s work in the 1980s contributed to a systematic study
of one-dimensional CA, providing the first qualitative classification of their be-
haviour [4]. CA has been studied for solving many interesting problems on utiliz-
ing mathematical bases such as polynomial, matrix algebra, Boolean derivative
[5, 6]. Further, dynamic behaviour of CA can also be studied using various
mathematical tools [7, 8, 9, 10], that help to understand the crucial properties
and modeling of various classes of discrete dynamical system [10].
An Integral Value Transformation (abbrev. IVT), a class of discrete dynam-
ical system, were first introduced during 2009-10 ([11]). A IVT of k-dimension
is a function defined using p-adic numbers over Nk0 where N0 = N ∪ {0}, p ∈ N.
The IVTs have been studied in different viewpoints including the understand-
ing of the evolution of integer sequences and behavioral patterns of integers in
discrete time points [12, 13].
In this paper, Wolfram code of an elementary CA and global transition
function of a one-dimensional CA has been represented through IVTs. The
algebraic structure of a set of transition functions of a one-dimensional CA as
well as the algebraic structure of a set of IVTs under some binary operations have
been studied. In the last section, some specific applications have been discussed
in which we have seen certain novelty lies in IVTs over one-dimensional CA.
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2. Mathematical preliminaries
Definition 1. Let Q be a finite set of memory elements also called the state
set.
A global configuration is a mapping from the group of integers Z to the set
Q given by C : Z→ Q. The set QZ is the set of all global configurations where
QZ = {C|C : Z→ Q}.
Definition 2. A mapping τ : QZ → QZ is called a global transition function.
A CA(denoted by CQτ )(reported in [14, 15]) is a triplet (Q,Q
Z, τ), where,
• Q is the finite state set
• QZ is the set of all configurations
• τ is the global transition function
Definition 3. The set QZ = {τ |τ : QZ → QZ} is the set of all possible global
transition functions of CA having state set Q.
A mapping τ is invertible if ∀Ci, Cj ∈ Q
Z, ∃τ−1 such that
τ(Ci) = Cj ⇔ τ
−1(Cj) = Ci
Definition 4. For i ∈ Z, r ∈ N, let Si = {i− r, ..., i − 1, i, i+ 1, ..., i+ r} ⊆ Z.
Si is the neighbourhood of the i
th cell. r is the radius of the neighbourhood of
a cell. It follows that Z =
⋃
i Si
A restriction from Z to Si induces a restriction of C to ci given by ci : Si → Q;
where ci may be called local configuration of the i
th cell.
The mapping µi : Q
Si → Q is known as a local transition function for the
ith cell having radius r. Thus ∀i ∈ Z, µi(ci) ∈ Q and it follows that,
τ(C) = τ(..., ci−1, ci, ci+1, ...) = .....µi−1(ci−1).µi(ci).µi+1(ci+1).......
Definition 5. The set M = {µi|µi : Q
Si → Q, i ∈ Z} is the set of all possible
local transition functions of CA having state set Q.
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Definition 6. If for a particular CA, |Q| = 2 so that we can write Q = {0, 1},
then the CA is said to be a binary CA or a Boolean CA. A Boolean CA
having radius 1 is known as an Elementary CA(ECA)
Definition 7. Wolfram code is a naming system often used for a one-dimensional
CA , introduced by Stephen Wolfram (see[4]).
For a one-dimensional CA with Q states, the local rule µi for some i
th cell, i ∈ Z
of radius r(neighbourhood 2r+1) can be specified by anQ2r+1-bit sequence. The
decimal equivalent form of this sequence is known as the Wolfram code.
Thus, the Wolfram code for a particular rule is a number in the range from
0 to QQ
2r+1
− 1, converted from Q-ary to decimal notation.
Example 2.1. Let the local rule of an ECA for some ith cell, i ∈ Z be,
µi(ci) = µi(ci−1, ci, ci+1) = (ci−1 ∨ ci+1) ∧ ci
where ′∨′ stands for OR operation, ′∧′ stands for AND operation, cj is the j
th
cell configuration for j = i− 1, i, i+ 1.
Then we get the 23-bit sequence as,
µ(111)µ(110)µ(101)µ(100)µ(011)µ(010)µ(001)µ(000) = 1 1 0 0 1 0 0 0
The decimal equivalent number for 11001000 is 200 and so the Wolfram code is
RULE 200
Definition 8. A p-adic k−dimensional Integral Value Transformation(IVT)
denoted by IV T p,kj for p ∈ N, k ∈ N is a function of p-base numbers from N
k
0
to N0 defined(in [? ]) as
IV T p,kj (n1, n2, ..., nk) = (fj(a
n1
0 , ..., a
nk
0 )fj(a
n1
1 , ..., a
nk
1 )...fj(a
n1
l−1, ..., a
nk
l−1))p = m
where N0 = N ∪ {0}, p ∈ N, ns = (a
ns
0 a
ns
1 ...a
ns
l−1)p for s = 1, 2, ..., k
fj is a function from {0, 1, ..., p− 1}
k to {0, 1, ..., p− 1} for j = 0, 1, ..., pp
k
− 1,
m is the decimal conversion of the p-base number
Remark 2.1. In particular(discussed in [16, 17, 18, 19]), if ∀i = 0, 1, ..., l − 1,
the function fj be defined as
4
1. fj(a
n1
i , ..., a
nk
i ) = ⌊(a
n1
i + ...+ a
nk
i )/p⌋, then IV T
p,k
j is known as a Mod-
ified Carry Value Transformation(MCVT).
Again, MCV T with a 0 padding at the right end is known as a Carry
Value Transformation(CVT).
2. fj(a
n1
i , ..., a
nk
i ) = (a
n1
i + ... + a
nk
i ) mod p, then IV T
p,k
j is known as an
Exclusive OR Transformation(XORT)
3. fj(a
n1
i , ..., a
nk
i ) = max(a
n1
i , ..., a
nk
i ), then IV T
p,k
j is known as an Extreme
Value Transformation(EVT).
3. Wolfram code of an ECA and IVT
For an ECA, wolfram code for a local rule µ is the decimal number j(∈
0, 1, 2, ..., 255) obtained from the 8-bit sequence
µ(111)µ(110)µ(101)µ(100)µ(011)µ(010)µ(001)µ(000) = j
Therefore, Wolfram code for each local transition function of a 3-neighbourhood
Boolean CA can be represented by a 2 base 3-dimensional IVT.
The function µ in the above 8-bit sequence can be represented by a function
fj : {0, 1}
3 → {0, 1} which gives
(fj(111)fj(110)fj(101)fj(100)fj(011)fj(010)fj(001)fj(000))2
= IV T 2,3j (111100002, 110011002, 101010102) = IV T
2,3
j (24010, 20410, 17010)
Hence it follows that for a 3−neighbourhood Boolean CA, any Wolfram code j ∈
{0, 1, 2, ...255} can be equivalently represented by IV T 2,3j (24010, 20410, 17010)
Example 3.1. Wolfram code 200 can be equivalently represented as
20010 = (11001000)2 = IV T
2,3
200(24010, 20410, 17010)
However the following example shows that for j ∈ {0, 1, 2, ...255}, any IV T 2,3j
may not correspond to a Wolfram code.
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Example 3.2.
IV T 2,3j (24010, 20410, 17110) = IV T
2,3
j (111100002, 110011002, 101010112)
= (fj(111)fj(110)fj(101)fj(100)fj(011)fj(010)fj(001)fj(001))2
In this 8-bit sequence, fj(000) is missing and so this cannot correspond to any
Wolfram code.
3.1. Some Particular Wolfram codes and Particular IVTs
We know that transformations such as MCVT, XORT, EVT are particular
cases of IVTs. Again, any Wolfram code can be represented by an IVT. There-
fore some particular Wolfram codes which can be represented by an MCVT,
XORT or EVT are as follows.
1. Let the local rule of an ECA for some ith cell, i ∈ Z be,
µi(ci) = µi(ci−1, ci, ci+1) = (ci−1 ∧ ci) ∨ ((ci−1 ∨ ci) ∧ ci+1)
Then we get the 23-bit sequence as 11101000 and Wolfram code 232.
Here, µi can be represented by function fj : {0, 1}
3 → {0, 1} given by
fj(ci−1, ci, ci+1) = (ci−1∧ci)∨ ((ci−1 ∨ci)∧ci+1) = ⌊(ci−1 + ci + ci+1)/2⌋
Thus, Wolfram code 232 can be represented as
(f232(111)f232(110)f232(101)f232(100)f232(011)f232(010)f232(001)f232(000))2
= (⌊3/2⌋⌊2/2⌋⌊2/2⌋⌊1/2⌋⌊2/2⌋⌊1/2⌋⌊1/2⌋⌊0/2⌋)2
= MCV T 2,3232(111100002, 110011002, 101010102) = MCV T
2,3
232(24010, 20410, 17010)
2. Let the local rule of an ECA for some ith cell, i ∈ Z be,
µi(ci) = µi(ci−1, ci, ci+1) = (ci−1∨ci∨ci+1)
Then we get the 23-bit sequence as 10010110 and Wolfram code 150.
Here, µi can be represented by function fj : {0, 1}
3 → {0, 1} given by
fj(ci−1, ci, ci+1) = (ci−1∨ci∨ci+1) = (ci−1 + ci + ci+1) mod 2
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Thus, Wolfram code 150 can be represented as
(f150(111)f150(110)f150(101)f150(100)f150(011)f150(010)f150(001)f150(000))2
= ((3mod2)(2mod2)(2mod2)(1mod2)(2mod2)(1mod2)(1mod2)(0mod2))2
= XORT 2,3150(111100002, 110011002, 101010102) = XORT
2,3
150(24010, 20410, 17010)
3. Let the local rule of an ECA for some ith cell, i ∈ Z be,
µi(ci) = µi(ci−1, ci, ci+1) = (ci−1 ∨ ci ∨ ci+1)
Then we get the 23-bit sequence as 11111110 and Wolfram code 254.
Here, µi can be represented by function fj : {0, 1}
3 → {0, 1} given by
fj(ci−1, ci, ci+1) = (ci−1 ∨ ci ∨ ci+1) = max{ci−1, ci, ci+1}
Thus, Wolfram code 254 can be represented as
(f254(111)f254(110)f254(101)f254(100)f254(011)f254(010)f254(001)f254(000))2
= (11111110)2
= EV T 2,3254(111100002, 110011002, 101010102) = EV T
2,3
254(24010, 20410, 17010)
4. Transition Function of a CA and IVT
Definition 9. The set T p,k = {IV T p,kj |IV T
p,k
j : N
k
0 → N0} is the set of all
p-base k-dimensional IVTs for p ∈ N, k ∈ N.
Definition 10. The v-fold cartesian product T p,k × ...× T p,k︸ ︷︷ ︸
v times
for v ∈ N, de-
noted by T v is given by
T
v = {(IV T p,kj1 , IV T
p,k
j2
, ..., IV T p,kjv )}
where IV T p,kjs : N
k
0 → N0 ∈ T
p,k, for s = 1, 2, ..., v(∈ N)
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Definition 11. Let a restriction on IV T p,kj from N
k
0 to Q
k = {0, 1, ..., p− 1}k
for p ∈ N be denoted by IV T p,kj . The set T
p,k
|Q = {IV T
p,k
j |IV T
p,k
j : Q
k → Q}
is the set of all p-base k-dimensional IVTs when Nk0 is restricted to the subset
Qk. Therefore for (η1, η2, ..., ηk) ∈ Q
k we get,
IV T p,kj (η1, η2, ..., ηk) = fj(η1, η2, ..., ηk)p = m ∈ Q
Definition 12. The set T v|Q = {(IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
)} is the v-fold
cartesian product T p,k|Q × ...× T
p,k
|Q︸ ︷︷ ︸
v times
when Nk0 is restricted to subset Q
k where
IV T p,kjs : Q
k → Q ∈ T p,k|Q for s = 1, 2, ..., v(∈ N)
Now, a local transition function of any ith cell of a one-dimensional CA
having p(∈ N) states and radius r(∈ N) will be of the form
µi(ci) = µi(ci−r, ..., ci, ..., ci+r) = c
∗
i
where ci−r, ..., ci, ..., ci+r , c
∗
i ∈ {0, 1, ..., p− 1}.
This can be represented by some IV T p,kji , where p ∈ N, k = 2r + 1 and ji ∈
{0, 1, 2, ..., (pp
k
− 1)} is the underlying Wolfram code(which is in turn equal to
IV T p,kji (24010, 20410, 17010)).
Thus ∀i ∈ Z,
µi(ci) ≡ IV T
p,k
ji
(ci)
Now if τ be the global transition function of any v(∈ N ≥ k)-celled CA, then
for a global configuration C = (c1, c2, ..., cv), we get
τ(C) = τ(c1, c2, ..., cv) = µ1(c1).µ2(c2)....µv(cv)
Therefore it follows that,
τ(c1, c2, ..., cv) ≡ (IV T
p,k
j1
(c1), IV T
p,k
j2
(c2), ..., IV T
p,k
jv
(cv))
Hence for any v-celled ECA it follows that,
τ(C) ≡ (IV T 2,3j1 (c1), IV T
2,3
j2
(c2), ..., IV T
2,3
jv
(cv))
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where j1, j2, ..., jv ∈ {0, 1, ..., 255}.
Now if τ be the global transition function of a countably infinite celled CA with
cells having k neighbourhood, then for any global configuration
C = (...ci−1, ci, ci+1, ...), we get
τ(C) = .....µi−1(ci−1).µi(ci).µi+1(ci+1).......
Therefore it follows that,
τ(C) ≡ (...., IV T p,kji−1(ci−1), IV T
p,k
ji
(ci), IV T
p,k
ji+1
(ci+1), ....)
where ...ji−1ji, ji+1, ... ∈ {0, 1, 2, ..., (p
pk − 1)}.
Example 4.1. Let the initial configuration of a CA having state set {0, 1, 2}
be C0 = (01201)3 and the transition function be given by
τ(01201)3 = µ1(101)µ2(012)µ3(120)µ4(201)µ5(010) = (02001)3
where µ1, µ3, µ5 follow Wolfram code 377 and µ2, µ4 follow Wolfram code 588
for 3-state CA.
A local transition function can be equivalently represented by some IV T 3,3j and
thus it follows that τ(01201)3 is equivalent to
IV T 3,3377(1, 0, 1)IV T
3,3
588(0, 1, 2)IV T
3,3
377(1, 2, 0)IV T
3,3
588(2, 0, 1)IV T
3,3
377(0, 1, 0)
Conversely, for any IV T p,kj if k be odd, i.e. if k = 2r+1 for some r < k(∈ N0),
then IV T p,kj (η1, η2, ..., η2r+1) will be equivalent to a local transition function of
the (r + 1)th cell in a CA with p(∈ N) states and 2r + 1 neighbourhood whose
underlying Wolfram code is ‘j’∈ {0, 1, ..., pp
k
− 1}, given by
IV T q,lj (η1, η2, ..., η2r+1) = IV T
p,k
j (ηr+1) ≡ µr+1(ηr+1)
Remark 4.1. For a p(∈ N)-state k(= 2r + 1 ∈ N)-neighbourhood CA, clearly
∀ci ∈ Q
Si ⊆ QZ µj(ci) ≡ IV T
p,k
j (ci) where j ∈ {0, 1, ..., p
pk − 1} is the under-
lying Wolfram Code. It follows that the set of local transition functions M is
equivalent to the set T p,k|Q and vice-versa.
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Hence a function φ :M → T p,k|Q defined by φ(µj)(ci) = IV T
p,k
j (ci) is an isomor-
phism.
Moreover, for any v(∈ N ≥ k)-celled CA, having a global configuration C =
(c1, c2, ..., cv), if Q
v = {τ |τ : Qv → Qv}, then ∀, ci ∈ Q
k ⊆ Qv, i = 1, 2, ..., v, it
follows that a function φ : Qv → T v|Q defined by
φ(τ)(c1, c2, ..., cv) ≡ (IV T
p,k
j1
(c1), IV T
p,k
j2
(c2), ..., IV T
p,k
jv
(cv))
is an isomorphism.
5. Some Algebraic Results on CA and IVT
Theorem 5.1. (QZ, ◦) forms a monoid w.r.t. composition of global transition
functions.
Proof. Clearly QZ is closed and associative under composition of global transi-
tion functions.
The transition function µe such that ∀ci ∈ Q, µe(ci) = ci is the local identity
and it follows that τe ∈ Q
Z is the global identity such that ∀C ∈ QZ, i ∈ Z,
τe(C) = .....µe(ci−1)µe(ci)µe(ci+1)..... = C
Hence the theorem.
Corollary 5.1. (QZ, ◦) forms a group w.r.t. composition of global transition
functions w QZ ⊆ QZ is the set of all invertible global transition functions of
CA having state set Q.
Proof. Since any τ ∈ QZ ⊆ QZ is invertible, the corollary holds true.
Theorem 5.2. (T v, ◦) forms a monoid w.r.t. composition of IVTs.
Proof. The set T v, for v ∈ N, is closed under composition ′◦′ since for any
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv ), (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
) ∈ T v and for any
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(n1, n2..., nv) ∈ Nv0 ∃ (m1,m2, ...,mv) ∈ N
v
0 such that,
(
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv ) ◦ (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
)
)
(n1, n2, ..., nv)
=
(
(IV T p,ki1 ◦ IV T
p,k
j1
), (IV T p,ki2 ◦ IV T
p,k
j2
), ..., (IV T p,kiv ◦ IV T
p,k
jv
)
)
(n1, n2, ...nv)
=
(
(IV T p,ki1 ◦ IV T
p,k
j1
)(n1), (IV T
p,k
i2
◦ IV T p,kj2 )(n2), ..., (IV T
p,k
iv
◦ IV T p,kjv )(nv)
)
=
(
IV T p,ki1 (IV T
p,k
j1
(n1)), IV T
p,k
i2
(IV T p,kj2 (n2)), ..., IV T
p,k
iv
(IV T p,kjv (nv))
)
= IV T p,ki1 (n
∗
1)IV T
p,k
i2
(n∗2)...IV T
p,k
iv
(n∗v) = (m1,m2, ...,mv)p
where n∗s = IV T
p,k
js
(ns) = IV T
p,k
js
(ηs1, η
s
2, ..., η
s
k) for s = 1, 2, ..., v
T v is associative under ′◦′ since composition of functions are associative.
Again, for (n1, n2..., nv) ∈ Nv0 ∃ (IV T
p,k
e1
, IV T p,ke2 , ..., IV T
p,k
ev
) ∈ T v such that
(IV T p,ke1 , IV T
p,k
e2
, ..., IV T p,kev )(n1, n2, ..., nv)
= IV T p,ke1 (n1)IV T
p,k
e2
(n2)...IV T
p,k
ev
(nv) = (n1, n2, ..., nv)
Since IV T p,kes (ns) = ns ∀s = 1, ..., v, it follows that e1 = e2 = ... = ev = e(say)
Thus (IV T p,ke , IV T
p,k
e , ..., IV T
p,k
e ) is the identity element of T
v
Hence the theorem.
Definition 13. Modular addition and multiplication of two local transition
functions for a p(∈ N)-state CA are defined ∀i ∈ Z as
(µ1i ⊕p µ
2
i )(ci) = µ
1
i (ci)⊕p µ
2
i (ci) and
(µ1i ⊗p µ
2
i )(ci) = µ
1
i (ci)⊗p µ
2
i (ci)
Definition 14. Modular addition and multiplication of two p(∈ N)-base k(∈
N)-dimensional IVTs(see [? ]) are defined ∀(n1, n2, ..., nk) ∈ Nk0 , j1j2 ∈ {0, 1, ..., p
pk−
1}, as
(IV T p,kj1 ⊕pIV T
p,k
j2
)(n1, n2, ..., nk) = IV T
p,k
j1
(n1, n2, ..., nk)⊕pIV T
p,k
j2
(n1, n2, ..., nk)
=
(
fj1(a
n1
0 , ..., a
nk
0 )⊕p fj2(a
n1
0 , ..., a
nk
0 )....fj1(a
n1
l−1, ..., a
nk
l−1)⊕p fj2(a
n1
l−1, ..., a
nk
l−1)
)
p
and,
(IV T p,kj1 ⊗pIV T
p,k
j2
)(n1, n2, ..., nk) = IV T
p,k
j1
(n1, n2, ..., nk)⊗pIV T
p,k
j2
(n1, n2, ..., nk)
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=
(
fj1(a
n1
0 , ..., a
nk
0 )⊗p fj2(a
n1
0 , ..., a
nk
0 )....fj1(a
n1
l−1, ..., a
nk
l−1)⊗p fj2(a
n1
l−1, ..., a
nk
l−1)
)
p
where, ns = (a
ns
0 , a
ns
1 ..., a
ns
l−1)p for s = 1, 2, ..., k
Theorem 5.3. (QZ,⊕p,⊗p) forms a commutative ring with identity under the
operations ⊕p and ⊗p defined as
(τ1⊕pτ2)(C) = .....(µ
1
i−1⊕pµ
2
i−1)(ci−1).(µ
1
i⊕pµ
2
i )(ci).(µ
1
i+1⊕pµ
2
i+1)(ci+1)..... and
(τ1 ⊗p τ2)(C) = .....(µ
1
i−1 ⊗p µ
2
i−1)(ci−1).(µ
1
i ⊗p µ
2
i )(ci).(µ
1
i+1 ⊗p µ
2
i+1)(ci+1).....
where τ1, τ2 ∈ Q
Z, C ∈ QZ, ⊕p denotes addition modulo p and ⊗p denotes
multiplication modulo p for |Q| = p(∈ N).
Proof. In a p(∈ N)-state CA, for any τ1, τ2 ∈ QZ,
(τ1 ⊕p τ2)(C) ∈ Q
Z and (τ1 ⊗p τ2)(C) ∈ Q
Z
since ∀i ∈ Z,
(µ1i ⊕p µ
2
i )(ci) ∈ Q and (µ
1
i ⊗p µ
2
i )(ci) ∈ Q
Therefore QZ is closed w.r.t. ⊕p and ⊗p.
Associativity follows from associativity of ⊕p and ⊗p.
The local transition function µ0 such that ∀ci ∈ Q, µ0(ci) = 0 is the additive
identity since ∀i ∈ Z
(µ0 ⊕p µi)(ci) = (µi ⊕p µ0)(ci) = µi(ci)
It follows that τ0 ∈ Q
Z is the additive identity such that ∀C ∈ QZ,
τ0(C) = .....µ0(ci−1)µ0(ci)µ0(ci+1).....
The local transition function µid such that ∀ci ∈ Q, µid(ci) = 1 is the multi-
plicative identity since ∀i ∈ Z
(µid ⊗p µi)(ci) = (µi ⊗p µid)(ci) = µi(ci)
It follows that τid ∈ Q
Z is the multiplicative identity such that ∀C ∈ QZ,
τid(C) = .....µid(ci−1)µid(ci)µid(ci+1).....
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Now any local transition function µi, is a p
k-bit sequence b1b2...bpk(say), for
a p(∈ N)-state k(∈ N)-neighbourhood CA where b1, ..., bpk ∈ Q = {0, 1, ..., p}.
Clearly for any bs ∈ Q, ∃b
−1
s ∈ Q such that ∀s = 1, 2, ..., p
k, bs ⊕p b
−1
s = 0.
Thus for any µi(≡ b1...bpk), ∃µ
−1
i (≡ b
−1
1 ...b
−1
pk
) such that ∀ci ∈ Q,
(µ−1i ⊕p µi)(ci) = (µi ⊕p µ
−1
i )(ci) = µ0(ci) = 0
It follows that for any τ ∈ QZ, ∃τ−1 ∈ QZ such that ∀C ∈ Q,
(τ⊕pτ
−1)(C) = ...(µi−1⊕pµ
−1
i−1)(ci−1)(µi⊕pµ
−1
i )(ci)(µi+1⊕pµ
−1
i+1)(ci+1)... = τ0(C),
(τ−1⊕pτ)(C) = ...(µ
−1
i−1⊕pµi−1)(ci−1)(µ
−1
i ⊕pµi)(ci)(µ
−1
i+1⊕pµi+1)(ci+1)... = τ0(C),
Thus for any global transition function τ , its additive inverse exists in QZ.
Commutativity follows from commutativity of ⊕p and ⊗p.
Now for any local transitions µ1i , µ
2
i , µ
3
i , ∀ci ∈ Q, i ∈ Z we get,
(µ1i ⊗p (µ
2
i ⊕p µ
3
i ))(ci) = (µ
1
i ⊗p µ
2
i )(ci)⊕p (µ
1
i ⊗p µ
3
i )(ci) and,
((µ2i ⊕p µ
3
i )⊗p µ
1
i )(ci) = (µ
2
i ⊗p µ
1
i )(ci)⊕p (µ
3
i ⊗p µ
1
i )(ci)
Therefore for τ1, τ2, τ3 ∈ (Q)
Z, ∀C ∈ QZ we get,
(τ1 ⊗p (τ2 ⊕p τ3))(C) = (τ1 ⊗p τ2)(C) ⊕p (τ1 ⊗p τ3)(C) and,
((τ2 ⊕p τ3)⊗p τ1)(C) = (τ2 ⊗p τ1)(C)⊕p (τ3 ⊗p τ1)(C)
Hence the theorem.
Remark 5.1. The following example shows that (QZ,⊕p,⊗p) will not form a
field under the operations ⊕p and ⊗p even if |Q| = p is prime.
Example 5.1. For initial configuration C = (10001)2, let
τ(10001)2 = (µ(110)µ(100)µ(000)µ(001)µ(011))2
Let µ follow Wolfram code 3(¬(ci−1 ∨ ci)).
Then τ(10001)2 = (µ3(110)µ3(100)µ3(000)µ3(001)µ3(011))2 = (00110)2.
Now, τid(10001)2 = (µid(110)µid(100)µid(000)µid(001)µid(011))2 = (11111)2.
But ∄ τ−1 such that (τ ⊗2 τ−1)(10001)2 = (11111)2 since ∄ µ−1 such that for
all local configurations µ⊗2 µ
−1 = 1.
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Theorem 5.4. (T v,⊕p,⊗p) forms a commutative ring under the operations
⊕p and ⊗p defined as
(
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv )⊕p (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
)
)
(n1, n2, ..., nv)
=
(
(IV T p,ki1 ⊕p IV T
p,k
j1
), (IV T p,ki2 ⊕p IV T
p,k
j2
), ....., (IV T p,kiv ⊕p IV T
p,k
jv
)
)
(n1, n2, ..., nv)
=
(
(IV T p,ki1 ⊕p IV T
p,k
j1
)(n1), (IV T
p,k
i2
⊕p IV T
p,k
j2
)(n2), ....., (IV T
p,k
iv
⊕p IV T
p,k
jv
)(nv)
)
and,
(
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv )⊗p (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
)
)
(n1, n2, ..., nv)
=
(
(IV T p,ki1 ⊗p IV T
p,k
j1
), (IV T p,ki2 ⊗p IV T
p,k
j2
), ...., (IV T p,kiv ⊗p IV T
p,k
jv
)
)
(n1, n2, ..., nv)
=
(
(IV T p,ki1 ⊗p IV T
p,k
j1
)(n1), (IV T
p,k
i2
⊗p IV T
p,k
j2
)(n2), ...., (IV T
p,k
iv
⊗p IV T
p,k
jv
)(nv)
)
where is, js ∈ {0, 1, ..., p
pk − 1}, p, k ∈ N, ns = (ηs1, η
s
2, ..., η
s
k) for s = 1, 2, ..., v
Proof. For any (IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv ), (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
) ∈ T v,
and (n1, n2, ..., nv) ∈ Nv0,
(
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv )⊕p (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
)
)
(n1, n2, ..., nv) ∈ N
v
and,
(
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv )⊗p (IV T
p,k
j1
, IV T p,kj2 , ..., IV T
p,k
jv
)
)
(n1, n2, ..., nv) ∈ N
v
since for every s = 1, 2, ..., v,
(IV T p,kis ⊕p IV T
p,k
js
)(ns) ∈ N0 and (IV T
p,k
is
⊗p IV T
p,k
js
)(ns) ∈ N0
where ns = (η
s
1, η
s
2, ..., η
s
k)
Therefore T v is closed w.r.t. ⊕p and ⊗p for p ∈ N.
Associativity follows from associativity of ⊕p and ⊗p.
IV T p,k0 ∈ T
p,k is such that ∀ns ∈ Nk0 , IV T
p,k
0 (ns) = 0 is the additive identity
of T p,k since ∀s = 1, 2, ..., v
(IV T p,k0 ⊕p IV T
p,k
s )(ns) = (IV T
p,k
s ⊕p IV T
p,k
0 )(ns) = IV T
p,k
s (ns)
where, for each (ns) = (η1, η2, ..., ηk) ∈ N
k
0 ,
IV T p,k0 (η1, η2, ..., ηk) = (f0(a
η1
0 , ..., a
ηk
0 ), ..., f0(a
η1
l−1, ..., a
ηk
l−1)) = 0
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where, ηu = (a
ηu
0 a
ηu
1 ...a
ηu
l−1)p for u = 1, 2, ..., k.
It follows that (IV T p,k0 , IV T
p,k
0 , ..., IV T
p,k
0 ) is the additive identity of T
v such
that for any (n1, n2, ..., nv) ∈ Nv0
(IV T p,k0 , IV T
p,k
0 , ..., IV T
p,k
0 )(n1, n2, ..., nv) =
(
IV T p,k0 (n1), IV T
p,k
0 (n2), ..., IV T
p,k
0 (nv)
)
For any IV T p,ks ∈ T
p,k ∃ IV T p,k−s ∈ T
p,k such that ∀ns ∈ Nk0 ,
(IV T p,ks ⊕p IV T
p,k
−s )(ns) = (IV T
p,k
−s ⊕p IV T
p,k
s )(ns) = IV T
p,k
0 (ns) = 0
It follows that for any (IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv ) ∈ T
v, ∃ (IV T p,k−i1 , IV T
p,k
−i2
, ..., IV T p,k−iv ) ∈
T v such that ∀(n1, n2, ..., nv) ∈ Nv0,
(
(IV T p,ki1 , IV T
p,k
i2
, ..., IV T p,kiv )⊕p (IV T
p,k
−i1
, IV T p,k−i2 , ..., IV T
p,k
−iv
)
)
(n1, n2, ..., nv)
= (IV T p,k0 , IV T
p,k
0 , ..., IV T
p,k
0 )(n1, n2, ..., nv)
=
(
(IV T p,k−i1 , IV T
p,k
−i2
, ..., IV T p,k−iv)⊕p (IV T
p,k
i1
, IV T p,ki2 , ..., IV T
p,k
iv
)
)
(n1, n2, ..., nv)
Thus for any element of T v its additive inverse exists in T v.
Commutativity follows from commutativity of ⊕p and ⊗p.
Now for any IV T p,kh , IV T
p,k
i , IV T
p,k
j ∈ T
p,k, ∀ns ∈ Nk0 , we get,
(IV T p,kh ⊗p(IV T
p,k
i ⊕pIV T
p,k
j ))(ns) = (IV T
p,k
h ⊗pIV T
p,k
i )(ns)⊕p(IV T
p,k
h ⊕pIV T
p,k
j )(ns),
((IV T p,ki ⊕pIV T
p,k
j )⊗pIV T
p,k
h )(ns) = (IV T
p,k
i ⊗pIV T
p,k
h )(ns)⊕p(IV T
p,k
j ⊕pIV T
p,k
h )(ns)
Thus for any (IV T p,kh1 , ..., IV T
p,k
hv
), (IV T p,ki1 , ..., IV T
p,k
iv
), (IV T p,kj1 , ..., IV T
p,k
jv
) ∈
T v, ∀(n1, ..., nv) ∈ Nv0 ,
(
IV T p,kh1 , ..., IV T
p,k
hv
)⊗p
(
(IV T p,ki1 , ..., IV T
p,k
iv
)⊕p (IV T
p,k
j1
, ..., IV T p,kjv )
))
(n1, ..., nv)
=
(
(IV T p,kh1 , ..., IV T
p,k
hv
)⊗p (IV T
p,k
i1
, ..., IV T p,kiv )
)
(n1, ..., nv)
⊕p
(
(IV T p,kh1 , ..., IV T
p,k
hv
)⊗p (IV T
p,k
j1
, ..., IV T p,kjv )
)
(n1, ..., nv), and
((
(IV T p,ki1 , ..., IV T
p,k
iv
)⊕p (IV T
p,k
j1
, ..., IV T p,kjp )
)
⊗p (IV T
p,k
h1
, ..., IV T p,khv )
)
(n1, ..., nv)
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=
(
(IV T p,ki1 , ..., IV T
p,k
iv
)⊗p (IV T
p,k
h1
, ..., IV T p,khv )
)
(n1, ..., nv)
⊕p
(
(IV T p,kj1 , ..., IV T
p,k
jv
)⊗p (IV T
p,k
h1
, ..., IV T p,khv )
)
(n1, ..., nv)
Hence the theorem.
Theorem 5.5. (T v|Q,⊕p,⊗p) forms a commutative ring with identity under
the operations ⊕p and ⊗p.
Proof. Clearly (T v|Q,⊕p,⊗p) for p, k, v ∈ N is a commutative ring since T
v
|Q ⊆
T v when Nv0 is restricted to Q
v.
Now, for any (η1, η2, ..., ηk) ∈ Q
k, ∃ multiplicative identity IV T p,kid ∈ T
p,k
|Q such
that
IV T p,kid (η1, η2, ..., ηk) = (fid(η1, η2, ..., ηk))p = 1
since (IV T p,kj ⊗pIV T
p,k
id )(η1, η2, ..., ηk) = IV T
p,k
j (η1, η2, ..., ηk) = (fj(η1, η2, ..., ηk))p ,
and (IV T p,kid ⊗pIV T
p,k
j )(η1, η2, ..., ηk) = IV T
p,k
j (η1, η2, ..., ηk) = (fj(η1, η2, ..., ηk))p
It follows that (IV T p,kid , IV T
p,k
id , ..., IV T
p,k
id ) ∈ T
v
|Q is the multiplicative iden-
tity of T v|Q such that ∀(n1, n2, ..., nv) ∈ Q
v,
(IV T p,kid , IV T
p,k
id , ..., IV T
p,k
id )(n1, n2, ..., nv) = IV T
p,k
id (n1)IV T
p,k
id (n2)...IV T
p,k
id (nv)
where IV T p,kid (ns) = IV T
p,k
id (η
s
1, η
s
2, ..., η
s
k) = 1 for each s = 1, 2, ..., v.
Hence the theorem.
6. Modelling of DNA Sequence Evolution
DNA can be modelled as a one-dimensional CA using rule matrix multipli-
cation for linear CA(reported in [20]). The DNA sequence corresponds to the
CA lattice and the deoxyribose sugars to the CA cells. The 4 sugar bases A, C,
T and G correspond to 4 possible states of the CA cell.
Now, 1-neighbourhood CA transition rule is practically absurd since the tran-
sition of cell states of a CA is dependent on neighbouring cells. Consequently,
computation using 4-state, k(∈ N ≥ 2)-neighbourhood CA maybe complex.
However, in the domain of IVTs, computations using one-dimensional IVTs
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hold good. Moreover, for non-linear transition rules of a CA, the corresponding
rule matrix maynot be obtained in general.
Hence, modelling DNA sequence evolution in terms of one-dimensional IVTs of
4-base is a suitable alternative(see [21]).
For any one-variable system having base 4, there can be 44
1
= 256 different
functions of which 41 = 4 are linear functions and the others non-linear. The
following example depicts DNA sequence evolution in terms of IVTs where the
sugar bases have been represented with numbers as follows:
A→ 0, C → 1, T → 2, G→ 3
Example 6.1. Let CTCTAGAGGGAA be a particular DNA strand of length
12 at some time. This strand corresponds to the number sequence 121203033300.
Evolution of this strand at the next time step can be represented by any
(IV T 4,1j1 , ..., IV T
4,1
j12
) ∈ τ12 where j1, ...j12 ∈ {0, 1, ..., 4
41 − 1}.
Let the DNA strand be broken into 2 blocks of 6 sugar bases each.
If the first block evolves according to non-linear function f78(0 → 2, 1 →
3, 2 → 0, 3 → 1) and the second block evolves according to linear function
f108(0→ 0, 1→ 3, 2→ 2, 3→ 1) then,
(IV T 4,1j1 , ..., IV T
4,1
j12
)(121203︸ ︷︷ ︸
block1
033300︸ ︷︷ ︸
block2
)4
= (f78(1)f78(2)f78(1)f78(2)f78(0)f78(3)f108(0)f108(3)f108(3)f108(3)f108(0)f108(0))4
= (303021011100)4
Thus the DNA strand evolved at the next step would be GAGATCACCCAA.
Hence the evolution pattern at any later time step can be obtained recursively.
7. Conclusion
In this paper Wolfram code and transition function of a one-dimensional CA
has been represented in terms of an IVT. Moreover, if the domain of IVTs is re-
stricted from positive integers to p(∈ N)-base numbers, then an odd dimensional
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IVT is equivalent to a local transition function of a CA. It could be proved that
the set of all transition functions of a p(∈ N)-state CA, forms a commutative
ring with identity, whereas the set of p-base IVTs forms only a commutative ring
under modular addition and multiplication. However, for the set of p-base IVTs
multiplicative identity under modular addition and multiplication exists, when
the domain of IVTs is restricted from positive integers to p(∈ N)-base numbers.
The novelty of using IVTs instead of one-dimensional CA, for modelling DNA
sequence evolution has been discussed and depicted in the last section.
References
[1] J. Von Neumann, A. W. Burks, et al., Theory of self-reproducing automata,
IEEE Transactions on Neural Networks 5 (1) (1966) 3–14.
[2] J. L. Schiff, Cellular automata: a discrete view of the world, Vol. 45, John
Wiley & Sons, 2011.
[3] S. Ulam, On some mathematical problems connected with patterns of
growth of figures, in: Proceedings of Symposia in Applied Mathematics,
Vol. 14, Am. Math. Soc. Vol. 14, Providence, 1962, pp. 215–224.
[4] S. Wolfram, A new kind of science, Vol. 5, Wolfram media Champaign, IL,
2002.
[5] P. P. Choudhury, S. Sahoo, M. Chakraborty, S. K. Bhandari, A. Pal, Inves-
tigation of the global dynamics of cellular automata using boolean deriva-
tives, Computers & Mathematics with Applications 57 (8) (2009) 1337–
1351.
[6] A. K. Das, A. Sanyal, P. Palchaudhuri, On characterization of cellular
automata with matrix algebra, Information sciences 61 (3) (1992) 251–277.
[7] A. Wuensche, Attractor basins of discrete networks, Cognitive Science Re-
search Paper 461.
18
[8] A. Wuensche, Discrete dynamics lab: Tools for investigating cellular au-
tomata and discrete dynamical networks, Kybernetes.
[9] X. Xu, Y. Song, S. P. Banks, On the dynamical behavior of cellular au-
tomata, International Journal of Bifurcation and Chaos 19 (04) (2009)
1147–1156.
[10] R. Edwards, A. Maignan, A class of discrete dynamical systems with prop-
erties of both cellular automata and l-systems, Natural Computing (2019)
1–33.
[11] S. S. Hassan, P. P. Choudhury, S. Das, R. Singh, B. K. Nayak, Collatz func-
tion like integral value transformations, Alexandria journal of mathematics
1 (2) (2010) 31–35.
[12] S. S. Hassan, P. P. Choudhury, B. K. Nayak, A. Ghosh, J. Banerjee, Integral
value transformations: a class of affine discrete dynamical systems and an
application, arXiv preprint arXiv:1110.0724.
[13] J. K. Das, S. Sahoo, S. Hassan, P. P. Choudhury, et al., Two dimen-
sional discrete dynamics of integral value transformations, arXiv preprint
arXiv:1709.05205.
[14] S. Ghosh, S. Basu, Some algebraic properties of linear synchronous cellular
automata, arXiv preprint arXiv:1708.09751.
[15] J. Kari, Theory of cellular automata: A survey, Theoretical computer sci-
ence 334 (1-3) (2005) 3–33.
[16] P. P. Choudhury, S. Sahoo, B. K. Nayak, S. Hassan, et al., Theory of carry
value transformation (cvt) and its application in fractal formation, arXiv
preprint arXiv:0904.0534.
[17] P. P. Choudhury, S. S. Hassan, S. Sahoo, B. K. Nayak, Act of cvt and
evt in the formation of number theoretic fractals, International Journal of
Computational Cognition 9 (1) (2011) 1–8.
19
[18] J. K. Das, P. P. Choudhury, S. Sahoo, Multi-number cvt-xor arithmetic op-
erations in any base system and its significant properties, in: 2016 IEEE 6th
International Conference on Advanced Computing (IACC), IEEE, 2016, pp.
769–773.
[19] S. Pal, S. Sahoo, B. K. Nayak, Properties of carry value transformation,
International Journal of Mathematics and Mathematical Sciences 2012.
[20] C. Mizas, G. C. Sirakoulis, V. Mardiris, I. Karafyllidis, N. Glykos, R. San-
daltzopoulos, Reconstruction of dna sequences using genetic algorithms and
cellular automata: Towards mutation prediction?, Biosystems 92 (1) (2008)
61–68.
[21] S. S. Hassan, P. P. Choudhury, R. Guha, S. Chakraborty, A. Goswami,
Dna sequence evolution through integral value transformations, Interdisci-
plinary Sciences: Computational Life Sciences 4 (2) (2012) 128–132.
20
