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Abstract
In this work, we are interested in non-trivial upper bounds on the spectral norm of binary matrices M from
{−1, 1}N×N . It is known that the distributed Boolean function represented by M is hard to compute in various
restricted models of computation if the spectral norm is bounded from above by N1−ε, where ε > 0 denotes a
ﬁxed constant. For instance, the size of a two-layer threshold circuit (with polynomially bounded weights for the
gates in the hidden layer, but unbounded weights for the output gate) grows exponentially fast with n := log N .
We prove sufﬁcient conditions on M that imply small spectral norms (and thus high computational complexity
in restricted models). Our general results cover speciﬁc cases, where the matrix M represents a bit (the least
signiﬁcant bit or other ﬁxed bits) of fundamental functions. Functions like the discrete multiplication and division,
as well as cryptographic functions such as the Difﬁe–Hellman function (IEEE Trans. Inform. Theory 22(6) (1976)
644–654) and the decryption functions of the Pointcheval (Advances in Cryptology—Proceedings of EUROCRYPT
’99, Lecture Notes in Computer Science, Springer, Berlin, 1999, pp. 239–254) and the El Gamal (Advances in
Cryptology—CRYPTO ’84, 1984, pp. 10–18) cryptosystems can be addressed by our technique. In order to obtain
our results, we make a detour on exponential sums and on spectral norms of matrices with complex entries. This
method might be considered interesting in its own right.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we apply a powerful technique by Forster [6] for proving lower bounds on the com-
putational resources needed to compute distributed Boolean functions, i.e., functions of the form fn :
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{0, 1}n × {0, 1}n → {0, 1}. Forster associates the matrix Fn ∈ {−1, 1}2n×2n given by Fn(x, y) =
(−1)fn(x,y) with each such function. His key result states that the smallest rank of any matrix that can
be obtained from Fn by sign-preserving changes of its entries (replacing −1’s by negative and +1’s by
positive real numbers) is at least 2n/|||Fn|||2, where ||| · |||2 denotes the spectral norm (also called operator
norm) of a matrix. An equivalent way to state this result is saying that the probabilistic communication
complexity of fn in the unbounded error model of Paturi and Simon [21] is at least n − log |||Fn|||2. As
exploited by Forster himself [6], this leads to a lower bound of n/2 on the probabilistic communication
complexity (in the unbounded error model) of the “inner product modulo 2” function (which induces the
±1-valued Hadamard matrix of spectral norm 2n/2). As explained in [7], there are other striking conse-
quences of Forster’s result. For instance, a two-layer linear threshold circuit with unbounded weights on
the top-layer (but bounded weights on the bottom-layer) cannot compute the “inner product modulo 2”
function unless there are exponentially many gates. Since Forster’s key result is stated in terms of the
spectral norm, similar remarks apply to distributed Boolean function fn whose corresponding matrix Fn
has a “sufﬁciently small” spectral norm. In particular, it holds for any matrix with (almost) orthogonal
rows or columns.Apart from the orthogonality argument, however, there do not seem to be so many tech-
niques available which lead to sharp enough upper bounds on spectral norms in a convenient fashion for
a wide range of applications. Without such techniques, the powerful result of Forster cannot be exploited
to full extent.
In this paper, we demonstrate how “exponential sums” can be used to obtain upper bounds on the
spectral norm of a ±1-valued matrix. We make a detour on (suitably deﬁned) matrices over the complex
numbers. Bounds on exponential sums from [3,8,28] (see also [26]) are used to obtain the bounds on the
spectral norms of these matrices.
Inspired from investigations in cryptography concerning bit-security, we are particularly interested in
matrices of the form B ◦ H , where H(x, y) is a function with range ZN (integers modulo N) and B is
a ±1-valued predicate deﬁned on ZN (revealing one bit of information over the given integer modulo
N). Rather surprisingly, upper bounds on the spectral norm of B ◦H can be proven under quite general
conditions:
• H should be a close enough relative of either discrete multiplication (modulo N) or of discrete expo-
nentiation (modulo N).
• B should be “balanced” in the sense that it is not signiﬁcantly biased towards either −1 or +1 and
satisﬁes an additional (more technical) balance-condition.
We show that a surprisingly wide spectrum of functions (including some popular cryptographic function
families) and binary predicates (including the bits of the binary encoding except for the most signiﬁcant-
ones) ﬁts into this framework. As an immediate consequence of these results, the (at the time being)
strongest known lower bounds on the size of bounded-depth linear threshold circuits actually apply to a
surprisingly broad family of quite natural families of Boolean functions.
For a special case of functions B and H, an upper bound on the spectral norm of B ◦H can already be
achieved with results known in the literature. Consider the matrix representing the least signiﬁcant bit of
the Difﬁe–Hellman function [5] modulo a prime number N. Shparlinski [25] could show that a related
measure (the discrepancy [24]) of this matrix is upper bounded byN−1/24+o(1).Applying a general bound
from Shaltiel [24], we infer that the spectral norm ofB ◦H is bounded from above byN71/72+o(1).We can
improve on Shparlinski’s result in several ways. By a more reﬁned analysis we can “bypass” Shaltiel’s
general bound [24] improving the constant from 71/72 to 23/24. Furthermore, we build a whole theory
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around this result leading to upper bounds on the spectral norm of more general matrices of the form
B ◦ H . Since we deal with the algebraic object “spectral norm”, our techniques have a more algebraic
touch than the ones used in [25]. We would like to refer the reader to the textbook of Shparlinski [26] for
an overview on the application of analytic number theory techniques in complexity theory.
The paper is organized as follows. In Section 2 we will remind the reader of some deﬁnitions and facts
about linear threshold circuits and review a lower boundmethod from [7]. In Section 3 wewill present our
main results that will be proven in Section 4. Some parts of the proof are somewhat tedious and therefore
postponed toAppendixA. In Section 5 we will mention some applications of our general results. Finally,
in Section 6 we will make some remarks and show possible extensions.
This paper contains extracts from the ﬁrst authors PhD thesis [15]. It combines and extends the two
papers by Kiltz [14] and Kiltz and Simon [16].
2. Linear threshold circuits and a lower bound technique
We will consider Boolean functions on 2n variables
fn : {0, 1}n × {0, 1}n → {0, 1}.
They canbe identiﬁed in a naturalwayby a±1-valued2n×2nmatrix. For an integerNwith 2n−1 < N2n,
we identify the elements x ∈ ZN with x ∈ {0, 1}n. We make the following deﬁnition:
Deﬁnition 2.1. Let 2n−1 < N2n. We say a matrix A ∈ {−1, 1}N×N represents a Boolean function
f : {0, 1}n × {0, 1}n → {0, 1} on {0, . . . , N−1} × {0, . . . , N−1}, if Ax,y = (−1)f (x,y) for all x, y ∈
{0, . . . , N−1}.
We will be interested in circuits over the (complete) basis consisting of linear threshold functions.
A linear threshold function G : {0, 1}n → {0, 1} with respect to the integer weights 1, . . . , n and
threshold 0 is the function deﬁned as G(x1, . . . , xn) = sign(∑ni=1 ixi − 0), where the (0, 1-valued)
signum function sign : R → {0, 1} is given by sign(x) = 1 for x0, and sign(x) = 0 otherwise. For
a threshold gate, the weight is the maximum of the absolute values of all integer weights of the gate.
There is a difference when considering threshold functions of bounded and unbounded weight. We are
interested in the following two complexity classes:
• LTk: all 0, 1-valued functions computable by threshold circuits of polynomial size, depth k and un-
bounded integer weights.
• TCk: all 0, 1-valued functions computable by threshold circuits of polynomial size, depth k and poly-
nomially bounded integer weights.
• LˇTk: all 0, 1-valued functions computable by threshold circuits of polynomial size, depth k, where
the bottom layer has polynomially bounded integer weights and the remaining gates have unbounded
integer weights.
These classes form the following hierarchy [10,12,18] which we zoom in for the cases k = 2, 3:
· · ·TC2LˇT2 ⊆ LT2 ⊆ TC3 ⊆ · · · (1)
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A few comments are in place here:
• For the “inner product modulo two” function, IP, it was shown in [7] that IP ∈ LˇT2 and hence (since
IP ∈ TC3 [12]) we have LˇT2TC3. In this paper we will present new examples of binary functions in
TC3 \ LˇT2:
• With methods from [2,10] it can be shown that the function p(x, y) = sign
(
1+ 2∑n−1i=0 ∑2n−1j=0 2iyj
(xi,2j + xi,2j+1)
) (introduced in [10]) is contained in LˇT2 \ TC2.
As we will explain below, there are good techniques for showing that a function is not contained in LˇT2.
The question whether LT2 is different from higher levels of the hierarchy (or whether it contains all of
NP) is still open. So, the frontier between solved and unsolved problems concerning threshold circuits
lies in the region of depth 2.
The so-called spectral norm of a matrix with real or complex entries plays a central role in our paper:
Deﬁnition 2.2. The spectral norm of A ∈ RN1×N2 is deﬁned as follows:
|||A|||2 = max
u∈RN1 ,v∈RN2
‖u‖2=‖v‖2=1
∣∣∣uAv∣∣∣ (2)
Here, the maximum ranges over vectors with real components. The analogous deﬁnition is used for
matrices from CN1×N2 . (Clearly, the maximum then ranges over vectors with complex components.)
The Frobenius norm of a matrix A ∈ CN1×N2 is deﬁned as
|||A|||F :=

N1−1∑
j=0
N2−1∑
k=0
A2j,k


1/2
.
Note that |||A|||F = √N1N2 for each A ∈ {−1, 1}N1×N2 . We have the following relation between the
spectral norm and the Frobenius norm for each matrix A ∈ CN1×N2 [13]:
|||A|||F√
rank(A)
 |||A|||2 |||A|||F . (3)
As an immediate consequence of (3) we get the following inequalities for square matrices with entries of
absolute value 1:
N1/2 |||A|||2N. (4)
Furthermore, |||A|||2 = N1/2 iff A is orthogonal and |||A|||2 = N iff rank(A) = 1 [13].
To simplify notation we will not distinguish between a vector x ∈ {0, 1}n and the integer x =∑n−1
i=0 xi2i .
Now we review a result from [7] (based on a result from Forster [6]) stating that a function whose
corresponding spectral norm is upper bounded by N1−ε (for a constant ε > 0), cannot be contained in
the complexity class LˇT2. We present it in a slightly modiﬁed version.
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Theorem 2.3. Let (fn) be a family of distributed Boolean functions fn : {0, 1}n × {0, 1}n → {0, 1}.
Suppose (fn) is computed by depth-2 threshold circuits (Cn) inwhich the top gate is a linear threshold gate
using unrestricted weights and the bottom level has linear threshold gates using weights whose absolute
value is upper bounded by a polynomial in n. Assume |||AN |||2 = O(N1−ε) for a constant 0 < ε1/2,
where AN is the matrix representing fn on {0, . . . , N−1} × {0, . . . , N−1} (2nN < 2n+1). Then the
number of threshold gates that is necessary to compute (fn) is lower bounded by 2εn−O(log n) = Nε−o(1).
By means of Theorem 2.3, membership in LˇT2 can be ruled out in a convenient manner. It gives
nowadays the largest lower bounds for depth-2 threshold circuits.
3. Upper bounds on the spectral norm
Let X and Y be ﬁnite sets. In this section, we identify functions of the form H : X × Y → Z with
matrices from ZX×Y . Similarly, functions of the formK : Z → K are viewed as (column) vectors from
KZ . Note that the composition K ◦H : X × Y → K can then be identiﬁed with a matrix from KX×Y .
We are mainly interested in the following situation:
• X = Y = {0, . . . , T −1}T (or X = Y = ZT ), 1 and Z = ZN (where, in general, N may differ from
T).
• In the role of K, we consider functions B : ZN → {−1, 1} and the complex functions Ea : ZN → C
deﬁned as Ea(z) = e 2iazN for each a ∈ ZN .
Functions Ea are used as a mathematical tool within the analysis of the computational complexity of
B ◦ H . We pursue the strategy to bound the spectral norm of B ◦ H in terms of the spectral norm of
Ea ◦ H (and some other terms). The hope is that “good” upper bounds on the spectral norm of Ea ◦ H
are known (or easy to compute) and that they can be converted into “good” upper bounds on the spectral
norm of B ◦H .
This section is organized as follows: In Section 3.1 we introduce the notion of functions H having
multiplicative and exponential structure. The bounds on the spectral norm of B ◦H will also depend on
two parameters (referred to as balance terms) associated with the Boolean function B. These parameters
are introduced in Section 3.2. The main results of this work are stated in Section 3.3.
3.1. Functions with multiplicative and exponential structure
LetM : ZN ×ZN → ZN be the function that satisﬁesM(x, y) = xy (multiplication in ZN ). We want
to exploit the fact that some (cryptographic) functions are close relatives ofM. The general concept of a
“multiplicative structure” is captured in the following deﬁnition:
Deﬁnition 3.1. LetX andY be two subsets of {0, . . . , N−1}.We sayH : {0, . . . , N−1}×{0, . . . , N−1} →
ZN has a multiplicative structure on subdomain X × Y ⊆ {0, . . . , N−1} × {0, . . . , N−1} if there exist
1We prefer the notation ZT (as opposed to {0, . . . , T −1}) whenever we want to underline the algebraic structure.
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injective functions  : X → ZN and  : Y → ZN such that
H(x, y) = M,(x, y) := (x) · (y)
for all x ∈ X and y ∈ Y , where H(x, y) may take arbitrary values outside X × Y .
Let D : ZT × ZT → ZN be the function that satisﬁes D(x, y) = gxy (exponentiation in ZN ), where
g ∈ Z∗N is an element of order T. Again we want to exploit the fact that some functions are close relatives
to D. We deﬁne the general concept of an “exponential structure” as follows:
Deﬁnition 3.2. Let g ∈ Z∗N be an element of order T. We sayH : {0, . . . , T−1}× {0, . . . , T−1} → ZN
has an exponential structure on subdomain X ×Y ⊆ {0, . . . , T−1} × {0, . . . , T−1} with respect to g if
there exist injective functions  : X → ZT and  : Y → ZT such that
H(x, y) = D,(x, y) := g(x)(y),
for all x ∈ X and y ∈ Y , where H(x, y) may take arbitrary values outside X × Y .
An analogous deﬁnition can be made for functions H : {1, . . . , T } × {1, . . . , T } → ZN . Examples of
functions H with multiplicative or exponential structure are given in Section 5.
3.2. The balance terms
Given a Boolean predicate B, we will introduce two terms, EXPB(N, d) and biasB(N), that will render
themselves useful in our analysis. We refer to the terms biasB(N) and EXPB(N, d) as the balance terms
associated with B. In particular, we are interested in non-trivial upper bounds on the values EXPB(N, d)
and biasB(N). As we will see later, in order to obtain good bounds on the spectral norm of B ◦H using
our technique, “good bounds” on EXPB(N, d) and biasB(N) will be a necessary condition.
As mentioned above already, the function ENa : ZN → C is deﬁned as
ENa (z) = e
2iaz
N = cos 2az
N
+ i · sin 2az
N
(5)
for each a ∈ ZN . In the sequel we drop superscript N when it is obvious from context.
For a divisor d < N of N, deﬁne
EXPB(N, d) := d
N
∑
a∈Z∗N/d
|〈B,Ead〉| = d
N
∑
a∈Z∗N/d
∣∣∣∣∣∣
∑
x∈ZN
B(x)Ead(x)
∣∣∣∣∣∣ . (6)
We would like to stress that 〈B,Ead〉 =∑x∈ZN B(x)Ead(x) denotes the inner product of B and Ead in
C when we view the functions B : ZN → {−1, 1} and Ead : ZN → C as vectors with complex entries.
Since |Ead(x)| = 1, EXPB(N, d) is trivially upper bounded by N. We call B smooth if it satisﬁes
EXPB(N, d) = No(1) (7)
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for all divisors d < N of N. 2 The bias of a binary function B : ZN → {−1, 1} is given by
biasB(N) :=
∣∣∣∣∣∣
∑
z∈ZN
B(z)
∣∣∣∣∣∣ ∈ {0, . . . , N}. (8)
The bias measures the degree of “balance” between negative and positive entries in vector B (where value
0 reﬂects perfect balance). Function B : ZN → {−1, 1} is called unbiased if
biasB(N) = No(1).
Functions that are at the same time unbiased and smooth will play a central role in our results.
Deﬁnition 3.3. We call a binary function B : ZN → {−1, 1} balanced if it is unbiased (i.e., biasB(N) =
No(1)) and smooth (i.e., EXPB(N, d) = No(1)).
3.3. The bound on the spectral norm
We are now ready to present the main results of this paper.
Theorem 3.4. Let B be a balanced binary function. Let H be a function with a multiplicative structure on
subdomainX×Y of {0, . . . , N−1}×{0, . . . , N−1}.Assume thatN−|X | = O(N) andN−|Y| = O(N)
for some ﬁxed constant 0 < 1. Then, the spectral norm of matrix B ◦H is bounded from above by
|||B ◦H |||2 =
{
N1/2+o(1):  = 0,
O(N(1+)/2):  = 0.
Theorem 3.5. For integers N, let T be the order of an element g ∈ Z∗N . Let B be a balanced binaryfunction. Let H : {0, . . . , T −1} × {0, . . . , T −1} → ZN be a function with an exponential structure on
subdomainX×Y of {0, . . . , T−1}×{0, . . . , T−1}with respect to g.Assume thatT−|X | = O(T 5/16N5/8)
and T − |Y| = O(T 5/16N5/8). Then, the spectral norm of matrix B ◦H is bounded from above by
|||B ◦H |||2 = T 21/32N5/16+o(1).
Note that B ◦ H is a T × T matrix and hence the theorem gives a non-trivial bound on |||B ◦ H |||2 (a
bound of order T 1−ε, ε > 0) for elements g of order T > N10/11+ for any positive constant .
Theorem 3.6. For primes N let T be the order of an element g ∈ Z∗N . Let B be a balanced binary function.
LetH : {0, . . . , T−1}× {0, . . . , T−1} → ZN be a function with an exponential structure on subdomain
X × Y of {0, . . . , T −1} × {0, . . . , T −1} with respect to g. Assume that T − |X | = O(T 2/3N1/4) and
T − |Y| = O(T 2/3N1/4). Then, the spectral norm of matrix B ◦H is bounded from above by
|||B ◦H |||2 = T 5/6N1/8+o(1).
2 More formally, B = BN is a family of Boolean functions, where N ranges over (a subset of) the natural numbers N.
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This gives a non-trivial bound on |||B ◦ H |||2 for elements g of order T > N3/4+ for any positive
constant .
The proof of the last three theorems is given in Section 4. The next theorem shows that many natural
binary functions are balanced.
Theorem 3.7. The following binary functions B : ZN → {−1, 1} are balanced:
• Let Bk denote the kth least signiﬁcant bit of (the binary representation of) z ∈ ZN . Assume that k is
either constant or (as a function in N) satisﬁes k(N) = o(logN). 3 Then Bk is balanced.
• Let B denote any unbiased and strongly semilinear function of length k (see Deﬁnition A.1). Assume
that k is either constant or (as a function in N) satisﬁes k(N) = No(1). Then B is balanced.
Since the proof of the last theorem is a little bit technical, we decided to postpone it to Appendix A.
One may combine now any of these balanced binary functions with Theorems 3.4, 3.5, or 3.6 to get
the result that the spectral norm of concrete binary functions is at most T 1−ε for a constant ε > 0. As
mentioned before, we may now apply the lower bound machinery from Theorem 2.3 to get complexity
theoretic lower bounds.
4. The proof
This section is devoted to the proofs of the Theorems 3.4–3.6. The roadmap is as follows. First, in
Section 4.1, we present a general “Splitting Lemma” that breaks the spectral norm of B ◦ H into two
components. The ﬁrst component will only depend on the balance terms associated with B. Providing
upper bounds on the balance terms for concrete Boolean functions B will be subject of Appendix A. The
second component will only depend on the matrix H and spectral norms of complex auxiliary matrices
Ea ◦H will appear (thereby putting exponential sums into play). In Section 4.2 we will upper bound the
spectral norm of these auxiliary matrices for the concrete functionsM(x, y) = xy andD(x, y) = gxy in
the role ofH. Finally in Section 4.3, ourmain theorems fromSection 3.3 about functionswithmuliplicative
(Theorem 3.4) and exponential structure (Theorems 3.5 and 3.6), resp., are proven.
Before we go on, we collect some useful properties of the function Ea (as deﬁned in Eq. (5)). Clearly,
the following rules are valid:
Ex(a)=Ea(x) = Ea(1)x, (9)
|Ea(x)| = 1, (10)
Ea(x + y)=Ea(x) · Ea(y), (11)
Ea(x)=E−a(x), (12)∑
a∈ZN
E−a(y)=
∑
a∈ZN
Ea(y). (13)
3 This rules out the possibility to select bits of high signiﬁcance (not to speak of the most signiﬁcant bit).
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Since Ea(x) = Ea(1)x , we get for every a ∈ ZN \ {0}:
P−1∑
x=0
Ea(x) = Ea(P )− 1
Ea(1)− 1 . (14)
In combination with Ea(N) = Ea(0) = 1, this yields
1
N
∑
z∈ZN
Ez(a) = 1
N
∑
z∈ZN
Ea(z) =
{
0 if a = 0,
1 if a = 0. (15)
We can immediately infer the following identity, which holds for each function B : ZN → {−1, 1}:
B(z0) = 1
N
∑
z∈ZN

B(z) ∑
a∈ZN
Ea(z0 − z)

 . (16)
4.1. The splitting lemma
For T N , let H : ZT × ZT → ZN be a matrix and let B : ZN → {−1, 1} be a binary function. In
this subsection, we present the central idea of bounding the spectral norm of matrices of the form B ◦H .
We will split it into two independent components, one only depending on the binary function B, the other
one only depending on the matrix H.
The main result in this subsection reads as follows:
Lemma 4.1. |||B ◦H |||2biasBN + 1N ·
N−1∑
a=1
|〈B,E−a〉| |||Ea ◦H |||2.
Proof. Choose u, v ∈ RT such that ‖u‖2 = ‖v‖2 = 1 and |||B ◦H |||2 = |u(B ◦H)v|. We obtain
|u(B ◦H)v| =
∣∣∣∣∣∣
∑
x∈ZT
∑
y∈ZT
uxvyB(H(x, y))
∣∣∣∣∣∣
(16)= 1
N
∣∣∣∣∣∣
∑
x∈ZT
∑
y∈ZT
uxvy
∑
z∈ZN
∑
a∈ZN
B(z)Ea(H(x, y)− z)
∣∣∣∣∣∣
(11)= 1
N
∣∣∣∣∣∣
∑
a∈ZN
∑
z∈ZN
B(z)E−a(z)
∑
x∈ZT
∑
y∈ZT
uxvyEa(H(x, y))
∣∣∣∣∣∣

1
N
∑
a∈ZN
S(a),
where S(a) is given by
S(a) =
∣∣∣∣∣∣
∑
z∈ZN
B(z)E−a(z)
∑
x∈ZT
∑
y∈ZT
uxvyEa(H(x, y))
∣∣∣∣∣∣
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 | 〈B,E−a〉 | · |u(Ea ◦H)v|
 | 〈B,E−a〉 | · |||Ea ◦H |||2.
The proof is completed by discussing the case a = 0 separately. Since E0(z) = 1 for each z ∈ ZN and
T N , we get
1
N
S(0)
(4)

T
N
∣∣∣∣∣∣
∑
z∈ZN
B(z)
∣∣∣∣∣∣ 
∣∣∣∣∣∣
∑
z∈ZN
B(z)
∣∣∣∣∣∣ = biasB(N). 
The Splitting Lemma 4.1 shows that for computing an upper bound on the spectral norm |||B ◦ H |||2
it is sufﬁcient to give an upper bound on 〈B,E−a〉 and on the spectral norm |||Ea ◦ H |||2. Note that the
matrix Ea ◦H is a complex matrix from CT×T .
We would like to have a bound on |||Ea ◦ H |||2 for concrete functions H that holds uniformly for all
a ∈ ZN \ {0}. Unfortunately we are not able to do so and, as it will turn out, our bound on |||Ea ◦ H |||2
will also depend on the value d = gcd(a,N). To this end we cut the set ZN into (N) different slices,
where (N) is the number of divisors of N. The dth slice contains all a ∈ ZN such that gcd(a,N) = d.
These are precisely the elements of the form ad for a ∈ Z∗N . We make the following deﬁnition:
UH(N) = max
d:d|N,d<N
1
d
max
a∈Z∗N/d
|||Ead ◦H |||2. (17)
We brieﬂy note the well-known fact [23] that
(N) = 2(1+o(1))lnN/ln ln N = No(1). (18)
This leads to the following:
Corollary 4.2. For smooth binary functions B : ZN → {−1, 1}, we have
|||B ◦H |||2biasBN +No(1) · UH(N).
Proof.
|||B ◦H |||2  biasB(N)+ 1
N
∑
d:d|N,d<N
∑
a∈Z∗N/d
|〈B,E−ad〉| |||Ead ◦H |||2
 biasB(N)+ 1
N
∑
d:d|N,d<N
max
a∈Z∗N/d
|||Ead ◦H |||2
∑
a∈Z∗N/d
| 〈B,Ead〉 |
︸ ︷︷ ︸
N/d
(18)= biasB(N)+No(1)
∑
d:d|N,d<N
1
d
max
a∈Z∗N/d
|||Ead ◦H |||2
(17)= biasB(N)+No(1) · UH(N). 
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4.2. The Spectral norm of the auxiliary matrices
In this section, we present a bound on the spectral norm of the complex auxiliary matrices Ea ◦H for
some speciﬁc functions H, namely for multiplication and exponentiation modulo N. In the former case,
simple divisibility considerations and elementary arguments lead to very strong bounds on |||Ea ◦ H |||2.
In the latter case, bounds on doubly exponential sums due to Friedlander et al. [8] and Canetti et al. [3]
play a crucial role in deriving good estimates on |||Ea ◦H |||2.
Let us start with some general considerations. For all matrices H : ZT × ZT → ZN we have by Eq.
(4):
T 1/2 |||Ea ◦H |||2T . (19)
The maximum row sum matrix norm |||A|||∞ is deﬁned on A ∈ CT1×T2 as
|||A|||∞ = max
0xT1−1
T2−1∑
y=0
|Ax,y |.
The following lemma is easy to show with known techniques from matrix theory (see, e.g., [13]):
Lemma 4.3. For matrices A ∈ CT1×T2 , |||A|||22 |||AA∗|||∞.
Using (12) and (11), we see that the entries of matrix (AA∗)x,y with A = Ea ◦H are given by
(AA∗)x,y =
∑
z∈ZT
Ea(H(x, z)−H(y, z)).
Using Lemma 4.3, this implies the following general bound on |||Ea ◦H |||2:
Lemma 4.4. Let H : ZT × ZT → ZN be a matrix. For all 0 = a ∈ ZN , the following holds:
|||Ea ◦H |||22 |||(Ea ◦H)(Ea ◦H)∗|||∞ = max
x∈ZT
∑
y∈ZT
∣∣∣∣∣∣
∑
z∈ZT
Ea(H(x, z)−H(y, z))
∣∣∣∣∣∣ .
However, bounds on the max-expression in Lemma 4.4 are not easy to get. For this reason, we reﬁne
the lemma as follows:
Lemma 4.5. Let H : ZT × ZT → ZN be a matrix. For all 0 = a ∈ ZN , the following holds:
|||Ea ◦H |||22 = T o(1) · max
d|T ,d<T maxx∈Z∗T/d
∑
y∈Z∗T/d
∣∣∣∣∣∣
∑
z∈ZT
Ea(H(dx, z)−H(dy, z))
∣∣∣∣∣∣ .
Proof. We apply the “slicing-technique” from Corollary 4.2 to ZT and to matrix A := Ea ◦ H . Recall
that the elements x′ with gcd(x′, T ) = d are precisely the elements of the form x′ = xd where x ∈ Z∗T/d .
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Setting
A′d(x, y) :=
{
A(dx, y) if x ∈ Z∗T/d
0 otherwise,
matrix A decomposes into “slices” according to A =∑d:d|T ,d<T A′d . Let Ad(x, y) denote the submatrix
ofA′d(x, y)where x ranges over Z∗T/d . Since only all-zero rows have been removed fromA′d , we conclude
that |||Ad |||2 = |||A′d |||2. Hence,
|||A|||2 =
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
d:d|T ,d<T
A′d
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
2

∑
d:d|T ,d<T
|||A′d |||2 =
∑
d:d|T ,d<T
|||Ad |||2 = T o(1) max
d:d|T ,d<T |||Ad |||2,
where the last equation made use of (18).According to Lemma 4.3, |||Ad |||2 |||AdA∗d |||∞. For x, y ∈ Z∗T/d ,
the entry (AdA∗d)x,y is given by
∑
z∈ZT Ea(H(dx, z)−H(dy, z)), which concludes the proof. 
Now we are ready to bound |||Ea ◦M|||2 for the functionM(x, y) = xy and the case T = N .
Lemma 4.6. For all 0 = a ∈ ZN , we have |||Ea ◦M|||2(dN)1/2, where d = gcd(a,N).
Proof. We write a as d · a0 with gcd(a0, N) = 1. For every x, y ∈ ZN ,∣∣∣∣∣∣
∑
z∈ZN
Ea(xz− yz)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
z∈ZN
Ed·a0(z(x − y))
∣∣∣∣∣∣ =
∣∣∣∣∣∣d
∑
z∈ZN/d
E
N/d
a0 (z(x − y))
∣∣∣∣∣∣ ,
which evaluates by Eq. (15) to N for x = y(modN/d) and to 0 otherwise. By Lemma 4.4, we continue
with
|||Ea ◦M|||22 max
x∈ZN
∑
y∈ZN
∣∣∣∣∣∣
∑
z∈ZN
Ea(xz− zy))
∣∣∣∣∣∣ = dN.
The last equality follows since, for every ﬁxed x ∈ ZN , x = y(modN/d) holds for exactly d distinct
y ∈ ZN . 
According to Lemma 4.6, |||Ead ◦M|||2(dN)1/2 for all a ∈ Z∗N/d . With the notation from (17), we
arrive at the following:
Corollary 4.7. UM(N) max
d:d|N,d<N (N/d)
1/2N1/2.
We move on and consider the function
D : ZT × ZT → ZN,D(x, y) = gxy,
where g is an element of order T in Z∗N . In order to bound |||Ead ◦D|||2 from above, the following results
from [3,8] will be useful:
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Lemma 4.8 (Friedlander et al. [8]). Let  ∈ Z∗N be an element of order T. Let 0 = a ∈ ZN be an integer
with gcd(a,N) = d < N . Then we have the bound
∑
x∈ZT
∣∣∣∣∣∣
∑
y∈ZT
Ea(
y − xy)
∣∣∣∣∣∣ = d
1/4T 21/16N5/8+o(1).
Note that, for d = 1, this bound is non-trivial if T N10/11+ for some positive constant . For prime
N there is a slightly stringer bound:
Lemma 4.9 (Canetti et al. [3]). LetNbe a primeand let  ∈ Z∗N be an element of orderT. Let0 = a ∈ ZN
be an integer. Then we have the bound
∑
x∈ZT
∣∣∣∣∣∣
∑
y∈ZT
Ea(
y − xy)
∣∣∣∣∣∣ = T
5/3N1/4.
Lemma 4.10. For all 0 = a ∈ ZN and d = gcd(a,N) < N , the following holds:
|||Ea ◦D|||2 = T 21/32N5/16+o(1)d1/8.
Furthermore, for primes N,
|||Ea ◦D|||2 = T 5/6+o(1)N1/8.
Proof. Let us ﬁrst focus on the case of composite N. According to Lemma 4.5,
|||Ea ◦D|||22 = T o(1) · max
e|T ,e<T maxx∈Z∗T/e
x(e),
where the e-slice x(e) is given by
x(e) =
∑
y∈Z∗T/e
∣∣∣∣∣∣
∑
z∈ZT
Ea(D(ex, z)−D(ey, z))
∣∣∣∣∣∣ =
∑
y∈Z∗T/e
∣∣∣∣∣∣
∑
z∈ZT
Ea(g
exz − geyz)
∣∣∣∣∣∣ . (20)
We claim that (regardless of the choice of divisor e and x ∈ Z∗T/e)
x(e) = T 21/16N5/8+o(1)d1/4,
which would conclude the proof of the lemma. The claim can be seen as follows. Since g is an element
of order T, the element ge is of order T/e. Since x ∈ Z∗T/e, the element  := (e, x) := gex is of the same
order. Calculation (20) is now continued to prove the claim:
x(e) 
∑
y∈Z∗T/e
∣∣∣∣∣∣
∑
z∈ZT
Ea(
z − yz/x)
∣∣∣∣∣∣
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y:=y/x=
∑
y∈Z∗T/e
∣∣∣∣∣∣
∑
z∈ZT
Ea(
z − yz)
∣∣∣∣∣∣
= e
∑
y∈Z∗T/e
∣∣∣∣∣∣
∑
z∈ZT/e
Ea(
z − yz)
∣∣∣∣∣∣
 e
∑
y∈ZT/e
∣∣∣∣∣∣
∑
z∈ZT/e
Ea(
z − yz)
∣∣∣∣∣∣
Lemma 4.8
 e(T /e)21/16N5/8+o(1)d1/4
e1
 T 21/16N5/8+o(1)d1/4.
For the case of prime N we can plug in the stronger bound from Lemma 4.9 to obtain the assertion. 
Corollary 4.11. UD(N) = max
d:d|N,d<N N
5/16+o(1)T 21/32d−7/8 = N5/16+o(1)T 21/32.
For primes N,
UD(N) = N1/8T 5/6+o(1).
4.3. Multiplicative and exponential structure on subdomains
Since the spectral norm is invariant under permutations of rows and columns we have that for all
bijective functions ˜, ˜ : {0, . . . , T −1}T → ZT , and forM˜,˜(x, y) = M(˜(x), ˜(y)),
|||B ◦M˜,˜|||2 = |||B ◦M|||2. (21)
In the multiplicative case, we may now plug-in the bound UM(N)N1/2 (from Corollary 4.7) into
Corollary 4.2 and obtain:
Corollary 4.12. For smooth binary functions B : ZN → {−1, 1} and for bijective mappings ˜, ˜ :
{0, . . . , N−1}N → ZN , the following holds:
|||B ◦M˜,˜|||2 = |||B ◦M|||2biasBN +N1/2+o(1).
In the exponential case, we may similarly apply Corollary 4.2 with the upper bound UD(N) =
T 21/32N5/16+o(1) from Corollary 4.11, which leads to
Corollary 4.13. For smooth binary functions B : ZN → {−1, 1} and for bijective mappings ˜, ˜ :
{0, . . . , T −1} → ZT , the following holds:
|||B ◦D˜,˜|||2biasBN +N5/16+o(1)T 21/32.
A function H with a multiplicative structure coincides with M, on a subdomain X × Y . The “non-
multiplicative behavior” outside the subdomain can however be controlled as follows:
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Lemma 4.14. If matrices A,B : {0, . . . , T −1} × {0, . . . , T −1} → {−1, 1} coincide on subdomain
X × Y , then
||||A|||2 − |||B|||2|2
√
T 2 − |X ||Y|.
Proof. By the triangle inequality and by (3), we obtain
|||A|||2 = |||B + A− B|||2 |||B|||2 + |||A− B|||2 |||B|||2 + |||A− B|||F .
Since A−B ∈ {−2, 0, 2}T×T is zero on subdomain X ×Y , it has at most T 2 − |X ||Y| non-zero entries
of absolute value 2. Thus, |||A − B|||F 2
√
T 2 − |X ||Y|, which shows one direction of the lemma. For
reasons of symmetry, the other direction holds as well. 
Now we are ready to prove Theorem 3.4:
Proof of Theorem 3.4. Let B be a balanced binary function. Let H be a function with multiplicative
structure on subdomain X ×Y of {0, . . . , N−1}× {0, . . . , N−1}. By Deﬁnition 3.1 there exist injective
functions  : X → ZN and  : Y → ZN , such that H coincides withM, on subdomain X × Y . Since
the mapping  : X → ZN is injective, it can be extended to a bijective mapping from {0, . . . , N−1} to
ZN without changing its behavior on X . The same remark holds for . Let ˜, ˜ : {0, . . . , N−1} → ZN
be the resulting bijective functions. Then B ◦M, coincides with B ◦M˜,˜ on subdomain X × Y . The
part outside of the subdomain can be controlled by Lemma 4.14:
|||B ◦H |||2 |||B ◦M˜,˜|||2 + 2
√
N2 − |X ||Y|.
Making use of Corollary 4.12 and of the assumption that B is balanced, we get
|||B ◦M˜,˜|||2  biasB(N)+N1/2+o(1) + 2
√
N2 − |X ||Y|
= N1/2+o(1) + 2
√
N2 − |X ||Y|.
Since
N2 − |X ||Y| = N(N − |X |)+N(N − |Y|)− (N − |X |)(N − |Y|)
 N(N − |X |)+N(N − |Y|)
and (by assumption) N − |X | = O(N) and N − |Y| = O(N) for some ﬁxed constant 0 < 1, we
ﬁnally arrive at
|||B ◦H |||2 = N1/2+o(1) +O(N(1+)/2),
which concludes the proof. 
Theorem 3.5 follows analogously by combining Corollary 4.13 with Lemma 4.14. In the special case
of prime N, we may use the stronger bound from Corollary 4.11 to obtain the bound of Theorem 3.6.
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5. Applications
In Section 3.3 we proved that balanced Boolean predicates of functions with multiplicative or expo-
nential structure have relatively small spectral norms. Now we present some natural functions having
multiplicative or exponential structure (on a large subdomain).
5.1. Discrete multiplication and division modulo arbitrary Integers
Applying Theorem 3.4 (with X = Y = {0, . . . , N−1} and ,  : {0, . . . , N−1} → ZN deﬁned as the
identity) to the function M, we immediately get:
Corollary 5.1. For balanced Boolean functions B : ZN → {−1, 1},
|||B ◦M|||2 = N1/2+o(1).
We say a functionD : {0, . . . , N−1} × {0, . . . , N−1} → ZN performs discrete division, if it satisﬁes
gcd(y,N) = 1 ⇒ D(x, y) = x/y.
(We do not care about the function valueswhen gcd(y,N) = 1.) In the sequel, notationDIV is reserved for
functions performing discrete division. Since discrete division is nothing but one inversion (permutation)
plus discrete multiplication, we get the following:
Corollary 5.2. For integers N with N − (N) = O(N) for some ﬁxed constant  > 0, 4 and for
balanced Boolean functions B : ZN → {−1, 1}, the following holds:
|||B ◦ DIV |||2 = O(N(1+)/2).
If N is prime, this can be strengthened to
|||B ◦ DIV |||2 = N1/2+o(1).
Proof. Let X = {0, . . . , N−1} and Y = {0, . . . , N−1}∗. Deﬁne the injective mapping  : Y → ZN as
(y) := y−1 mod N . With  : X → ZN given by the identity, we have
DIV(x, y) = xy−1 = x(y) = M,(x, y)
for all (x, y) ∈ X × Y showing that DIV has multiplicative structure on subdomain X × Y . Noting that
N − |X | = 0 and N − |Y| = N − (N) = O(N), the result follows from Theorem 3.4. 
5.2. Discrete exponentiation modulo primes
For primes N, the discrete power function POW : {0, . . . , N−1} × {0, . . . , N − 2} → Z∗N is given by
POW(x, y) = xy mod N.
4 This is the case, for example, for integers N whose smallest prime-factor is of the order (N1−).
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Corollary 5.3. For primes N and for balanced binary functions B : ZN → {−1, 1}, we have
|||B ◦ POW |||2 = N23/24+o(1).
Proof. Let X := {1, . . . , N − 1} and Y := {0, . . . , N − 2}. Because of Theorem 3.6, it sufﬁces to show
that POW has exponential structure on subdomain X ×Y w.r.t. a primitive root g in Z∗N (of orderN − 1).
To this end, let  : X → ZN−1 and  : Y → ZN−1 be injective functions given by x = g(x) and
(y) = y, respectively. In other words,  is chosen as the discrete logarithm and  is the identity function.
Now, the exponential structure becomes obvious because
POW(x, y) = xy = g(x)(y) = D,(x, y)
holds for all x ∈ X and y ∈ Y . 
5.3. Cryptographic applications
As we saw in the last section our two main theorems can be applied to some basic functions with
multiplicative and exponential structure. In this section we show that our techniques can also be applied
to functions appearing naturally in cryptographic protocols. To simplify notation we will sometimes,
when it is clear to the reader, identify the set ZN with the set of integers {0, . . . , N−1}N and vice versa.
Example 5.4 (Pointcheval Cryptosystem [22]). Let N be an RSA modulus, i.e., N = pq for two primes
p, q of (roughly) the same bit length. Let e be an integer with gcd(e,(N)) = 1. The tuple (N, e) is the
public key and an integer dwith ed = 1 mod (N) is the secret key. Note that by the knowledge of either
p or q, (N) = (p − 1)(q − 1) can be computed and so can d. The following function
F : R× ZN → Z∗N × ZN, F (r,m) = ((r − 1)e, re ·m),
where r ∈ R = {r ∈ ZN : r − 1 ∈ Z∗N } is chosen at random, encrypts a message m. Note that
it can be evaluated by knowledge of the public key (N, e) only. Deﬁne X := {x : xd + 1 ∈ Z∗N }
and note that |X | = (N). As for decryption (given the “secret key” d), we may use any function
H : {0, . . . , N−1} × {0, . . . , N−1} → ZN that satisﬁes H(x, y) = y(xd + 1)−e for all x ∈ X and
y ∈ Y = {0, . . . , N−1}N . It is easy to check that this implies that H((r − 1)e, re · m) = m for all
r ∈ R. Outside the subdomain X × Y (when H is applied to invalid ciphers), we may however allow H
to attain arbitrary values. The mapping  : X → Z∗N given by (x) := (xd + 1)−e deﬁnes a bijection.
With  : Y → ZN deﬁned as the identity, we have
H(x, y) = (x)y = M,(x, y)
for all x ∈ X and y ∈ Y , and wemay conclude that any correct decryption functionH has a multiplicative
structure on subdomain X × Y . Since |X | = (N) = (p − 1)(q − 1), the part outside the subdomain
has a relatively small size: N − |X | = N − (N) = p + q − 1 ≈ 2N1/2.
Example 5.5 (El Gamal Cryptosystem [9]). Let N be a prime modulus and let g ∈ Z∗N be an element of
orderN − 1. The “public key” has the form h = gs for some s ∈ ZN−1. A messagem ∈ ZN is encrypted
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with “randomness” r ∈ ZN−1 by evaluating the function
F : ZN−1 × ZN → Z∗N × ZN, F (r,m) = (gr , hrm).
As for decryption (given the “secret key” s),wemayuse any functionH : {0, . . . , N−1}×{0, . . . , N−1} →
ZN that satisﬁesH(x, y) = yx−s for all x ∈ X := {1, . . . , N−1} and all y ∈ Y := {0, . . . , N−1}N . It is
easy to check thatH(gr, hrm) = m. Since for the injective mappings  : X → ZN given by (x) := x−s ,
and  : Y → ZN given by the identity, H satisﬁes
H(x, y) = yx−s = y(x) = M,(x, y),
for all x ∈ X and y ∈ Y , we may conclude that H has a multiplicative structure on subdomain X × Y .
Note that N − |X | = N − (N − 1) = 1.
In all these examples we have a multiplicative structure (Deﬁnition 3.1) on different (but sufﬁciently
large) subdomains. Combining it with Theorem 3.4 we get the following:
Corollary 5.6. Let B be a balanced binary function.
(1) LetH : {0, . . . , N−1}×{0, . . . , N−1} → ZN be a decryption function of thePointcheval cryptosystem.
Then, |||B ◦H |||2 = O(N3/4).
(2) LetH : {0, . . . , N−1}×{0, . . . , N−1} → ZN be a decryption function of the El Gamal cryptosystem
Then, |||B ◦H |||2 = N1/2+o(1).
In general, for all cryptosystems that follow the El Gamal structure we can show such upper bounds on
the spectral norm of the decryption functions. Formore examples the reader is referred to the RSA-Paillier
cryptosystem [4] (which is a modiﬁcation of the original cryptosystem of Paillier [20]).
For an element g of order T in Z∗N , letG ⊆ Z∗N be the subgroup generated by g. For an element x ∈ G
we denote by loggx the discrete logarithm of x to the basis g, i.e. the (unique) element a ∈ ZT that
satisﬁes ga = x. If T contains at least one large prime factor, then computing the discrete logarithm in G
is assumed to be computationally hard. The Difﬁe–Hellman function [5] DH : G×G→ G with respect
to g is given by the following mapping:
DH(x, y) = gloggx·loggy.
The security of numerous cryptographic protocols relies on the computational hardness of computing this
function. The most famous of those protocols is the Difﬁe–Hellman key exchange protocol (see [5] or, e.
g. [19, Chapters 3.7 and 12.6]) itself: Alice and Bob, respectively, pick random a, b ∈ ZT and exchange
x = ga, y = gb. The secret key, gab = gloggx·loggy , can be computed by both parties. In order to totally
break the protocol, a passive eavesdropper, Eve, must compute the Difﬁe–Hellman function. Again, if T
contains at least one large prime factor, then computing the Difﬁe–Hellman function in G is assumed to
be computationally hard (computational Difﬁe–Hellman assumption). As an example of a cryptosystem
whose security relies on the Difﬁe–Hellman function we can mention the El Gamal Cryptosystem [9]
(see also Example 5.5).
We proceed with two examples for functions H with exponential structure.
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Corollary 5.7 (Difﬁe–Hellman secret modulo primes). For primes N, for elements g of order T = N−1,
and for balanced binary functions B : ZN → {−1, 1}, we have |||B ◦ DH|||2 = N23/24+o(1).
Proof. The proof is similar to the proof of Corollary 5.3. Let X := Y := {1, . . . , N − 1}. Because of
Theorem 3.6, it sufﬁces to show thatDH has exponential structure on subdomainX ×Y w.r.t. a primitive
root g in Z∗N (of orderN−1). To this end, let  : X → ZN−1 be the injective function given by x = g(x)
(the discrete logarithm). Now, the exponential structure becomes obvious because
DH(x, y) = g(x)(y) = D,(x, y)
holds for all x ∈ X and y ∈ Y . 
The next example can be viewed as “computing the Difﬁe–Hellman function given the secret keys.”
Let N be an arbitrary modulus and let g be an element of order T. To compute the Difﬁe–Hellman secret
given x and y, we may use the function D : {0, . . . , T −1} × {0, . . . , T −1} → ZN given by
D(x, y) = gxy.
The following corollary follows directly fromTheorems 3.5 and 3.6 (applied withX = Y = {0, . . . , N−
2} and ,  : {0, . . . , N − 2} → ZN−1 deﬁned as the identity):
Corollary 5.8 (Discrete exponentiation modulo arbitrary integers). For elements g of order T = N−1,
and for balanced binary functions B : ZN → {−1, 1}, we have
|||B ◦D|||2 = N31/32+o(1).
For primes N, the functions DH and D used in Corollaries 5.7 and 5.8 only differ by a permutation of
rows and columns such that their spectral norms are equal. This is despite the fact that, in the unrestricted
model of computation, D is easy to compute whereas DH is believed to be not. Thus there is no hope to
prove superpolynomial lower bounds in an unrestricted model of computation that are solely based on
the spectral norm of the function.
6. Final remarks
In this ﬁnal section, we illustrate three things. First, the family of matrices that represent “bits” of
discrete multiplication is fairly rich: for any value in the range between N1/2 and N, we actually ﬁnd
a matrix from this family whose spectral norm (roughly) coincides with this value. Second, the upper
bounds on the spectral normgiven byCorollaries 4.12 and 4.13 are asymptotically tightwhen the bias-term
becomes asymptotically dominant. Third, the main result from Theorem 3.4 can be easily generalized to
the case of arbitrary bivariate polynomials.
6.1. Matrices with small spectral norm
The spectral normof amatrixH ∈ {−1, 1}N×N attains its smallest possible valueN1/2 iff thematrix has
orthogonal rows (or columns), i.e., iff HH = NIN . A matrix with this property is called a generalized
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Hadamard matrix. It can only exist if N ∈ {1, 2} or if N is divisible by 4 [1,11]. This raises the question
whether, say for odd values of N, there are other natural families of matrices from {−1, 1}N×N whose
spectral norm comes close to the (unreachable) barrier N1/2. As a by-product of Theorem 3.4, this
question can be answered in the positive: for any balanced binary function B and for any function H with
a multiplicative structure on a large subdomain of ZN × ZN (such that parameter  in Theorem 3.4 can
be set to 0), we have |||B ◦ H |||2 = N1/2+o(1). In particular, this holds for B0 (the least signiﬁcant bit)
and M (discrete multiplication). For B0 and M, the function hidden in the term No(1) can sometimes be
determined more precisely. Consider the case of odd N. Lemma A.5 shows that EXPB0(N, 1)3 logN .
From the Splitting Lemma (Lemma 4.1), we may infer that
|||B0 ◦M|||21+ 3N1/2 logN.
6.2. The “Bias-barrier” and matrices of arbitrary spectral norm
We claim that the bounds from Corollaries 4.12 and 4.13 cannot be improved beyond the value
biasB(N). In order to show this claim, we start with the following result:
Lemma 6.1. If every column (or row, respectively) of a matrix H : ZN × ZN → ZN represents a
permutation of ZN , then |||B ◦H |||2biasBN .
Proof. Say the columns of matrix H represent permutations of ZN . Then, for any y ∈ ZN , we have∑
x∈ZN B(H(x, y)) = biasB(N) and therefore
1/N
∑
x,y∈ZN
B(H(x, y)) = biasB(N).
Now we can lower bound the spectral norm of B ◦H in the following way:
|||B ◦H |||2
∣∣∣∣∣∣
∑
x,y∈ZN
1√
N
B(H(x, y))
1√
N
∣∣∣∣∣∣ = biasB(N).  (22)
By changingN2−2(N) entries, thematrixMwithM(x, y) = xy can be transformed into amatrixM ′
whose rows and columns represent permutations of ZN . Lemma 4.14 (applied with |X | = |Y| = (N))
leads to ||||B ◦M|||2 − |||B ◦M ′|||2|2
√
N2 − 2(N) and thus, by Lemma 6.1, we get
|||B ◦M|||2biasB(N)− 2
√
N2 − 2(N). (23)
We would like to make biasB(N) the asymptotically dominant term. Note ﬁrst that
√
N2 − 2(N) =√
2N − 1 if N is prime. In order to get a smooth binary function whose bias asymptotically grows faster
than
√
N , we proceed as follows. Let I ⊆ ZN be any consecutive interval of length (N −N1/2+ε)/2 for
a constant 0 < ε < 1/2. Deﬁne Bε : ZN → {−1, 1} as the Boolean function that evaluates to 1 if and
only if its input x belongs to the interval I. Obviously we have biasBε(N) = N1/2+ε. Thus,
|||Bε ◦M|||2(1+ o(1))biasB(Bε).
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Using tools that are explained in the appendix, it is easy to show that Bε is smooth. 5 Thus, Corollary
4.12 yields the upper bound
|||Bε ◦M|||2(1+ o(1))N1/2+ε.
We see that upper and lower bound match each other asymptotically.
As a by-product of our discussion, we see that the family of matrices that represent “bits” of discrete
multiplication is rich enough to contain matrices of (roughly) any spectral norm of our choice.
6.3. Extensions
For the case of prime N the main result of Theorem 3.4 can be generalized to the case of arbitrary
bivariate polynomials of bounded degree using the well-known Weil bound for exponential sums [28]
(see also [17]):
Lemma 6.2. For primes N, a ∈ Z∗N , and any ai with gcd(a0, a1, . . . , ak, N) = 1, we have∣∣∣∣∣∣
∑
x∈ZN
Ea(a0 + a1x + · · · + akxk)
∣∣∣∣∣∣ (k − 1)N
1/2.
Corollary 6.3. For primes N let P : ZN × ZN → ZN be a bivariate polynomial of maximal degree
O(N) for a constant 0 < 1/2. Then, for balanced binary functions B,
|||B ◦ P |||2 = N3/4+/2+o(1).
Proof. Write P as P(x, y) = ∑ki=0∑kj=0 aij xiyj , where k = O(N). For every ﬁxed x, y ∈ ZN ,
Q(x, y, z) := P(x, z)− P(y, z) is a polynomial of degree at most k in the indeterminate z:
Q(x, y, z) =
k∑
j=0
aj (x, y)z
j , aj (x, y) =
k∑
i=0
aij (x
i − yi).
For ﬁxed x ∈ ZN , there can be at most k different y ∈ ZN such thatQ(x, y, z) equals the zero polynomial
in the indeterminate z. We denote those y by the exceptional set Ex (|Ex |k for all x ∈ ZN ). For every
other y ∈ Ex we have gcd(a1(x, y), a2(x, y), . . . , ak(x, y),N) = 1 (since there must be at least one
coefﬁcient aj (x, y) = 0) and, by Lemma 6.2,∣∣∣∣∣∣
∑
z∈ZN
Ea(P (x, z)− P(y, z))
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
z∈ZN
Ea(Q(x, y, z))
∣∣∣∣∣∣
5 It turns out that Bε is strongly semilinear of length 1 in the sense of Deﬁnition A.1. Then, smoothness follows from Lemma
A.2.
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can be bounded by (k − 1)N1/2 for y ∈ Ex and by N for y ∈ Ex . By Lemma 4.4 we continue with
|||Ea ◦ P |||22  max
x∈ZN
∑
y∈ZN
∣∣∣∣∣∣
∑
z∈ZN
Ea(P (x, z)− P(z, y))
∣∣∣∣∣∣
 (N − k)(k − 1)N1/2 + kN
= O(kN3/2).
Then the assertion follows by Corollary 4.2 (with d = 1). 
Appendix A. Upper bounds on the balance terms
For every integer N > 6 letM(a) and P(a) be functions such that P(a)0 for a ∈ {1, . . . , N − 1}.
As an easy consequence (see [27, Chapter 3, Ex. 11c]) of (14), one gets
1
N
N−1∑
a=1
∣∣∣∣∣∣
M(a)+P(a)∑
x=M(a)
Ea(x)
∣∣∣∣∣∣ c log N, (A.1)
where log N = log2 N denotes the binary logarithmofN and the constant c is given by c = ln 2 ≈ 0.6931.
As another easy consequence, we get
max
a∈ZN\{0}
∣∣∣∣Ea(P )− 1Ea(1)− 1
∣∣∣∣ =
∣∣∣∣∣
P−1∑
z=0
Ea(z)
∣∣∣∣∣  min{P,N − P }. (A.2)
Recall the deﬁnitions of the terms biasB(N) and EXPB(N, d) from Section 3.2. In this section we will
provide bounds on the balance terms biasB(N) and EXPB(N, d) for some Boolean functions B thereby
proving Theorem 3.7.We start by introducing some notation. LetB : ZN → {−1, 1} be a binary function.
The set of integers x ∈ ZN where B evaluates to +1 is denoted as B+:
B+ = {x ∈ ZN : B(x) = 1}.
Similarly, we deﬁne the set B− := ZN \ B+ = {x ∈ ZN : B(x) = −1} as the set of integers where B
evaluates to −1.
Deﬁnition A.1. Function B : ZN → {−1, 1} is called semilinear of length k if there exist parameters
Mi,Li ∈ ZN and Ki ∈ Z∗N such that, for all z ∈ ZN , condition
B+ =
⋃
i=1...k
Ji, Ji := {Kiz+Mi mod N | 0zLi},
is valid and the sets Ji are pairwise disjoint. We call a function B strongly semilinear of length k if B and
−B both are semilinear of length k.
There are many natural strongly semilinear functions, for instance each indicator function of a union
of k disjoint intervals in ZN is strongly semilinear of length k.
E. Kiltz, H.U. Simon / Journal of Computer and System Sciences 71 (2005) 185–212 207
LemmaA.2. Let B : ZN → {−1, 1} be strongly semilinear of length k. Then, for every divisor d < N
of N, EXPB(N, d)2k log(N/d).
Proof. Let C+ be the function obtained from B by setting C+(z) = 1 if B(z) = 1 and C+(z) = 0 if
B(z) = −1. Let C− be the function obtained from B by setting C−(z) = 1 if B(z) = −1 and C−(z) = 0
if B(z) = 1. Use B = C+ − C− and the triangle inequality to obtain
EXPB(N, d)
d
N
·
∑
a∈Z∗N/d
|〈C+, Ead〉| + d
N
·
∑
a∈Z∗N/d
|〈C−, Ead〉| . (A.3)
Since B is strongly semilinear of length k, we characterize the function C+ as
C+(z) = 1⇔ z ∈ B+ =
⋃
i=1...k
Ji, Ji = {Kiz+Mi mod N | 0zLi}
for some integer values Ki,Mi , and Li . Using the fact that Ead(x) = EN/da (x), we bound the ﬁrst sum
by
∑
a∈Z∗N/d
∣∣〈B+, Ead〉∣∣ = ∑
a∈Z∗N/d
∣∣∣∣∣∣
k∑
i=1
Li∑
z=0
E
N/d
a (Kiz+Mi)
∣∣∣∣∣∣
(11)
=
∑
a∈Z∗N/d
∣∣∣∣∣∣
k∑
i=1
Li∑
z=0
E
N/d
a (Mi)E
N/d
a (Kiz)
∣∣∣∣∣∣

∑
a∈Z∗N/d
k∑
i=1
∣∣∣EN/da (Mi)∣∣∣
∣∣∣∣∣∣
Li∑
z=0
E
N/d
a (Kiz)
∣∣∣∣∣∣
(10)
=
k∑
i=1
∑
a∈Z∗N/d
∣∣∣∣∣∣
Li∑
z=0
E
N/d
a (Kiz)
∣∣∣∣∣∣ .
Since Ki ∈ Z∗N/d (because Ki ∈ Z∗N ), we can substitute a/Ki for a for every 1ik. After rearranging
the sum we obtain by (A.1)
k∑
i=1
∑
a∈Z∗N/d
∣∣∣∣∣∣
Li∑
z=0
E
N/d
a (z)
∣∣∣∣∣∣ 
k∑
i=1
N/d−1∑
a=1
∣∣∣∣∣∣
Li∑
z=0
E
N/d
a (z)
∣∣∣∣∣∣ k
N
d
log(N/d).
Since the second sum in (A.3) can be bounded analogously the proof is complete. 
Now we will give a bound on the balance terms of the kth least signiﬁcant bit Bk of (the binary
representation of) x ∈ ZN .
We will now give a full description of the function Bk in terms of the sets B+k and B
−
k . We start with
the case of the least signiﬁcant bit B0. For the predicate B(x) = B0(x) it obviously holds that B0(x) = 1
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iff x = 2z+ 1 for 0z  N/2!. Thus, the set B+0 can be described by
B+0 = {2z+ 1}0z N/2!.
For the inner bits Bk this characterization is getting a little bit more sophisticated. Put rk = N mod 2k+1.
B−k = {2k+1z+ t}0 t2k−1,0zbrk (t), (A.4)
where brk (t) ∈ {T − 1, T } and T is deﬁned as T =  N/2k+1!. To avoid a wrap modulo N we have to
choose brk (t) ∈ {T − 1, T } such that the inequality
N − 1− 2k+1 < brk (t)2k+1 + tN − 1
holds. By T 2k+1 = N − rk we get
brk (t) =
{
T − 1: trk,
T : else. (A.5)
With similar arguments as above we get:
B+k = {2k+1z+ t}2k t2k+1−1,0zbrk (t)
= {2k+1z+ t + 2k}0 t2k−1,0zbrk (t). (A.6)
Obviously, if the modulus N is not a power of 2, the kth bit Bk is not unbiased in general. This is made
precise in the following lemma:
LemmaA.3. biasBkN = min{N mod 2k+1, 2k+1 −N mod 2k+1}.
Proof. If 2k+1 divides N, the bias is zero and the result holds true. If not, we cut the elements of ZN into
t :=  N/2k+1! segments Si of consecutive elements, each of size 2k+1. Since N is not divisible by 2k+1,
the last segment has less elements. More precisely St consists of the last r := N mod 2k+1 elements in
ZN . Observing that for 1i t − 1,∑z∈Si Bk(z) = 0, we obtain
biasBk(N) =
∣∣∣∣∣∣
∑
z∈ZN
Bk(z)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
t∑
i=1
∑
z∈Si
Bk(z)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
z∈St
Bk(z)
∣∣∣∣∣∣ =
∣∣∣∣∣
r−1∑
z=0
Bk(z)
∣∣∣∣∣ .
The last term evaluates to r, if r2k , and to 2k+1 − r , otherwise. 
Corollary A.4. Bk : ZN → {−1, 1} is unbiased if k = k(N) = o(log N).
From Eqs. (A.4) and (A.6), we conclude that, for odd N, Bk : ZN → {−1, 1} is strongly semilinear of
length 2k . This implies that EXPBk(N, d)2k+1 log(N/d). However, by a more tedious computation we
can achieve a stronger bound for every bit Bk:
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LemmaA.5. For odd N, EXPBk(N, d)3biasBkN log(N/d).
Proof. By deﬁnition,
EXPB(N, d) = d
N
·
∑
a∈Z∗N/d
|〈B,Ead〉| .
Let brk (t) and T be deﬁned as in Eq. (A.5). By the characterizations of Eq. (A.4) and Eq. (A.6) we can
continue with
= d
N
∑
a∈Z∗N/d
∣∣∣∣∣∣∣
2k−1∑
t=0


brk (t+2k)∑
z=0
Ead(2k + 2k+1z+ t)−
brk (t)∑
z=0
Ead(+2k+1z+ t)


∣∣∣∣∣∣∣

d
N
·
∑
a∈Z∗N/d
∣∣∣∣∣∣∣
2k−1∑
t=0
brk (t+2k)∑
z=0
Ead(2k + 2k+1z+ t)
∣∣∣∣∣∣∣
+ d
N
·
∑
a∈Z∗N/d
∣∣∣∣∣∣
2k−1∑
t=0
brk (t)∑
z=0
Ead(2k+1z+ t)
∣∣∣∣∣∣ .
We will show the bound
d
N
·
∑
a∈Z∗N/d
∣∣∣∣∣∣
2k−1∑
t=0
brk (t)∑
z=0
Ead(2k+1z+ t)
∣∣∣∣∣∣ 
3
2
biasBk(N) log
N
d
on the second term. The bound on the ﬁrst term can be derived analogously. Put
L(a, d) =
2k−1∑
t=0
brk (t)∑
z=0
Ead(2k+1z+ t). (A.7)
Recall that, by (A.5), brk (t) ∈ {T − 1, T }, where T is attained iff trk − 1. Splitting the inner sum of
L(a, d) over z into two parts, where the ﬁrst part ranges over all 0zT − 1, and the second part over
z = T (what can only happen in the case of brk (t) = T which is equivalent to trk − 1), we get
|L(a, d)| 
∣∣∣∣∣∣
2k−1∑
t=0
T−1∑
z=0
Ead(2k+1z+ t)
∣∣∣∣∣∣+
∣∣∣∣∣∣
min{2k−1,rk−1}∑
t=0
Ead(2k+1T + t)
∣∣∣∣∣∣
(10)

∣∣∣∣∣∣
2k−1∑
t=0
T−1∑
z=0
Ead(2k+1z+ t)
∣∣∣∣∣∣+ rk
(11)
=
∣∣∣∣∣∣
2k−1∑
t=0
Ead(t)
T−1∑
z=0
Ead(2k+1z)
∣∣∣∣∣∣+ rk.
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We apply (14) twice and rewrite the latter term as
∣∣∣∣Ead(2
k)− 1
Ead(1)− 1
∣∣∣∣ ·
∣∣∣∣Ead(2
k+1T )− 1
Ead(2k+1)− 1
∣∣∣∣+ rk.
By observing that Ead(2k+1)− 1 = (Ead(2k)+ 1)(Ead(2k)− 1) and 2k+1T = N − rk we get
=
∣∣∣∣Ead(N − rk)− 1Ead(1)− 1 ·
1
Ead(2k)+ 1
∣∣∣∣+ rk.
By simple trigonometrical transformations, we can express |Ea(z)+ 1| in terms of the cosinus:
|Ea(z)+ 1| = |2 cos(az/N)|. (A.8)
Now we use bound (A.2) and Eq. (A.8):
|L(a, d)|  rk
∣∣∣∣ 1Ead(2k)+ 1
∣∣∣∣+ rk = rk2| cos(2kad/N)| + rk. (A.9)
Wenow rewrite Eq. (A.7) in an alternative fashionwhich leads to a second independent bound on |L(a, d)|.
|L(a, d)| =
∣∣∣∣∣∣
2k−1∑
t=0
T∑
z=0
Ead(2k+1z+ t)−
2k−1∑
t=min{rk,2k}
Ead(2k+1T + t)
∣∣∣∣∣∣

∣∣∣∣∣∣
2k−1∑
t=0
T∑
z=0
Ead(2k+1z+ t)
∣∣∣∣∣∣+ 2
k −min{rk, 2k}

∣∣∣∣∣∣
2k−1∑
t=0
T∑
z=0
Ead(2k+1z+ t)
∣∣∣∣∣∣+ 2
k+1 − rk.
Following along the lines of the proof above (we omit the straightforward but tedious calculation), we
obtain

2k+1 − rk
2| cos(2kad/N)| + 2
k+1 − rk. (A.10)
By Lemma A.3 we know that the bias of Bk equals to min{rk, 2k+1 − rk}. Since both bounds (A.9) and
(A.10) on |L(a, d)| hold independently from each other this leads to the bound
|L(a, d)| biasBk(N)
2| cos(2kad/N)| + biasBk(N)
3biasBk(N)
2| cos(2kad/N)| .
Summing the terms |L(a, d)| up over all a ∈ Z∗N/d we get
d
N
·
∑
a∈Z∗N/d
|L(a, d)|  3dbiasBk(N)
2N
·
∑
a∈Z∗N/d
1
| cos(2kad/N)| .
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Since N is odd, the element 2−1 exists in Z∗N and hence also in Z∗N/d . Substituting a = 2−kb we get

3dbiasBk(N)
2N
∑
b∈Z∗N/d
1
| cos(bd/N)|

3dbiasBk(N)
2N
2
∫ (N/d−1)/2
1
1
cos(bd/N)
db

3dbiasBk(N)
N
∫ (N/d−1)/2
1
1
cos(bd/N) sin(bd/N)
= 3biasBk(N)

(
ln
(
tan
(

2
− d
2N
))
− ln
(
tan
(
d
N
)))

3biasBk(N)

2 ln
(
2N
d
)

3
2
biasBk(N) log
N
d
. 
Corollary A.6. For odd N and unbiased Bk we have EXPBk(N, d) = No(1) and hence Bk is balanced.
In view of the results of the last paragraph, one may raise the question whether for a prime modulus
every unbiased Boolean function necessarily is smooth. However, it is not hard to show that the±1 valued
Boolean function B representing the Legendre Symbol is “far from being smooth”, though it is unbiased.
The reason for the large value of the term EXPB(N, k) is the multiplicative property of the Legendre
Symbol. Since, for instance, the discrete multiplicationM(x, y) = xy also has a multiplicative property,
M(x, y) = xy = M(x, 1)M(1, y), this implies that the matrix B ◦M is completely determined by its
ﬁrst row and column:
B ◦H(x, y) = B ◦H(x, 1) · B ◦H(1, y).
Hence B ◦ H has rank one and, by Eq. (4), |||B ◦ H |||2 = N . Since the Legendre Symbol B is clearly
unbiased we conclude from Theorem 3.4 that it cannot be smooth. A simple computation shows that
EXPB(N, 1) ≈
√
N .
Similar considerations show that for even N the least signiﬁcant bit B0 is not smooth. More precisely,
it can be shown that EXPB0(N,N/2) = N/2.
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