Necessary and sufficient conditions for approximation of a general channel by a general source are proved. For the special case in which the channel input is deterministic, which corresponds to source simulation, we prove a stronger necessary condition. As the approximation criteria, vanishing variational distance between the original and the approximated quantity is used for both of the problems. Both necessary and sufficient conditions for the two problems are based on some individual properties of the sources and the channel and are relatively easy to evaluate. In particular, unlike prior results for this problem, our results do not require solving an optimization problem to test simulatability.
general coin source 1 can approximate another general target source. 2 By approximation, we mean there should exist a deterministic mapping from realizations of one source to the realizations of the other source, such that the resulting source 'well-approximates' the original one in some precise sense. This problem is also known as the probability distribution approximation problem.
The second problem is finding necessary and sufficient conditions for determining whether a general coin source can approximate a general channel, given that another fixed general source is the input to the channel. Similarly, approximation means finding a deterministic mapping from the realizations of the input source and the coin source to the output alphabet of the channel, such that the joint distribution of the input and the simulated output is close to the true distribution. Observe that the channel simulation problem subsumes the source simulation problem, since the latter is a special case of the former with a deterministic input source.
For the special case of the source simulation problem, for which both coin and target sources are stationary processes with finite states, [8] obtains a complete solution for this particular version of the problem. Followup works have proposed more efficient algorithms in terms of computational complexity (cf. [13] , [14] and references therein) and\or universal algorithms 3 (cf. [15] , [16] and references therein).
The case in which at least one of the sources (or the channel) is non-ergodic, has only received attention more recently. The fundamental work of Han and Verdú [17] , introduces the information spectrum method, which is the standard tool to handle non-stationary and non-ergodic extensions of the problems in information theory. The basic problem, called approximation theory of output statistics, defined in their paper is closely related to the simulation problem, but different from the problems considered in this paper. A somewhat 'dual' of this problem, in which the coin source is a general source and the target source is i.i.d. fair coin flips is also solved. For this particular case, Vembu and Verdú [18] proved necessary and sufficient conditions. Furthermore, Steinberg and Verdú [19] considered the problem of simulating a general source using i.i.d. fair coin flips. They proved necessary and sufficient conditions for this problem in the 1 By general source, we mean a collection of random variables with no consistency requirements among them. 2 Here, we adopt the convention used in [12] , where target (resp. coin) source refers to the to be approximated (resp. to be used for approximation) random source. 3 By universal algorithm, we mean an algorithm which does not rely on the statistics of the coin source. aforementioned work. For the channel simulation problem, Steinberg and Verdú [20] proved necessary and sufficient conditions for the special case where the coin source is i.i.d. fair coin flips. All of these works incorporate fundamental notions from the information spectrum method, namely supinf entropy rates and sup-inf conditional entropy rates.
The general case, where both the target random variable and the coin random variable are arbitrary sources, is also investigated in the literature. Results due to Nagaoka [21] (full proofs are also available in [12] ) states a necessary condition and a sufficient condition in terms of sup and inf entropy rates of the target and the coin sources over countable alphabets, however there is a sizable gap between these two conditions, in other words the result is not conclusive. Nagaoka and Miyake [22] state necessary and sufficient conditions without such a gap, for the case of finite alphabet sources. However, these conditions are stated in terms of an optimization problem over all joint distributions with the marginals equal to target and coin sources' distribution, hence hard to evaluate.
Our contributions in this paper may be summarized as follows:
• We state new necessary and sufficient conditions, which are essentially the same, for a coin source to be an approximating source of a given target source, where both of the sources are general sources over countable alphabets. Our necessary condition is strictly stronger than its state-of-the-art counterpart stated in [22] . • We state the first, to the best of our knowledge, necessary and sufficient conditions, which are essentially the same, for a coin source to be an approximating source of a channel, given a fixed input source to the channel, where both coin and input sources and the channel are general ones over countable alphabets. • Unlike the existing conditions in the literature, our results do not require the information spectra to be scaled by the block length.
Note that both necessary and sufficient conditions for both of the problems are in terms of the intrinsic properties of the sources and the channel, in which the whole spectrum is exploited, as opposed to the traditional quantities like entropy and conditional entropy rates, which are the limiting points of the entropy and conditional entropy spectrum, respectively. Hence, this kind of approach may lead to solutions to some of the open problems of the non-stationary and non-ergodic information theory, such as [23] .
The paper is organized as follows. In Section II we state our notation used throughout the paper, give basic definitions and state our results. We also include examples to illustrate our results. Section III is devoted to the proof of sufficient and necessary conditions for source simulation problem and the demonstration of the fact that our necessary condition is strictly stronger than its state-of-the-art counterpart, while Section IV consists of the proof of sufficient and necessary conditions for channel simulation problem. The paper ends with conclusions, stated in Section V.
II. NOTATION, DEFINITIONS AND STATEMENT OF THE RESULTS

A. Notation
Boldface letters denote vectors; regular letters with subscripts denote individual elements of vectors. Furthermore, capital letters represent random variables and lowercase letters denote individual realizations of the corresponding random variable. Throughout the paper, all logarithms are base-e, unless otherwise specified. For p ∈ [0, 1], H(p) denotes the binary entropy function. R △ = R ∪ {−∞, +∞} denotes extended real numbers. (R, B, µ) denotes a measure space, with B denoting the Borel-sigma algebra on real numbers and µ denoting the Lebesgue measure. For an arbitrary sequence of real-valued random variables {Z n } ∞ n=1 , p − lim inf n→∞ Z n △ = {α : lim n→∞ Pr{Z n > α} = 0} denotes the "limit infimum in probability", (cf. Definition 1.3.1. of [12] ). Ω ∼ U [0, 1] is a shorthand notation for "Ω is a uniform random variable over [0, 1]". Given a random variable X with p.m.f. P X , E PX [·] denotes expectation with respect to P X .
B. Definitions and Statement of the Results
Definition 2.1: Given two random variables X, Y ∈ X , such that X is countable set, with pmfs P X and P Y , respectively; the variational distance between P X and P Y , denoted by d(P X , P Y ), is defined:
(1)
Note that we will also use d(X, Y ) to denote the variational distance throughout the rest of the paper, interchangeably with d(P X , P Y ) to denote the quantity in (1) .
be two general sources, where for all n ∈ Z + , X n and Y n are random variables taking values in X n and Y n , respectively, such that X n and Y n are countable sets. We say that X is an approximating source for Y, if there exists a sequence of deterministic mappings 4 
be arbitrary general sources, where for all n ∈ Z + , X n and Z n are random variables taking values in X n and Z n , respectively, and X n and Z n are countable sets with a given coupling 5 P Zn|Xn between them. Let,
be a general channel, where for all n ∈ Z + , W Yn|Xn denotes a conditional pmf over Y n × X n , where Y n is countable set. We say that Z is an approximating source for W Y |X , given X, if there exists a sequence of mappings {ϕ n : X n × Z n → Y n } ∞ n=1 , such that lim n→∞ d (X n Y n , X n ϕ n (X n , Z n )) = 0.
We state our necessary and sufficient conditions in terms of the following quantity.
Definition 2.4: Given a random variable Z n taking values in Z n , where Z n is countable set, let S n (Z) denote an ordered list of z ∈ Z n sequences with non-zero probability, from highest probable to lowest probable, i.e.
(2) Next, using S n (Z), define the following partition of [0, 1]
such that δ ∈ [δ k−1 , δ k ) for some k ∈ Z + by using (3). Note c z n (δ) is a well-defined quantity. Observe that, c z n (δ) ≥ 0, for all n and for all δ ∈ [0, 1). Further, c z n (δ) is non-decreasing and right continuous in δ. Remark 2.1: Throughout the rest of the paper, when we refer to a quantity including µ (which stands for Lebesgue measure), it should be explicitly understood that we are using (R, B, µ) as our measure space.
Next, we state our main results:
, where for all n ∈ Z + , X n is a random variable taking values in X n , such that X n is countable set (resp. Y n is a random variable taking values in Y n , such that Y n is countable set). Sufficient Condition: If
then X is an approximating source for Y. Note that, (5) can also be written as
where µ − lim inf is the analogous of p − lim inf quantitiy using Lebesgue mesaure instead of the probability measure. Necessary Condition: If X is an approximating source for Y, then
, where for all n, X n is a random variable taking values in X n , such that X n is countable set (resp. Z n is a random variable taking values in Z n , such that Z n is countable set) with a coupling P Zn|Xn . Further,
, where for all n ∈ Z + , W Yn|Xn denotes a conditional pmf over Y n × X n , with Y n being countable set. For all n ∈ Z + , for any x ∈ X n and δ ∈ [0, 1), c z|x n (δ, x) (resp. c w n (δ, x)) denotes the quantity defined in Definition 2.4 for P Zn|Xn (·|x) (resp. W Yn|Xn (·|x)). Sufficient Condition: If
as n → ∞, for all γ ∈ R, then Z is an approximating source for W, given X. Necessary Condition: If Z an approximating source for W, given X, then
as n → ∞, for all ǫ ∈ (0, 1) and γ ∈ R + . Remark 2.2: For the sake of comparison, now we state the necessary and sufficient conditions stated in [22] . Let X n (resp. Y n ) be a set with |X n | < ∞ (resp. |Y n | < ∞) for all n ∈ Z + and X n (resp. Y n ) be a random variable defined over X n (resp. Y n ) with distribution P Xn (resp.
The marginal distributions are P Xn and P Yn , ∀n ∈ Z + }.
then X is an approximating source for Y.
We demonstrate in Section III-C (cf. Remark 3.1) that our necessary condition is strictly stronger than the one given in (8) . Moreover, our conditions do not involve an optimization problem, and hence are easier to evaluate. Next, consider the following example. Let X n = X (resp. Y n ) be some arbitrary set with |X | < ∞ (resp. |Y n | = √ n), for all n ∈ Z + . For any n ∈ Z + , define X n (resp. Y n ) as the uniform random variable over X n (resp. Y n ). Recalling (4), we have lim n→∞ c y n (δ) = 1 2 log n, lim n→∞ c x n (δ) = log |X |,
for all δ ∈ [0, 1). Recalling the necessary condition for the source simulation, (9) immediately implies that {X n } ∞ n=1 is not an approximating source for {Y n } ∞ n=1 . However, if X n and Y n are independent for all n ∈ Z + , in other words if we let P Xn,Yn = P Xn P Yn , then we have
Recalling (8), (10) implies that the necessary condition of [22] is satisfied.
III. SOURCE SIMULATION
In this section, we deal with the problem of approximating a general target source with a general coin source. Although this problem is a special case of the channel approximation with a deterministic input to the channel, we include it as a separate section for the following reasons: First, the results of this section constitute the core of the sufficiency and necessity proofs of channel simulation problem; to be more precise, Proposition 3.1 (resp. Theorem 3.3) plays a fundamental role in the proof of sufficient (resp. necessary) condition of the channel simulation problem. Moreover, for this special case, we prove a stronger necessary condition compared to the single source counterpart of the channel simulation necessary condition. The last reason is the problem's particular practical importance.
Throughout this section, let X = {X n } ∞ n=1 and Y = {Y n } ∞ n=1 be two general sources with X n and Y n being countable sets for all n ∈ Z + .
A. Source Simulation-Sufficient Condition
First, we begin with the following proposition, which constitutes the core of the achievability proofs for both source and channel approximation problems.
Proposition 3.1: Consider any ǫ ∈ (0, 1) and γ ∈ R + , such that e −γ ≤ ǫ. Then, for any n ∈ Z + ,
The proof is rather technical and due to space limitations, it is skipped.
then X is an approximating source for Y. Proof: First, observe that (11) is equivalent to
Next, consider any ǫ ∈ (0, 1) and γ ∈ R + , such that e −γ ≤ ǫ and fix some n ≥ N (ǫ, γ). (12) immediately implies that (recall definition of E n (γ) in Proposition 3.1)
Proposition 3.1 immediately implies that
whereỸ n = φ n (Y n ). Next, we define
Since ǫ ∈ (0, 1) is arbitrary, this implies that we have lim sup n→∞ d * n = 0.
Lastly, for each n ∈ Z + , let choose φ n : X n → Y n , such that d(Y n ,Ỹ n ) ≤ 2d * n and form the sequence of mappings {φ n : X n → Y n } ∞ n=1 . For this sequence of mappings, we have lim sup
where equality follows from (16) . Using the definition of variational distance and (17), we have
which implies that lim n→∞ d(Y n ,Ỹ n ) = 0, which was to be shown.
B. Source Simulation-Necessary Condition Theorem 3.3:
If X is an approximating source for Y, then
where c x n (δ) and c y n (δ) are as defined in (4) . Proof: Let {φ n : X n → Y n } ∞ n=1 be a sequence of mappings such that lim n→∞ d(Y n , φ n (X n )) = 0 andỸ n △ = φ n (X n ). We will prove the theorem in two main steps. In the first step, we prove another condition, which essentially states that if X is an approximating source for Y, then asymptotically, the cumulative distribution of its entropy spectrum is greater than that of Y. In the second step, we prove that the aforementioned condition implies (18) .
Before stating the proof, we need the following definition: Definition 3.1: Let U, V be real valued random variables. The Lévy distance between them, denoted as L(U, V ), is defined as
We continue with the following lemma Lemma 3.1: For Y n ,Ỹ n ∈ Y n , if lim n→∞ d Y n ,Ỹ n = 0, then
Proof: Proof readily follows from the same arguments used in Theorem 2.1.3 of [12] , of which RHS is lim n→∞ L 1 n log 1 PY n (Yn) , 1 n log 1 PỸ n (Ỹn) = 0, and the particular proof does not depend on the existence of 1/n factors.
Next, we prove the following lemma, which is the entropy spectrum counterpart for the well-known fact [24] 'any deterministic mapping of a random variable cannot increase its entropy.' Lemma 3.2: For any n ∈ Z + , let X n be a random variable taking values in X n , where X n is countable set andỸ n = φ n (X n ), where φ n : X n → Y n is any deterministic mapping and Y n is countable set. Then, we have,
for all c ∈ R.
Proof: Define the following sets:
If we can show that
for arbitrary choices of c and n, then this will conclude the proof. Now, observe that sinceỸ n is a deterministic function of X n , we have ∀ y ∈ Y n , PỸ n (y) = P Xn φ −1 n (y) .
Using (23) and recalling the definition of TỸ n , we have Pr{TỸ n (c)} = P Xn x ∈ X n : x ∈ φ −1 n TỸ n (c) . (24) Now, if TỸ n (c) = ∅, then (22) holds, hence we are done. Suppose this is not the case. Then, we choose any x ∈ φ −1 n TỸ n (c) . We know that φ n (x) ∈ TỸ n (c), hence P Xn (x) ≤ e −c (otherwise φ n (x) cannot be an element of TỸ n by recalling the definition of this set and (23)), which implies x ∈ T X n (c). Since x ∈ φ −1 n TỸ n (c) is arbitrary, we conclude that
(24) and (25) immediately implies that Pr{T X n (c)} ≥ Pr{φ −1 n (TỸ n (c))} = Pr{TỸ n (c)}, hence (22) holds. Lemma 3.3: If X is an approximating source for Y, then
Proof: Suppose X approximates Y. Then, using (20) , we have
Now, observe that we have
Further,
where the second inequality follows recalling (21) . Using (28) and (29) in (27) (by defining µ
which further implies
Now, observe that P Yn log 1 PY n (Yn) < c + µ is nonincreasing with decreasing µ, therefore (30) implies that
which was to be shown. Now we finished the first step of the proof. What remains is to prove the following lemma, which is the second step of the proof. 
then we have inf ǫ∈(0,1)
Proof: First observe that using (31), we have
Now consider any ǫ ∈ (0, 1). Next, fix an arbitrary µ ∈ R + and a sufficiently large n, such that we have inf δ∈(0,1]
Consider any δ ∈ (0, 1] and observe that we have (cf. definition of c y n (δ))
Moreover, using (33) and (34), we have
Recalling the definition of c x n (δ), (35) immediately implies
for any ǫ ∈ (0, 1). Since µ ∈ R + is arbitrary, (36) implies that we have
(37) yields
Since ǫ ∈ (0, 1) is arbitrary, (38) yields which was to be shown. Combining Lemma 3.3 and 3.4 we conclude that (18) follows.
C. Source Simulation-Comparison of the Necessary Condition to Its State-of-the-Art Counterpart
In this section, we demonstrate that the necessary condition of Theorem 3.3 is at least as good as the necessary condition of [22] (cf. (8) ), which is valid for only finite alphabets. First, we prove the following theorem.
Theorem 3.4: If (18) holds, then ∀n, ∃ P Xn,Yn , with marginals P Xn , P Yn such that
where the probability measure is P Xn,Yn .
Proof: First, we prove the following lemma. Lemma 3.5: If (18) holds, then ∀n ∈ Z + , ∃{P Xn,Yn } n≥1 , with marginals P Xn , P Yn , such that
(41) implies that
Consider any ǫ ∈ (0, 1) and γ ∈ R + and fix some n ≥ N (ǫ, γ). Next, define Ω ∼ U [0, 1] and
Let S n (X), ∆ x and c x n (δ) (resp. S n (Y ), ∆ y and c y n (δ)) denote the quantities defined in (2), (3) and (4), respectively, for X n (resp. Y n ). Using the Ω,Ω pair, define the following joint distribution for X n , Y n P Xn,Yn (x i , y i )
for any (i, j) ∈ {1, . . . , |S n (X)|} × {1, . . . , |S n (Y )|}. Note that as a direct consequence of (43), the marginals of P Xn,Yn are P Xn and P Yn . Further, we have
where (44) follows from (43), (45) follows from the definition of Ω andΩ, and (46) follows from (42).
Since ǫ ∈ (0, 1), γ ∈ R + and n ≥ N (ǫ, γ) is arbitrary, (46) implies that
(47) for all γ ∈ R + . Recalling definition of limit infimum in probability, (47) implies that for this particular construction of P Xn,Yn , we have
where probability measure is P Xn,Yn , which was to be shown. Next, we conclude the proof. Lemma 3.5 directly implies that if (18) holds, then ∃{P Xn,Yn } n≥1 with marginals P Xn , P Yn , such that
(48) immediately implies that for this sequence of joint distributions, we have
where probability measure is P Xn,Yn . Hence we are done.
Remark 3.1: If we take X n (resp. Y n ) as a finite set for all n ∈ Z + , then (39) implies the necessary condition of [22] , hence Theorem 3.4 implies that our necessary condition is at least as good as the one in [22] . Moreover, recalling the example given in Remark 2.2, the converse is not true, in other words (8) does not imply our necessary condition. Therefore, we conclude that our necessary condition for the source simulation problem is strictly stronger than its stateof-the-art counterpart.
IV. CHANNEL SIMULATION
Throughout this section, X = {X n } ∞ n=1 and Z = {Z n } ∞ n=1 denote two general sources, where for all n, X n is a random variable taking values in X n , such that X n is countable set (resp. Z n is a random variable taking values in Z n , such that Z n is countable set) with an arbitrary coupling P Zn|Xn . Further, W Y |X = W Yn|Xn (Y n |X n ) ∞ n=1 denotes a general channel, where for all n ∈ Z + , W Yn|Xn denotes a conditional pmf over Y n × X n , with Y n being countable set. 
as n → ∞, for all γ ∈ R; then Z is an approximating source for W, given X.
Proof:
First, observe that (49) is equivalent to
Next, consider any ǫ ∈ (0, 1), γ ∈ R + , such that e −γ ≤ ǫ and fix some n ≥ N (ǫ, γ). Now, observe that for any x ∈ X n , both Z n and Y n are general sources with distributions P Zn|Xn (·|x) and W Yn|Xn (·|x). For any x ∈ X n (by
for all x ∈ X n . Using φ x n , we define the following mapping ϕ n :
where (54) follows from (52), (53) and recalling definition of variational distance and (55) follows from (50) and (51).
Using arguments similar to those of the proof of Theorem 3.2, one can conclude the proof.
Theorem 4.2:
If Z is an approximating source for W, given X, then for all ǫ ∈ (0, 1) and for all γ ∈ R + ,
as n → ∞. Proof: Let {ϕ n : X n × Z n → Y n } ∞ n=1 be a sequence of mappings with lim n→∞ d(X n Y n , X n ϕ n (X n , Z n )) = 0.
Let N ∈ Z + be such that ∀n ≥ N , E PX n [d Xn ] < 1, where d Xn is as defined in (52). For the sake of notational convenience, we definẽ for any ǫ ∈ (0, 1), γ ∈ R + and x n ∈ X n . Next, we consider any n ≥ N and define the following set:
Using Markov's inequality, (59) implies that
Moreover, definex = {x n } ∞ n=1 , where ∀n ∈ Z + ,x n ∈ X n and ∀n ≥ N,x n ∈ S c n withμ(ǫ, γ,x n ) ≥ 1 2 sup xn∈S c nμ (ǫ, γ, x n ).
Observe that (60) guarantees the existence of such a sequence, since S c n = ∅ for all n ≥ N . By the definition of x, we have lim n→∞ dx n = 0, hence the necessary condition of source simulation, i.e. (18) , implies that lim n→∞μ (ǫ, γ,x n ) = 0,
for any ǫ ∈ (0, 1) and γ ∈ R + . Consider any n ≥ N , ǫ ∈ (0, 1) and γ ∈ R + . Using the law of total expectation, we have E PX n [μ(ǫ, γ, X n )] = E[μ(ǫ, γ, X n ) | X n ∈ S n ] Pr {X n ∈ S n } + E[μ(ǫ, γ, X n ) | X n ∈ S c n ] Pr {X n ∈ S c n } , 
where (64) follows from (57) and (61). Since E PX n [μ(ǫ, γ, X n )] ≥ 0, ∀n ∈ Z + and ǫ ∈ (0, 1), γ ∈ R + are arbitrary, (64) implies (56).
V. CONCLUSION
In this paper, we consider source and channel simulation problems for the general case and prove essentially the same necessary and sufficient conditions. The necessary and sufficient conditions for the source (resp. channel) simulation problems exploits the knowledge of the whole entropy (resp. conditional entropy) density of the target source (resp. general channel) and the coin source. Moreover, our necessary condition for the source simulation problem is strictly stronger than its state-of-the-art counter part (cf. [22] ) which is valid for only finite alphabets. As a future research problem, this kind of approach may also be exploited to solve the general case of the approximation theory of output statistics (which is originally formulated in [17] for the special case of fair coin flips as the coin source) problem which is still an open problem (cf. [23] ).
