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CELL DECOMPOSITIONS OF QUIVER FLAG VARIETIES FOR
NILPOTENT REPRESENTATIONS OF THE ORIENTED CYCLE
JULIA SAUTER
Abstract. Generalizing Schubert cells in type A and a cell decomposition
of Springer fibres in type A found by L. Fresse we prove that varieties of
complete flags in nilpotent representations of an oriented cycle admit an affine
cell decomposition parametrized by multi-tableaux. We show that they carry
a torus operation and describe the T -equivariant cohomology using Goresky-
Kottwitz-MacPherson-theory. As an application of the cell decomposition we
obtain a vector space basis of certain modules (for quiver Hecke algebras of
nilpotent representations of this quiver), similar modules have been studied by
Kato as analogues of standard modules.
1. Introduction
We study varieties of complete flags in nilpotent representations associated to
an oriented cycle. In this situation the filtrations by radicals and socles play a
special role (for an indecomposable module they are the functorial filtrations for a
string module). Restriction to the one-dimensional subspace and relative position
with respect to these flags gives us (recursively) a cell decomposition into affine
cells. This method goes back to a work of Spaltenstein [Spa76], compare section 3.
For the loop (or Jordan) quiver with the zero endomorphism we get the Schubert
cell decomposition for Gln and for more general representations we reobtain the
cell decomposition for Springer fibres in type A studied by L. Fresse in [Fre09].
An efficient way to parametrize the cells is book-keeping of the relative position
in terms of multi-tableaux (see section 4) and this gives a combinatorial tool to
describe the Betti numbers of these quiver flag varieties.
We also observe that the torus action which is given by scalar multiplication
on each indecomposable summand operates on the quiver flag variety with finitely
many fixed points and one-dimensional orbits. In fact, every cell is a limit cell
of a unique torus fix point in it and the cell decomposition is an instance of a
Bialynicki-Birula decomposition (of a non-smooth variety, see e.g. [Car02]). The
theory developped by Goresky, Kottwitz and MacPherson (see [GKM98]) gives a
description of the torus equivariant cohomology of these varieties.
As an application, the Borel-Moore homology groups appear as modules for
quiver Hecke algebras of nilpotent representations of the oriented cycle, see [Kat13]
for the definition in a more restrictive situation and a general study of their prop-
erties (Kato’s situation does not apply because it requires all multiplicites Lλ to
be non-zero). Quiver Hecke algebras are known to be graded Morita equivalent to
(positively graded) standardly stratified algebras in the sense of Mazorchuk [Maz10]
and under this equivalence Kato’s standard modules correspond to (Mazorchuk’s)
two types of standard modules.
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2 JULIA SAUTER
2. Nilpotent representations of the oriented cycle and quiver flag
varieties
Let K be an algebraically closed field. Let A = KQ where Q is the oriented
cycle with vertices Q0 = {1, . . . , n} identified with their residue classes in Z/nZ
and Q1 = {ai : i → i + 1 | i ∈ Z/nZ}. An A-module M is given by vector spaces
V1, . . . , Vn and linear maps fi : Vi → Vi+1. Its Q0-graded dimension is given by
dimM = (dimV1, . . . ,dimVn). We will only look at finite-dimensional nilpotent
representations, that means dimVi < ∞ and fi+n−1 ◦ · · · ◦ fi+1 ◦ fi : Vi → Vi is
nilpotent for every i ∈ Q0.
Indecomposable nilpotent A-modules. For 1 ≤ i ≤ n we write Si = Ei[1] for the
simple left A-module supported in the vertex i. For j ∈ Q0, ` ∈ N we write Ej [`] for
the unique indecomposable A-module with socle Sj and K-vector space dimension
`. We have socEj [`] = Sj ⊂ Ej [`] the inculsion of the socle, radEj [`] = Ej [`−1] ⊂
Ej [`] (with Ej [0] := 0) the inclusion of the radical and Ej [`] topEj [`] = Sj−`+1
the quotient map to the top.
Definition 1. Let M be a nilpotent A-module of dimension dimM =: d ∈ NQ00
and d := (0 = d0, d1, . . . , dr = d) with dk ∈ NQ00 be a sequence We define
Fl
(
M
d
)
:= {U = (U0 ⊂ · · · ⊂ Ur = M) | Uk A-submodule, dimUk = dk}
This defines a projectiveK-variety, we call it the quiver flag variety for (M,d).
We will always assume that the flags are complete i.e.
∣∣dt+1∣∣−∣∣dt∣∣ = 1, 1 ≤ t ≤ r−1
(where |v| = ∑ni=1 vi for v ∈ NQ00 ), with one exception: If d = (0, e, d) we denote
the quiver flag variety by Gr
(
M
e
)
.
For d ∈ N we denote Fl(d) the variety of complete flags in Kd and Fl(0) := pt.
Relative position. Let Fl(d) :=
∏
i∈Q0 Fl(di),Fl(e) :=
∏
i∈Q0 Fl(ei) with di = (0 =
d0i ≤ d1i ≤ · · · ≤ dri ), ei = (0 = e0i ≤ e1i ≤ · · · ≤ eµi ), dri = eµi for all i ∈ Q0.
The relative position map rp: Fl(d) × Fl(e) → ∏i∈Q0 Mat((r + 1) × (µ + 1),N0)
is defined as rp(U•i ,W
•
j )i,j∈Q0 :=
(
(dim Uki ∩W`i )k,`
)
i∈Q0 . Now fix W ∈ Fl(e) and
given w ∈∏i∈Q0 Mat((r + 1)× (µ+ 1),N0) we set
Fl(d)w := {U ∈ Fl(d) | rp(U,W) = w}.
For our fixed representation M we will assume from now on Vi = Kdi , i ∈ Q0 and
for the quiver flag variety from before, we set
Fl
(
M
d
)
w
:= Fl
(
M
d
)
∩ Fl(d)w
This gives the stratification by relative position (with the fixed flag W ) in
Fl
(
M
d
)
.
3. Spaltenstein’s fibration and the cell decomposition
Let M be an A-module. If L is 1-dimensional Q0-graded subvector space of M ,
the inclusion j : L ↪→M is A-linear if and only if L ⊂ soc(M). Thus for a dimension
vector e with e = ei for some i ∈ Q0, we have an isomorphism Gr
(
M
e
) ∼= Gr(si1 ) =
Psi−1 where s := dim soc(M).
We need the following preparation. Let i ∈ Q0 and denote by M(i) the maximal
subrepresentation of a representation M such that soc(M(i)) is a direct sum of
copies of Si. We get M =
⊕
i∈Q0 M(i) and we can see Aut(M(i)) ⊂ Aut(M) as a
subgroup. We denote by F = FM the underlying Q0-graded flag of the following
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flag of submodules 0 ⊂ soc(M) ∩ radm(M) ⊂ · · · ⊂ soc(M) ∩ rad2(M) ⊂ soc(M) ∩
rad(M) ⊂ soc(M).
Now fix i ∈ Q0 and let si := dim soc(M(i)). We can consider Fi as a flag in the
vector space socM(i). We denote by P = Pi ⊂ Glsi the stabilizer of this flag. The
restriction to the socle gives a group homomorphism
ϕ : Aut(M(i))→ Glsi .
We fix a vector space basis for M(i) which is compatible with the Krull-Schmidt
decomposition and a complete flag refining Fi such that its stabilizer B ⊂ P is a
lower triangular standard Borel.
Lemma 1. The image of ϕ is P and there is a group morphism θ : P → Aut(M(i))
such that ϕ ◦ θ = idP .
proof. Clearly the image is contained in P since any A-linear map maps radicals to
radicals. We look at the K-algebra homomorphism Φ given by taking socle whose
restriction to the units gives the map ϕ.
Φ: EndA(M(i))→ p := {f ∈ EndK(socM(i)) | f(F ki ) ⊂ F ki , k ≤ m}.
If we fix a vector space basis for M compatible with the direct sum decomposition,
we can define aK-algebra homomorphism Θ: p→ EndA(M(i)) such that Φ◦Θ = idp
as follows. Any coordinate (s, t) in EndK(socM(i)) corresponds (by our choice
of a basis) to a pair of socles of direct summands Ei[`] and Ei[k] of M(i). If
k < `, then there is no nonzero A-linear map Ei[`] → Ei[k], we set θs,t = 0. If
k ≥ ` we fix the (unique) inclusion θs,t : Ei[`] ⊂ Ei[k] of the submodule. Then,
Θ((as,t)) :=
∑
s,t as,tθs,t defines the desired map. 
We call two points U•,W • ∈ Fl(Md ) equivalent if the quotients of M/Uk and
M/V k are isomorphic A-modules for 1 ≤ k ≤ r. There are only finitely many
equivalence classes, we denote by sp : Fl
(
M
d
) → S, U• 7→ ([M/Uk])1≤k≤r the map
to the equivalence class.
Now we can prove the following analogue of a result of Spaltenstein [Spa76,
Lemma, p. 453].
Theorem 3.1 (Spaltenstein’s fibration). Let Q be the oriented cycle with n ver-
tices, and d = (d0, d1, . . . , dr = d) a complete dimension filtration. Let M be a
d-dimensional nilpotent A-module, for w ∈∏i∈Q0 Mat(1×(si+1),N0) we write ()w
for the relative position with respect to a complete flag refining soc(M) ∩ rad•(M).
Then, there is an isomorphism of algebraic varieties
f : p−1(Gr
(
M
d1
)
w
)→ Gr
(
M
d1
)
w
× Fl
(
N
e
)
with e := (d1 − d1, d2 − d1, . . . , dr − d1), p : Fl(Md ) → Gr(Md1) is the map forgetting
all but the first subspace, and N = M/U0 with (U0 ⊂M) ∈ Gr
(
M
d1
)
w
arbitrary, such
that the following diagram is commutative
Gr
(
M
d1
)
w
p−1(Gr
(
M
d1
)
w
)
p
88rrrrrrrrrr
f //
sp
''NN
NNN
NNN
NNN
N
Gr
(
M
d1
)
w
× Fl(Ne )
pr1
ggNNNNNNNNNNN
([N ],sp)◦pr2
wwnnn
nnn
nnn
nnn
S.
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proof. Let L ∈ Gr(Md1)w = {[0 : · · · : 0 : 1 : x1 : . . . : xs] ∈ Psj−1 | xi ∈ K, 1 ≤
i ≤ s}. Observe, that by definition B operates transitive on Gr(Md1)w since it is a
B-orbit. Using the previous lemma we can find an algebraic map φ : Gr
(
M
d1
)
w
→
Aut(M), L 7→ φL with φL(L) = U0. More precisely, if L corresponds to the column
(0, . . . , 0, 1, x1, . . . , xs)
t and U0 to (0, . . . , 0, 1, 0, . . . , 0)t, then we take the image of
1
1
−x1
−xs 1


under B ⊂ P ⊂ Aut(M(i) ⊂ Aut(M). We define
f : p−1(Gr
(
M
d1
)
)w → Gr
(
M
d1
)
w
× Fl
(
N
e
)
U = (U1 ⊂ · · · ⊂ Ur = M) 7→ (U1, φU1(U)/U0).
This is a morphism of algebraic varieties. To find the inverse, we consider pi : M →
M/U0 = N the canonical projection and define
Gr
(
M
d1
)
w
× Fl
(
N
e
)
→ p−1(Gr
(
M
d1
)
w
)(
L, V = (V 1 ⊂ · · · ⊂ V r−1 = N))
7→ (L ⊂ φ−1L pi−1(V 1) ⊂ φ−1L pi−1V 2 ⊂ · · · ⊂ φ−1L pi−1V r−1 = M).

Definition 2. Let X be a scheme. An affine cell decomposition is a filtration
X = Xm ⊃ Xm−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅
by closed subschemes, with each Xi \ Xi−1 is a disjoint union of finitely many
schemes Uij isomorphic to affine spaces Anij .
Corollary 3.1. Let Fl
(
M
d
)
be a complete quiver flag variety for the oriented circle
and M be a nilpotent representation. Then, it has an affine cell decomposition. If
K = C or Q` then it is pure.
Note that there is a closed embedding by forgetting the A-module structure
κ : Fl
(
M
d
) → Fl(d) =: F . Forgetting all other then the first subspace gives a
commutative square
F q // Pdi−1
Fl
(
M
d
) p //
κ
OO
Psi−1
ρ
OO
where the vertical maps are closed immersions. By choosing appropiate cells in F ,
there is an affine cell decomposition in F such that the intersection with Fl(Md ) is
a union of cells in F . This implies that the open complement of Fl(Md ) in F also
has an affine cell decomposition, this is the main ingredient to prove the following
theorem, for n = 1 compare [DCP81, section 4.4, 4.5].
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Theorem 3.1. Let be K = C. Let Q be the oriented cycle, M be a nilpotent repre-
sentation and d a complete dimension filtration. The pullback along κ : Fl
(
M
d
)→ F
induces a surjective ring homomorphism on singular cohomology
κ∗ : H∗(F)→ H∗(Fl
(
M
d
)
).
proof: By the universal coefficient theorem for projective varieties, it suffices to show
that κ∗ : HBM∗ (Fl
(
M
d
)
) → HBM∗ (F) is injective. Let U be the open complement
of Fl
(
M
d
)
in F . By the construction of the Spaltenstein fibration, we get that F
has a cell decomposition continuing the one of Fl
(
M
d
)
, therefore U also has also a
cell decomposition. Since we have odd-degree vanishing also for U the localization
sequence gives a short exact sequence
0→ HBM∗ (Fl
(
M
d
)
)→ HBM∗ (F)→ HBM∗ (U)→ 0

4. Parametrizing cells by multi-tableaux
To the nilpotent indecomposable A-module Ei[`] we associate a row of ` boxes,
indexing the columns by the elements i− `+ 1, i− `, . . . , i in Z/n from left to right.
To any nilpotent A-module we associate a multipartition Y = (Yj)j∈Z/n by taking
the young diagram Yj corresponding to all indecomposable summands which have
top supported on j ∈ Z/n. For example for n = 3 and
M = (E3[3]
2 ⊕ E2[2])⊕ (E2[4]⊕ E3[2])
we visualize the multipartition YM = ((3, 3, 2), (4, 2), ∅) as follows, see the figure on
the left.
1 2 3 1 2 1 2 3 1 2 1 2 3 1 2
In the middle and the right hand side figure we shaded the socle at 3 and the socle
at 2 respectively, the socle at 1 is zero. From now on we choose a basis of M such
that each box corresponds to a basis vector and we order the basis vectors starting
at the first row from left to right and then the second row from left to right and
so on. When we include a line into the vector space given by the socle at 3, we
find a first direct summand (with respect to the fixed basis from before) where the
inclusion is nonzero, we call the corresponding box the pivot box. Looking at lines
with the same pivot box defines a Schubert cell, e.g. we indicate the Schubert cells
as follows, the pivot box gets a 1, the number of stars indicates the dimension of
the cell
1 2 3 1 2
1
?
?
1 2 3 1 2
0
1
?
1 2 3 1 2
0
0
1
Let us look at the first cell. The quotients M/S with S ⊂ soc(M(3)) can be
visualized by the left figure below.
1 2 3 1 2 1 2 3 1 2
0
1
?
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The right hand side figure above shows a cell in the socle at 2 with pivot box in
row 3. In the figure above on the left each box corresponds to the residue class
of a basis vector of M corresponding to a box at the same place. This gives an
ordered basis of M/S. To parametrize the cells in the complete flag variety, we
need to parametrize the cells in the socles of the successive quotients. Now, to
parameterize the cells in Fl
(
M
d
)
with d complete, we put an r = dimM into an
end box in the column specified by d1. Then, we put an r − 1 into an end or not
filled box in the column specified by d2 − d1, etc. We obtain a filling of YM with
numbers 1, . . . , r which is increasing from left to right in the rows, we call such a
filling a row multi-tableau of dimension d. Let τ be a row multi-tableau, then we
write Cτ ⊂ Fl
(
M
d
)
for the corresponding cell. We can recover a dimension filtration
d =: dim τ and an isomorphism class of a module Yτ from τ by counting boxes in
the columns and by looking at the shape of τ . For k ∈ {1, . . . , r} we write ck ∈ Z/n
for the column containing k and rk ∈ N for the row containing k. We define
dτ (k) := #{s ∈ {1, . . . , k − 1} | cs = ck, rs > rk, rs 6= rt, s < t < k}
One has by construction
dimCτ =
r∑
k=1
dτ (k).
For example, for τ as follows, dτ (−) is as in the table below and therefore
dimCτ = 9.
τ =
1 2 3 1 2
5 1114
2 6 8
3 13
1 9 1012
4 7
k 1 2 3 4 5 6 7 8 9 10 11 12 13 14
dτ (k) 0 0 0 0 2 2 0 1 1 0 0 0 1 2
Now let Y be a tuple of n finite sequences of positive numbers. For the i-th
sequence we write a skew-diagram starting at column i ∈ Z/n with row lengths
specified by the sequence of positive numbers. Any (complete) numbering of the
boxes of Y which is increasing in the length is called a row multi-tableau. From the
columns of the tableau, we can read of the dimension filtration denoted by dim τ ,
we set dim τ :=
∑r
k=1 dτ (k) and we write Yτ for the Y underlying τ .
f
(
Y
d
)
:= #{τ | Yτ = Y,dim τ = d}
f
((
Y
d
)
; k
)
:= #{τ | Yτ = Y,dim τ = d,dim τ = k}
and for M of shape Y one has dimH∗(Fl
(
M
d
)
) = f
(
Y
d
)
. Moreover Hodd(Fl
(
M
d
)
) = 0
and dimH2k(Fl
(
M
d
)
) = f
((
Y
d
)
; k
)
.
We can use the following recursion to calculate f
(
Y
d
)
and f
((
Y
d
)
; k
)
. For i ∈ Z/n
we denote by E(Y, i) = (b1, . . . , bs) the tuple of right end boxes in Y in column i
ordered from top to bottom. For b ∈ E(Y, i) we write Y \ b for the skew-diagram
obtained from Y by removing the box b. We write the dimension filtration as
the sequence of the supports of the subquotients d = (i1, . . . , ir) ∈ (Q0)r, i.e.
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d1 = ei1 , d
2 = ei1 + ei2 , etc. and let E(Y, i1) = (b1, . . . , bs)
f
(
Y
d
)
=
∑
b∈E(Y,i1)
f
(
Y \ b
d− d1
)
f
((
Y
d
)
; k
)
=
s∑
m=1
f
((
Y \ bm
d− d1
)
; k +m− s
)
5. Torus fixed points and GKM-theory
Let Q be an arbitrary quiver and Ar+1 the quiver 0 → 1 → · · · → r. Let
Λ = KQ ⊗K KAr+1. Then a Λ-module is given by a sequence of KQ-module
homomorphisms U0
f0−→ U1 f1−→ · · · fr−1−−−→ Ur and let M be the full subcategory of
Λ-modules with U0 = 0 and every morphism fk is a set-theoretic inclusion.
Definition 3. An object 0 ⊂ U1 ⊂ · · · ⊂ Ur = M inM is called split with respect
to a direct sum decomposition M = M1 ⊕ · · · ⊕Mt in indecomposable submodules
if
Us = (Us ∩M1)⊕ · · · ⊕ (Us ∩Mt), 1 ≤ s ≤ r − 1.
We call a Λ-module U inM split if there exists a direct sum decomposition of Ur
such that it is split with respect to this direct sum decomposition. Fix an additive
family of modules with for each isomorphism type precisely one module. The full
subcategory of M of split modules with respect to this family defines an additive
subcategory SM ofM.
Let U := (0 ⊂ U1 ⊂ · · · ⊂ Ur = M) be a split module with respect to M =
M1 ⊕ · · · ⊕Mt, we set (U ∩Mi) :=
(
0 ⊂ (U1 ∩Mi) ⊂ · · · ⊂ (Un ∩Mi) = Mi
)
, then
U = (U ∩M1)⊕ · · · ⊕ (U ∩Mt) is a direct sum decomposition into indecomposable
Λ-submodules.
Let M =
⊕t
j=1Mi be a decomposition into indecomposables.
T := {
⊕
j
λj idMj | λj ∈ K∗} ⊂
∏
j
Aut(Mj) ⊂ Aut(M)
Lemma 2. Let U ∈ Fl(Md ). Then, U is split with respect to the decomposition of
M if and only if it is a T -fixed point.
proof. Clearly, if U is split, it is fixed under T . Conversely, let U ∈ (Fl(Md ))T .
Take x ∈ Us, we need to see that it can be written as
∑
j xj with xj ∈ Us ∩Mj .
Write x = xj + x′ with x′ ∈ M ′ = M1 ⊕ · · · ⊕Mj−1 ⊕Mj+1 ⊕ · · · ⊕Mt, xj ∈ Mj
and we claim xj ∈ Us. Let λ 6= 1 and apply f = (λ − 1) idMj ⊕(−1) idM ′ ∈ T ,
then by assumption f(x) ∈ Us and therefore x + f(x) = λxj ∈ Us which implies
xj ∈ Us. 
We remark that for M indecomposable all points in Fl
(
M
d
)
are T -fixed. Assume
now M is uniserial. Then quiver flag varieties Fl
(
M
d
)
are either empty or a point,
given by an indecomposable Λ-module M [d].
Remark. Let M = M1⊕ · · ·⊕Mt be a module such that each Mi is uniserial. For
U ∈ Fl(Md ) one has U is a T -fixed point if and only if one of the following equivalent
conditions is fulfilled
(*) U =
⊕
jMj [d
j ] as Λ-module with
∑t
j=1 d
j = d.
(*) U is the image of a direct sum map ⊕ : Fl(M1d1 ) × · · · × Fl(Mtdt ) → Fl(Md ) with∑t
j=1 d
j = d.
In particular, (Fl
(
M
d
)
)T is a finite set.
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From now on we investigate the case of nilpotent representation of the oriented
cycle. We define the modules M [d] for M = Ei[`] as follows. Let λ = (`1 ≥ `2 ≥
· · · ≥ `r) be a partition with at most r-parts, `1 = `, `j ≥ 0. We define an element
inM as follows
Ei[λ] := (0 ⊂ Ei[`r] ⊂ · · · ⊂ Ei[`1])
where Ei[0] := 0. The category SM is Krull-Schmidt. The isomorphism classes of
indecomposable objects in SM are given by the Ei[λ], i ∈ Z/n and λ a partition.
One has EndΛ(Ei[λ]) = EndA(Ei[`1]).
Now, if d is a complete dimension filtration, then the split modules U ∈ Fl(Md )
correspond to the points in the cells Cτ which are given by the inclusion of the
pivot box in each successive step (compare previous section). To each row in a
row-multi-tableau τ we assign a split module as follows. Assume the row ends at
i and has a filling with positive numbers a1 < a2 < · · · < a`, then take Ei[λ] with
λ = (0m0 , 1m1 , . . . , `m`) where
∑
jmj = r such thatmj is the number of occurences
of j given as follows
m0 = r − a`,m1 = a` − a`−1,m2 = a`−1 − a`−2, . . . ,m`−1 = a2 − a1,m` = a1.
Lemma 3. Assume d is a complete dimension filtration. Then, every cell Cτ con-
tains a unique T -fixed point. In particular, there is a bijection between isomorphism
classes of split modules and row root tableau.
It is easy to see that the cells Cτ are T -equivariant. In fact, our cell decomposition
coincides for K = C with a Bialynicki-Birula cell decomposition, see [Car02].
If we choose in the Spaltenstein fibration the split inclusions as reference points
U0 each factor in the splitting is T -invariant. We conclude that there are dimCτ
one-dimensional T -orbits in Cτ .
Each one-dimensional T -orbit closure contains precisely two T -fixed points, the
one corresponding to the split module in Cτ and the other one obtained by an
admissible swap of box entries from τ , defined as follows: Another row multi-
tableau τ ′ is obtained by an admissible swap from τ if there is a connected interval
of box-entries in two rows let’s say rk and rm (where k and m are the largest entries
in these intervals) which are swapped to obtain τ ′ and |dimCτ − dimCτ ′ | = 1. In
this case we write τ ′ := σk,m(τ).
From the T -fixed points F := {τ | Cτ ⊂ Fl
(
M
d
)} and the one-dimensional T -orbit
closures we obtain a graph Γ which determines a ring
S(Γ) :=
(fτ )τ∈F ∈ C[x1, . . . , xt]⊕F | fτ − fσk,m(τ) ∈ (xk − xm)C[x1, . . . , xt]for all admissible swaps

with t = rkT .
Let us denote the inclusion of the torus fixed points by i : (Fl
(
M
d
)
)T → Fl(Md ).
The T -equivariant cohomology with complex coefficients of Fl
(
M
d
)
can be described
directly by applying GKM-theory, see [GKM98, Thm 1.2.2].
Corollary 5.1. Let K = C and d a complete dimension filtration. Then, the map
i∗ induces an injective ring homomorphism
i∗ : H∗T (Fl
(
M
d
)
)→ H∗T ((Fl
(
M
d
)
)T )
with image isomorphic to S(Γ) described before.
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6. Kato’s standard modules
Let K = C, d ∈ NQ00 , G :=
∏
i∈Q0 Gldi(K) and one has the G-representation
R(d) :=
⊕
i→i+1 Hom(K
di ,Kdi+1) given by (gi) · (mi→i+1) := (gi+1mi→i+1g−1i ).
We set Id := {d := (i1, . . . , ir) |
∑r
j=1 ij = d}. For each d ∈ Id we fix a Q0-graded
flag (V k)0≤k≤r in
⊕
i∈Q0 K
di of dimension vector dimV k/V k−1 = ik. We define
a parabolic group P (d) ⊂ G as the stabilizer of V • and a P (d)-subrepresentation
of R(d) by F (d) := {(mi→i+1) ∈ R(d) | mi→i+1(V ki ) ⊂ V k−1i+1 }. We set pid : Ed :=
G ×P (d) F (d) → R(d), (g, f) 7→ gf for the collapsing of the associated vector
bundle Ed over G/P (d) and ed := dimCEd. Then we define
L :=
⊕
d∈Id
(pid)∗C[ed] ∈ DbG(R(d))
where DbG(R(d)) is the equivariant derived category of Bernstein and Lunts [BL94].
Let Λ be the set of multipartitions λ = (λ1, . . . , λn) corresponding to the G-orbits
Oλ in R(d). We fix a point iλ : {M} ↪→Oλ. The module corresponding in our
situation to Kato’s standard module Kλ shifted by (−dimOλ) is given by
Kλ〈− dimOλ〉 := H∗(i!λL) =
⊕
d∈Id
Hed−∗(Fl
(
M
d
)
)
where H∗() refers to Borel-Moore homology with complex coefficients. By the local
to global sequence in Borel-Moore homology we get dimHk(Fl
(
M
d
)
) = f
((
λ
d
)
; k
)
.
For any Z-graded vector space V with Vj = 0 for j << 0 we define the graded
dimension to by gdimV :=
∑
j∈Z(dimVj)t
j ∈ (Z [[t]]) [t−1] . Using our cell de-
composition we have
t− dimOλ gdimKλ =
∑
k∈Z
∑
d∈Id
f
((
Y
d
)
; ed − k
) tk.
Remark. Consider the BBD-decomposition of L, apply H∗(i!λ(−)) and then apply
gdim, the resulting equation in the ring of Laurent series expresses
t− dimOλ gdimKλ as a sum over products given by gdimLµ with gdimH∗Oλ(ICµ)
where Lµ runs through the simple modules (over the quiver Hecke algebra of the
nilpotent d-dimensional representations of the quiver Q) and ICµ is the simple
perverse sheaf on R(d) build from the trivial local system onOµ. It is an observation
of Schiffmann (see [Sch04, Corollary 6.2], generalizing from Lusztig for n = 1) that
gdimH∗Oλ(ICµ) is an affine Kazhdan Lusztig polynomial of type A. It naturally
generalizes the notion of a Kostka polynomial in the sense that it describes the
base change expressing a canonical basis [Kλ] in a PBW-basis [Lµ] within the
Grothendieck group of finite-dimensional graded modules, see loc. cit.
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