This paper derives and analyzes the estimate error-covariances associated for both the non-stationary and stationary noise process cases with uncorrelated element-wise components for the total least squares problem. The non-stationary case is derived directly from the associated unconstrained total least squares loss function. The stationary case is derived by using a linear expansion of the total least squares estimate equation, which involves a first order expansion of the associated singular value decomposition matrices. The actual solution for the error-covariance is evaluated at the true variables, which are unknown in practice. Two common approaches to overcome this difficulty are used; the first involves using the measurements directly and the second involves using the estimates which are more accurate than the measurements. This paper shows that using the latter greatly simplifies the error-covariance solution for the stationary case. Simulation results using bearings-only point estimation are shown to quantify the theoretical derivations.
I. Introduction
Total least squares (TLS) expands upon standard least squares by incorporating noise not only in the measurements but also in the basis functions themselves. Several applications is employed to prove that the associated covariance matrix achieves the CRLB to within first-order terms. The TLS estimate for the stationary noise case involves performing a singular value decomposition (SVD) of an augmented matrix involving the basis functions and measurements. The derivation of the error-covariance follows directly from the SVD matrix solution. Unlike the non-stationary noise case, a matrix inverse is not required to compute the error-covariance for the stationary noise case.
The organization of this paper proceeds as follows. First, a review of maximum likelihood estimation is given with a particular emphasis on the linear least squares problem. The
Cramér-Rao inequality is also shown. Then, the relationship of TLS to maximum likelihood estimation is shown. Next, error-covariance expressions for both the non-stationary and stationary cases are derived. Finally, simulation results using bearings-only point estimation are shown to validate the derived error-covariance expressions.
II. Maximum Likelihood Estimation
The ML approach yields estimates for the unknown quantities which maximize the probability of obtaining the observed set of data. In this section a review of ML estimation for the standard linear least squares solution is given, which includes a review of the Cramér-Rao inequality. Then the ML formulation for the TLS problem is formally shown. The Cramér-Rao inequality is then derived for the non-stationary noise process case, assuming no correlations exist between element-wise errors of the measurements and basis functions.
A. Linear Least Squares Review
Consider the following linear model:ỹ = H x + ∆y (1) where H is an m × n matrix which contains no errors and ∆y is an m × 1 vector which is a zero-mean Gaussian white-noise process with covariance R. The goal of the least squares problem is to determine an estimate for the n × 1 vector x, with n ≤ m.
The mean of the m × 1 measurementỹ, denoted by µ, is computed by taking the expectation of Eq. (1), which gives µ = H x. Then the covariance ofỹ is given by
where E { } denotes expectation. Carrying out the computation in Eq. (2) gives cov {ỹ} = R.
Hence the conditional density function ofỹ given x is p(ỹ|x) = 1
In the ML approach an estimate of x, denoted byx, is sought that maximizes Eq. (3). Due to the monotonic aspect of the function, the ML solution can be accomplished by also taking the natural logarithm of Eq. (3), which yields
The last two terms of the right-hand side of Eq. (4) can be ignored since they are independent of x. Maximizing Eq. (4) is equivalent to minimizing the negative of it. Therefore, ignoring terms independent of x leads to the following loss function which is minimized to determine the estimate:
The solution for this minimization problem leads directly to the classical least squares solution for the estimate:x (ỹ) ≡x = (
The mean ofx is given by x, which means the estimator is unbiased. The error-covariance ofx is given by cov {x} = (
which can be used to develop 3σ bounds on the expected estimate errors. The Cramér-Rao inequality 12 can be used to provide a lower bound on the expected errors between the estimated quantities and the true values from the known statistical properties of the measurement errors. The theory was proved independently by Cramér and Rao, although it was found earlier by Fisher 13 for the special case of a Gaussian distribution. The
Cramér-Rao inequality for an unbiased estimatex is given by
where the Fisher information matrix (FIM), F , is given by
The partial derivatives are assumed to exist and to be absolutely integrable. A formal proof of the Cramér-Rao inequality requires using the "conditions of regularity" (see Ref. 14 for details). It is clear that the estimate in Eq. (6) achieves the CRLB and is thus an efficient estimator. Maximum likelihood has many desirable properties. A few of the useful ones are now discussed. First, a ML estimator is a consistent estimator, which meansx(ỹ) converges in a probabilistic sense to the truth, x, for large samples. This states that the estimate is unbiased for large samples. Second, a ML estimator is asymptotically efficient, which means thatx(ỹ) achieves the CRLB for large samples. Oftentimes, as is seen many times throughout this paper, the estimate equation is nonlinear in both its functional parameters and random errors. To determine the error-covariance matrix, P , in Eq. (8) a classical first-order expansion of the nonlinear functions can be used.
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This is best illustrated by example. Suppose that a random function is givenẑ = f(p), witĥ p = p + δp, where δp is a zero-mean noise process with covariance denoted by P pp . To within first order the covariance ofẑ, denoted by P zz , is computed using the Jacobian of f, and is given by
This Jacobian is evaluated at the true values, which are replaced with measured or estimated values in practice. It is important to note that Eq. (10) is valid only for an unbiased estimate.
B. Total Least Squares
For the general problem, the TLS model is given bỹ y = y + ∆y (11a)
whereỹ is an m×1 measurement vector, y is its respective true value, ∆y is the measurement noise,H is an m × n matrix of basis functions with random errors, H is its respective true value, and ∆H represents the errors to the model H. Define the following m×(n+1) matrix:
The TLS problem seeks an optimal estimate of the n×1 vector x, denoted byx withŷ =Ĥx, whereŷ is the estimate of y andĤ is the estimate of H, which maximizes
where
T , and vec denotes a column vector formed by stacking the consecutive columns of the associated matrix, and R is the covariance matrix. Unfortunately because H now contains errors the constraintŷ =Ĥx must also be added to the maximization problem. The negative log-likelihood now leads to the following loss function:
whereẑ
denotes the estimate of D. For a unique solution it is required that the rank ofD be n, which meansẑ spans the null space ofD.
III. Error-Covariance Derivation
In this section the estimate error-covariance is derived for two cases in the TLS problem. The first assumes that the errors are element-wise, i.e. the rows of the matrixD, uncorrelated but allows the covariance to vary in time, i.e. non-stationary errors. The case covers a wide variety of problems, which is also used to develop a sequential least squares solution for the linear least squares problem. 8 The second case assumes that the errors are element-wise uncorrelated with stationary errors.
A. Element-Wise Uncorrelated and Non-Stationary Case
For this case the covariance matrix is given by the following block diagonal matrix: R = blkdiag R 1 · · · R m , where each R i is an (n + 1) × (n + 1) matrix given by
where R hh i is an n × n matrix, R hy i is an n × 1 vector and R yy i is a scalar. Partition the matrix ∆H and the vector ∆y by their rows:
where each δh i has dimension n × 1 and each δy i is a scalar. The partitions in Eq. (15) are then given by
Note that each R i is allowed to be a fully populated matrix so that correlations between the errors in the individual i th row of ∆H and the i th element of ∆y can exist. When R hy i is zero then no correlations exist.
Partition the matricesD,D andH, and the vectorỹ by their rows:
. . .
where eachd i andd i has dimension (n + 1) × 1, eachh i has dimension n × 1 and each y i is a scalar. For the element-wise uncorrelated and non-stationary case, the constrained loss function in Eq. (14) can be converted to an equivalent unconstrained one. 15, 16 Here, a simplified version of this is shown. For the element-wise uncorrelated and non-stationary case, the loss function in Eq. (14) reduces down to
The loss function is rewritten into an unconstrained one by determining a solution ford i and substituting its result back into Eq. (19). To accomplish this task the loss function is appended using Lagrange multipliers, which gives the following loss function:
where each λ i is a Lagrange multiplier. Taking the partial of Eq. (20) with respect to eacĥ d i leads to the following m necessary conditions:
Left multiplying Eq. (21) byẑ T R i and using the constraintd 
where I (n+1)×(n+1) is an (n + 1) × (n + 1) identity matrix. If desired the specific estimates for h i and y i , denoted byĥ i andŷ i , respectively, are given bŷ
where e i h T ix −ỹ i . Substituting Eq. (23) into Eq. (19) yields the following unconstrained loss function:
Note that Eq. (25) represents a non-convex optimization problem. The necessary condition for optimality gives
Fisher Information Matrix Derivation
To derive the FIM for the TLS estimatex, it is possible to determine the FIM for the TLS estimateD from the likelihood function given by Eq. (13) and then retrieve the FIM forx from it. It is difficult, however, to derive the FIM forD because of the constraint
T , which explicitly involves x. The FIM for the joint TLS estimate of {x, H} will be derived instead.
The likelihood function in Eq. (13) is now treated as a function of {x, H}:
In the element-wise uncorrelated and non-stationary case, be-caused i andd j , i = j, are independent of each other, the likelihood function reduces to
Now, the FIM of the likelihood function p(
Taking partials of the natural logarithm of p(d i |a i ) leads to
where 0 n×n and I n×n denote the n-dimensional null matrix and identity matrix, respectively. Because
This means the regularity condition
is satisfied, which is prerequisite for the derivation of the CRLB. Post-multiplying
by its transpose leads to
Taking the expectation and using
The next step is to derive the FIM forx. The total Fisher information forx will be denoted by F and the Fisher information corresponding to a single measurementd i will be denoted by F i . Becaused i andd j are independent of each other and h i and h j are different for i = j, then F = m i=1 F i . To see this, consider the partition of F a i :
and the augmented FIM for [
Note that each F xx i is a rank-one matrix, each F hh i is nonsingular, and for m ≥ n, F is nonsingular. Applying the matrix inversion lemma to F leads to
Therefore, the rank of F i must be one.
Partition the inverse of the matrix R i in Eq. (15) as
where Γ i is an n × n matrix, β i is an n × 1 vector and ϑ i is a scalar. The elements R hh i , R hy i and R yy i , written in terms of Γ i , β i and ϑ i , are given by
Because F i is rank-one, the following equations are equivalent:
The proof of Eq. (43b) is now shown. Define the following variables:
Explicitly computing B i gives
Explicitly computing D i gives
By the matrix inversion lemma,
i . Substituting Eqs. (44), (45) and (46) 
in Eq. (43b) is explicitly given by
Therefore, from Eq. (43c) the FIM is given by
The error covariance matrix ofx, for an efficient estimator, is given by P = F −1 . If R hh i and R hy i are both zero, meaning no errors exist in the measured basis functions, then the FIM reduces down to
which is equivalent to the FIM for the standard least squares problem.
Error-Covariance Derivation
The error-covariance is now derived using the approach shown by Eq. (10). First it must be shown that the estimate is unbiased to within first-order terms, which is required for the CRLB. Let the estimate be given by its true value plus a perturbation:x = x + δx. The
whereē i h T i x −ỹ i . The individual denominator parts of Eq. (25) are given byẑ
Using the binomial series for a second-order expansion of (ẑ T R iẑ ) −1 leads to the approximation
Substituting Eqs. (50) and (51) into Eq. (25), and retaining terms dependent only up to second order in δx yields
Taking the partial with respect to δx and setting to resultant to zero for the necessary condition for optimality gives
The expected value of the matrix on the left-hand side of Eq. (53) is given by
where E{ē 
Equations (53), (54) and (55) 
As stated previously linearly independent basis functions should be employed in practice.
For this case the matrix in Eq. (56) is never singular and E{δx} = 0 must be true. Thus the TLS estimator produces an unbiased estimate to within first-order terms.
The error-covariance is now derived using Eq. (10), where the estimate follows from Eq. (26). Three error sources are present: the first is δx which is the error onx, the second is δh i which is the error onh i , and the third is δy i which is the error onỹ i . Define the expression in Eq. (26) by g ∂J(x)/∂x = 0. The partial of g with respect tox is given by
According to Eq. (10) this partial is evaluated at the true values. Since
The partial of g with respect toh i evaluated at the true values is given
The partial of g with respect toỹ i evaluated at the true values is given
Then to within first order the following equation is given:
The error-covariance, P E δx δx T , is derived from
where F is given by Eq. (48). Since element-wise uncorrelated terms are assumed, then the expectation in Eq. (62) reduces down to
Comparing Eqs. (48) and (64) shows that the CRLB is achieved to within first-order terms.
The FIM is evaluated at the respective true values for h i and x, which are not available in practice. Either the estimated or measured values are typically used in their place. The expected errors induced by using the measured values are now shown. The estimate is again written byx = x + δx where the covariance of δx is given by P . The estimate of the FIM, denoted byF , using the measured values can now be written aŝ
Using Eq. (51) leads to the approximation
Computing δF E{F } − F gives
Using the measurements of h i to compute the FIM will provide an adequate approximation if F >> δF is satisfied. If the signal-to-noise ratio is large then h i h T i >> R hh i . This leads to the following simplification for F >> δF :
Using ||h i h T i || F = h T i h i and looking at each individual component in the summation leads to the following requirement:
The term z T R i z is equal to Tr(x x T R hh i )−2R T hy i x+R yy i . This indicates that the inequality in Eq. (69) will be satisfied if the signal-to-noise ratio is large and the estimate error-covariance is small. That is, the term Tr(P R hh i ) will be second-order in nature while z T R i z is firstorder in nature. If estimates of h i are used in place of measurements, then R hh i in Eq. (67) is replaced with the covariance of the estimates. The covariance ofĥ i and variance ofŷ i are now derived, which are defined by
T } is also derived which is used to derive the covariance ofd i . These covariances are useful for many applications. For example, the estimateŷ i may be employed in a Kalman filter to provide filtered estimates. The correct variance ofŷ i is need to ensure proper tuning in the Kalman filter design. Usingx = x + δx and Eq. (51), as well ash i = h i + δh i andỹ i = y i + δy i , in Eq. (24a) giveŝ
Retaining terms up to second order only, then
The last two terms on the right-hand side of Eq. (71) are second order in nature. Thus, to within first order E{ĥ i } = h i , which indicates that the estimate is unbiased. Define the following matrices:
where β i R T hy i
x − R yy i and I n×n is an n × n identity matrix. Then the covariance ofĥ i up to first-order terms is given by
and can be ignored in most cases. In a similar fashion the expected value ofŷ i can be shown to be given by
As before the estimate is unbiased to within first order. Then the variance ofŷ i up to first-order terms is given by
Also, the cross-covariance is given by
Finally, the covariance ofd i , denoted by P dd i , is given by
The matrices in Eqs. (72) should be computed using the estimated values in practice because they are derived using h 14), but using the measurements withh T ix i −ỹ i = 0 is not zero in practice. Therefore it is more accurate to use the estimates rather than the measurements to compute these matrices. Also, note that P dd i can be written by
where 0 (n+1)×n is an (n + 1) × n matrix of zeros. This shows that P dd i is a singular matrix, which is due to the constraintd T iẑ = 0.
B. Element-Wise Uncorrelated and Stationary Case
For this case R is assumed to have a block diagonal structure of the form R = blkdiag R · · · R , where R is an (n + 1) × (n + 1) matrix. The solution to this problem is presented in Ref. 9 .
First the Cholesky decomposition of R is taken: R = C T C where C is defined as an upper block diagonal matrix. Partition the inverse as
where C 11 is an n × n matrix, c is an n × 1 vector and c 22 is a scalar. The solution is given by taking the singular value decomposition of the following matrix:
where the reduced form is used, withS = diag s 1 · · ·s n+1 ,Ũ is an m × (n + 1) matrix andṼ is an (n + 1) × (n + 1) matrix partitioned in a similar manner as the C −1 matrix:
The total least squares solution assuming an isotropic error process, i.e. R is a scalar times an identity matrix, isx
The final solution is then given byx = c −1
Clearly if the error process is isotropic thenx =x I , because C 11 = σ −2 I n×n where I n×n is an n × n identity matrix, c = 0 and c 22 = σ −2 where σ 2 is the variance associated with the isotropic process. The estimate for D is given bŷ
whereŨ n is the truncation of the matrixŨ to m × n,S n is the truncation of the matrixS to n × n, andṼ n is the truncation of the matrixṼ to (n + 1) × n. The solution summary is as follows. First form the augmented matrix,D, in Eq. (12) and take the Cholesky decomposition of the covariance R. Take the inverse of C and obtain the matrix partitions shown in Eq. (79). Then take the reduced-form singular value decomposition of the matrixDC −1 , as shown in Eq. (80), and obtain the matrix partitions shown in Eq. (81). Obtain the isotropic solution using Eq. (82) and obtain the final solution using Eq. (83).
The error-covariance for the estimate in Eq. (83) is derived. For this case the FIM in Eq. (48) simplifies to
The covariance requires an inverse of an n×n matrix. Note that if R is isotropic then Eq. (85) matches with the result shown in Ref. 10 . Since a closed-form solution exists for the elementwise uncorrelated and stationary case, then an approximation for the error-covariance can be derived directly from the solution. The derivation begins by applying perturbations to the vectorṽ and scalarṽ 22 :ṽ = v + δv (86a)
where v is the true value ofṽ, δv is its respective perturbation, v 22 is the true value ofṽ 22 , and δv 22 is its respective perturbation. Using the binomial series the first-order expansion of (v 22 + δv 22 ) −1 is given by Assuming that δv and δv 22 are random variables leads to the following error-covariance matrix for the isotropic total least squares solution: 22 C 11 (x I − x). Therefore, the error-covariance matrix for the total least squares solution is given by
Note that P I is evaluated at the true values, v and v 22 , which are not available in practice. These can be replaced withṽ andṽ 22 in practice, which leads to higher-order error effects that can be ignored for large signal-to-noise ratios as stated previously.
The expectations in Eq. (88) now need to be derived to complete the derivation of the error-covariance. Using Eq. (80) and the fact that the errors are stationary gives
where C −T is defined as the transpose of the inverse of C. The goal here is to compute the following quantity: is approximated using the following matrix:
where "measured" values are used in place of estimated values, which again leads to higherorder error effects that can be ignored for large signal-to-noise ratios.
A method to compute the Jacobian of the singular value decomposition is shown in Ref. 18, which is reviewed here. The derivatives of the singular values are given by
wheres k is the k th diagonal element of the matrixS,d ij is ij th element ofD,ũ ik is the ik th element ofŨ , andṽ jk is the jk th element ofṼ . To determine the partials of the matricesŨ andṼ , first the following set of linear equations must be solved for ω and Ω ij V , respectively. Note because these matrices are skew symmetric then only the upper triangular elements need to be computed to determine the matrices. The partials are then given by
More details can be found in Ref.
18.
The procedure to compute the partials can be computationally expensive. However, for the total least squares problem, only the partial of the last column ofṼ , i.e. the vectorp, is required which significantly reduces the computations. Specifically only the last column of Ω ij V is required. The first step is to compute elements of the (n + 1)
for k = 1, 2 . . . , n. Then the following (n + 1) × (n + 1) matrix is formed:
Using the block diagonal structure of R allows Eq. (92) to be computed simply bỹ
Partition the matrixB intoB
whereB 11 is an n×n matrix,b is an n×1 vector andb 22 is a scalar. Equation (88), evaluated using the tilde quantities, is now given by
Then the error-covariance can now be computed using Eq. (89):
In the error-covariance approximation the "measured" quantities are used in place of the true variables. Instead, the estimated values can be used. Note that Eq. (84) is equal tô D =ŨSṼ T C, whereS is given byS withs n+1 = 0. Therefore, Eq. (95) can be approximated by settings n+1 = 0, which yields the following expression:
DefineŨ n from Eq. (84) by its rows:
Using Eqs. (101) and (102) allows Ω i to be simply written by
whereS n is defined in Eq. (84). Using Eq. (103) to compute Ω i reduces the computational load while still producing accurate results. The error-covariance in Eq. (100) is valid for any sample size under the small noise assumption. Both Eqs. (85) and (100) require a summation of terms over m, but Eq. (100) does not require a matrix inverse of an n × n matrix to compute the error-covariance.
IV. Bearings-Only Point Estimation
Total least squares is applied to estimate the two-dimensional location of a stationary target point using passive bearing measurements. The TLS problem is formulated in Ref. 19, however only stationary errors are assumed. Here a more rigorous development is derived. The problem geometry is depicted in Figure 1 
where δθ i , δX i and δY i are zero-mean Gaussian noise processes with variances σ
, respectively. The observations are modeled as
Taking the tangent of both sides of Eq. (105) leads to y i = h T i x, with
Replacing the true values with the measured values and using the first-order approximations sin(θ i + δθ i ) = sin(θ i ) + δθ i cos(θ i ) and cos(θ i + δθ i ) = cos(θ i ) − δθ i sin(θ i ), yields the following expressions forỹ i andh i :
Note that the covariance matrix does not contain the true locations x and y, unlike other approaches to this problem. 
V. Conclusions
The error-covariances derived here for the total least squares problem provide useful measures to quantify the expected errors in the estimates. A perturbation analysis showed that the derived error-covariance from the associated loss function achieves the Cramér-Rao lower bound. Thus the total least squares estimator is an efficient estimator. An expression for the error-covariance for stationary errors was derived using a perturbation of the closed-form solution. This expression is useful because it does not require a matrix inverse. Simulation results using bearings-only point estimation showed that the derived error-covariance expressions provide accurate bounds for the estimate errors. Specifically, Monte Carlo runs show that the standard linear least squares solution provides biased estimates and that the computed 3σ bounds do not bound the actual errors, unlike the total least squares solution.
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