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V l l 
R E S U M E 
Ce memoire presente une formulation raonolithique et implicite pour les modeles de 
turbulence a deux equations et leurs sensibilites. La methode des equations de sen-
sibilites est un outil d'analyse d'ecoulements complexes et egalement une technique 
servant au design optimal. L'algorithme de resolution classique des modeles de tur-
bulence a deux equations est economique en espace memoire mais tres couteux en 
temps de calcul. Cette approche decouplee, par sa lenteur, rend l'etude des sensi-
bilites inefficace surtout en regime instationnaire. L'augmentation des ressources 
informatiques permet d'envisager un algorithme de resolution couple necessitant 
legerement plus de memoire mais d'une grande rapidite. Un code d'elements finis 
adaptatif comprenant une formulation decouplee a servi de base au developpement 
de la formulation monolithique. Le solveur lineaire Skyline deja implemente s'est 
avere incapable de traiter efHcacement la taille des grands systemes generes par 
l'approche couplee. Le solveur lineaire UMFPACK a done ete integre au code de 
calcul. La turbulence est regie par le modele a deux equations de k — e qui sert 
de fermeture aux equations de Navier-Stokes moyennees. L'implementation de l'al-
gorithme couple a ete verifiee par la methode des solutions manufactures, des 
applications variees ont permis de dresser un bilan comparatif de la performance 
des formulations en termes de memoire et de temps de calcul. On a observe que 
l'approche couplee est, selon les cas, de 2.5 a 20.0 fois plus efficace en temps de 
calcul et necessite de 2.4 a 3 fois plus d'espace memoire que l'approche decouplee. 
La comparaison des solveurs lineaires a mis en evidence le cout du solveur Skyline 
qui est proportionnel au carre du nombre de noeuds du domaine. Cette relation 
est lineaire dans le cas d'UMFPACK. En conclusion, la formulation monolithique 
implicite presente done un outil performant pour l'etude efficace des ecoulements 
turbulents et leurs sensibilites. 
via 
A B S T R A C T 
This thesis presents an implicit monolithic formulation for two-equation turbu-
lence models and their sensitivities. The Sensitivity Equations Method is a tool 
for analysis and optimal design of complex flows. The classic solution algorithm 
for two-equation turbulence models is efficient in terms of memory but expensive 
with regards to the calculation time. The sensitivity analysis suffers from the time 
inefficiency of this decoupled approach, particularly in the unsteady regime. The 
sustained increase in the computer speed and memory opens the door to the deve-
lopment of monolithic, fully coupled formulations which are slightly more expensive 
in memory requirements but considerably faster. An adaptative Finite Elements 
code served as the basis for the development of the coupled approach. The large 
size of matrix systems generated by the coupled approach motivated the use of the 
more efficient UMFPACK linear solver over the existing Skyline solver. The k — e 
two-equation model is used for closure of the Reynolds Averaged Navier Stokes 
equations. The correctness of the implementation is verified by the Method of the 
Manufactured Solution. The performances of the algorithms in terms of required 
memory and calculation time are then assessed through different applications. De-
pending on the case, the coupled technique is from 2.5 to 20.0 times faster but 
necessitates 2.4 to 3 times the memory required by its decoupled counterpart. 
Also, the comparison of results from linear solvers showed that the dependence 
of the ressources (time and memory) on the size of the problem (nodes number) 
is quadratic for Skyline but linear for UMFPACK. We conclude that the aim of 
the thesis is thus achieved : an implicit monolithic formulation is developed ser-
ving as a performant tool for the efficient study of the turbulent flows and of their 
sensitivities. 
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1 
I N T R O D U C T I O N 
La turbulence est l'etat irregulier et constamment perturbe de l'ecoulement 
d'un fluide qui s'observe dans la plupart des ecoulements d'interet pratique. 
Jusqu'a recemment, l'etude du phenomene turbulent n'etait possible que par 
l'experimentation, une approche couteuse et lourde. L'ere informatique a ouvert 
la porte a l'etude numerique de la turbulence grace a des techniques comme les 
elements finis. Les methodes numeriques combiners a des techniques d'optimisation 
comme les variables adjointes ou Vanalyse des sensibilites constituent desormais 
l'outil incontournable de l'ingenieur en conception assistee par ordinateur. 
Le calcul des sensibilites en turbulence souffre de l'inefficacite des techniques clas-
siques de resolution des modeles de turbulence a deux equations. Ces modeles, po-
pulaires en raison de leur bon realisme, sont generalement resolus par un algorithme 
classique qui en decouple les equations regroupees en plusieurs systemes matriciels 
distincts. La resolution successive de ces systemes dans une boucle iterative de type 
point-fixe permet alors la convergence de l'ensemble. Cette formulation decouplee 
est economique en termes d'espace memoire mais elle presente le desavantage d'etre 
souvent lente. Le mandat de ce memoire est done de presenter une formulation 
monolithique couplee pour l'ecoulement et les sensibilites et d'en comparer les per-
formances par rapport a celles de l'approche decouplee. Nous implementons la 
formulation couplee dans le code d'elements finis adaptatif qui incorpore deja un 
algorithme decouple pour resoudre les ecoulements turbulents^ et pour en calculer 
les sensibilites!2' 3'. 
La structure du memoire est la suivante. Au chapitre 1, le contexte du 
developpement de la formulation couplee est introduit en referant aux travaux 
precedents. La modelisation mathematique est abordee au chapitre 2. Les equations 
2 
de Navier-Stokes moyennees, celles du modele k — e, celles des sensibilites et les 
conditions aux limites y sont presentees. Les methodes utilisees pour resoudre les 
equations aux derivees partielles du modele constituent le sujet du chapitre 3. Ce 
chapitre debute en presentant d'abord la formulation variationnelle des equations 
et leur discretisation par la suite. On enchaine avec les algorithmes de resolution 
decouple, couple et semi-couple. Les techniques de resolution des systemes lineaires 
generes par differents algorithmes sont egalement abordees. A ce sujet, les matrices 
creuses, les solveurs lineaires Skyline, UMFPACK et PARDISO et la factorisation 
conditionnelle sont discutes. L'approche adaptative employee pour le controle de 
l'erreur de discretisation est aussi decrite dans ce chapitre qui prend fin sur les 
techniques de stabilisation numerique utilisees pour compenser les faiblesses de la 
methode de Galerkin. Le chapitre 4 traite de la verification de l'implementation 
des equations par la methode des solutions manufacturer. Une solution manufac-
tured imitant le comportement d'une couche limite turbulente est presentee pour 
l'ecoulement et pour les sensibilites. Les resultats permettent d'apprecier la per-
formance de la strategie adaptative et de confirmer l'implementation correcte des 
equations aux derivees partielles du modele. II a alors ete possible de passer aux 
applications dont les resultats permettent de dresser, au chapitre 5, les bilans 
comparatifs des algorithmes de resolution et des solveurs lineaires. Finalement, 
on recapitule revolution du memoire et conclut sur les forces et faiblesses des al-
gorithmes couple, decouple et semi-couple. 
3 
C H A P I T R E 1 
R E V U E BIBLIOGRAPHIQUE ET MISE E N C O N T E X T E 
L'analyse de sensibilites a ete un sujet de recherche active pendant les dernieres 
annees. En optimisation de design, les sensibilites correspondent aux gradients des 
fonctions cout par rapport aux parametres de design qui peuvent egalement etre 
efficacement obtenus par la methode des variables adjointes. Plus generalement, 
les sensibilites sont les derivees des variables dependantes par rapport a un pa-
rametre qui peut etre geometrique (de forme) ou non (de valeur). Elles ont un sens 
plus large puisque les derivees des fonctions cout peuvent etre deduites des sensibi-
lites, l'inverse etant faux. Les travaux sur les sensibilites ont demontre leur utilite 
comme outil d'analyse permettant une meilleure comprehension des ecoulements 
complexes. Quelques exemples d'applications sont : 
- design optimal'4], 
- analyse d'incertitude^, 
- calcul rapide de solutions voisinesl6'. 
II existe plusieurs approches pour le calcul des sensibilites dont les differences finies, 
la methode des variables complexes^ et la methode des equations de sensibilites^. 
Les deux premieres sont couteuses. En outre, les differences finies sont plutot sen-
sibles aux erreurs numeriques. 
La methode des equations de sensibilites (MES) consiste a obtenir et resoudre 
une serie d'equations pour les sensibilites des variables dependantes. Ces equations 
s'obtiennent en derivant les equations (discretes ou continues) d'etat des variables 
dependantes par rapport au parametre d'interet. Selon l'ordre d'application des 
etapes de differenciation et de discretisation, deux approches sont possibles. En 
4 
equations de sensibilites continues (MESC)'9', on derive d'abord et discretise par 
la suite. L'inverse est vrai en equations de sensibilites discretes (MESD)M. Les 
avantages et les inconvenients de chaque methode ainsi que leurs differences ont 
ete detailles dans la litterature'10' n ' . On peut par exemple mentionner les besoins 
en interventions d'usager lors de la resolution des equations discretes ou encore 
pour cette approche, la difficulty de la differentiation des termes non-differentiables 
provenant des schemas de discretisation comme les limiteurs, les termes de stabili-
sation, etc. On poursuit en presentant l'approche des equations continues. 
Les sensibilites des variables dependantes se calculent soit par rapport a un pa-
rametre de valeur tel une condition limite, un coefficient d'une loi de comportement, 
etc., soit par rapport a un parametre de forme tel l'epaisseur d'une plaque ou le 
diametre d'un cylindre. Lorsqu'il s'agit d'un parametre de forme, a, les variables 
independantes, x, dependent seulement de a, tandis que les variables dependantes 
dependent a la fois de x et de a : u(x,a). Or, pour les parametres de forme, on 
peut considerer les sensibilites d'un point de vue eulerien ou lagrangien. Le premier, 
impliquant les derivees partielles de u, du/da, consiste a se concentrer sur un point 
fixe du domaine. Le deuxieme, referant aux derivees totales de u, Du/Da, consiste 
a suivre le domaine dans sa deformation. La formulation eulerienne des sensibilites 
est avantageuse par sa simplicite de mise en ceuvre numerique. Par contre, elle ren-
contre des difficultes lors de l'imposition des conditions aux limites qui necessite 
le calcul des transformations des frontieres sous l'effet des variations du parametre 
de forme. Une formulation lagrangienne en elements finis a ete developpee par 
Chariot'12] qui presente l'avantage de ne pas avoir a se preoccuper des conditions 
aux limites pourvu que la vitesse de deformation soit calcule sur tout le domaine. 
La MESC a ete appliquee en une multitude de regimes. En turbulence, Di Carol3,13] 
a employe une formulation eulerienne (parametres de forme) pour effectuer l'ana-
lyse d'incertitude et le calcul des solutions voisines des coefficients de trainee 
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et de portance d'un obstacle en proximite d'une plaque plane. Hristova et a^14' 
ont effectue une etude detaillee en regime laminaire instationnaire. Les applica-
tions aux problemes de l'interaction fluide-structure sont egalement rapportees 
dans la litterature'15 '16 ' . Malgre les differentes etudes repertories, les potentiels 
de la MESC sont loin d'etre completement explores et exploites. Par exemple, a 
la connaissance de l'auteur, les sensibilites de forme en regime turbulent insta-
tionnaire restent toujours a developper malgre leur grande utilite pour une mul-
titude d'applications notamment en optimisation aerodynamique. Outre les dif-
ficultes d'implementation, un obstacle majeur reside dans le cout de calcul des 
ecoulements turbulents. 
HINZE (1975) propose la definition suivante de la turbulence : «Le mouvement tur-
bulent des fluides est un etat irregulier d'ecoulement dans lequel differentes quan-
tites eprouvent une variation aleatoire par rapport aux coordonnees de temps et 
d'espace de telle sorte que des valeurs moyennes statistiquement distinctes peuvent 
en etre reperees.» A partir de cette definition, on peut avoir une idee de la dif-
ficulte d'une representation numerique precise du phenomene turbulent. En ef-
fet, differentes echelles tres variees de temps, de longueurs et de vitesses y inter-
viennent. Par consequent, la resolution numerique fidele des equations de Navier-
Stokes (ENS) qui regissent l'etat des fluides visqueux demande d'enormes capacites 
informatiques. 
Trois approches principales de modelisation en turbulence peuvent etre distinguees 
en ordre decroissant de precision et de cout: «Direct Numerical Simulations) (DNS), 
«Large Eddy Simulation)) (LES) et «Reynolds Averaged Navier-Stokes» (RANS). 
Les differences entre elles proviennent des simplifications et des hypotheses permet-
tant de restreindre les echelles de resolution. Quoique les methodes DNS et LES 
representent d'excellents outils pour etudier et caracteriser le phenomene turbulent 
d'un point de vue fondamental, le cout de leur deploiement pour les problemes in-
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dustriels d'interet depasse les capacites informatiques actuelles. C'est pourquoi la 
methode RANS demeure une option populaire et pratique. 
Les modeles de turbulence de type RANS sont bases sur 1'approximation intro-
duce par Reynolds (1895) qui consiste a considerer chaque variable dependante 
comme la somme d'une partie moyenne, constante, et d'une partie fluctuante dans 
le temps. Les modeles RANS sont classifies selon 4 categories : 1. les modeles 
algebriques, 2. les modeles a une equation, 3. les modeles a deux equations et 4. les 
modeles de transport des contraintes de Reynolds. Les avantages et inconvenients 
de chaque categorie ont ete exhaustivement discutes par Wilcox'17!. Le modele a 
deux equations dek — e est l'un des plus largement utilises en raison de sa simplicite 
et de son exactitude relatives. 
Depuis les debuts de l'integration du modele k — e dans les schemas numeriques, 
les restrictions des ressources informatiques surtout au niveau de la memoire ne 
permettaient pas la resolution implicite et simultanee des equations du modele de 
turbulence avec celles de Navier-Stokes. Les methodes de resolution classiquesl18,191 
consistent alors a regrouper les equations en trois systemes distincts : ENS - k -
e. Les systemes sont resolus successivement dans une boucle d'iterations de type 
point-fixe jusqu'a la convergence de l'ensemble. Cette formulation decouplee offre 
une economie de memoire au prix d'une resolution lente. La resolution en souffre 
surtout au niveau des sensibilites : la methode iterative point-fixe est appliquee aux 
equations lineaires de la MESC pouvant etre resolues directement. L'inefficacite en 
temps de calcul represente dans ce cas un obstacle, surtout en regime instationnaire. 
La croissance des capacites informatiques et le developpement des nouvelles tech-
niques de resolution des systemes matriciels lineaires'20' 21' ouvrent la porte a une 
formulation legerement plus exigeante en memoire mais nettement plus efficace 
en temps de calcul. II s'agit de reunir toutes les equations ENSfce en un grand 
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systeme monolithique et de les resoudre implicitement. II est alors possible d'appli-
quer la methode iterative de Newton fournissant une convergence quadratique. 
A la connaissance de l'auteur, aucune formulation monolithique pour modeles 
a deux equations n'est presentee dans la litterature concernant la methode des 
elements finis. Elle a par contre ete abordee en volumes finis pour les ecoulements 
transitouW22 ' . Deux formulations couplee et semi-couplee ont ete developpees et 
comparees dans ce cas. Les auteurs ont conclu qu'elles produisent des resultats 
similaires en termes de stabilite mais que l'approche couplee est moins efncace en 
termes de ressources informatiques (temps et memoire). 
Le code elements finis qui servira de base a l'implementation de la formulation mo-
nolithique utilise la structure de donnees Skyline pour stocker le systeme matriciel 
qu'il resout par une factorisation LU et une forme d'elimination gaussienne. Cette 
approche est particulierement couteuse en ressources numeriques et limite les ap-
plications de la formulation couplee qui necessite deja une importante quantite de 
memoire. II faut done utiliser une approche differente pour stocker et resoudre les 
systemes matriciels generes. 
1.1 But et objectifs 
Le but de ce memoire est de mettre au point et d'etudier une methode implicite 
pour resoudre les equations de Navier-Stokes moyennees (RANS) couplees aux 
equations du modele de turbulence k — e standard en ecoulement et en sensibilites. 
Pour atteindre ce but, fixons les objectifs suivants : 
- Developper l'algorithme de resolution couple, 
- Assurer la stabilite de l'algorithme couple : developper l'algorithme semi-couple 
produisant une estimation initiale adequate lorsque la solution de depart est trop 
imprecise, 
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- Implementer une alternative plus efficace au solveur lineaire Skyline, 
- Verifier l'implementation du code par une solution manufactured, 
- Evaluer et comparer les performances des algorithmes couple et semi-couple ver-
sus celles de Palgorithme decouple, 
- Evaluer et comparer les performances des differents solveurs lineaires deja ou 
nouvellement implemented. 
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C H A P I T R E 2 
MODELISATION M A T H E M A T I Q U E 
La turbulence est un phenomene de nature instationnaire, tridimensionnelle et 
irreguliere dans lequel intervient un grand nombre d'echelles de temps et de lon-
gueur tres variees. Ces proprietes se traduisent par des fluctuations aleatoires des 
grandeurs caracteristiques de l'ecoulement autour d'une valeur moyenne dans le 
temps. Ce concept est illustre au schema 2.1. 
(a) Regime stationnaire (b) Regime instationnaire 
FlG. 2.1 Moyenne temporelle des fluctuations turbulentes 
Pour que l'etude numerique des ecoulements turbulents soit abordable, il faut done 
effectuer une approximation, qui, suivant Papproche de Reynolds, prend la forme 
d'une moyenne. La moyenne est considered sur At, une duree de temps en regime 
stationnaire ou la periode de la valeur moyenne en regime instationnaire. At doit 
etre beaucoup plus long que la periode maximale des fluctuations, Atf. 
Cette section porte sur l'application de cette approche aux equations regissant 
l'ecoulement et a la presentation d'un modele de turbulence permettant l'estimation 
des correlations statistiques qui en resultent. Les equations de sensibilites sont 
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egalement introduites. 
2.1 Equations de Navier-Stokes moyennees 
Les equations aux derivees partielles de Navier-Stokes sont celles qui decrivent 
la physique de la plupart des ecoulements visqueux. Dans le cadre de la presente 
etude, leur version stationnaire et incompressible est suffisante. II s'agit du systeme 
d'equations suivant : 
- Equation de continuity 
V.u = 0 (2.1) 
- Equations de quantite de mouvement 
pu.Vu = - Vp + V . r + / (2.2) 
- Equation d'energie 
pcpu.VT = V. (AVT) + q (2.3) 
ou u est le vecteur vitesse, p la densite, p la pression, cp la capacite thermique a 
pression constante, T la temperature et A la conductivity thermique. f et q sont 
les termes source et representent respectivement le vecteur des forces volumiques 
et une source de chaleur. Les termes source, tel que discute au chapitre 4, servent 
a la verification du code par la methode des solutions manufacturees. 
Le tenseur des contraintes visqueuses est defini comme : 
r = p (Vu + (V«) T ) (2.4) 
ou p est la viscosite dynamique. 
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Afin de deduire les equations de Navier-Stokes moyennees dites de Reynolds, com-
munement connues par l'acronyme «RANS»X dans la litterature anglaise, on expli-
cite d'abord la fluctuation des variables et on evalue par la suite la moyenne des 
equations. 
Chaque variable dependante est exprimee comme la somme d'une composante 
constante representant la moyenne temporelle sur une periode et d'une partie fluc-
tuante representant les variations instantanees et aleatoires de la grandeur en ques-
tion autour de la valeur moyenne : 
u = u° + u' 
p = p° +p' 
rp rpo _[_ rpf 
La composante constante est designee par un cercle et la fluctuation par une prime. 
Definissons l'operateur de moyenne : 
_ i rt+At 
F=Xtjt
 F{t)dt (2>5) 
ou At est une periode de temps. 
La moyenne de la variable u est par exemple : 
u = u° + u' = u° + u' = u° (2.6) 
puisque la moyenne des fluctuations est nulle. 
1 Reynolds Averaged Navier-Stokes 
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L'application de l'operateur lineaire de moyenne aux equations de Navier-Stokes 
(2.1), (2.2) et (2.3) n'engendre pas de difficulte particuliere sauf au niveau des 
termes non-lineaires de convection ou les fluctuations se correlent2 : 
pu.Vu = pu°.Vu° - V R (2.7) 
pcpu.VT = pcpu°.VT° + pepV. (u'T') (2.8) 
ou R est le tenseur de Reynolds defini comme suit : 
Rij = -pu'iu'j (2.9) 
Par inspection, on remarque que le tenseur est en fait symetrique et a done, en 2D, 
3 composantes independantes. Les equations moyennees resultantes sont : 
- Equation de continuity 
V.w° = 0 (2.10) 
- Equations de quantite de mouvement 
pu°.Vu° = -Vp° + V. n (Vu° + ( V M ° ) T ) + Hi + / (2.11) 
- Equation d'energie 
pcpu°.VT° = V. (AVT°) - pcpV. (u'T') + q (2.12) 
On remarque que les equations originales, (2.1) a (2.3), ne different des equations 
moyennees, (2.10) a (2.12), que par les termes de correlation. En fait, dans 
ces termes repose le defi fondamental de la modelisation de la turbulence pour 
l'ingenieur, car leur apparition vient d'entraver la fermeture du probleme dans le 
2 0 V = {<t>° + <A')(^° + il>') = <t)°'^° + <j)0ip' + ip°(t>' + 4>'ip' = <j>°ip° + <j>'ip' p u s i q u e <j>' = ip' = 0 ; 
Les quantites <j)' et ip' sont dites correlees si 4>'ip' ^ 0 
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sens que Ton a desormais plus d'inconnues que d'equations (en 2D, 9 inconnues 
contre 4 equations). II faut done des modeles de turbulence qui en fournissant plus 
d'equations permettent la fermeture du systeme. 
Notons que nous omettons desormais de specifier la partie constante par un cercle. 
2.2 Modele de turbulence k — e 
II existe quatre categories de modeles de turbulence de type RANS'17' : les modeles 
algebriques faisant intervenir la notion de la longueur de melange, lm, les modeles 
a une equation et les modeles a deux equations impliquant la notion de l'energie 
de turbulence et les modeles de transport de contraintes de Reynolds. Les modeles 
a une ou a deux equations sont congus a partir du postulat de Prandtl (1945) qui 
a propose une echelle de vitesse caracteristique de turbulence vm basee non pas 
sur la longueur de melange mais calculee plutot a partir de l'energie cinetique (par 
unite de masse) des fluctuations turbulentes, k : 
k = ^ 7 t = 1(^2 + ^2 + ^ 2 ) (2.13) 
On peut expliciter le lien existant entre cette nouvelle variable dependante et le 
tenseur des contraintes de Reynolds en prenant la trace de ce dernier : 
Ru = -pu^vfi = -2pk (2.14) 
Pour calculer le tenseur des contraintes de Reynolds, on a recours a l'approxima-
tion de Boussinesq (1877) qui suivant les observations experimentales refletant une 
augmentation de la viscosite efficace en regime turbulent, a propose la relation 
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suivante entre le tenseur de Reynolds et une viscosite turbulente, nt : 
Rii = fit (Vw + (Vu)
T ) - ^pkSij (2.15) 
ou 5ij est le delta de Kronecker. 
Par analogie, on peut suggerer une relation entre les termes de correlation de 
l'equation d'energie et une conductivite turbulente, Aj : 
-pepU'T' = XtVT (2.16) 
Notons qu'en prenant la trace de l'equation (2.15) en mode incompressible, on 
retrouve l'equation (2.14). 
La viscosite et la conductivite turbulentes, bien qu'ayant un role similaire a leurs 
equivalents moleculaires, ne sont pas les proprietes du fluide mais plutot les ca-
racteristiques de l'ecoulement. Differents modeles ont ete proposes pour le calcul 
de ces nouvelles variables dependantes parmi lesquels nous optons pour le modele 
largement utilise de k — e standard qui permet les definitions suivantes : 
lk = Crf- ; Xt = ^ (2.17) 
ou Cp est une constante du modele, Pr t le nombre de Prandtl turbulent fixe a 
Pr t = 1 et e designe le taux de dissipation de l'energie cinetique de turbulence se 
definissant comme : 
*=^P± (2-18) 
p oxj oxj 
La fermeture du systeme est finalement possible en utilisant les deux equations 
k — e du modele standard de Launder et Spalding'23' : 
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Equation de k 




2Ctl— + qk (2.19) 
Equation de e 
pu • Ve = V p + ^)Ve + pCaCJcP - C e 2 / o- + q, 
k 
(2.20) 
ou la production de turbulence se definit comme : 
P = Vu : (Vu + (V«)T) 
qk et ge sont des termes sources du modele. Les constantes de fermeture du modele, 
Cei, C£2, C^, <Tfc et a£, servent a calibrer les equations a partir de rexperimentation. 
On adopte les valeurs suggerees par Launder et Spalding se trouvant au tableau 
2.1 pour toutes les applications futures puisqu'il s'agit d'un modele de turbulence 
dit complet dans le sens qu'une fois le modele congu et calibre, il n'y a plus besoin 
d'ajustements supplementaires selon le probleme etudie. 
T A B . 2.1 Constantes du modele k — e de Launder et Spalding 
Cu C£l a e2 Ofc Oe 
0.09 1.44 1.92 1.0 1.3 
2.2.1 Forme finale des equations de Navier-Stokes moyennees 
En integrant les approximations (2.15) et (2.16) dans les equations (??) et (2.12), 
on retrouve la forme finale des equations moyennees de Navier-Stokes : 
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- Equation de continuity 
V.w = 0 (2.21) 
- Equations de quantite de mouvement 
pu. Vu = - Vp + V.r + / (2.22) 
ou le tenseur des contraintes visqueuses en regime turbulent est : 
T = (H + fit) [Vt* + (Vu) T ] (2.23) 
- Equation d'energie 
pcpu.WT = V. [(A + At)VT] + q (2.24) 
On omet desormais les barres superieures exprimant la moyenne pour alleger 
l'ecriture. Notons finalement que le terme \pk8ij de l'equation (2.15) est une 
contrainte normale que l'on incorpore a la pression et n'apparait done pas ex-
plicitement dans les equations. 
2.2.2 Var iables logar i thmiques 
L'energie cinetique de la turbulence et son taux de dissipation prennent des valeurs 
strictement positives typiquement de quelques ordres de grandeur plus petites que 
l'unite. Cette caracteristique cause des difficultes numeriques puisque l'effet relati-
vement grand des erreurs numeriques sur les variables de turbulence engendre des 
instability et conduit a des valeurs negatives de fc et e. Une fagon de remedier 
a ce probleme est d'utiliser un changement de variables approprie permettant de 
modifier l'ordre de grandeur des quantites turbulentes. Nous adoptons l'approche 
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d'llinca et a/J1' proposant le changement en variables logarithmiques suivant : 
fC = ln(k) ; £ = ln(e) (2.25) 
Les equations regissant /C et £ s'obtiennent par substitution des relations (2.25) 
dans les equations (2.19-2.20) qui prennent la forme logarithmique suivante : 
- Equation de /C 
pu • V/C = V /z + ^ ) V / C 
0* 
+fite-'
cP-f?Cli— + qK 
+ I /x + ^ ) V/C • V/C 
(2.26) 
Equation de £ 
pit • V£ = V • ^ + ^ ) V 5 
nK-S 
+ I /i + — ) V£ • V£ 
+PCclC^-
t'P-Ce2pe^ + q£ (2.27) 
La viscosite turbulente des variables logarithmiques se calcule comme suit : 
IH = pCp, exp (2/C - £) (2.28) 
Remarquons que les equations en variables logarithmiques sont equivalentes aux 
equations originales et que le modele de turbulence est done inchange. En plus 
de preserver la positivite des variables turbulentes, les proprietes du logarithme3 
permettent de diminuer l'effet des non-linearites. Ce resultat est fort interessant 
dans le contexte des algorithmes couples ou la convergence des methodes iteratives 
traitant les non-linearites peut etre compromise par la resolution simultanee de 
3log(,4B) = \og(A) + log(B), etc. 
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plusieurs equations dominees par les termes non-lineaires. 
2.3 Sensibilites 
Nous presentons dans cette section, les equations de sensibilites continues pour les 
parametres de valeur (voir le chapitre 1). 
2.3.1 Qu'est-ce qu'une sensibilite? 
Par sensibilite on designe la derivee des variables dependantes, par exemple 
cf)(x,y;a), par rapport a un parametre d'interet, a : 
S; = ^(x,y;a) (2.29) 
Pour alleger l'ecriture, on omettra d'inclure le parametre dans la notation lorsque le 
contexte est suffisamment explicite et indiquera alors la sensibilite de <fi simplement 
par S^. 
Pour mieux illustrer le concept de la sensibilite, considerons Pexemple de la conduc-
tion dans une barre composee de deux materiaux avec l'interface a Xi et des conduc-
tivites Ai et A2 et soumise a deux temperatures, T\ et T2, a ses extremites, x\ et 
x2. 
/ / / / / / / / / / / / / 
T2 
\ \ \ \ X N X X X X X X X" 
X; X2 
FlG. 2.2 Conduction thermique dans une barre 
La distribution de la temperature dans la barre depend evidemment de tous les 
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parametres mentionnes : 
T ^T(x-T1,T2,\iA2,x1,xi,x2) 
Le calcul de la sensibilite de la temperature permet alors d'estimer l'effet de la va-
riation de chacun des parametres d'influence sur la distribution de la temperature : 
a E {Ti, T2, Ai, A2, xu xu x2} 
2.3.2 Equations des sensibilites 
Pour obtenir les equations des sensibilites, on derive simplement les equations de 
Navier-stokes moyennees et celle du modele de turbulence par rapport au parametre 
a. Prenons le cas de l'equation de continuity : 
du dv __ 
dx dy 
On derive les deux cotes et on intervertit l'ordre des derivees par rapport a a et 






d (du\ d fdv\ _ 
dx \da) dy \daj 
En utilisant la notation vue precedemment, on obtient l'equation de sensibilite de 
la continuite : 
dSu + dS]L = 0 
dx dy 
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La procedure est identique pour toutes les autres equations et par consequent, on 
presente les equations finales sans entrer dans les details du developpement. Notre 
etude se limitant aux sensibilites isothermes, les sensibilites de l'equation d'energie 
ne sont pas abordees : 
Equation de continuity 
V • Su = 0 
Equations de quantite de mouvement 
p'u • V« + pSu -Vu + pu- VSU = -X7Sp + f 
V (M' + ^ ) ( V w + (Vn)
T) 
-(M + /x t)(vS t l + (VSu)
T) 
- Equation de S/c 
p'u • V/C + pSu -VJC + pu- VSK 
(2.30) 
(2-31) 
> ' + 2 - * S L ) ™ + ( M + & ) V S J C ; 
+e^ (p'tP + frl* - ntPSK) - pe*-* ( 2 ^ + g + SK - g ) + q'K (2.32) 
Equation de Se 
p'u • V£ + pSu -VS + pu- VS£ = 
V - [ ( ^ + $ - ^ T ) ^ + ( M + ^ ) V 5 ; 
+ (V + g - «*£) V£ • V£ + 2 (p + f^j V£ • V3£ 
+ PCelC^P (* + gi + g + 5/c - fc + f ) 





2VSU : (Vu + (Vu)
T) 
Dans ces equations, on utilise une prime pour demarquer la derivee par rapport a 
a de toute entite autre que les variables dependantes (//, /J,', q', a't, etc. ). 
La sensibilite de la viscosite turbulente s'ecrit comme suit : 
/4 = lh (j + ^ + 2SK - S£^j (2.34) 
On peut apprecier la linearite des equations des sensibilites permettant une 
resolution a priori directe de leur systeme. On verra pourtant que des algorithmes 
de resolution classiques en turbulence compromettent l'avantage potentiel de cette 
propriete par des iterations de type point fixe, d'ou entre autres, une raison pour 
le developpement des algorithmes alternatifs plutot directs ou couples. 
2.4 Conditions aux limites 
Cette section porte sur les conditions aux frontieres pour l'ecoulement et les sen-
sibilites. On introduit en premier lieu les conditions aux limites classiques. Les 
conditions aux limites pour les parois solides requerant un traitement particulier 




2.4.1 Conditions aux limites classiques 
On appelle ces conditions classiques car dies sont directement tirees des equations 
du modele, en l'occurrence, des equations de Navier-Stokes moyennees, celles du 
modele de turbulence et de leurs equations de sensibilites qui regissent le com-
portement de l'ecoulement et la distribution de ses sensibilites sur un domaine de 
calcul Q, borne par la frontiere fermee T. Pour chaque variable dependante, les 
conditions aux limites de Dirichlet (essentielles), de Neumann (naturelles) et de 
Robin (mixtes) peuvent etre appliquees sur trois parties distinctes de la frontiere 
respectivement designees par Tp, TN et TR. Notons que nous n'imposons aucune 
condition pour la pression et on laisse la resolution de l'equation de continuity 













u sur Yj)u 
v sur TDV 
f sur TDT 
\n(k) sur FDK 






Pour l'ecoulement, les trois conditions classiques prennent les formes suivantes : 
- Condition de Dirichlet 
Cette condition permet de determiner directement la valeur de la variable 
dependante sur les frontieres : 
ou u, v, T, k et e sont les valeurs connues de chacune des variables dependantes 
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sur la partie de la frontiere ou la condition est imposee. 
- Condition de Neumann 
Cette condition impose le flux de la variable dependante a travers la frontiere : 
n = 4 sur TNu (2.40) 
n = iy sur TNv (2.41) 
fi = q sur FNT (2.42) 
n = 4K sur YNK (2.43) 
n = <ps sur TNs (2.44) 
ou n est la normale unitaire exterieure au domaine. Egalement, tx,ty, q, <f>tc et 4>£ 
sont respectivement les valeurs connues des tractions horizontale et verticale sur 
la frontiere, du flux de chaleur et de celui des variables turbulentes a la frontiere. 
La condition de Neumann pour les variables turbulentes est normalement ho-
mogene sauf pour des applications particulieres comme la verification par des 
solutions manufacturers. 
- Condition de Robin 
Cette condition etablit une relation entre le flux et la valeur de la variable 
dependante aux frontieres : 
(A + Ai)VT-n = hiT-T^) sur I > (2.45) 
ou h est le coefficient de la convection et T^ est la valeur nominale et connue de 
la temperature loin de la frontiere. Dans le cadre de la presente etude, seulement 
des formes particulieres de la condition de Robin sont utilisees aux parois solides 
pour relier la vitesse tangentielle a la contrainte de cisaillement et la temperature 
au flux de chaleur. Elles seront discutees a la section 2.4.2. 
( - p i + T)X • 
(-Pl + T)y-
(A + At) VT • 
(^ + ^ ) V / C -
Gu + ^ ) V £ -
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2.4.1.2 Sensibilites 
Les conditions aux limites classiques des sensibilites s'obtiennent tout simplement 
en differencial les conditions aux limites de l'ecoulement. Dans ce qui suit, nous 
introduisons seulement les conditions pour les parametres de valeur. Les conditions 
aux limites pour les parametres de forme sont plus complexes puisqu'elles font in-
tervenir le deplacement des frontieres et requierent done une attention particuliere. 
Le lecteur interesse peut trouver plus de details a, ce sujet dans les travaux de 
Dicaro et al®. 
- Condition de Dirichlet 
Pour u, on derive l'equation (2.35) : 
u — u sur YDU 
du _ du 
da da 
Su = Su sur TDu (2.46) 
Su etant la valeur connue de la sensibilite de la composante horizontale de la 
vitesse a la frontiere. On obtient de la meme fagon : 
Sv = Sv sur I V (2.47) 
SK = ^ sur I V (2.48) 
k 
S£ = ^ sur TDe (2.49) 
Remarquons que la derivation implique que pour chaque segment de la frontiere, 
le type de la condition limite en sensibilite a appliquer est dicte par la condition 
limite en ecoulement etablie pour ce segment de frontiere. 
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Condition de Neumann 
En derivant l'equation (2.40) on obtient 
( - p i + T)X • n = 4 sur TNu 
| _ [ ( _ p I + r ) i . f i ] _ | 
Spl + 2(// + /x;)7(tt) 
+2(/i + ^ ) 7 ( S u ) n = i' sur rw« (2.50) 
ou i' est la derivee de la traction horizontale et le tenseur du taux de deformation 
est defini comme : 
7 ( « ) = - (Vti + ( V u )
r ) (2.51) 
Pour les autres variables on trouve : 
spI + 2(/x' + /i;)7(t*) + 2(/i + ih)i{S») 





i'y sur I V (2.52) 
(fie' sur rV(2 .53 ) 
fo' sur I V (2.54) 
Condition de Robin 
Les conditions de Robin interviennent dans les loi de paroi dont les expressions 
pour les sensibilites sont presentees a l'annexe I. 
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2.4.2 Conditions aux limites pour les parois solides 
Aux parois solides, la condition physique a imposer est de type Dirichlet homogene 
pour la vitesse et les variables turbulentes : u — v = k = e = 0. II s'agit de la condi-
tion de non-glissement. Ces conditions ne peuvent toutefois pas etre appliquees au 
modele de k — e standard. Ce dernier suppose en fait un ecoulement completement 
turbulent, a haut nombre de Reynolds, ou l'effet relatif de la viscosite turbulente, 
fit, domine celui de la viscosite moleculaire, fj,. Ce qui n'est pas le cas a la proxi-
mite des parois solides puisque la turbulence y est amortie et que son effet devient 
negligeable devant les composantes laminaires de l'ecoulement. Cette region est 
nominee la sous-couche laminaire. Afin de pallier la faiblesse du modele dans les 
zones laminaires, on a recours a des lois de paroi. 
Une loi de paroi est un modele approximatif du profil de vitesse (ou de temperature) 
dans la couche limite. Elle permet de deplacer la frontiere du domaine de calcul 
de la paroi physique, Tp, a une distance d de celle-ci situee dans la zone logarith-
mique de la couche limite. La sous-couche laminaire est ainsi retiree du domaine 
de calcul, f2c. Connaissant la solution de vitesse dans la region regie par la loi de 
paroi et eliminee du domaine de calcul, on peut imposer des conditions aux limites 
realistes a la frontiere de calcul, r c . Cette idee est schematised a la figure 2.3 ou l'on 
voit egalement les differentes zones d'une couche limite turbulente completement 
developpee. 
Cette technique presente les avantages suivants : 
- II n'est pas necessaire de recourir a un modele de turbulence dit a bas Reynolds 
qui serait requis si Ton voulait resoudre les equations aux derivees partielles 
jusqu'a la paroi. 




Zone de Lois de Paroi 
J i S f ^ K i i j i B i i i ^ i - ^ 
Zone de l'<$coulement 
libre 
Zone de defaut 
Zone logarithmique 
Zone de transition 
Soius-couche laminaire 
F I G . 2.3 Le concept de loi de paroi et les composantes de la couche limite 
de proche parois que Ton retrouve les gradients les plus forts. 
Dans ce qui suit, on presente les lois de paroi pour la vitesse et la temperature et 
la loi de paroi isotherme en sensibilites. 
2.4.2.1 Loi de paroi pour la vi tesse 
La loi de paroi modelise l'ecoulement a l'interieur de la couche limite en la divisant 
en deux regions distinctes. La premiere, soit la sous-couche laminaire, correspond 
a une evolution lineaire du profil de vitesse (u+ = y+). La deuxieme zone suppose 
une relation logarithmique entre la vitesse adimensionnelle, u+, et la distance adi-
mensionnelle de la paroi, y+, qui est une mesure du nombre de Reynolds local. 
Les lois de paroi ne tiennent typiquement pas compte des zones de transition et de 
defaut. La figure 2.4 illustre ce concept. 
Nous utilisons la loi de paroi a deux echelles de vitesse de Chabardt24' et Ignat 
et al^25h Ce modele fait l'hypothese d'un cisaillement tangentiel constant dans la 




Loi de paroi 
Profil reel 
T 
PfarSnatehH*-tm0rS?tion — | - Z o n e logarithmique -~\~- Zone de defaut — 
FIG. 2.4 La representation par loi de paroi du profil de vitesse dans la couche limite 
de calcul, rc, est done egal a celui a la paroi, rp. Par exemple, pour une paroi 
horizontale on a : 
rc = [(T • n) • t ] r c ~ (fi + m)-^ - ^ = rP 
Le modele propose l'approximation suivante pour evaluer le cisaillement : 
(2.55) 
>c — ptlxxLlk (2.56) 
ou Uk et «»* sont les echelles de vitesse permettant de calibrer la loi de paroi en 
fonction de la physique du probleme. L'echelle de vitesse Uk permet de tenir compte 
de l'intensite de la turbulence : 
Uk = C
1J4k1'2 = C1J4exp(lC/2) (2.57) 
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ou C,j, est la constante de fermeture du modele k — e et l'energie cinetique de la 
turbulence est consideree a la frontiere de calcul, Te. 
L'echelle de vitesse um est associee a la vitesse tangente a la paroi et s'evalue par 
le biais du profil de vitesse adimensionnelle : 
pour y+ <yt , 
c (2.58) 
\ln(Ey+) pour y+ > y+ 
ou K est la constante de Karman et E un parametre de rugosite qui, pour une paroi 
lisse, prennent respectivement les valeurs de 0.42 et 9.0^. Les deux equations se 
recoupent a y+ ~ 11. Les variables adimensionnelles sont definies comme : 
y+ = P** (2.59) 
u+ = ^- (2.60) 
ou ut = u • t designe la vitesse tangentielle a la distance d de la paroi. 
La valeur de la distance doit etre specifi.ee avant la resolution du probleme. II faut 
la choisir de telle sorte que la valeur de la solution de y+ reste a la fois dans les 
limites de validite du modele de turbulence, c'est-a-dire dans la zone logarithmique, 
et dans celles de la loi de paroi. Les bornes suggerees sont 30 < y+ < 300f26l II faut 
done proceder par quelques essais et erreurs pour trouver une valeur appropriee de 
la distance a imposer. 
A l'aide des relations precedentes, on peut formuler les conditions aux limites pour 
les parois solides : 
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- Condition sur la vitesse tangentielle 
Le cisaillement se calcule par une condition de type mixte (de Robin) : 
[(r • n) • t] Fc = rc = puku„ = I _ g ^ _ « t (2.61) 
Remarquons que cette relation fait egalement intervenir l'energie cinetique de la 
turbulence par le biais de uk. 
- Condition sur la vitesse normale 
La loi de paroi suppose egalement que la vitesse est tangente a la paroi a la 
proximite de celle-ci. On impose alors une condition de Dirichlet homogene sur 
la vitesse normale, appelee la condition de non-penetration : 
u • n = 0 (2.62) 
Sur les parois horizontales ou verticales, la non-penetration se traduit par une 
condition de Dirichlet homogene sur la composante de vitesse normale a la paroi 
que l'on impose alors au sens fort {u = 0 ou v = 0). Sur une paroi quelconque, on 
impose la condition de non-penetration au sens faible, soit en annulant le debit a 
travers la frontiere. Pour imposer cette contrainte on utilise un multiplicateur de 
Lagrange'18', / , qui agit comme la reaction de la paroi aux forces de penetration 
exercees par le fiuide. L'equation (2.62) prend alors la forme de la fonctionnelle 
suivante : 
1= f u- n / d r = 0 (2.63) 
Jvc 
Dans le contexte des elements finis (voir la section 3.1) et dans le but de minimiser 
la fonctionnelle (2.63), on evalue sa premiere variation : 
•dl= f u- MfdT + f f&u • n d r = 0 (2.64) 
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On a ainsi obtenu l'equation supplementaire permettant d'evaluer la valeur de 
/ de fagon a annuler l'effet des forces de fluide et d'ajuster par consequent le 
debit : 
u • ntf/dT = 0 (2.65) 
Cette equation est traitee par la methode de lagrangien augmentee^. L'effet de 
la reaction de la paroi s'ajoute a la forme faible de l'equation de quantite de 
mouvement (3.2) : 
/ [(r - pi) • n] • -dudT = I ftiu • MY (2.66) 
Condition sur K. 
On applique une condition de Neumann homogene sur l'energie cinetique de la 
turbulence a la frontiere du domaine de calcul regie par la loi de paroi : 
// + ^ j V / C - n = 0 (2.67) 
On laisse ainsi k, et par consequent Uk, varier le long de la frontiere et pendant 
les calculs. C'est en fait l'equilibre entre les equations du modele et les autres 
conditions aux limites qui ajustera leurs niveaux finals. 
Condition sur £ 
Cette condition est implemented differemment selon les algorithmes de resolution 
qui seront abordes a la section 3.2. Pour l'algorithme decouple, la valeur de 
e est reliee a l'intensite de la turbulence par une condition de Dirichlet dont 
l'expression en variable logarithmique est la suivante : 
Pour les algorithmes couple et semi-couple, cette relation ne peut pas etre im-
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posee par le biais d'une condition de Dirichlet. En fait, a la difference de l'al-
gorithme decouple, la solution de K n'est pas connue lors de la resolution de 
l'equation de £. La relation (2.68) devient alors une contrainte entre les valeurs 
de K et £ a la limite du domaine de calcul qui s'exprime sous la forme residuelle 
suivante : 
fle=e-b,(§)-i*: (269) 
Pour ces algorithmes, la forme faible de l'equation (2.69) est resolue implicite-
ment sur les elements 1-D de la frontiere regie par la loi de paroi. 
2.4.2.2 Loi de paroi thermique 
Puisque l'on reduit le domaine de calcul pour eliminer les zones laminaires, il faut 
egalement modeliser le comportement de la temperature dans la region eliminee de 
la resolution. On utilise alors une loi de paroi thermique'2^ qui suppose le flux de 
chaleur a la frontiere de calcul, qc, egal au flux de chaleur a la paroi, qp : 
dT dT 
La loi de paroi propose egalement l'approximation suivante pour calculer ce flux 
de chaleur : 
qc = pCpUkT* (2.71) 
ou T* est une temperature normalised : 
T — T 
T* = ~ j ^ (2.72) 
Tp est la temperature a la paroi. Notons que l'equation (2.71) est en fait une 
condition mixte. 
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On evalue T+ selon le profil de temperature adimensionnelle propose par Arpaci et 
Larsen'2^ : 






for y+ < yf 
for yf <y+ <y£ 
< K 
ln(y+) + (5 for y£ < y+ 
Les constantes du modele s'evaluent selon les expressions suivantes 
vt = 
10 
p r l / 3 
oi = 10_3Prt 













L'echelle de vitesse M^ et la distance adimensionnelle, y+, sont les memes que pour 
la loi de paroi de vitesse. Pour l'air, les nombres de Prandtl sont fixes a : Pr = 0.7 
etPTt = lW. 
2.4.2.3 Loi de paroi pour les sensibilites 
Les sensibilites des lois de paroi s'obtiennent en derivant les lois de paroi pour 
l'ecoulement. Les sensibilites isothermes etant suffisantes dans notre cas, nous 
presentons en annexe I leur expression pour les parametres de valeur. 
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C H A P I T R E 3 
M E T H O D E D E RESOLUTION 
Une fois que le modele mathematique du probleme physique est determine, il reste 
a resoudre les equations aux derivees partielles par des methodes appropriees que 
nous aborderons dans ce qui suit. 
3.1 Methode des elements finis 
Sauf pour des geometries triviales ou en presence des hypotheses simplificatrices, 
il n'existe pas de solution analytique pour les equations qui nous interessent. II 
faut done recourir a une methode numerique. Nous optons pour la methode des 
elements finis, une technique abondamment documentee'29' 30'. Sans nous etaler sur 
la presentation de la methode, passons directement a la formulation variationnelle 
des equations du modele. 
3.1.1 Formulation variationnelle 
On applique une procedure classique aux equations du modele (2.21-2.24) et (2.26-
2.27), dont l'expression est appelee forme forte, pour obtenir leur formulation va-
riationnelle (dite forme faible). Le terme «faible» fait reference a la reduction de 
l'ordre des derivees aboutissant a des equations equivalentes a celles de depart 
mais exigeant moins de regularite. La procedure est la suivante : on multiplie les 
equations par une fonction test appropriee, on les integre sur le domaine et on ap-
plique le theoreme de la divergence pour obtenir les equations suivantes sous forme 
35 
de residus : 
- Equation de continuite 
Rp = / V • utfpdtt 
Jn 
Equations de quantite de mouvement 
dont les composantes spatiales suivantes s'extraient : 
+ / 0 + in) 
Jn 
_ f ( du du\ n ,_ 
Ru = Ja{
pu'^ + pvdy) 
du\ (d$u\ Idu dv\ /<9$it\ 
+ •^• + 7T-dx J V dx J ' \dy dxj \ dy J 
-HO - I 
n dx 
dtt 
I p^pdn  f fx#udn 
Jn ox JQ 
~J hP + (v + Vt)\J^))nx + 2(fi + iit) 
du dv 
dy dx n. 
(3.1) 
Ruv = / (pu • Vu) • tfudtt + / 2(/x + (J,t)i(u) : 7(tfu)dO. 
- ( pV • Vudtt -If- ^udn - f [(-pi + T) • n] • tfudrV- (3.2) 
«/ 44 </J7 JY\tUV 
tfudTNu (3.3) 
JTjyv 
v — [ Pu^z + / ^ l i - ) ^dO. JL  eta: % 
X(/U + '"t) K <9u\ /d$v\ f du dv\ (d-dv dy J \ dy J \dy dx J \ dx 
f ddv f 
Jn dy Ja 
(dv 
dQ 
2(v + »t)[^ + ^)nx+(--p + (v + fit)^— J ]ny $vdTNv (3.4) 
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Equation d'energie 
RT = f pcpu • V lWdf t + / (A + A*)VT • WTdfi 
JQ JO. 
- f qtiTdn - f (A + At)VT • h$TdVNT (3.5) 
- Equation de K, 
RK f \pu-VJC-(v+-) 
Jn L V akJ 
pu • V/C - (fi + — ] V/C • V/C 
PK 
- pte'
KP{u) + p'C^— 
Pt 
tf/Cdft + 
in V °k 
V/C • W/Cdft 
/ q/CdlCdQ - f Lu + — J V/C • n-&KdTNK (3.6) 
Jn JrNK \ VkJ 
Equation de £ 
Re =/>-v£-M) pu-V£-[p + —)V£-V£ 
-pCaC^P^ + pCad E-K $£dtt + a p + — ] V5 • W£dft 0",= 
/ fei?5dfi - / (p + ^ J V£ • n$£dTNe (3.7) 
ou t?p, •du, ~&v, $T, #/C et fl£ designent les variations (fonctions test) ayant la 
meme regularity que la solution et s'annulant aux frontieres du domaine To ou des 
conditions de Dirichlet sont appliquees. On remarque que les conditions aux limites 
TAT de Neumann (section 2.4.1.1) apparaissent explicitement dans les equations 
variationnelles. 
Les equations variationnelles pour les sensibilites s'obtiennent de fagon similaire. 
Leurs expressions se trouvent a l'annexe II. 
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La methode des elements finis resout ces equations variationnelles en faisant tendre 
leur residu discretise vers zero. Poursuivons en presentant la fagon de discretiser 
les equations variationnelles. 
3.1.2 Discretisation 
La discretisation consiste a subdiviser le domaine continu du probleme en un 
nombre fini de sous-domaines inter-relies appeles elements. Les inconnues sont as-
sociees a des points geometriques de ces elements, appeles nceuds de calcul. On 
represente la solution de l'ecoulement sur l'ensemble du domaine par l'interpola-
tion des valeurs nodales des variables dependantes sur chacun des elements : 
Nu Nv Np 
i—\ i = l j = l 
NT 
Th = Y,tf[Tu (3.9) 
i=\ 
NK Ns 
/Cft = ^ A f / Q , £h = J2N[£i (3.10) 
ou, par exemple pour la variable dependante u, u^ represente la solution elements 
finis, Ui ses valeurs nodales et Nu designe le nombre elementaire de fonctions d'inter-
polation et de nceuds de calcul (chaque nceud est associe a une fonction differente). 
Pour les sensibilites on a : 
NSu NSv NSp 
SUh = J2
N?uS^ SVh = J2^SVi, SPh=:^2N^SPi, (3.11) 
i=l i=l i=\ 
NsK Nss 
SKh = ^N^SKi, S£h = J2N^S£i (3.12) 
38 
Nous utilisons la methode de Galerkin, qui prend les fonctions test comme fonctions 
d'interpolation : 
N? = 0Ui, N? = 0Vi, Nv = $vh (3.13) 
Nj = $Th (3.14) 
Nf = tf/Q, Nf = -dSi (3.15) 
et de la meme fa§on en sensibilites : 
Nf- = -dSUi, N^=DSVi, N?
p = $SPi, (3.16) 
N^=#SKi, JVf*=0S f t (3.17) 
Chaque fonction d'interpolation a la propriete de prendre une valeur unitaire a son 
noeud de calcul correspondant et de s'annuler aux autres noeuds. 
L'element utilise est celui de Taylor-Hood (P2-P1) comportant 6 degres de liberte 
par composante de vitesse, 6 degres par variable turbulente, 6 en temperature et 
3 en pression (figure 3.1). Cet element incorpore des interpolants lineaires pour la 
pression et quadratiques pour toutes les autres variables. 
Vitesse-Temperature Pression k-e 
A interpolant Iin6aire 
o interpolant quadratique 
F I G . 3.1 Element fini de type Taylor-Hood 
En injectant les variables dependantes discretes dans les equations variationnelles, 
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on obtient les equations variationnelles discretes que Ton integre sur un element de 
reference par une quadrature de Gauss adequate. On note alors par Ri l'equation 
residuelle du iieme degre de liberte . Sur l'element, les degres de libertes sont par 
exemple numerates comme suit : iu G (1,2,3,4,5,6); i„ G (7,8,9,10,11,12); iT G 
(13,14,15,16,17,18); ip G (19,20,21); etc. Pour alleger l'ecriture, on utilisera 
desormais, par exemple pour v, la notation Rv afin de designer les residus discrets 
des degres de libertes 7 a 12. II en est de meme pour les autres residus. 
La discretisation des equations variationnelles permet de passer d'un probleme 
continu a probleme discret formule par un systeme d'equations algebriques dont les 
inconnues sont les ponderations (poids) des fonctions d'interpolation. En traitant 
les non-linearites par une methode iterative appropriee, un systeme matriciel de 
type Ax = b peut etre constitue a partir de la formulation discrete. On poursuit 
par la presentation des differents systemes obtenus en fonction de l'algorithme de 
resolution. 
3.2 Algorithmes de resolution 
Cette section porte sur la presentation des trois algorithmes de resolution decouple, 
couple et semi-couple et les systemes matriciels qui en decoulent. 
3.2.1 Jacobien Numerique 
Considerons l'equation residuelle du i™me degre de liberte du domaine comme une 
fonction de u n , le vecteur des valeurs nodales des variables dependantes obtenues 
a la nieme iteration. On cherche a obtenir : 
Ri(un) = 0 (3.18) 
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Toutefois, un ne satisfait a priori pas l'equation non-lineaire (3.18). On cherche 
Un vecteur de correction, 6u, tel que : u"+1 = u" + 6un+1 et f?,(un+1) = 0. Le 
systeme non-lineaire est approche par une approximation d'ordre 1 en series de 
Taylor (methode de Newton) : 
an 
Rt(u
n + Sun+1) = Ri(un) + J2 JT-^n)5u3 = 0 (3-19) 
J
 j 
Ou apres rearrangement : 
'dRi 
duj 
{6Uj} = {-Ri} (3.20) 
ou Uj represente les valeurs nodales et Siij leurs corrections. Les entrees de la 
matrice jacobienne, |^-, sont evaluees par une approximation de type difference 
finie : 
dRi _ Ri (ui,u2, ...,Uj + a,...)-Ri (ui,u2, ...,Uj,...) 
duj a 
(3.21) 
ou a est une petite perturbation. Remarquons que le systeme (3.20) est un systeme 
matriciel lineaire de type Ax = b. 
3.2.2 Approche Decouplee 
II s'agit d'une methode decouplee ou «segregated» en anglais regroupant les 
equations discretes en trois systemes : continuite-mouvement-energie, /C et £. Cette 
approche expliquee en details par IlincaW procede comme suit : 
- 0. Fournir une solution initiale 
- 1. Calculer \it et \ t 
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- 2. Resoudre le systeme continuite-mouvement-energie avec /x" 1 et A™ * fixes : 
Rp(u
n) = 0 
HtI(«
n,/cn-1,£:n-1,pn) = o 
i? r(«
n ,Tn , /Cn-1 ,£n-1) = 0 
- 3. Resoudre les equations de /C et £ 
- 3.1. Resoudre le systeme /C avec //"_1 fixe : 
i2K(«
n"1,ACn,5n-1) = 0 
- 3.2. Resoudre le systeme £ avec /i"_1 fixe : 
^ ( u n - 1 , / C n - 1 , £ " ) = 0 
- 3.3. Mettre a jour fa avec les nouveaux champs de /C et £ 
- 3.4. Selon le test du critere de convergence, retourner a l'etape 3. ou aller a 
l'etape 4. 
- 4. Selon le test du critere de convergence globale, retourner a l'etape 1. ou arreter. 
L'exposant «"» refere aux valeurs implicites provenant de l'iteration en cours tandis 
que «n-1» designe les valeurs obtenues lors d'une iteration anterieure. La difference 
est que les premieres se font perturber pour calculer la derivee par difference finie 
tandis que les dernieres sont fixes pendant la resolution en question. 







































Energie cinetique de la turbulence, K, 
dK 8K -RK (3.23) 
- Taux de dissipation de l'energie cinetique de la turbulence, £ 
dRs 
ds 
5£ -Rf. (3.24) 
Les non-linearites de chaque systeme sont traitees par la methode de Newton sauf 
pour les premieres resolutions du systeme continuite-mouvement-energie et sur les 
maillages grossiers ou l'imprecision de la solution initiale rend la convergence de la 
methode de Newton difficile, voire impossible si l'estime initial est trop loin de la 
solution finale. On utilise alors la methode de Picard (point-fixe). Elle est egalement 
utilisee au cours des iterations globales (etapes 1.-4.) puisque lors de la resolution 
de chaque systeme, les informations provenant d'un autre systeme sont fixees. 
3.2.3 Approche Couplee 
Cette approche consiste en une resolution simultanee et implicite de toutes les 
equations : 
Ri(un,Tn,}Cn,en,pn) = 0 (3.25) 
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Cette formulation permet une application directe de la methode de Newton a 
tous les termes non-lineaires de toutes les equations. On peut done theoriquement 
s'attendre a un taux de convergence quadratique au cours des iterations et par 
consequent a une economie importante du temps de calcul. Par contre, la taille de 
la matrice de Palgorithme couple etant plus importante que celle de son equivalent 
en decouple (un rapport approximatif de 2.5 pour les problemes thermiques1 et un 
autre de 3.2 pour les problemes isothermes2), l'approche couplee sera plus gour-
mande en termes de memoire. 
3.2.4 Approche Semi-couplee 
L'approche couplee eprouve occasionnellement des difficultes de convergence 
lorsque la solution initiale n'est pas suffisamment proche de la solution finale. C'est 
surtout le cas sur des maillages grossiers. On a alors recours a l'approche semi-
couplee pour generer un estime initial de la solution, fourni a l'algorithme couple, 
^ l s'agit d'une matrice elementaire de 33 * 33 (degres de liberte)2 en couple contre 21 * 21 
(degres de liberte)2 pour le systeme continuite-mouvement-energie en decouple sans tenir compte 
des conditions aux limites et des zeros. 




assurant ainsi la convergence de la methode de Newton. Cette approche decouple 
partiellement les equations en appliquant la methode de point-fixe a la plupart des 
termes convectifs et en fixant la viscosite et la conductivite turbulentes pendant 
chaque iteration. Autrement dit, il s'agit de la resolution simultanee des equations 
residuelles de la maniere suivante : 
Rp(un) = 0 (3.27) 
Ru(u
n, /C n " \ En-X,vn) = 0 avec un~l aux termes convectifs (et tf'1) (3.28) 
RT{u
n, Tn, JC"-1, £ n _ 1 ) = 0 avec un~l aux termes convectifs (et A?"1) (3.29) 
Rfz(un-\ /C \ Sn) = 0 avec $~l (3.30) 
Rsiu"-1,^^71) = 0 avec $~l (3.31) 
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La fagon naturelle d'implementer cet algorithme consiste a creer 2 systemes matri-
ciels distincts : un pour les equations de continuite-mouvement-energie et un autre 
pour /C — £. On effectuerait alors des iterations de type point-fixe entre les deux 
systemes tout en resolvant chaque systeme par la methode de Newton. Pourtant, 
pour des raisons pratiques, on utilise un systeme similaire a celui de la methode 
couplee. On laisse ainsi le solveur lineaire gerer les blocs de zeros dans la matrice 
semi-couplee et on applique directement la methode de Newton a l'ensemble du 
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systeme tout en operant un point-fixe a certains termes non-lineaires. 
Nous notons que 1'encombrement memoire des deux approches semi-couplee et 
couplee est du meme ordre de grandeur. Par contre, la convergence de l'algorithme 
semi-couple sera plus lente puisqu'il traite les non-linearites par une methode de 
point-fixe. Toutefois, cette inefficacite n'est pas critique puisque cette approche 
n'est utilisee que pour demarrer les calculs sur les maillages grossiers pour lesquels 
les systemes sont de petite taille. 
Ayant explore les algorithmes de resolution du modele de turbulence et apres avoir 
introduit les systemes matriciels a resoudre, attardons-nous aux outils permettant 
leur resolution. 
3.2.5 Remarque sur la resolution des sensibilites 
Notons que les systemes matriciels et les algorithmes de resolution pour les sensi-
bilites sont les memes que pour l'ecoulement et nous ne les presentons done pas. 
D'ailleurs, les equations de sensibilites sont lineaires et done leur resolution ne 
necessite pas de methode iterative. Toutefois, puisque la structure du systeme cree 
lors de la resolution de l'ecoulement est reprise pour resoudre les sensibilites, l'ap-
proche iterative employee pour l'ecoulement s'applique de fagon superflue aux sen-
sibilites. C'est le cas de l'algorithme decouple. L'approche couplee resout les sen-
sibilites directement et l'approche semi-couplee etant par consequent inutile n'est 
pas implementee en sensibilites. 
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3.3 Resolution du systeme lineaire Ax = b 
En elements finis en general et surtout pour les problemes turbulents resolus par 
des algorithmes couples, l'etude des cas pratiques avec une precision acceptable 
necessite la resolution de systemes matriciels de grande taille. Par exemple, un 
maillage de 30,000 nceuds seulement, pour un.probleme turbulent isotherme et 
1'algorithme couple, se traduit par le traitement d'un systeme de quelque 120,000 
inconnues. Le stockage de la matrice A d'un tel systeme au complet exige a lui seul 
109,863 Mo en double precision. Cette difficulte peut etre contournee en tirant 
profit de la structure particuliere de la matrice A. 
3.3.1 Matrices creuses 
Les matrices elements finis sont de type creuses («sparse» en anglais). Cette ap-
pellation fait reference au nombre important de blocs de zeros dans la structure de 
la matrice. 
La figure 3.2 montre la structure de la matrice A pour la discretisation elements 
finis des equations Navier-Stokes 2D dans le cas de l'ecoulement autour d'un carre. 
Les valeurs non-nulles sont demarquees par des points et les valeurs nulles par les 
espaces vides. Le nombre d'entrees (valeurs non-nulles) est de ne = 84, 723 pour 
ce systeme de neq = 3,175 equations. Dans ce cas precis, les valeurs non-nulles 
representent 0.84% des coefficients de la matrice. On voit done l'enorme economie 
possible a realiser en evitant le stockage des zeros. 
Differentes strategies!31] ont ete developpees pour le traitement et la resolution de 
ces matrices de fagon a optimiser le temps de calcul et a reduire significativement 
les besoins en capacites de stockage. Leur point de depart commun reside dans 
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0 500 1000 1500 2000 2500 3000 
ne = 84723 
F I G . 3.2 Strucutre de la matrice A 
l'elimination des valeurs nulles du processus de mise en memoire. Remarquons que 
pour des raisons pratiques, toutes les valeurs nulles ne sont pas necessairement 
eliminees. On designe alors par entree les coefficients stockes (conserves lors de la 
decomposition) de la matrice qui peuvent etre nuls ou non. 
Notons egalement la symetrie de la structure de la matrice de la figure 3.2. Meme si 
cela n'est pas le cas de toutes les matrices produites en elements finis, on adopte une 
strategie generate en supposant leur structure symetrique. Ainsi, le traitement de la 
matrice en devient simple et generique au prix du stockage de quelques coefficients 
nuls. 
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3.3.2 Solveurs lineaires : Skyline - UMFPACK - PARDISO 
Parmi les multiples outils et methodes existants, nous avons opte, dans l'ordre 
chronologique d'implementation, pour les solveurs directs (non-iteratif) suivants : 
- Skyline 
L'appellation de cette methode, Lignes de ciel en frangais, fait allusion a Failure 
de la partie stockee decoupee dans la matrice de depart. La convention utilisee 
par cette methode pour la decomposition et le stockage de la matrice est comme 
suit : on localise d'abord, pour toutes les lignes, le premier element non-nul de 
la ligne i qui est egalement le premier element non-nul de la colonne j = i. Par 
la suite, on copie dans le vecteur Ax, tous les coefficients de la ligne i et puis 
de la colonne j = i, a partir du premier coefficient non-nul jusqu'a la diagonale 
(coefficient diagonal exclus). On stocke finalement le coefficient diagonal, d». Dans 
le vecteur Ap, on indexe la position des entrees diagonales parmi les entrees du 






























































F I G . 3.3 Algorithme de stockage du solveur lineaire Skyline 
Les vecteurs de decomposition sont : 
Ap = {1, 2, 7, 12, 21, 28} 
Ax = {0, - 1 , 5, 0, 7, 0, 0, 4, 0, 12, 0, 9, - 2 , 0, 
0, 6, 10, 0, 0, 8, 0, 1, 0, - 1 1 , 3, 0, 14, 1} 
Le vecteur Ap est d'une longueur de neq, le nombre d'equations. 
La convention de decomposition utilisee par cette methode pour eliminer les zeros 
n'est evidemment pas optimale compte tenu du nombre important de valeurs 
nulles transmises de la matrice au vecteur Ax. Par contre, elle presente l'avantage 
de ne pas avoir a se preoccuper du remplissage du a la factorisation (entree nulles 
devenant non-nulles) puisque le remplissage se produit au niveau des fragments 
deja stockes des lignes et des colonnes. 
Une fois la matrice creuse decomposed en vecteurs, la methode effectue d'abord 
une factorisation LU et puis une descente gaussienne pour resoudre le systeme. 
La resolution necessite done un grand nombre de calculs et elle est dans ce sens 
sous-optimale. II a done fallu trouver des techniques plus performantes. 
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- UMFPACK 
«Unsymmetric-pattern MultiProntal Package'20,32'33'» est un ensemble d'outils 
de traitement de matrices creuses utilisant des techniques multifrontales, qui 
offre une meilleure performance par rapport a la methode Skyline. La technique 
multifrontale consiste en un traitement simultane de la matrice sur plusieurs 
fronts de calcul constitues de sous-matrices souvent contigues. 
Pour stocker la matrice selon la convention UMFPACK, on utilise 3 vecteurs : 
un vecteur de pointage, Ap, un vecteur d'indexage, Ai, et un vecteur contenant 
les valeurs des entrees, Ax. Ce schema de decomposition s'appelle «Compressed 
Sparse Columns». 
Le vecteur Ap, dont le premier element est toujours un 0, repertorie la derniere 
entree de chaque colonne en indiquant sa position parmi toutes les entrees de la 
matrice. II sert comme pointeur pour reperer les colonnes de la matrice A dans 
le vecteur A,. Sa taille est de neq + 1. 
Le vecteur Ai indexe le numero de ligne de chaque entree de chacune des colonnes. 
Sa taille est egale a celle de Ax et correspond au nombre total d'entrees. Notons 
que les lignes et colonnes sont indexees a partir de 0. Par exemple, pour la matrice 
(3.33) on obtient : 
Ap = {0, 2, 4, 6, 9, 12, 15} 
Ai = {2, 4, 1, 3, 0, 5, 1, 3, 4, 0, 3, 5, 2, 4, 5} 
Ax = {5, - 2 , - 1 , 4, 7, 1, 12, 9, 6, 10, 8, - 1 1 , 3, 14, 1} 
On remarque qu'a la difference de la methode Skyline, l'elimination des zeros 
est complete au prix de la creation d'un vecteur supplementaire de taille ne, le 
nombre d'entrees. 
UMFPACK debute son traitement par une analyse preliminaire, il s'agit de la 
factorisation symbolique. Le but de cette etape est de pre-ordonner les colonnes de 
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A de fagon a reduire le remplissage et aussi de dresser le profll des sous-matrices 
frontales. La memoire requise a ce stade est d'ordre 0(ne) et ne depasse pas 
13neg pour une matrice de neq*neq^u\ UMFPACK enchaine par la factorisation 
numerique des sous-matrices frontales qui resulte en une decomposition de A en 
LU. La memoire necessaire a la factorisation numerique est aussi de 0{ne). La 
derniere etape est la resolution du systeme factorise. 
Nous verrons plus loin que cette methode permet d'enormes economies de temps 
d'execution et de capacite de stockage. 
II faut noter que l'on cree la structure (vecteurs Av et Ai) de la matrice A 
a priori, avant meme de commencer le calcul, en utilisant les informations 
sur le maillage et le type de probleme a resoudre. Finalement, l'interfacage 
d'UMFPACK avec le code elements finis elabore sur la plate-forme Fortran a 
fait partie du present projet. 
- PARDISQ 
PARDISO'21' 35' est un autre solveur direct utilisant une convention de stockage 
et des techniques semblables a celles d'UMFPACK mais offrant en outre, la pos-
sibilite de calculs paralleles sur des systemes multiprocesseurs. Par consequent, 
ces deux outils presentent des performances similaires en termes de memoire re-
quise. Par contre, PARDISO est susceptible d'etre plus rapide sur les machines 
a processeurs multiples. 
3.3.3 Factorisation conditionnelle 
Lorsque la methode de Newton est suffisamment proche de la solution finale, 
on peut reutiliser la factorisation de la matrice jacobienne au prix de quelques 
iterations supplementaires beaucoup moins couteuses que revaluation d'une nou-
velle jacobienne. On fait dans ce cas une economie substantielle du temps de calcul 
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des que les criteres sur les normes de residus detectent l'approche de la convergence. 
La combinaison de l'algorithme couple, des solveurs lineaires multifrontaux et mul-
tiprocesseurs ainsi que l'application de la factorisation conditionnelle ameliorent 
grandement l'efficacite en termes de l'usage des ressources informatiques. Ces as-
pects interviennent au niveau de la resolution sur un maillage donne. Puisqu'il im-
porte de verifier l'independance de la solution par rapport au maillage, on effectue 
une etude de convergence des solutions sur differents maillages. Pour produire des 
maillages optimaux, on a recours au controle d'erreur par l'adaptation de maillage. 
3.4 Controle d'erreur 
Nous utilisons la methode de l'adaptation de maillage qui consiste en le post-
traitement (a la suite de la resolution) suivant : 
- Construire une solution enrichie par la projection locale des gradients suivant 
l'approche de Zhu et Zienkiewicz'36', 
- Estimer l'erreur selon une norme d'erreur appropriee3, 
- Calculer une distribution de la taille des elements dans le domaine de fagon 
a reduire l'erreur par un facteur fixe d'un maillage a l'autre : la densite des 
elements est augmentee dans les regions de forte erreur et diminuee dans les 
zones ou l'erreur est faible. 
On designera par cycle adaptatif la suite des trois procedures de maillage-
resolution-post-traitement. Remarquons finalement que l'on interpole souvent la 
solution d'un cycle adaptatif sur le maillage du cycle subsequent afin de produire 
une solution initiale de qualite facilitant la convergence de la methode iterative. 
3Voir l'annexe III pour les expressions des normes d'erreur. 
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3.5 Stabilisation numerique 
En calcul d'ecoulement comme de sensibilites, la methode de Galerkin conduit a des 
solutions entachees d'oscillations lorsque les termes convectifs sont preponderants. 
La convergence en souffre et devient dans certains cas impossible. Puisque, notre 
etude porte sur les ecoulement turbulents (forces convectives dominant les forces 
visqueuses), il est primordial de recourir a des techniques de stabilisation per-
mettant de pallier ces lacunes. On peut nommer, entre autres, les methodes up-
wind, SUPG (Streamline Upwind Petrov-Galerkin)^ et GLS (Galerkin Least-
Squares)^. L'idee de base de toutes ces techniques est de modifier les fonctions 
test des equations variationnelles de fagon a introduire une viscosite artificielle ou 
a favoriser l'integration vers l'amont du courant. Ces methodes ont ete detaillees 
par Turgeon'39' et leurs expressions sont presentees a l'annexe IV. 
54 
C H A P I T R E 4 
VERIFICATION 
Nous avons explore la modelisation mathematique du probleme et les methodes 
numeriques implementees pour en resoudre les equations differentielles. Avant de 
passer a l'application il faut nous assurer de la qualite de notre demarche. II s'agit 
d'examiner la modelisation et l'implementation par la methode de verification et 
validation^40' 411. 
Lors de la verification, on tente de repondre a la question «Resout-on les equations 
correctement?». La modelisation est a ce stade supposee correcte et mise de cote 
pour se concentrer sur son implementation. Pour ce faire, on adopte la methode des 
solutions manufacturees^42' 43, 441. Une solution manufactured est une solution ana-
lytique qui n'est pas necessairement realiste car elle sert uniquement pour des fins 
de verification. Elle fournit les champs de distributions des variables dependantes 
sur un domaine donne. La solution est injectee dans les equations aux derivees 
partielles. Les termes sources sont alors deduits de fagon a assurer l'equilibre. La 
resolution de ces equations enrichies de termes sources devra necessairement pro-
duire la solution manufacture*. Si c'est le cas, le code est dit verifie, sinon il faut 
retourner a l'etape de l'implementation pour trouver et corriger les erreurs. La 
convergence vers la solution manufactured est quantified par le calcul de l'erreur de 
discretisation et controlee par le raffinement de maillage en plusieurs cycles adap-
tatifs. Nous verifions l'algorithme couple seulement puisque l'algorithme decouple 
a deja fait l'objet d'une verification'13'. 
Lors de la validation, on tente de repondre a la question «Les equations que Ton 
resout sont-elles correctes?». C'est seulement une fois que l'implementation du 
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modele a ete verifiee qu'il devient legitime de s'interroger quant a la capacite du 
modele a representer la physique du probleme avec precision. Pour ce faire, on 
compare les resultats numeriques avec les donnees experimentales. 
Appliquons maintenant la methode en verifiant le code par une solution manufac-
t u r e pour un ecoulement isotherme et ses sensibilites. La validation a deja ete 
effectuee'28'13' et il n'est pas necessaire de la refaire. 
4.1 Solution manufacturee pour l'ecoulement 
La solution manufacturee par E§a et a/'45' 46, 3' imite le comportement proche-paroi 
d'une couche limite bidimensionnelle, stationnaire, isotherme et incompressible. 
Le nombre de Reynolds est defini comme Re = ^ p = 106 ou u est la viscosite 
cinematique et U\ = 1 et L = 1 sont respectivement la vitesse de l'ecoulement libre 
et la longueur de de la plaque considerees comme references. Toutes les quantites 
sont adimentionnalisees par ces dernieres. 
Le domaine de calcul 
y0+0.5 
0 0.5 1.0 x 
FlG. 4.1 Domaine de calcul : solution manufacturee 
Le domaine de calcul, tel que montre a la figure 4.1, est un carre de 0.5L de cote 
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dont les coordonnees varient entre 0.5 < x < 1 et 0 < y — yo < 0.5. Remarquons 
que la frontiere de calcul est posee a une distance d = 0.006 de la paroi situee 
a V = 2/o = 0.006. Cette valeur de distance est choisie de fagon a garantir que la 
valeur de y+ se trouve dans les limites de validite de la loi de paroi (section 2.4.2.1). 
Les variables de Pecoulement sont definies en fonction des variables de similarite 
suivantes : 
ffcUb) fjfcjto) (41) 
x x 
ou a = 4 et au = 2.5a. Les expressions analytiques des variables dependantes sont : 
u = erf{rj) (4.2) 
p = 0.5 [In (2x - x2 + 0.25) In ( % - y0)
3 - 3(y - y0)
2 + 1.25)] (4.4) 
K = ln(fc) = ln(fcmax»7'e-
,'2+afc) (4.5) 
£ = ln(e) = In ^ 0 . 3 6 ^ e - " ' + a e ) (4.6) 
Les constantes et proprietes physiques apparaissant dans la solution sont definies 
comme suit : 
Ux = 1.0 L = 1.0 p=1.0 u= 10-
6 fi = pu = 10-6 (4.7) 
Vmax - 103f kmax = 0.01 (4.8) 
ak = 10~
5 at = 10-
3 (4.9) 
CM = 0.09 Cei = 1.44 Ce2 = 1.92 afc = 1.0 ae = 1.3 (4.10) 
La viscosite turbulente, /xt, s'evalue a partir de sa definition (2.28). Les constantes, 
ctfc et at, ont ete ajoutees aux variables turbulentes pour eviter les valeurs proches 
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de zeros lors de passage en variables logarithmiques. 
A partir de la solution manufacture, les termes sources, fx, fy, qic et qs sont 
evalues et ajoutes aux equations de quantite de mouvement (2.22), de K, (2.26) et 
de 8 (2.27). Leurs expressions se trouvent a l'annexe V. Notons que l'equation de 
continuite ne necessite pas de terme source puisque le champ de vitesse est congu 
pour etre a divergence nulle. 
4.2 Solution manufacturee pour les sensibilites 
Le parametre d'interet est la position verticale de la plaque, j/o- H s'agit en fait 
d'un parametre de forme. Mais puisque la solution est connue, on le considere 
legitimement comme un parametre de valeur. La solution manufacturee pour les 
sensibilites s'obtient en derivant celle pour l'ecoulement par rapport a y$ : 
Su = -^=-e-^ (4.11) 
Sv = - 4 = - e ^ (4.12) 
Sp = A(y-y0y-3(y-y0y + 1.25
H2x-X + ° ' 2 5 ) <4"13> 
Sk = 2kmax%ue^-^ {Vu
2 - 1) (4.14) 
x 
(4.15) 
La sensibilite de la viscosite turbulente est definie comme suit : 
"—Of-!) <4-i6> 
A partir de ces definitions, on calcule les termes sources, fx', fy', qyz et qs qui 
permettent d'injecter la solution analytique dans les equations ( 2.31 - 2.33 ). Les 
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expressions des termes source en sensibilizes sont presentees a l'annexe V. 
4.3 Condition aux limites 
Tel que montre a la figure 4.2, des conditions aux limites classiques de Dirichlet et 
de Neumann (section 2.4.1) sont appliquees sur les courbes entree, haut et sortie. 
Les conditions a la plaque sont regies par la loi de paroi. Dans tous les cas, les 
valeurs imposees proviennent de la solution manufacturee. 
, N ., A A A A •, 
(u, v, K, E) = (u, v, K, £) ; 
u = u SM 
SM 
A 
K = K SM 
e = e SM 
-p + 2 ( M + M t ) | ^ = t X S M 
(^+^L)fK =(pK 





V = VSM 
£ : T S < 
TS : Terme Source 
SM : Solution Manufacturee 
Loi de paroi 
u:TS s^ 
( H + _ ) _ _ ( p K S M - , , ^ S M 
FIG. 4.2 Domaine de calcul et conditions frontieres : solution manufacturee 
4.3.1 Ecoulement 
Conditions de Dirichlet 
Les valeurs des conditions de Dirichlet sont evaluees a partir de la solution ma-
nufacturee et les coordonnees (x, y) des courbes. Par exemple : 
USM = erf{r]) (4.17) 
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Conditions de Neumann 
Sur la courbe sortie (n = [1,0]T), on a les expressions suivantes : 
'- - { < " + " « > ( £ + £ ) L (4'19) 
*- - (K)f L (4'20) 
<- " {("+S)iL 
(4.22) 
Les termes 5 M sont evalues a partir des expressions analytiques de l'annexe V. 
Conditions a la paroi 
II faut injecter les expressions analytiques dans la loi de paroi de fagon a ce que 
la resolution delivre la solution manufactured plutot que la solution regie par le 
modele de la loi de paroi. Les conditions sont les suivantes : 
Condition sur la vitesse tangentielle : il s'agit de l'expression suivante : 
rc = {-puku«}h-{TSTc}SAt 
= {-puku**}hj-{-puku^}SM- \ (ji + fit) ( — + -^ j > (4.23) 
1 2 v' v ' 
3 
ou le terme 1 est le taux de cisaillement calcule par le code elements finis en 
vertu de la loi de paroi, le terme 2 est son equivalent calcule a partir de la 
solution manufacturee qui a pour role d'annuler le premier terme. Le terme 3 
est la valeur que Ton veut appliquer comme condition et correspond au taux 
de cisaillement analytique a la frontiere de calcul. L'ensemble des termes 2 et 
3 constitue le terme source (TS) pour rc. Le lecteur interesse peut consulter le 
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travail de Di Caro'13' pour se renseigner au sujet des conventions de signe utilisees. 
Condition sur la vitesse normale : au lieu d'une condition de non-penetration 
utilisee dans le cas general, on applique la valeur analytique de la vitesse normale : 
^M1-^) (4-24) VSM 
Condition sur K : on applique la valeur analytique du flux de Penergie cinetique 
de turbulence a travers la frontiere de calcul (n = [0,1]T) : 
M("+£)£L <-> 
Condition sur 8 : on impose la valeur analytique du taux de dissipation de 
Penergie cinetique de turbulence en modifiant P equation (2.69) de la fagon sui-
vante : 
R* = f- i a(¥HK}r { T S £ } s" 
4.3.2 Sensibilites 
Les conditions en sensibilites s'obtiennent en differenciant celles de Pecoulement et 
done pour chaque courbe, le type de la condition en sensibilites est le meme qu'en 
ecoulement (figure 4.2). 
- Conditions de Dirichlet 
La valeur a imposer est fournie par la solution manufacturee. Par exemple, pour 
61 
SUSM = ~-e~* (4.27) 
Conditions de Neumann 
Les flux a imposer sur la courbe sortie se calculent analytiquement selon : 
KM = {-S*> + ̂  + 2^ + ̂ ^t}sM (
4 2 8 ) 
*«« = M t + l D ^ M t ^ t (429) 
**. - {£§+«)f L (4'30) 
*- - gs+R)t t ™ 
(4.32) 
Notons que les proprietes physiques ne dependent pas de y0 et done leur sensi-
bilite est nulle. 
Conditions a la paroi 
La derivation des conditions de l'ecoulement delivre les conditions suivantes : 
Condition sur la vitesse tangentielle : elle se calcule comme suit : 
TC = {-p'uku** - pu'ku** - puku'^}h - {TSTc}SM 
= {-p'uku** - pu'ku** - puku'^}h - {-p'uku** - puku^ - piikU**}sM 
- WM)+o+*>(t+i)L 
Condition sur la vitesse normale : la valeur analytique est appliquee a la frontiere 





Condition sur /C : on impose la valeur analytique de la sensibilite du flux : 
A °k a{ ) \ akJ 
n = 4»KsM (4.35) 
o-fc dy \ ak) dy J SM 
Condition sur £ : on modifie l'equation (1.10) pour y injecter la valeur analytique 
par le biais d'un terme source : 
Rs' = \Ss'\'c, + ^ + 7'\s'c}h-
{TSs)s" 
, {* -H k - {
S £ -^L (4-36) 
4.4 Resultats 
A la suite de 6 cycles adaptatifs, on obtient les resultats suivants. La figure 4.3 
montre le maillage final de 161,025 nceuds et 80,040 elements. On peut apprecier 
la performance du remaillage adaptatif en observant les traces de la couche limite 
dans le maillage. Les zones de raffinement correspondent aux regions de variations 
rapides des variables dependantes et de la viscosite turbulente (forts gradients). 
Le maillage a ete adapte par rapport aux distributions d'erreur de u, p, fC, £, fit 
et de leurs sensibilites. Les trajectoires de la norme equivalente de H1 des erreurs 
exacte et estimee (voir l'annexe III pour l'expression des normes) sont montrees 
aux figures 4.4 a 4.8 pour l'ecoulement et aux figures 4.9 a 4.13 pour les sensibilites. 
L'evolution de l'indice d'efficacite y est aussi presentee. II se calcule comme suit : 
lle*ll +• ' j _ II 11 estimee iA on\ 
' " llellexacte ( } 
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FlG. 4.3 Maillage final : solution manufacture 
ou ||e^|| est la norme d'erreur de la variable cf>. 
On observe que l'erreur diminue systematiquement avec le raffinement adaptatif 
des maillages. Egalement, les erreurs estimees convergent vers les erreurs exactes 
temoignant de la convergence vers la solution manufactured. 
Les tableaux 4.1 et 4.3 recapitulent et precisent les valeurs des erreurs estimee 
et exacte ainsi que celles de l'indice d'efficacite pour le dernier cycle adaptatif. 
Remarquons que l'estimateur d'erreur atteint une efficacite de 0.70% et plus au 
dernier cycle temoignant du succes de la technique de l'estimation et de la strategie 
d'adaptation. Nous notons egalement que l'erreur absolue est plutot grande pour 
Sic et Sg. Pour s'assurer de la convergence, examinons les valeurs relatives des 
erreurs qui, etant respectivement de 2.958 10~03 et 3.172 10 - 0 2 , temoignent d'une 
precision acceptable et de la convergence de la solution. Les variables turbulentes 
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Norme (variable) 
eqH1 : p 
eqH1 : u 
eqH1 : K 
eqH1 : 8 








1.707 10 - 4 
8.962 10~4 





























TAB. 4.2 Taux de convergence theoriques et observes de l'ecoulement : solution 
manufactured 
sont en effet particulierement sensibles aux variations de la position verticale de la 
plaque, y0, de telle sorte que les normes de leurs sensibilites sont de 1.640 10
+03 
pour SK et de 1.182 10+02 pour S£. 
Les taux de convergence theoriques et observes sont afnches aux tableaux 4.2 et 4.4 
respectivement pour l'ecoulement et les sensibilites. Le taux theorique a ete calcule 
selon Tarnation suivante : 
IK - uex\\m,n < Chk+1-m\\uex\\k+1>a (4.38) 
ou v,h et uex sont les solutions respectives des problemes discret et continu, m 
l'ordre de la norme de l'erreur, h la tattle caracteristique des elements, k le degre 
de l'interpolant de u et C une constante. Notons que si la solution continue est 
sumsamment reguliere, ||«ea;|U+i,n est bornee et s'integre a la constante C. 
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Norme - variable 
eqH1 : Sp 
eqH1 : Su 
eqH1 : SK 
eqH1 : S£ 







































TAB. 4.4 Taux de convergence theoriques et observes des sensibilites : solution 
manufactured 
Le taux observe s'evalue selon : 
\\uh-uex\\m,n<Ch
e = Cn-°-5e (4.39) 
ou 6 est le taux observe et n le nombre de noeuds total qui est inversement propor-
tionnel au carre de la taille des elements. 
Comme indique aux tableaux 4.2 et 4.4, les taux de convergence observes sont en 
accord avec les taux theoriques sauf pour u, S et Sg. Les ecarts sont attribues 
aux effets des methodes de stabilisation (section 3.5) qui alterent la precision de 
la methode de Galerkin en introduisant une diffusion artificielle dans les equations 
variationnelles'47'. On remarque que la pression est la variable la moins affectee 
par l'erreur de stabilisation. Ceci etait previsible puisque les termes de diffusion 
numerique sont de l'ordre 2 et par consequent affectent moins la pression discretisee 
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a l'ordre 1 que les autres variables discretisees a l'ordre 2. 
L'etude de revolution des erreurs estimee et exacte pour les variables de 
l'ecoulement et des sensibilites montre une diminution systematique de l'erreur 
avec l'adaptation. On conclut que la solution obtenue par le code converge vers 
la solution manufactured et done on peut statuer que le code est verifie pour les 
ecoulements turbulents isothermes et leurs sensibilites. 
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FIG. 4.7 Convergence de £ vers la solution manufactured 
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FIG. 4.9 Convergence de Sp vers la solution manufactured 
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FIG. 4.10 Convergence de Su vers la solution manufacture 
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FIG. 4.11 Convergence de SJC vers la solution manufacture 
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FIG. 4.12 Convergence de Ss vers la solution manufacturee 
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FIG. 4.13 Convergence de S^ vers la solution manufacturee 
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C H A P I T R E 5 
APPLICATIONS 
Cette section porte en premier lieu sur la presentation des resultats produits par les 
algorithmes decouple, semi-couple et tout couple. Les algorithmes sont compares 
selon leurs performances en termes de l'usage des ressources informatiques. La 
methodologie employee consiste a resoudre un probleme de taille et de complexity 
controlees par tous les algorithmes successivement. A ce stade, le solveur lineaire 
UMFPACK est utilise pour toutes les resolutions. En deuxieme lieu, l'efficacite 
des solveurs lineaires, Skyline, UMFPACK et PARDISO est egalement evaluee et 
comparee. Le serveur accueillant les calculs possede la configuration suivante : 
IBM RS/6000 pSeries 630 Model 6C4 
Processeur : 4x1.0 GHz POWER4, 8MB ECC L3 
Disque interne : 2x73.4 Go SCSI-3 
Memoire : 8 Go DDR ECC "Chipkill" 
SO : AIX 5.1 
5.1 Comparaison des algorithmes couple, decouple et semi-couple 
Dans un premier temps, procedons a revaluation des trois algorithmes. On retien-
dra les plus interessants pour la suite de l'etude. 
La premiere application est le cas de l'ecoulement turbulent proche-paroi autour 
d'un obstacle carre et a proximite d'une plaque plane etudie experimentalement 
par Wu et Martinuzzi '481 et numeriquement par Di Caro et al^. 
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5.1.1 Le cas de l'obstacle carre 
Le nombre de Reynolds est base sur la vitesse de l'ecoulement libre et la longueur 
du cote de l'obstacle D et sa valeur est de Re = 22,000. Le domaine de calcul est 
illustre a la figure 5.1. L'espace entre la plaque et l'obstacle est de 0.25.D. II faut 
noter que les coins du carre et le bord d'attaque de la plaque sont modelises par 
des arcs de petits rayons. 
Entree 
u = t 
v = 0 
k = 5e-05 




-p + 2( j i + n j i 5 i = 0 
dx 
dx 
Loi de paroi 
FlG. 5.1 Domaine de calcul et conditions limites : cas de l'obstacle carre 
FIG. 5.2 Maillage final de 251,521 noeuds : cas de l'obstacle carre 
Les algorithmes couple, decouple et semi-couple ont ete appliques a la meme 
sequence de 10 maillages adaptatifs comportant de 1,106 a 251,521 nceuds. La 
figure 5.2 illustre le maillage final. 
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Le tableau 5.1 fait la correspondance entre le nombre de noeuds et la taille des 
systemes de chaque algorithme. On remarque que pour chaque cycle, la somme 
des inconnues des trois systemes de l'algorithme decouple est inferieure a la taille 
du systeme de l'algorithme couple. Cet ecart s'explique par la facon d'imposer la 
condition de la loi de paroi sur 8 (section 2.4.2.1). En decouple, il s'agit d'une 
condition de Dirichlet mise a jour au cours des iterations. En couple, une equation 
implicite est resolue aux parois solides et done les valeurs nodales de € font partie 




































[u,v,p] - [/C] - [£} 
2,354-1,101-958 
4,142-1,916-1,719 
8, 356 - 3,824 - 3,523 
19,017-8,628-8,127 
44, 745 - 20,183 - 19,324 





TAB. 5.1 Nombre d'inconnues des systemes resolus : cas de l'obstacle carre 
Le tableau 5.2 affiche les performances observees en termes de memoire maximale 
(pic de memoire) requise par chacun des algorithmes pour les phases de factorisation 
et de resolution. Le tableau 5.3 dresse le temps de calcul (acces au processeur) 
necessaire aux algorithmes. 
La relation entre l'usage memoire et le nombre de noeuds est lineaire tel que montre 
















































































































TAB. 5.3 Comparaison du temps de calcul (s) : cas de l'obstacle carre 
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de moindres carres dont l'equation est : 
m = 0.018n + 15 Couple (5.1) 
m = 0.0064n - 13 Decouple (5.2) 
m = 0.017n-9.6 Semi-couple (5.3) 
ou m est la memoire requise en Mega octets (Mo) et n le nombre de nceuds. 
Pour ce cas, Papproche couplee necessite 2.8 fois la memoire requise par l'approche 
decouplee (systeme continuite-mouvement) et presque autant de memoire que l'ap-
proche semi-couplee. En fait, l'encombrement memoire des algorithmes couple et 
semi-couple est le meme aux 5 premiers cycles. A partir du cycle 5, la memoire 
requise par l'algorithme couple est superieure a celle de son homologue semi-couple 
et redevient comparable au dernier cycle. En fait, l'algorithme semi-couple suit une 
evolution lineaire tandis que l'approche couplee subit une deviation temporaire en 
suivant une pente differente (figure 5.3 (a)). L'explication de ce comportement pour-
rait resider dans les processus internes d'UMFPACK. En fait, la matrice couplee 
necessite un traitement plus gourmand en memoire pour factoriser les structures 
matricielles des maillages intermediaires. 
Les performances en temps de calcul sont inscrites au tableau 5.3 pour les trois 
algorithmes. Le temps de calcul depend lineairement du nombre de nceuds pour les 
trois algorithmes tel qu'observe a la figure 5.3 (b). L'approximation par moindres 
carres des courbes de cette figure resulte aux equations suivantes : 
t = 0.012n-39 Couple (5.4) 
t = 0.030n+154 Decouple (5.5) 
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FlG. 5.3 Ressources informatiques : cas de l'obstacle carre 
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— i 1 1 — 
Couple —f— 
Decouple — x -
Semi-couple ---•*-• 
' ' ' ' _i i_ 
0 10 20 30 40 50 60 70 80 90 100 
Iterations globales 
FlG. 5.4 Historique de convergence : cas de l'obstacle carre 
On remarque done que la methode couplee est en moyenne 2.5 et 8 fois plus rapide 
que ses homologues decouplee et semi-couplee respectivement. L'efficacite de la 
methode couplee s'explique par l'application de la methode de Newton aux non-
linearites permettant d'obtenir une convergence quadratique. La convergence des 
trois algorithmes est illustree a la figure 5.4 pour la resolution au cycle adaptatif 5. 
On y note que la methode de point-fixe employee a travers les algorithmes decouple 
et semi-couple ralentit la convergence qui devient quasi-lineaire. La performance est 
surtout pietre dans le cas de la formulation semi-couplee puisqu'elle traite presque 
toutes les non-linearites par point-fixe. 
5.2 Comparaison des algorithmes couple et decouple 
Le cas precedent a montre que l'approche semi-couplee n'est pas suffisamment 
efficace a elle seule et ne s'avere utile que pour trouver un estime de la solution 
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initiale. Dans le reste de l'etude, on mettra de cote cette approche pour ne comparer 
que les algorithmes couple et decouple en les appliquant a un ecoulement thermique 
et puis a un calcul de sensibilites. 
5.2.1 Le cas de plaque thermique 
Le probleme consiste en l'ecoulement turbulent sur une plaque plane chauffante 
etudie exhaustivement par Colin'28]. Les conditions aux limites et la geometrie du 
probleme se trouvent a la figure 5.5. Le nombre de Reynolds est de 2,000,000. La 
distance de la paroi est de d = 0.00095 et la temperature de la plaque est Tp = 1. 
Entree 
u = l 






dy dy dy 
r = 0.01 (0,0.01) 
+ ,du dv _ d T _ d k _ d E _ 
' dy dx dy dy dy 
Loi de paroi 
(1,03) 
<?-p+(H + Ht)(|j-)=0 
dT = dk = djL 
dy dy dy 
= 0 
FIG. 5.5 Domaine de calcul et conditions limites : cas de la plaque thermique 
• • . • • - ' • • • 
m 
1 • ? ^ UP sgVlBSiiiiilS^i&^iiP^^tS 
F I G . 5.6 Maillage final de 147,871 nceuds : cas de la plaque thermique 
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Le dernier maillage des 9 cycles adaptatifs effectues se trouve a la figure 5.6. 



































5,579- 1,753- 1,642 
12,437-3,882-3,687 
26,238-8,166-7,835 
49,335 - 15,341 - 14,756 
92,855 - 28,866 - 27,789 
196,977-61,162-59,143 
375,194-116,407-112,892 
476,387 - 147,868 - 143,167 
TAB. 5.4 Nombre d'inconnues des systemes resolus : cas de la plaque thermique 
Les tableaux 5.5 et 5.6 fournissent respectivement la memoire et le temps de calcul 
requis par chacun des algorithmes. Ces donnees sont egalement illustrees aux figures 
5.7 (a) et (b). On remarque que la linearite des courbes du temps de calcul est 
perturbee, surtout pour l'algorithme decouple. L'application de la factorisation 
conditionnelle (section 3.3.3) est susceptible d'expliquer ce comportement. 
L'approximation des moindres carres de la relation lineaire entre la memoire 
necessaire (Mo) et le nombre de nceuds du maillage resulte aux equations sui-
vantes : 
m = 0 .031n-51 Couple (5.7) 
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FIG. 5.7 Ressources informatiques : cas de la plaque thermique 
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De la meme fagon, on obtient les relations suivantes pour le temps de calcul (se-
condes) : 
t = 0.0069n + 6.22 Couple 
t = 0.032ra+117 Decouple 
(5.9) 
(5.10) 
A partir des relations (5.7) a (5.10) on conclut que pour ce cas, la formulation 
couplee est 4.6 fois plus rapide que l'algorithme decouple mais qu'elle necessite par 
contre 2.4 fois plus de memoire. 
• J 
I 
Couple — i — 
Decouple — x— 
"*—-x—-x— •x—x-.v 
6 8 10 
Iterations globales 
12 14 16 
F I G . 5.8 Historique de convergence : cas de la plaque thermique 
La rapidite de l'approche couplee s'explique par la convergence quadratique que 
l'application directe de la methode de Newton lui procure contre la convergence 
lineaire de la formulation decouplee qui utilise une methode de point-fixe. Ce 
concept est verifle par le trace de l'historique de convergence des deux algorithmes 
lors de la resolution sur le maillage adaptatif du cycle 5 (figure 5.8). 
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5.2.2 Le cas de la marche descendante 
Les algorithmes couple et decouple sont egalement implemented pour les sensibilites. 
Pour les evaluer, on les a appliques au cas de la marche descendante de Vogel et 
al^ analyse numeriquement par Colin'28!. 
La figure 5.9 montre la geometrie du domaine et les conditions aux limites. Le 
nombre de Reynolds est de Re = 28,000. Le dernier maillage genere par l'applica-
tion de la methode adaptative a l'ecoulement et a ses sensibilites a travers 6 cycles 
est illustre a la figure 5.10. 
Loi de paroi 
Entree (-3,5) 
u = 1 
v = 0 
k = 0.005 
£ = 0.01 (-3,1) (0,1) 
1 
(0,0) Loi de paroi 
F I G . 5.9 Domaine de calcul et conditions limites : cas de la marche descendante 
F I G . 5.10 Maillage final de 205, 508 nceuds : cas de la marche descendante 
Les sensibilites des variables de l'ecoulement ont ete calculees par rapport aux trois 
parametres de valeur suivants : 
(20,5) 
(20,0) 
- p + 2( M+ M,) - ^ - = 0 
dx 




























[u,v,p] - [/C] - [£] 
7,305 - 3,346 - 3,108 
25,600- 11,555-11,107 
55, 722 - 25,039 - 24,371 
151,288-67,677-66,601 
238,299 - 106,480 - 105,062 
420,586 - 187,785 - 185,695 
T A B . 5.7 Nombre d'inconnues des systemes resolus : cas de la marche descendante 
- re : la constante de Karman 
- E : parametre de rugosite 
- d : la distance entre la paroi de calcul et la paroi physique 
Ces parametres interviennent dans les lois de parois. Pour chaque parametre, les 
conditions aux limites des sensibilites s'obtiennent en derivant les conditions aux 
limites de l'ecoulement. Puisque ces parametres n'apparaissent a aucune limite 
sauf a la paroi, toutes les conditions a l'entree et a la sortie sont homogenes. Aux 
parois, on impose une valeur unitaire pour la sensibilite du parametre (re = 1, 
etc.). Notons que chaque cycle comprend 4 resolutions, soit une pour l'ecoulement 
et une par parametre de sensibilites. 
La structure du systeme matriciel de l'ecoulement est reprise pour la resolution des 
equations des sensibilites. Par consequent, la memoire requise pour la factorisation 
des matrices jacobiennes des sensibilites est du meme ordre de grandeur que celle 
de l'ecoulement. Les valeurs pour sensibilites presentees au tableau 5.9 sont effec-
tivement similaires mais legerement plus elevees que celles pour l'ecoulement au 
tableau 5.8 en raison d'un remplissage plus important en sensibilites. 





























TAB. 5.8 Comparaison de l'encombrement memoire (Mo) : cas de la marche des-





























TAB. 5.9 Comparaison de l'encombrement memoire (Mo) : cas de la marche des-
cendante - sensibilites 
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noeuds sont tracees a la figure 5.11 (a) pour l'ecoulement. On observe des relations 
lineaires dont les equations approchees par moindres carres sont : 
m = 0 .019n-52 Couple (5.11) 
m = 0 .0061n-8 Decouple (5.12) 
L'approche decouplee est done presque 3 fois plus efficace en memoire que l'ap-
proche couplee. Par contre, en termes de temps de calcul, l'algorithme decouple est 
totalement inefficace par rapport a l'algorithme couple. 
Les valeurs du temps de calcul pour l'ecoulement et pour l'ensemble des 3 sensibi-
lites sont respectivement presentees aux tableaux 5.10 et 5.11. Notons que le temps 
de resolution de l'ecoulement par l'algorithme couple est plutot proche entre les 
cycles 3 (627 s) et cycle 4 (663 s). En fait, les maillages des cycles 0 a 3 etant relati-
vement grossiers, la methode de Newton ne converge que si l'on enrichit la solution 
interpolee a partir du cycle precedent en faisant quelques iterations en semi-couple 
avant de passer en couple. Au cycle 4, le maillage est suffisamment bien adapte et 
la solution du cycle 3 suffisamment precise pour une application de l'algorithme 
couple des la premiere iteration. 
L'importance des economies faites par la formulation couplee en temps de calcul 
est clairement visible a la figure 5.11 (b) presentant le temps de calcul cumula-
tif (ecoulement + les sensibilites). Les droites sont approchees par les relations 
suivantes : 
t = 0.014n + 150 Couple (5.13) 
t = 0 .287n-1510 Decouple (5.14) 
La formulation couplee fournit done une efficacite 20 fois superieure a celle de son 
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homologue decouple. En fait, puisque par simplicite on reprend la structure des 
systemes matriciels de l'ecoulement pour le calcul des sensibilites, on n'a de choix 
que d'appliquer l'algorithme employe en ecoulement. Or, les equations des sensi-
bilites sont lineaires et peuvent etre resolues sans methode iterative. L'application 
de la methode de point-fixe (1'approche decouplee) aux sensibilites ralentit inutile-
ment les calculs tandis que la methode de Newton (1'approche couplee) permet une 
resolution plutot directe. En fait, 2 a 3 iterations en couple suffisent generalement 
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FlG. 5.11 Ressources informatiques : cas de la marche descendante 
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5.3 Comparaison des solveurs Skyline, U M F P A C K et PARDISO 
Notre etude portait jusqu'ici sur la comparaison des algorithmes de resolution des 
equations de RANS et k — e en termes de l'usage des ressources infermatiques. Le 
solveur lineaire UMFPACK a alors servi pour toutes les resolutions. Le choix du sol-
veur lineaire a egalement des effets significatifs sur les performances informatiques. 
Poursuivons done en comparant l'efficacite des solveurs lineaires Skyline, UMF-
PACK et PARDISO. Pour cela, resolvons le probleme d'un ecoulement isotherme 
successivement par chacun des solveurs en utilisant Palgorithme couple. 
5.3.1 Le cas de plaque plane 
La geometrie du domaine est celle du cas de la plaque plane thermique (figure 5.5). 
Les conditions aux limites sont egalement les memes a la difference que Ton ne 
resout pas pour la temperature. Le processus adaptatif a produit une sequence de 
9 maillages dont le dernier comporte 181,869 noceuds et est affichee a la figure 5.12. 
F I G . 5.12 Maillage final de 181,869 nceuds : cas de la plaque plane 
Au tableau 5.12 se trouvent les donnees sur la memoire necessaire au stockage 
de la matrice jacobienne, A, selon la convention de chacun des solveurs (section 
3.3.2). Les informations tabulees sont evaluees a partir de la taille des vecteurs 
de decomposition des solveurs pour un stockage en double precision (8 octets / 
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variable) : 
Skyline : Ap(neq) + Ax(nx) 
UMFPACK : Ap(neq + 1) + A^ne) + Ax(ne) 
PARDISO : Ap(neq + 1) + Ai(ne) + Ax(ne) 
ou neq est le nombre d'equations, nx est la taille du vecteur Ax de Skyline et ne 





















































T A B . 5.12 Comparaison de l'encombrement memoire (Mo) - phase de 
decomposition : cas de plaque plane 
On remarque au tableau 5.12 que les deux derniers cycles adaptatifs ne sont pas 
realisables par Skyline puisque l'espace requis pour sa decomposition de la matrice 
A depasse les capacites du serveur (8 Go). Les valeurs tabulees pour les deux 
derniers cycles en Skyline correspondent alors a l'estimation du solveur. 
Le vecteur Ax de Skyline contient l'espace necessaire pour stocker la factorisation 
LU puisque le remplissage (entrees nulles devenant non-nulles) du a la factorisation 
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survient au niveau des entrees du vecteur Ax. Par consequent, Skyline ne requiert 
pas de memoire supplement aire lors de la factorisation. Par contre, les solveurs 
UMFPACK et PARDISO necessitent de la memoire additionnelle pour stocker les 
factorisations LU symbolique et numerique en raison du remplissage dont l'espace 
n'a pas ete prevu dans leurs vecteurs de decomposition. 
Le tableau 5.13 resume les resultats observes en termes de memoire vive requise 
lors de la factorisation. Ces informations sont tirees des rapports produits par les 
solveurs. Pour chaque cas, les pics de memoire respectifs des factorisations symbo-
lique et numerique ont ete sommes. Constatons que les techniques de factorisation 



















































T A B . 5.13 Comparaison de l'encombrement memoire (Mo) - phase de factorisation : 
cas de plaque plane 
La figure 5.13 (a) illustre la relation entre la memoire totale (decomposition et 
factorisation) et la taille du probleme (neq). Cette relation est quadratique pour 
Skyline mais lineaire pour UMFPACK et PARDISO. 
La performance en temps de calcul est presentee au tableau 5.14. Notons que la 
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resolution au cycle 0 est plus longue que celle au cycle 1. La raison est l'utilisation 
indispensable de l'algorithme semi-couple pendant les 20 premieres iterations du 
cycle 0. Elles sont suivies de 6 iterations de Newton (algorithme couple). L'emploi 




















































TAB. 5.14 Comparaison du temps de calcul (s) : cas de plaque plane 
La figure 5.13 (b) montre que le temps de calcul de Skyline est fonction quadra-
tique de la taille du probleme. UMFPACK et PARDISO affichent cependant une 
dependance lineaire. 
A premiere vue et contre notre attente, la performance de PARDISO semble etre 
similaire, voire moins bonne que celle d'UMFPACK en termes de temps de calcul. II 
faut noter que le temps de calcul affiche dans ce memoire est mesure par la fonction 
CPLLTIME de Fortran qui rapporte le cumulatif du temps passe sur chacun des 
CPU utilises par le processus : 
Uot ~ tcPUl + tcPU2 + ••• + tcPUn 
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ou n est le nombre total des processeurs utilises au cours du calcul qui varie le long 
du calcul et d'un calcul a l'autre1. II est done evident que PARDISO s'avere plus 
avantageux dans ce sens puisque : 
tpARDISO — Tfiax (tcPUl,tcPU2, •••,tcPUn) < tlJMFPACK = tcPUx 
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FIG. 5.13 Ressources informatiques : cas de la plaque plane 
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CONCLUSION 
Le but du present travail etait de developper et d'etudier une formulation mo-
nolithique implicite resolvant les equations de Navier-Stokes moyennees (RANS) 
couplees a celles du modele de turbulence k — e standard. L'algorithme couple 
resultant devait etre valable tant pour l'ecoulement que pour le calcul des sensibi-
lites. 
Nous avons debute par la presentation des algorithmes decouple, semi-couple et 
tout couple. L'algorithme decouple est l'approche classique regroupant les equations 
en trois systemes : un systeme de vitesse-pression-temperature, un systeme pour 
l'equation de l'energie cinetique de la turbulence et un autre pour son taux de dissi-
pation. Les trois systemes sont resolus par etapes, un systeme a la fois, et selon une 
methode iterative de type point-fixe. La formulation couplee, permet une resolution 
implicite et simultanee par la methode de Newton de toutes les equations regroupees 
en un grand systeme matriciel. L'approche semi-couplee constitue egalement un 
systeme unique mais decouple les equations de Navier-Stokes de celle du modele 
de turbulence et applique la methode de point-fixe a la majorite des non-linearites. 
L'encombrement memoire accru des formulations couplee et semi-couplee par rap-
port a l'approche decouplee a motive l'implementation du solveur lineaire UMF-
PACK beaucoup plus efficace que le solveur Skyline employe par le passe. UMF-
PACK maximise l'economie d'espace memoire en evitant le stockage des valeurs 
nulles et reduit substantiellement le temps de calcul par le biais des techniques 
multi-frontales. 
L'implementation des algorithmes et de la methode de resolution a ete verifiee 
avant de proceder aux applications. Pour ce faire, une solution manufacturee a ete 
injectee dans les equations du modele, resolues selon un processus adaptatif. La 
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diminution systematique et la convergence de l'erreur exacte et de son estimation 
ont verifie que les equations du modele sont resolues correctement. 
Les applications ont permis d'etudier et de comparer la performance des algo-
rithmes et de dresser ainsi le bilan recapitulatif de l'annexe VI. 
Une premiere application au cas de l'ecoulement autour d'un obstacle carre et 
a la proximite d'une plaque plane a differencie les trois algorithmes selon leurs 
performances. Les resultats indiquent que la vitesse de resolution de l'approche 
couplee est 2.5 fois celle de l'algorithme decouple et 8 fois celle de la formula-
tion semi-couplee. En memoire vive requise pour la factorisation, les approches 
couplee et semi-couplee en necessitent 2.8 fois celle de l'algorithme decouple. L'al-
gorithme semi-couple s'avere done trop inefficace pour etre utilise comme methode 
de resolution principale. II est par contre utile pour alimenter l'algorithme couple 
sur les maillages grossiers ou la convergence de la methode de Newton est compro-
mise par l'imprecision de l'information de depart. L'approche semi-couplee a done 
ete ecartee aux applications subsequentes. 
La deuxieme application, le probleme de l'ecoulement sur une plaque plane chauf-
fante, a permis d'explorer les performances en transfert thermique turbulent. La 
formulation couplee s'est averee 2.4 fois plus gourmande en memoire mais 4.6 fois 
plus rapide que son homologue decouple. 
La troisieme application portait sur l'etude des sensibilites de l'ecoulement iso-
therme dans un canal avec une marche descendante par rapport aux trois pa-
rametres de valeur de la loi de paroi. On a observe que l'approche couplee requiert 
3 fois la memoire necessaire a l'algorithme decouple. La resolution de l'ensemble de 
l'ecoulement et de ses trois sensibilites a ete 20.5 fois plus rapide en couple qu'en 
decouple. En effet, l'algorithme decouple et sa methode iterative de point-fixe sont 
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particulierement inefficaces lorsqu'appliques aux equations lineaires. La methode 
de Newton de l'approche couplee permet une resolution plus directe et done plus 
rapide des sensibilites. 
Les performances relatives (couple/decouple) en temps de calcul se sont ameliorees 
d'une application a l'autre. L'inefflcacite de la methode de lagrangien augmente 
(section 2.4.2.1), servant a imposer la contrainte de non-penetration sur les parois 
courbes, est susceptible d'expliquer les differences. En effet, cette methode est uti-
lised sur cinq courbes de la premiere application, une courbe de la deuxieme et 
aucune courbe de la troisieme. II est done souhaitable de remplacer cette methode 
par une methode mixte traitant les multiplicateurs de Lagrange implicitement. 
Une derniere application a permis de comparer les performances des solveurs 
lineaires Skyline, UMFPACK et PARDISO. La simulation de l'ecoulement sur une 
plaque plane isotherme a alors servi comme base de comparaison. II a ete determine 
que la memoire totale requise par Skyline pour le stockage de la matrice A croit 
quadratiquement avec le nombre de nceuds. Skyline ne necessite pas de memoire 
supp lementa l lors de la factorisation puisque l'espace requis par le remplissage 
(entrees nulles devenant non-nulles) est fourni a travers la decomposition de A 
raeme. UMFPACK et PARDISO demontrent une relation lineaire entre la memoire 
totale (decomposition et factorisation) et la faille du probleme en termes de nceuds. 
PARDISO est cependant plus economique en factorisation. Le temps de calcul est 
egalement fonction quadratique de la taille du probleme pour Skyline et lineaire 
pour UMFPACK et PARDISO. 
La formulation monolithique developpee au cours du present travail est done, se-
lon les cas etudies, de 2.5 a 20.0 fois plus rapide que la formulation decouplee 
mais necessite de 2.4 a 3 fois plus de memoire vive. La methode couplee est done 
une formulation robuste qui, combinee avec les solveurs lineaires multi-frontaux 
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et multi-processeurs, permet d'importantes economies de temps de calcul surtout 
lors de la resolution des sensibilites. Elle constitue un outil puissant pour aborder 
une vaste panoplie d'applications en turbulence trop couteuses auparavant, surtout 
en regime instationnaire, telles l'optimisation, l'analyse de propagation d'incerti-
tude, l'etude de l'interaction fluide-structure, etc. La prochaine etape serait alors 
d'etendre la formulation monolithique obtenue au mode instationnaire. Egalement, 
pour contourner le desavantage de la methode couplee en termes de l'encombrement 
memoire, il serait utile d'explorer le potentiel des solveurs lineaires iteratifs. 
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A N N E X E I 
LOIS D E P A R O I S P O U R LES S E N S I B I L I T E S 
1.1 Loi de paroi en vitesse 
La loi de paroi pour les sensibilites s'obtient en derivant la loi de paroi 
l'ecoulement. 




pour y+ < y+ 
Hn(Ey+) pour y+ > y^ 
pour y+ < y+ 
+ , E' y+,\ , . 
V7K + — + -— Pour y+ > yj 
K\ E y+ J 
La distance adimensionnelle se derive comme suit : 
d_ 
da 
+ _ pduk 
[J> 
, / , ( p' , d! , u'k p! 
y+ = 2 / + ( — + — + - £ — — 
\p d uk p, 
La derivation des echelles de vitesse donne : 
d_ 
da 
t i j | e* 
Ut 
U^ 
XXJ^, „ , 
i +' 
u^ u +2 
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d -[uk = C^exp(}C/2)] 
da 
uk = uk 
1C'„ 1 
? + & 
v 4 a. ' 2 
(1.4) 
ou la sensibilite de la vitesse tangentielle se calcule selon : 
9 r 
— [Ut = UtX + Vty\ 
(1.5) 
La derivation des conditions limites (2.61-2.69) resulte aux expressions suivantes : 
Condition sur la sensibilite de la vitesse tangentielle 
d_ 
da 
TP = p'uku** + pu'ku„ + pukK* (1.6) 
Condition sur la sensibilite de la vitesse normale 
d_ 
da 
[u • n = 0] 
su • n = 0 (1.7) 
Condition sur la sensibilite de K 
d_ 
da 
H + ^ ) V/C • n = 0 
h = 0 (1.8) 
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Condition sur la sensibilite de £ 












En simplifiant l'equation (1.9) et en explicitant la relation entre Sg et SJC, on 
obtient l'equation residuelle (1.10) pour les algorithmes couple et semi-couple 
dont on resout la forme faible sur les elements ID de la frontiere : 
R - < ? 3C'» + K' + d' 3 Q (1.10) 
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ANNEXE II 
LA FORMULATION VARIATIONNELLE DES EQUATIONS DE 
SENSIBILITES 
Equation de continuity 
Rs, tfspv • su<m (ii-i) 
Equation de mouvement 
i2a. = 
+ 
•u= I {p'u • Vu + pSu -Vu + pu- VSU) • tfSudfl 
Jn 
f [2 (/.' + p,'t) 7(M) + 2 (/i + m) i(su)}: j($su)<m - [ spv • $sudn 
n Jn 
- [ f' • $sum - I i' • $sudr (ii.2) 
Equation de S/c 




,+ K_!k0jL ) V / c + ( + - ) V 5 r \tL\ 
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- J e~K (JJ^P + fitP1 - ^PS^j VStcdn 
Jn \ P ^fj, 














RSs = / (p'u • V£ + PSU • V£ + puVSe) tiS£d£l 
Jn 
o-£ 
/ / ' + ^ _ ^ i ) v 5 . V 5 + 2(/x + ^ ) V 5 - V 5 £ 
pCAC^-
eP (?- + (^ + (^ + Slc-S£ + 
+ \P Ca C^ ^ 








Les fonctions test des sensibilites sont egales a celles de l'ecoulement : tiSp = tip, 
etc. Les termes, t, q , 4>K. et <$>e designent les valeurs des conditions de Neumann 




L'expression des semi-normes equivalences de H1 pour p, /C, £ et fit et celle de la 
norme Energie sont donnees dans la presente annexe. 
Notons que l'erreur est calculee soit de fagon exacte, soit de fagon estimee. Par 




ou ph est la solution obtenue par la methode des elements finis. Selon la norme L2, 
l'erreur exacte de p sur l'element K se calcule comme suit : 
\\Eex
p\\Q,K = \\ph - Pex\\o,K = J J iph ~ PeX)
2dnK (III.2) 
ou pex est la solution exacte de la pression. L'erreur estimee se calcule alors comme : 
\\Eest
P\\o,K = \\Ph -Pest\\o,K = J / iPh ~ Pest)2dflK (III.3) 
ou Pest est la valeur enrichie (par projection locale des gradients) de la solution 
elements finis de la pression, ph-
La norme de l'erreur globale est obtenue en additionnant les normes d'erreur 
elementaires : 
\\Ep\ku = J^2\\EP\\O,K2 (HI.4) 






\p\la= / (Vp-Vp)dQ 
Mi n = / [(v« • v «) + (Vu • Vv)] dft 
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A N N E X E IV 
M E T H O D E S D E S T A B I L I S A T I O N 
Dans les expressions des methodes de stabilisation presentees, le parametre de 
ponderation est defini comme suit : 
ou V est la norme du vecteur vitesse et 5 est defini comme : 
6 = coth(Pe) - - i - (IV.2) 
Le nombre de Peclet elementaire, Pe, s'evalue differemment pour chaque equation : 
Xp : Pe = oo ; S = l (IV.3) 
XK : Pe= f
hV , (IV.6) 
XS : Pe—^r (IV.7) 
2 ( ^ ) 
ou h est la taille de l'element evaluee comme suit : 
\{xi-xj)u + (yi-yj)v\ a = m a x — — J-!—- (IV. 8) 
ij V 
i et j etant les sommets de l'element. 
IV. 1 Mouvement 
112 
IV. 1.1 Galerkin 
/ (pu.Vu) .6udtt + / 2 0 + Ht)i{u) : i(5u)dVL (IV.9) 
- JQpS/.Sudn = Jn pf.SudQ + Jri.SudT 
IV.1.2 SUPG 
/ {pu.Vu) .dudtt + J 2(/i + Pt)i{u) : 7(5w)dO - / pV.SudQ (IV.10) 
Jn Jn Jn 
+ V / (pu.Vu + Vp - V • [2(/x + At*)7(«)] - Pf) • (XuU.V5u)dne 
= / n p/.<5udft + / r UudT 
IV.1.3 GLS 
/ (pu.Vu) .SudQ, + 2(p + pt)i(u):i(5u)dfl- [ pV.Sudtt (IV.ll) 
+ J2 {pu-Vu + Vp - V • [20 + pt)i{u)] - pf) • Xu(u-V6u)dne 
e = l " ^ 
+ V / V • wxPV • <5udfte = / pf.Sudn + \ i.budY 
e=1 Jne Jn Jr 
113 
et 
f V • u8pdtt (IV. 12) 
Jn 
+ J2 (pw • Vtt + Vp - V • [2(/x + ixt)i{u)) - pf) • XuV8pdne = 0 
e = l ^ f i e 
IV. 2 Energie 
IV.2.1 Galerkin 
/ pCpU.VTSTdQ + f (A + At)VT.VSTdQ = I qSTdT (IV.13) 
Jn Jn Jr 
IV.2.2 SUPG 
Jn pcpu.VT5Tdtt + ^(A + \t)VT.V8Tdn (IV.14) 
+ J2 (Pcpu-VT - V • [(A + At)VT]) (xrw • V£T)dfie = / ^ T d r 
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IV.2.3 GLS 
/ n pcpu.VT6Tdn + fa{\ + \t)VT.VSTdn (IV.15) 
•^•elem /» 
+ E / fa 
e = l ^ n < : 
u.VT - V • [(A + At)VT]) XT (pcpw • V5T - V • [(A + Xt)VST\) dfte 
= / qSTdT 
IV.3 Equation de /C 
IV.3.1 Galerkin 
J pu • V/C - (/* + — J V/C • V/C - /ute-
/cP(w) + p 2 ^ 








/>-VK-("+3 ^* "\ ^ K r 7 K .. „->Cr>f„.\ , „ 2 ^ e pu • V/C - p + — V/C • V/C - /xte"'LP(w) + p'C, Ok J th (5/Cdil 
+ 
pu • V/C - V • 
V/C • V<5/CdQ 
P + ^ ] V/C 
07c 
- [ n + ^ ] v/c • v/c 
Cfc. 
p te-
/cP(u) + p2CM— f x^w • V<J/Cdft 
Jr V <W on 
(IV. 17) 
IV.3.3 GLS 
pu • V/C - ( A* + — ) V/C • V/C - pie~
;cP(«) + p2C„— 
okJ Pt 
f \pu-V)C-(p + ^-)
Jn L V a J 
/.0 
5/cdn 
p* + / ( p + ^ ) V/C • V<5/Cdft 
+ 
e = l , 7 n e 
p+^)V/C 
CTfc 
- ( p + — ) V/C • V/C - (He-*-P(u) 
+p2Cfl— \XK\PU- V<5/C + pte-
KP(u)5}C + p2C„—£/C \ dQe 
IV.4 Equation de £ 
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IV.4.1 Galerkin 
f pu-V£-L+^) pu • V£ - (p + — ) V£ • V£ - pdC^^Piu) + pCrf £-K 







/ pu • V£ - (p + — J V8 • VE - pdC^-Sp^u) + pC2e
£~K 5£dn 
+ i« ve • vssdtt 
e = l Jne 
pu-X7£ - V p + ^)V£ 
(7, 
-[p + ^)ve-ve 
-pC^eK-£P{u) + pC2e
£-K} xeu • V5£d£le 




th ftu-VS - \fj, + — \Ve -V€ - pdC^e^Piu) + PC2€ 
£-K 6£dQ 
i(' H + ^\VS- VSSdQ 
W-elem p 
e=i *a< 




-pdC^^Piu)} X£ {pu • V5£ + pC1Clle
K-£P(u)S£ + pC2e
£-,cS£} dU 
fh\ d£ i(- ae / dn 5£dT (IV.21) 
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A N N E X E V 
SOLUTION M A N U F A C T U R E E 
V.l Ecoulement : 
V.l.l Solution analytique des champs de l'ecoulement 
ou 
u = erf(rj) 
V = 0 .5[ ln(2 2 ; -x
2 + 0 .25 ) ln (4 ( ? / - | / o )
3 -3 (^ -yo ) 2 + l-25)] 
Vmax 
Ht = pC^— 
e 
erf(v) = 7^ / e x2/2dx 
&(y - vo) 
rj = 
x 




avec les constantes suivantes : 
a = 4.0 p = 1.0 v = 10~6 // = 10~6 
(7„ = 10.0 C „ - 0 . 0 9 Aw* = 0.01 i w = 103i/ 
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V.1.2 Les derivees premieres et secondes des variables de l'ecoulement 
2 oy 2 
y/n x 2 
2 a 2 
u,y = —T=—e ' 
\Fn x 
4 V-"2(i-v2) -.e'n 
2 OV1 -r? 
V — g '/ ypK X3 





v,yy V7T X2 V ' 
P - = 2 x ^ + 0 .25 l n^-^ ) 3- 3 (^^ 2 + 1 - 2 5 ) 
^ - „, 3 ( , - , 0 ) (2(y - y0) - 1) ( _ 2 } 
'y 4(j/ - y0f - 3(y - y0)
2 + 1.25 v ; 
kx = 2 c s t f c ^ - e - ^ ( ^ - l ) 
fc,„ = -2cstk^Vue-^(vl-l) 
2 
fc^ = 2 c s t f e \ e - ^ ( 2 ^ - 7 ^ + 3) xl 
k,m = 2cstk
<^e-rt{2rii-hr]l + l) 
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ou 









A^x — llt 
\h,y — IH 
•^™\X £,X 
k e 
^k,y _ ^y_ 
k e 
CSt^ Umax & 
k 2 , r\ nr "'max 
cstt = 0.36 




y/n x 2 v^a-v) 
r/e 
y/lT X2 
4 a 2 
\pnx2 
4 a 
4 a 3 
"V/7T X J 
e~r'2 (-2r74 + 5?72 - l ) 




_ 2 _ ^ _,2 
7TX 
Sv,xx 
A V 8 (v -1) 
y V a;2 v ' 
4V'?2(-^4+^2-3) 
yvT X6 v 7 
4 4 ^ (3 - V) 
Vvr or v ' 
o„ 
3(,-,o)(l-2(,--^)) _ ^ 
4(?/-yo)3-3(?/-?/o)
2 + 1.25 
(1-x) = v, ^ 6(y-y0)(l-2(y-y0)) 
p'x 2x-x2 + 0.25 4(j/ - y0)
3 - 3(y - y0)
2 + 1-25 
24(y - y0)
4 - 2A(y - y0f + 9(y - y0)
2 - 15(y - y0) + 3.75' 
(A(y-y0f-3(y-y0)
2 + 1.25)2 






2 ) 2kmax-r]^-^> (^ - 1) 










2 + 12) 
x° 
k2 o„ 
s = 0 . 7 2 ^ £ ^ r , e ( - ' ? ,
2 ) 
^max % 
a = 4 c ^ - ^ e - ^ ( r ? J ,
2 - l ) 
= 2c s* £ - f e - " ' ' ( l - 2»7 / ) 
5 e ,M = 4 c s t £ ^ I / e - ^ ( 2 » ? I /
4 - 7 7 / l /
2 + 3) 
or 




















~j~2(SktXk — Skk^x) 2^
e'*e ~ Se£,x) 
(Skyk - Skk:V) - — (Seiye - S£eiV) 
V.3 Termes sources 
V.3.1 Ecoulement 
fx = P,x + p(uu,x + vutV) - (/i + (H){U,XX + « w ) - 2/xt,s«, * - fk,y(v>,y + v,x) 
fy = P,y + Piuv,x + vvtV) - (/x + / i t ) (^x + u,w) - 2/ii>tfuy - /i*)X(u)y + «,») 
gfc = p{uk,x + vk^y) - ( n + — J (fera + fcw) (//-* j.fej; + lM,yk,y) + pe 
pCe2e
2 
& = p(ue * + we,y) - ( P + "r ) (e ** + e,w) - — (Pt,xe,x + ^,ye „) + 
- pC£iC^A;[(w,w + v a)





SP,xp{u,xSu + uSUx + u,ySv + vSu<y) - (p + pt ){u)XX + um) 
{p + pt)(SUxx + S%yy) - 2pt[xu,x - 2pt^xSu^ - Ht[y(uiV + v,x) - Pt,y(Su,y + SVJ 
SpyP(v,xSu + USVx + l\ySv + VSV<y) - (fi + Pt)(VtXX + U yy) 
(p + pt){Sv>xx + Sv>yv) - 2nt'iyv,y - 2fHtySVtV - ih,x{u,y + v,x) - th,y{Su,y + SVJ 
I 
P\fc,x^u ~l~ Wok x " r k,ybv + Vbk ) [fc.xx i fc,yy) 
<?k 
( P + — ) (Sk,xx + Sk,yy) - —{pt[xk,x + pt,xSKx + pt<yk,y + Pt,ySk,y) 
V &k / "k 





lh[2(ujV + v,x)(SUiV + 5„iX) + 4(u,xSu<xvtVSViy)] 
t 
p(t,xSu + uStx + e,ySv + vSty) -(e,xx + e,yy) 
f2eSe e
2Sk\ (S€IH . £Pv entSk\ u , ,2 , n, i , 2 M pCe2 ^— — J - Cel ^ — + — p - J [(« „ + v *) + 2(ux + v „)] 
Mt'[(w,y + vyXf - - ^ — [2(uy + v,x)(S%y + SVJ + 4(w ,xbu,xv,ybVy)\ 
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V.3.3 Variables logarithmiques 













































RECAPITULATION DES PERFORMANCES 
VI. 1 Comparaison des algorithmes 



































TAB. VI.2 Performances observees en memoire relativement a l'approche decouplee 
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TAB. VI.4 Performances observees en temps de calcul relativement a l'approche 
couplee 
VI.2 Comparaison des solveurs lineaires 





















TAB. VI.5 Performances des solveurs en memoire : plaque plane cycle 8 













TAB. VI.6 Performances des solveurs en temps de calcul : plaque plane cycle 6 
