Learning neural network architectures is a way to discover new highly predictive models. We propose to focus on this problem from a different perspective where the goal is to discover architectures efficient in terms of both prediction quality and computation cost, e.g time in milliseconds, number of operations... For instance, our approach is able to solve the following task: find the best neural network architecture (in a very large set of possible architectures) able to predict well in less than 100 milliseconds on my mobile phone. Our contribution is based on a new family of models called Budgeted Super Networks that are learned using reinforcement-learning inspired techniques applied to a budgeted learning objective function which includes the computation cost during disk/memory operations at inference. We present a set of experiments on computer vision problems and show the ability of our method to discover efficient architectures in terms of both predictive quality and computation time.
Introduction
In the Deep Learning community, finding the best architecture of a neural network for a given task is a key problem that is mainly addressed by hand or using validation techniques. For instance, in computer vision, this has lead to particularly well-known models like GoogleNet [21] or ResNet [8] . More recently, there is a surge of interest in developing techniques able to automatically discover efficient neural network architectures. Different algorithms have been proposed including evolutionary methods [20, 16, 17] or reinforcement learning-based approaches [24] . But in all cases, this selection is usually made solely based on the final predictive performance of the model such as the accuracy.
When facing real-world applications, this predictive performance is not the only measure that matters. Indeed, learning a very good predictive model with the help of a cluster of GPUs might lead to a neural network that can be incompatible with low-resources mobile devices: it would involve too many complex operations resulting in a very low computation speed at use. Another example concerns distributed models in which part of the computation is made in the cloud and the other part is made on the device. In that case, an efficient architecture would have to predict accurately while minimizing the amount of exchanged messages between the cloud and the device. One important research direction is thus to propose models that can learn to take into account the computation complexity in addition to the quality of the prediction.
We propose to tackle this issue as a problem of automatically learning a neural network architecture that is efficient in terms of both prediction and computation time at inference. This task has been recently targeted by different models [1, 15, 12] , with different learning techniques. The main difference of our approach is that it can be used with any computation cost function like the time in milliseconds or the number of operations made by the network, and only requires the user to specify a maximum authorized cost. For that, we propose a budgeted learning approach that integrates this computation cost directly in the learning objective function. Our model called Budgeted Super Network (BSN) is based on the following principles: (i) the user provides a (big) Super Network (see Section 3) that defines a very large set of possible final network architectures as well as the maximum inference cost. (ii) Since finding the best time-efficient architecture in this set is an intractable combinatorial problem (Section 4.1), we relax this optimization problem and propose a stochastic model (called Stochastic Super Networks -Section 4.2) that can be optimized using reinforcement learning-inspired methods (Section 4.3). We show that the optimal solution of this new problem corresponds to the optimal network architecture (Proposition 1). At last, we evaluate our approach on both image classification and image segmentation problems on which we show that our model is able to reduce the computation time while keeping a very high accuracy (Section 5). The related work is presented in Section 2.
Related Work
Different authors have proposed to provide networks with the ability to learn to select the computations that will be applied. This is the case for example for classification in [2, 24] based on Reinforcement learning techniques, in [19] based on gating mechanisms, in [17] based on evolutionary algorithms or even in [4] based on both RL and evolutionary techniques. One strong difference with our approach is that these models are only guided by the final predictive performance of the network. For example in [24] , a controller neural net can propose a "child" model architecture, which can then be trained and evaluated before trying a new architecture. The process is repeated iteratively until a good architecture is obtained. Moreover, in this approach each generated architecture is learned to convergence on the training set, resulting in a very low training speed while our model learns the parameters of the modules and the architecture simultaneously.
When the objective is to learn time or memory efficient models, different methods have been proposed. The most common approach is to simplify the learned network typically by removing some connections between neurons. The oldest approach is certainly the Optimal Brain Surgeon [7] which removes weights in a classical neural network architecture. The problem of network compression can also be seen as a way to speedup a particular architecture, for example by using quantization of the weights of the network [22] . Pruning and quantization techniques can also be combined [6] to obtain impressive performances.
Other algorithms include the use of hardware efficient operations that allow a high speedup. For example [3] combines algorithmic optimizations and architecture improvements to speed up the response time of a network while keeping high accuracy. This technique is effective but requires a strong expertise to find the best optimization and is also highly specific to each architecture and/or hardware. Note that the computation speed can be reduced by using parallelized inference approaches which is not the topic of this paper.
In some other works, authors learn time-efficient models in an end-to-end manner. For example, the model proposed in [1] can be seen as an extension of dropout where the probability of sampling neurons is conditioned on currently processed input (conditional computation). In the same vein, the model proposed in [15] aims at learning routes in Super networks. It is certainly the most similar approach to ours, while keeping several important differences. First, the model is based on an explicit computation cost formulation while our approach can be used for any type of cost. Moreover, while our model converges to a static architecture, allowing to keep only the blocks used by the trained model, their model learns dynamic routes, causing an overhead in the computation cost and forcing to keep the whole network to do further inferences. At last, the number of possible architectures explored is smaller in this approach than in ours.
Super Networks
We consider the classical supervised learning problem defined by an input space X and an output space Y. In the following, input and output spaces correspond to multi-dimensional real-valued spaces (vectors, matrices or larger tensors). The training set is denoted as D = {(x 1 , y 1 ), ..., (x , y )} where x i ∈ X , y i ∈ Y and is the number of supervised examples. At last, we consider a model f : X → Y that predicts an output given a particular input.
We first describe a family of models called Super Networks (S-network) 1 since our contribution presented in Section 4 will be a (stochastic) extension of this model. Note that the principle of Super Networks is not new and the same ideas have been already proposed in the literature under different names, e.g Deep Sequential Neural Networks [2] , Neural Fabrics [18] , or even PathNet [4] -and for different tasks.
A Super Network is composed of a set of layers connected together in a direct acyclic graph structure. Each edge is a (small) neural network, and the Super Network corresponds to a particular combination of these neural networks and defines a computation graph. Examples of S-networks are given in Figure 1 . More formally, let us denote l 1 , ...., l N a set of layers, N being the number of layers, such that each layer l i is associated with a particular representation space X i which is a multi-dimensional real-valued space. l 1 will be the input layer while l N will be the output layer. We also consider a set of (differentiable) functions f i,j associated to each possible pair of layers such that f i,j : X i → X j . Each function f i,j will be referred as a module in the following: it takes data from X i as inputs and transforms these data to X j . Note that each f i,j will make complex disk/memory/network operations and their computation will have consequences on the inference speed of the S-network. Each f i,j module is associated with parameters in θ, θ being implicit in the notation for sake of clarity.
On top of this structure, a particular architecture E = {e i,j } (i,j)∈[1;N ] 2 is a binary adjacency matrix over the N layers such that E defines a directed acyclic graph (DAG) with a single source node is l 1 and a single sink node l N . Different matrices E will thus correspond to different super network architectures -see Figure 1 that shows different possible architectures within the same super network. A S-network will be denoted (E, θ) in the following, θ being the parameters of the different modules, and E being the architecture of the super network.
Predicting with S-networks: The computation of the output f (x, E, θ) given an input x and a super network (E, θ) is made through a classic forward algorithm, the main idea being that the output of modules f i,j and f k,j leading to the same layer l j will be added in order to compute the value of l j . Let us denote l i (x, E, θ) the value of layer l i for input x, the computation is recursively defined as:
Note that learning the parameters θ can be made using classical back-propagation and gradient-descent techniques.
Learning Time-efficient architectures
Our main idea is the following: we now consider that the structure E of the S-network (E, θ) describes not a single neural network architecture but a set of possible architectures. Indeed, each sub-graph of E (subset of edges) corresponds to a S-network. A sub-graph of edges will be denoted H E where H corresponds to a binary matrix in charge of selecting the edges in E, denoting the Hadamard product between H and E. Our objective will thus be to identify the best matrix H such that the corresponding S-network (H E, θ) will be a network efficient both in terms of predictive quality and in terms of computation speed.
The next sections are organized as follows: (i) First, we formalize this problem as a combinatorial problem where one wants to discover the best matrix H in the set of all possible binary matrices of size N × N . Since this optimization problem is intractable, we propose a new family of models called Stochastic Super Networks where the edges of E are sampled following a parametrized distribution Γ before each prediction. We then show that the resulting budgeted learning problem is continuous and that its solution corresponds to the optimal solution of the initial budgeted problem (Proposition 1). We then propose a practical learning algorithm based on reinforcement learning techniques to learn Γ and θ simultaneously.
Budgeted Architectures Learning
Let us consider H a binary matrix of size N × N . Let us denote C(H E) ∈ R + the computation cost 2 associated to the computation of the S-network (H E, θ) which can be of different nature (see Section 5) . Let us also define C the maximum cost the user would allow to the wanted model. For instance, when solving the problem of learning a model with a computation time lower than 200 ms then C is equal to 200ms. We aim at solving the following budgeted learning problem:
In this article, we propose to focus on a soft version of the problem written as:
where λ corresponds to the importance of the cost penalty. Note that the proposed learning model directly includes the computational cost which will be specific to the particular infrastructure on which the model is used. For instance, if C is the cost in milliseconds, the value of C(H E) will not be the same depending on the device on which the model is used. While previous works make assumptions on the structure of the cost function [15] , our approach does not rely on any constraint concerning C(H E) except the fact that this cost can be measured during training. In other words, solving this problem on a mobile device will produce a different structure that the one obtained when solving this problem on a cluster of GPUs which is an important property of our model.
Finding a solution to this learning problem is not trivial since it involves the computation of all possible architectures which is prohibitive (O(2 N ) in the worst case). We explain in the next section how this problem can be solved using Stochastic Super Networks.
Stochastic Super Networks
Now, given a particular architecture E, we consider the following stochastic model -called Stochastic Super Network (SS-network) -that computes a prediction in two steps: (i) first a sub-graph H is sampled based on a distribution with parameters Γ. This operation will be denoted H ∼ Γ (ii) The final prediction is made using this sub-graph i.e by computing f (x, H E, θ). This inference algorithm is described in Algorithm 1. A SS-network is thus defined by a triplet (E, Γ, θ), Γ and θ being both learned on a training set.
We can rewrite the budgeted learning objective of Equation 3 as: : return l N 7: end procedure Proposition 1. When The solution of Equation 4 is reached, then the models sampled following (Γ * ) and using parameters θ * are optimal solution of the problem of Equation 3.
The demonstration of the proposition is given in supplementary material.
Edge Sampling: For each layer l i visited following the DAG order of E (from the first layer to the last one) and for all k < i: If l k is connected to the input layer l 1 based on the previously sampled edges, then h k,i is sampled following a Bernoulli distribution with probability 3 γ k,i . In the other cases then h k,i = 0. This sampling procedure avoids sampling edges that would not help in the output computation i.e edges not connected to the input layer.
Learning Algorithm
We consider a generic case where the cost-function C(H E) is unknown and can only be observed at the end of the computation of the model over an input x e.g the computation time in seconds. Note that this case also includes stochastic costs where the cost is a random variable, caused by some network latency during distributed computation for example. We now describe the case where C is deterministic, its extension to stochastic values being simple (see supplementary material). 
We propose to use a REINFORCE-inspired algorithm as in [2, 1] for learning. In that case, let us denote L(x, y, Γ, θ) the expectation of D over the possible sampled matrices H:
L(x, y, E, Γ, θ) = E H∼Γ D(x, y, θ, E, H)
The gradient of L can be written as 4 : 
The first term corresponds to the gradient over the log-probability of the sampled structure H while the second term is the gradient of the prediction loss given the sampled structure H E.
Learning can be made using back-propagation and stochastic-gradient descent algorithms as it is made in Deep Reinforcement Learning models. Note that in practice, in order to reduce the variance of the estimator, the update is made following: 
Experiments
We propose to focus on two tasks: Image classification using MNIST and CIFAR-10 [11, 10] and Image Segmentation using the Part Labels dataset [9] . Standard train/validation/test splits are used. The base Super Network used in the experimental section is a Convolutional Neural Fabric (CNF) [18] -see Figure 1 (a). In this model (details in the supplementary material section), the layers are organized in a W × H matrix where W is the width of the matrix, and H is the height. In our experiments, W = 8 and H = 6. Each level in H corresponds to a particular image resolution. Edges correspond to a simple NN composed of a BatchNorm module followed by a 2D-convolution with kernels of size 3, stride and padding depending on the position of the module. We use 64 filters per convolution for both MNIST and Part Labels and 128 filters for CIFAR-10. The input layer is the top-left layer taking images on dimension 32x32 for the MNIST and CIFAR-10 datasets and 256x256 for Part Labels. In classification the output layer is the bottom-right layer followed by a linear + log softmax layer transforming the data to a vector of size K, K = 10 being the number of categories. For the Image Segmentation task, the output layer is the top-right layer followed by a log softmax transformation, each pixel being associated with its (log) probability of belonging to one of the K = 3 possible pixel categories.
We perform experiments considering two different costs: (i) The computational cost (Flop) corresponding to the number of operations made by the convolution modules which is proportional to the number of pixels in the output map produced by the convolution. Intuitively, in the CNF architecture, top edges represents convolutions over high resolution images, being much more expensive than bottom edges which represents convolutions over lower resolution inputs -see Figure 1 We test the Budgeted Super Network model (BSN) with different values of the maximum allowed cost C and we thus obtain different learned models evaluated in terms of both computation cost and accuracy. We compute the Pareto front of the cost/accuracy curves on the validation set, and report the corresponding results obtained on the test set (see supplementary material).
We compare our algorithm with the CNF model which is equivalent to BSN where the maximum cost C is unlimited -all edges are kept. Following the description of [18] , we also compare our approach to pruned versions of CNF (denoted P-CNF). The pruned algorithm consists in (i) removing the edges of a learned CNF ordered increasingly by their average absolute value of the weights in the convolution kernels -the convolution kernel weights acting as a measure of the importance of each edge -and (ii) in fine-tuning the obtained pruned architecture on the dataset. This pruning procedure has many drawbacks: it is specific to convolution filters and cannot be applied to any S-network architecture while our model is generic to any S-network, it is time-consuming since a fine-tuning must be made after each pruning, and it may produce S-network architectures that are inconsistent since it might remove all the paths between the input layer and the output layer.
Image Classification
MNIST: Table 1 presents the results obtained on MNIST with the Flop cost and the Time cost compared to (pruned) CNF. On the Flop cost, our model is able to gain 97.8 % of the maximum cost while having 0.48 % of error rate. In terms of time, BSN is able to find a model which computation time is 5.17 ms (in comparison to 68.12 ms for the full CNF) while keeping an error rate of 0.43 %. These two results show the ability of BNF to discover time-efficient architectures, and to handle different cost functions. The pruned version of CNF has a lower performance when the pruning becomes more important. This is mainly due to the fact that the pruning does not consider the overall cost, but also because this heuristic pruning procedure tends to produce architectures that are inconsistent, i.e architectures where there is no path between the input layer and the output layer due to a too strong pruning. CIFAR-10: Figure 2 (a) shows the performance on CIFAR for the Flop cost. One can see that, in comparison with Pruned CNF, our model obtains a better accuracy at any given cost level. The error only moves from 9.21 % to 13.66% while computing 98% less Flops. On the CIFAR-10 dataset, the CNF pruning method tends to early remove unexpected edges, thus producing inconsistent architectures. To avoid this effect, we also compare the model with a 'Smart' pruning algorithm of our invention where the edges are removed by their inverse order of importance (the average value of the convolution absolute weights) as in [18] , but if and only if the remaining architecture stays consistent. In that case, the Smart P-CNF model obtains an error of 12.8 % while BSN has a 11.03% error rate at the same cost level (cost gain = 90%). Here again, our algorithm outperforms this baseline. Note that like P-CNF, Smart P-CNF is also fine-tuned at each cost level, resulting in a very slow training procedure, BSN learning an order of magnitude faster. The BNF best learned architecture is illustrated in Figure 2 (b1) (for Flop gain = 98%).The majority of the expensive edges (top edges) are 'naturally' removed by our model since they correspond to a too low accuracy/cost trade-off.
Other costs: To measure the ability of BNF to learn with complex costs, we train our model on architectures where one specific cost is associated to each edge, the overall cost being the sum of the costs of the edges used for prediction. Figure 3 (b) illustrates two examples of costs (left part), and the resulting learned architectures (Figure 3 (b) left) on MNIST. The first example (Figure 3-b1 ) is particularly interesting since it simulates an architecture where some edges are very expensive, it can for instance corresponds to a decentralized model that needs to exchange information on the Internet i.e expensive edges being communication edges. In that case, our model is able to find an architecture that minimizes the number of used expensive edges. In the random cost case ( Figure  3 -b2 ), our model is able to discover a complex structure also avoiding expensive edges.
Image Segmentation
We also perform experiments on the image segmentation task. Note that, in that case, the model computes a map of pixel probabilities, the output layer being now located at the top-right position of the CNF matrix. It is thus more difficult to reduce the overall cost. On the Part Labels dataset, we are able to learn a BSN model with a Flop gain of 40%. In that task, forcing the model to increase the Flop gain by decreasing the value of C results in inconsistent models. At a Flop gain level of 40%, BSN obtains an error rate of 4.57%, which can be compared with the error of 4.94% for the full model. Due to its pruning procedure, the P-CNF model is unable to produce consistent architectures if the desired Flop gain is greater than 20%. Even at 20% its error rate is higher than ours (5.5%). The Smart P-CNF achieves higher Flop gains, but at the price of a clearly higher error rate. On this task, BNF also outperforms the baselines. The BNF best learned architecture is illustrated in Figure 2 (b2) and shows that BNF is able to learn an architecture adapted to the task. 
Conclusion and Perspectives
We proposed a new model called Budgeted Super Network able to automatically discover a timeefficient neural network architecture for a given problem by specifying a maximum authorized computation cost. The experiments in the computer vision domain show the effectiveness of our approach. Its main advantage is that BSN can be used for any computation costs (computation time, number of operations, extra-time occurred by some network latency,..). It can also be used with costs of another nature like memory consumption for example which has not been studied in this paper. This work opens many research directions. One direction is to evaluate the ability of this model to support inherent cost over a large distributed cluster, and thus to discover architectures that are efficient on large clusters. A second long-term direction is to study whether this model could be adapted in order to reduce the training time (instead of the test computation time). This could for example be done using meta-learning approaches.
Supplementary Material Model Selection Protocol
As explained in the article, the selection of the model is obtained by learning many different models, by computing the Pareto front of the accuracy/cost curve on the validation set, and then by reporting the performance obtained on the test set. This is illustrated in the following figure where many different models are reported (blue circles) and the corresponding performance on test (red crosses). The line corresponds to the front obtained on the test models, this front being used to build the table of results presented in the article.
Considering stochastic costs in the REINFORCE algorithm:
As explained previously, the proposed algorithm can also be used when the cost C(H E) is a stochastic function that depends of the environment e.g the network latency, (or even on the input data x). Our algorithm is still able to learn with such stochastic costs since the only change in the learning objective is that the expectation is now made on both H and C (and x if needed). This property is interesting since it allows to discover efficient architecture on stochastic operational infrastructure.
Additional Architecture Details
The network we use in our experiments is based on the dense Convolutional Neural Fabrics, which can be seen as a multi-layer and multi-scale convolutional neural network. As shown in Figure 1 , this architecture spans on 2 axis: The first axis represents the different layers L of the network while the second axis corresponds to different scales S of output feature maps, the first scale being the size of the input images, each subsequent scale being of a size reduced by a factor of 2 up to the last scale corresponding to a single scalar.
Each layer (l, s) in this fabric takes its input from three different layer of the preceding column: One with a finer scale (l − 1, s − 1), one with the same scale (l − 1, s) and one with a coarser scale (l − 1, s + 1).
The first and last columns are the only ones which have vertical connections within scales of the same layer (as can be seen in Figure 1 ). This is made to allow the propagation of the information to all nodes in the first column and to aggregate the activations of the last column to compute the final prediction. A more detailed description of this architecture can be found in the CNF original article.
Additional Learning Details
Datasets MNIST. The MNIST dataset is composed of 70k images of 28x28 pixels representing a single handwritten digit between 0 and 9. The training set contains 60k training samples and the testing set contains 10k samples. We use the standard split of 50k training samples and 10k validation samples from the training set. Each image is first padded with zeros to a 36x36 images before applying a random 32x32 crop to obtain the final resolution. Images are normalized in the range [-1,1].
CIFAR10. The CIFAR10 dataset consists of 50k training images and 10k testing images with 10 classes. We split the training set following the standard, i.e 45k training samples and 5k validation samples. We use two data augmentation techniques : padding the image to 36x36 pixels before extracting a random crop of size 32x32 and horizontally flipping. Images are then normalized in the range [-1,1].
Part Labels. The Part Labels dataset is a subset of the LFW dataset composed of 2927 face images in which each pixel is labeled as one of the Hair/Skin/Background classes. The standard split contains 1500 training samples, 500 validation samples and 927 test samples. Images are zero padded from 250x250 to 256x256 and horizontally flipped before being normalized in the range [-1,1].
