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A bstract
This dissertation arose from efforts to prove the following conjecture, which gen­
eralizes to nilpotent Lie groups a  weak form of the classical Paley-W iener theorem 
for 1R": Let N  be any connected, simply connected nilpotent Lie group with uni-
OO ^tary dual N ,  and let ip £ L c (N ). Suppose that there exists a subset E  C N  of  
positive Planckerel measure such that <p(ir) = 0 for all n £ E , where <p(7r) is 
the operator-valued Fourier transform of <p. Then <p — 0 almost everywhere on 
N .  The writer has been able to  prove a slightly weakened form of the conjecture 
for a  large subclass of nilpotent Lie groups, and the conjecture itself for several in­
teresting examples th a t lie outside this subclass. C hapter 3 contains these proofs, 
which make use of certain special polarizations (maximal subordinate subalge­
bras) of the Lie algebras there considered. C hapter 2 explains how to construct 
such polarizations in any nilpotent Lie algebra. C hapter 1 provides background 
for the work undertaken in Chapters 2 and 3.
v
C H A P T E R  1 
Introduction  and Background
§1.1 A  C o n je c tu re  a n d  i ts  A n te c e d e n ts
This dissertation arose from efforts to prove the following conjecture, which gen­
eralizes to  nilpotent Lie groups a weak form of the classical Paley-W iener theorem 
for IR” :
1.1 C o n je c tu re . Let N  be any connected, simply connected nilpotent Lie group 
with unitary dual N ,  and let <p be a compactly supported, measurable, essentially 
bounded function on N  {that is, ip 6 L f°{N )).  Suppose that there exists a subset 
E  C N  o f positive Plancherel measure such that
(p{7r) =  0 for all 7r G E,
where (p{n) is the operator-valued Fourier transform of <p. Then <p — 0 almost 
everywhere on N .
The Paley-W iener theorem rests upon the fact th a t if <p £  L^°(IRn), then ip, 
the ordinary Fourier transform  of <p, has an entire extension to (Dn. This fact 
perm its one to  conclude th a t (p is identically zero if it vanishes on a set of pos­
itive measure. But there exists no natural complex structure which corresponds 
to  N  in the way th a t (Dn corresponds to IR” , and so there is a fundam ental
obstacle to the proof of the proposed conjecture. Nonetheless, the writer has 
been able to  prove a slightly weakened form of the conjecture for a  large subclass 
of nilpotent Lie groups, and the conjecture itself for several interesting examples 
th a t lie outside this subclass. C hapter 3 contains these proofs, which make use 
of certain special polarizations (maximal subordinate subalgebras) of the Lie al­
gebras there considered. C hapter 2 explains how to construct such polarizations 
in any nilpotent Lie algebra.
The w riter first encountered a version of Conjecture 1.1 in a paper of Scott 
and Sitaram , “Some rem arks on the Pompeiu problem for groups” [11]. Lemma
4.1 of th a t paper am ounts to the contrapositive of Conjecture 1.1 for the (2n + 1 )- 
dimensional Heisenberg group, the prototypical non-abelian nilpotent Lie group. 
Scott and Sitaram  ask, but do not answer, the question whether their result holds 
for arb itrary  simply connected nilpotent Lie groups.
Corwin and Greenleaf, in their paper “Fourier transform s of smooth functions 
on certain nilpotent Lie groups” [1], prove a theorem which implies a slightly 
weakened form of Conjecture 1.1 for a special subclass of nilpotent Lie groups, 
viz., those for which a  single ideal in the corresponding Lie algebra polarizes all 
general position linear functionals in the dual of the algebra. Since such groups are 
included among those for which the writer has been able to prove the weakened 
form of the conjecture, more will be said about them  in Chapter 3 (see §3.2).
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§1.2 A  L it t le  N ilp o te n t  L ie T h e o ry t
A Lie algebra n is called ‘n ilpotent’ if its descending central series is finite, where
n(*+1) =  [n, n(fc)] =  JR-span{[X,F] : X  £ n ,Y  e  n(fc)},
defines th a t series inductively. If n^fc+1̂  =  0, b u t ^  0, then n is said to 
be ‘&-step nilpotent’, and ^  0 shows th a t the center of the algebra is non­
trivial. The Birkhoff Embedding Theorem ([3], p. 7) shows th a t every nilpotent 
Lie algebra is isomorphic to a  subalgebra of the algebra of all j  x j  strictly upper 
triangular matrices for some j .  The corresponding connected, simply connected 
nilpotent Lie group N ,  which is obtained by exponentiating the algebra u, may 
then be embedded as a subgroup of the group of upper triangular j  x j  matrices 
with l ’s on the diagonal.
If G is any connected Lie group with exponential m ap exp : g —*G, the 
product operation
X  * Y  = log(exp X  • exp Y ), X , Y  e g ,
defines an analytic function near X  — Y  = 0 which is given by a universal power 
series involving bracket products, or com mutators, of the Lie algebra g. We shall 
use this so-called Campbell-Baker-Hausdorff (C-B-H) formula in C hapter 3. For
f  For standard  facts of n ilpotent Lie theory, the  w riter relies almost entirely upon the recent 
tex t of Corwin and Greenleaf, Representations o f nilpotent L ie groups and their applications 
[3],
the reader’s amusement, we give the general expression and then the first few 
term s (here, (ad A ) B  =  [A, B]):
( ~ l ) re+1 y '  ( S L i f o + f t ) ) " 1
n  P l W - ' ' ■ P n h n '-
P i + 1 i >  0 1 < i < n
x (adX f ' (adY ) 7' ■■■(adXf"fuAYj7"- '  Y 
= x  + Y + l i x , Y )  + x [x , [X, y]] -  i [ y ,  \x,  y]]
-  i [ y ,  [X, IX, Y]]] -  A [X, [y, (X, Y]]}
+  (com mutators in five or more terms).
(If qn =  0, the term  in the sum is . . .  (a d X )Pn-1; if qn >  1, or if qn = 0 and 
p n > 1, then the term  is zero.) If G is a  general connected Lie group, the 
C-B-H formula allows one to  reconstruct the group locally (i.e., near the identity) 
from knowledge of the brackets of the algebra g. But if N  is a connected, 
simply connected nilpotent Lie group, the situation is nicer. In fact, the C-B-H 
series is finite, giving global polynomial laws for the group multiplication. Also, 
exp : n —> N  is an analytic diffeomorphism onto N , and the C-B-H formula holds 
for all X , Y  £ n  ([3], p. 13).
In Chapters 2 and 3 we shall take for granted an acquaintance w ith two 
kinds of bases in a nilpotent Lie algebra n. The set B  =  { X \ ,...,A T n } is a 
strong Malcev basis for n if rtj =  lR -span{X i,. . . ,  X j }  is an ideal for each 
1 < j  < n- The set B w =  { X t , . . . ,  X n } is a  weak Malcev basis for n if 
Uj =  IR -span{X i,. . .  ,X j }  is a  subalgebra for each 1 <  j  < n. Every nilpotent 
Lie algebra may be given bases of either kind ([3], p. 10). As we shall see in a 
few moments, strong Malcev bases play a special role in nilpotent representation 
theory.
* » y  =  X ;
n>  0
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If x, y € N ,  then the m ap a x : y  —> x y x ~ l is an inner autom orphism  of 
JV, and its differential at the identity element, Ad x = d (a x)e : n —> n, is an 
autom orphism  of N .  The action N  x n —>n given by (x ,F )  —»(A d x )F  is 
called the adjoint action of N  ([3], p. 12). We have the formula
ex p ((A d x )F ) =  cc^exp F ) , for all x  G N , Y  G n,
from which it follows th a t, if x = exp X ,
"exPx (exP Y ) = exP(Ad exP X)Y) .
Two other formulas th a t we shall find useful are
00 1
(Ad exp X ) Y  = eadX(F ) =  ] T  - ( a d X ) fcF, for all X , Y  E n ,
*=o
(which sum, because of nilpotence, possesses only finitely many non-zero terms) 
and
(Ad exp X ) Y  = X  * Y  * ( - X ) .
If n* denotes the linear dual of n, then N  acts on n* by the contragredient 
of the adjoint m ap, the coadjoint map Ad*:
((A d*x)^ )y  =  £ ((A d x "1)F ) ,  F e n ,  I  e n*, and x  e  N.
Kirillov, in his seminal 1962 paper [5], revealed the im portance of this m ap in
.X-s.
the representation theory of nilpotent Lie groups, showing th a t the set N  of 
(equivalence classes) of irreducible unitary  representations of N  is naturally 
param etrized by the orbits of n* under the coadjoint action of N  (see §1.3 
below).
O ur work in Chapter 2 will use the differential of the coadjoint m ap at the 
identity in N .  This m ap, denoted ad* : n —»End(n*), is defined by
((a d * X )^ )(r)  =  £([Y ,X \)  =  ^ ( a d ( - X )y ) ,  X , Y  £ n, and £ G n*,
as one shows by evaluating at t = 0 the derivative with respect to t  of the 
series
0° , £
Ad(exp t X )  =  ead tX  =  T7(a d X )fc’ for a11 X  e  n-
k=o '
Using ad*, the coadjoint action of N  on n* may be w ritten, for all l £ n ,
00 j.k
Ad*(exp tX )(£ )  = ead* tX (£) = J ]  - ( a d * X ) &(^).
fc=i
Again, the series has only finitely many non-zero term s in the nilpotent context.
If i  £ n*, the stabilizer subgroup of i  under the coadjoint action of N  is 
denoted by
R e = { x € N :  (Ad*x)e = £}.
The Lie algebra of R i  is an im portant subalgebra of n*, the radical of £:
x£ = { X  € n : ( a d * =  0}.
The coadjoint orbit Oe = (Ad*N)£  is homeomorphic to  the homogeneous space 
N /R e  and the dimension of the orbit is given by dim n — dim t e ([3], p .26). 
This dimension is always even, as can be seen from the fact th a t is the radical 
of an antisym m etric bilinear form, to wit, S ^ n x n - ^ I R ,  defined by
Bt (X,Y)  = e{[X,Y]), X , Y  en.
We shall become better acquainted with B t  in C hapter 2, bu t in the meantime 
let us note a couple of im portant facts about any such form B  (see [3], p. 27).
If V  is a  real vector space w ith an antisym m etric bilinear form B ,  its isotropic 
subspaces W  are those such th a t B {w \,W 2 ) =  0 for all w i,W 2 £ W .  Linear 
algebra tells us th a t maximal isotropic subspaces always exist, and all have the 
same (even) dimension
|  d im (y /ra d 5 )  +  d im (rad 5 ) =  f(d im  V  +  dim rad  B),
where rad  B  =  {ui £ V  : B (v  i ,  u2) =  0, for all v2 £ V}.  If we let r =  dim rad I? 
and k = |  dim (V /rad.B), we see th a t 2k = n — r is the dimension of each of 
these subspaces, where n  =  dim n.
Now if V  =  n, t  £ n* and B  =  B v  then rad  B t — and there are 
maximal isotropic subspaces for B e which are also subalgebras of n. Such 
subalgebras are said to be polarizing for £, and are usually called polarizations. 
They are im portant in the representation theory of Lie algebras and Lie groups 
for two reasons. In the first place, their isotropy insures th a t £([m^, m j)  =  0, so 
the character x (exP mf) =  defines a 1-dimensional representation of
the subgroup M e = exp mr  In the second place, their maximal isotropy insures 
th a t x  induces to an irreducible unitary representation of N .  C hapter 2 below 
is devoted to  the construction of certain special polarizations in nilpotent Lie 
algebras. But before we get there, we make the briefest of sketches of the subject 
just broached.
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§1.3 A  L itt le  L ess N ilp o te n t  R e p re s e n ta t io n  T h e o ry
A unitary representation of a locally compact group G is a  strong operator 
continuous homomorphism tt of G into the group U('Hn) of unitary  operators 
on a Hilbert space Tim where the strong operator continuity means that
II II “+ 0 as 9n~*g, for all
Such a representation is said to  be irreducible if ?f7r contains no proper, closed, 
7r((j)-invariant subspaces. The set of equivalence classes of irreducible unitary 
representations of G is denoted by G.
If one already has in hand a  representation a  of a closed subgroup K  C G in 
a  Hilbert space 7ia, then a  representation n  of the full group G in a new 
Hilbert space 7in may be obtained by the m ethod of induction. The induced 
representation is denoted 7r =  Ind(AT|G, 7r), and, for unim odular groups (among 
which are to be found all nilpotent Lie groups), the construction goes as follows 
(see [3], pp.39ff.). Let be the Hilbert space of all Borel m easurable vector­
valued functions f  : G —> 'Ha th a t are
(i) covariant like a  along /if-cosets : f ( k g )  = cr(k)(f(g)),
(ii) square-summable, i.e., /  ||/(fiO||L dg < oo, where
J k \ g
dg is right-invariant measure on K \G .
Now the m ap g —* ||/(<7)||:L is constant on /if\G!-cosets, and so too is the map
. The inner product on 7iK is
( f i ( 9 ) J 2( 9 ) ) n , =  J  ( f i ( 9 ) J 2(9) )niT d9i
K \G
and H ^  is complete w ith respect to this inner product. The induced representa­
tion 7r is defined by a  right action of G on functions /  € H a:
7r(x)/(flf) =  f ( g x ) for all x e G.
By the right-invariance of the measure dg, this action is a  unitary  operation. Its 
strong operator continuity follows from the fact th a t the set of functions
H,r)C =  { /  € H ,r : /  is continuous and su p p (/)  has compact image in K \ G }
• 2  •is L  -dense in H ^.
To illustrate these concepts, let K  be any closed subgroup of G such that 
K \ G  has an invariant m easure dg. If the representation on K  is the trivial 
representation a  =  1 on Ho  =  ® , then the functions in H ^  are scalar-valued, 
constant on 7f\G !-cosets and there is an isometry of H„ = L 2( K \G , ( D) which 
carries n(g) to  the right action R g /(£ )  =  / (£  • g), where ^ =  K x  6 K \G .  
In particular, if K  =  (e) and dg — right H aar m easure on G, then H n — 
L 2(G ) and 7r =  Ind(/iT|G!, 1) is the right regular representation of G ([3], 
p. 40).
In the house of induced representations there are m any models. Denote by 
p : G —+ K \ G  the natural quotient map; then there always exists a  Borel cross- 
section m ap A to p  such th a t poA =  id. If we let S  =  A(K \G )  C G, 
then any /  G H n is completely determ ined by its values on the transversal 
S  (because of the covariance mentioned above). The m ap / —»/<> A, which takes 
functions in H n to functions on K \ G  with values in H a , is an isometry 
from H n to  L 2( K \ G , H a )• Hence the unitary  action of G on H n can be 
realized in L 2( K \ G , H a ) as a  cocycle action involving translation in the base
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space K \ G  and concurrent action on the values in J ia . This description, though 
somewhat opaque, accurately sums up what is happening when we choose a  cross- 
section A : K \ G  G and compute the (measurable) splitting of a typical group 
element w = k(w) • s (w ) € K  • E =  K  • A(K \G ) .  If x E G and /  6 Ha, we have
7T(g ) f(x )  = f { x  ■ g) = f (k { x g )  ■ s(xg )) =  ak{xg) [/(s(® flr))].
So, identifying 7{n =  L 2(K \G ,  H it) by sending /  —» /(C ) =  f »  A(^), we have
< 9 ) f ( 0  =  ^ ( a(c)9) [ / «  -9)] V C € V 5 € G,
because s(A(C) ■ g) =  s ( K  • A(C)flf) =  s(C • (?) is a  well-defined element of the 
transversal S.
We shall use such a  com putation at the outset of C hapter 3 (§3.1), bu t of 
course only in the more restricted nilpotent context. Up to unitary  equivalence, 
all irreducible representations of a  nilpotent Lie group are induced from monomial 
representations (characters) x  '■ M  ► S 1 of subgroups M  = exp(m), where m is 
a  polarization. In more detail, let f e n * ,  the linear dual of n. Then, as we saw 
in §1.2, N  acts on n* by the coadjoint action Ad*(N). If £ £ n*, choose a 
polarization m for t  and let M  = exp(m). Then the m ap M  —» S'1 defined by
X,,„(exp Y)  =  e2" f<y \  Y g m ,
is a  one-dimensional representation of M ,  since £([m,m]) =  0. Hence we may 
form the induced representation 7re m  =  Ind(M |G !, m ), after the fashion ex­
plained a  moment ago.
The following results of Kirillov [5] describe the unitary  dual N  in terms 
of these induced represetations (see [3], p p .45-46).
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1 .3 .1  T h e o re m . Let £ £  n*. Then there exists a polarization m for £, and 
the induced representation n e M is irreducible.
1 .3 .2  T h e o re m . Let £ £  n*, and let m, m' be two polarizations for £. Then 
7rf M == M'- {Hence we may write for i f  we are interested only in
equivalence classes o f unitary representations.)
1 .3 .3  T h e o re m . Let ir be any irreducible unitary representation of N .  Then 
there is an £ £ n* such that i:t  =  ir.
1.3 .4  T h e o re m . Let £ ,£ '  £ n*. Then £ and £' are in the
same Ad*(N)-orbit in n*.
We shall not concern ourselves with the proofs of these theorems. However, it 
should be understood th a t the theorems lie at the heart of nilpotent representation 
theory and are taken for granted in Chapters 2 and 3 below.
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§1.4  P aram etrization  o f  C oadjoint O rbits
The Kirillov theorems highlight the significance of coadjoint orbits in the rep­
resentation theory of nilpotent Lie groups. But so far we have said very little 
about the orbits themselves. The Chevalley-Rosenlicht theorem perm its us to say 
more. We shall state a special case—the nilpotent case—of this theorem. (For the 
statem ent and proof of a more general version of this theorem, see [3], p p .82-83.)
1.4 T h eorem  (Chevalley-Rosenlicht). Let N  be a connected, simply connected 
nilpotent Lie group, and let Ad*(N)£ denote the orbit of £ G n* under the 
coadjoint action of N .  Then there exist vectors X \ , . . .  , X W G n, the Lie algebra 
of N ,  such that
Ad*(N)£ = {Ad*(exp t \ X i • • - exp t wX w) £ : t i , . . .  , t w G 1R}.
The map
P (ti  , . . . , t w) = Ad* (exp t \ X x ■ ■ ■ exp t wX w) £
is a diffeomorphism between IR*" and the orbit Ad*(N)£, and the orbit is a 
closed submanifold of  n*. In fact, let {A* , . . . ,  A*} be a basis for  n* such that 
n j  = IR-span{AJ+1, . . . ,  A*} is Ad*(iV) stable for all j , and define polynomials 
P \ , . . . ,  Pn such that
n
Ad* (exp U X i ■ • - exp t wX w) £ = ^ 2  • • • ^ w ) X j
j= i
=  P {t \ , . . . ,  t w).
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Then there exist disjoint sets o f indices J U D  =  {1 , . . . ,  n )  such that the set J  =  
O i <  • • • < j w}, and the polynomial Pj depends only on those variables ti with 
j i  <  j  ■ Moreover,
Pji = ti +  (a polynomial in for 1 <  i < w.
A basis {A*, . . .  ,X *} with the property th a t Ad*(iV)(np C n*:+1 is called a 
Jordan-Holder basis for n*. Such bases always exist by the classical theorem of 
Engel ([3], p .4).
A question we should address before embarking on Chapter 2 is this: W hat 
is the provenance of the index set J  ? How is it determined? The answer requires 
a  glance at part of the proof of the theorem. Let n | =  {X*+1, . . .  ,X * }  and 
n* =  (0); by hypothesis, n | is Ad*(iV)-stable. Let
x X j  = { X  E n :  ad*(X)(T) € n}}
= { X e n  : ad*(X)(£) = 0 mod n}}.
Then rio =  rii =  n (because N  acts unipotentlyt), and rt0 5  Hi 3  ••• D n„.
W hat is xij algebraically? It is the annihilator of p(l) £ n*/n* under the
quotient coadjoint action of n on n* /n* , where p : n* —>■ n*/n* is the natural 
quotient map. The set J  =  { ii, • • •, j w} is then the set of indices for which
«b-i ^  O'l >  2), and so J  is the set of ‘jum p’ indices, recording where the
orbits of the quotient coadjoint action increase their dimension as we travel up 
(down?) the Jordan-Holder series for n*.
f  As we saw above, every nilpotent Lie group is isomorphic to  an upper triangular m atrix 
group, each element of which has l ’s on the  diagonal. A ‘u n ip o ten t’ action, in m atrix  term s, is 
an action by such a matrix.
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Recall now th a t a set U C n* is called Zariski-open if it is a  union of 
sets {£ € n* : P{£) ^  0}, where P  is a polynomial. If { X j , . . . ,  X*} is a 
Jordan-Holder basis for n* and the index sets J  and D  are determ ined as 
in the Chevalley-Rosenlicht theorem, then the set U C n* of linear functionals 
£ for which the dimensions of quotient coadjoint orbits in n*/n| are as large 
as possible for each 1 <  j  < n, is an Ad*(iV)-invariant Zariski-open set. The 
coadjoint orbits in U are the so-called ‘generic’ or ‘general position’ orbits.
Hence we see th a t the definition of ‘generic’ is essentially basis-dependent. If 
we change the Jordan-Holder basis for n*, we also in general change the set of 
generic orbits. And since the linear dual basis of a  Jordan-Holder basis is a  strong 
Malcev basis for n, the same comment applies, mutatis mutandis , to such a basis. 
Since our work in Chapter 2 involves fixing a strong Malcev basis for n and using 
m atrix techniques to get what we want, we thought th a t the basis-dependence 
inherent in the concept of genericity should be noted at the outset.
C H A P T E R  2
C onstructing Special Polarizations
§2.1 A  L it t le  M o re  B a c k g ro u n d
Let B = be a  strong Malcev basis for the Lie algebra n of
a connected, simply connected nilpotent Lie group N .  Then the dual basis 
B* =  { X j , . . .  ,X * }  is a Jordan-Holder basis for n*, the linear dual of n , and, 
as we have seen in Chapter 1, the Chevalley-Rosenlicht theorem guarantees the 
existence of a Zariski-open set U C n* of N-coadjoint orbits which are in general 
position with respect to the basis B* (the so-called ‘generic’ orbits). If £ = 
and O , =  Ad*(lVK C U, then Oe has maximal dimension, which 
we shall say is 2k, where n — 2k — dim =  r.
The Chevalley-Rosenlicht theorem also shows th a t there exists a set of posi­
tive integers J  = { j i , . . . ,  2 <  j \  < ■.. < j 2 k <  n, such th a t every generic
orbit Oe lies over the 2fc-dimensional subspace W j  =  IR-span-fX^, . . .  ,X J 2k}. 
We call J  the set of orbit (or jum p) indices determined by the basis B*. If D = 
{ d i , . . . ,  dr}, 1 =  di < . . .  < dr < n, where J  U D =  {1 , . . . ,  n )  and J  fl D  =  0, 
then the r-dimensional subspace W o  — H l-span{X ^, . . . ,  } intersects U in
a  cross-section of the set of generic orbits and N g .p.  =  W  =  U Ci W o ,  where 
Ng.p, denotes the representations in N  in general position. For this reason
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we call D  the set of param eter (or dual) indices. If £ G W , we shall write 
£ =  E i= i  £dt and call £ a ‘generic param etrizing’ functional (or ‘generic 
orbit representative’). The components £ ^ , . . .  ,£dr will be called t h e ‘generic 
param etrizing components’ of £ (of course these components m ust satisfy certain 
conditions, about which more anon). If d m * denotes r-dimensional Lebesgue 
measure on W d , then the measure
d R  =  |Pfaffian(£)| dm*
on the set W  of generic orbit representatives may be transferred to a Borel
'■'■V t /S  t XV
measure dp on N  w ith support N g p . This is the Plancherel measure for N .
§2.2  A  S tru ctu re T h eorem  for N ilp o ten t Lie A lgebras
We wish to  show th a t there exists in n* a subset W5 C W  consisting of what 
we shall call ‘strongly generic param etrizing functionals’. The set W5 has the 
following properties:
(1) For each £ G W5 , there exists a weak Malcev basis
for n such that:
(a) c +  1 =  m i < . . .  <  m p < n  and c +  2 < e i  <  . . .  <  e* <  n ;
(b) The vectors A i , . . . ,  X c, Ymi and X ei , . . . ,  X ek are fixed elements 
of the original strong Malcev basis B  which do not depend on £;
(c) 3(n) =  IR--span{Xi,. . . ,  X c} is the center of n;
(^) Fyrii j
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(e) Each vector , 2 <  t < p , has the form
Y i , = X m +  £  < w ,  ( £ ) * „ ,
ej <mt
where X m( is a  fixed element of the basis B and the coefficients 
Cmt,ej(£) are rational nonsingular functions which depend only on 
the param etrizing components i &x, . . . ,  id, of I  such th a t d3 < m t ;
(f) mt =  E - s p a n { X , , . . . ,X e, r roi, r 4  Y i r } is a polarizing sub­
algebra for i  through which the basis Bw(i)  passes (a ‘special’ 
polarization).
(2) The r-dimensional Lebesgue measure of W ~  Ws  is zero, so Ws  contains 
almost all generic param etrizing functionals, and the set of representations 
7r £ Ng.p. which are not induced from characters x t  for i  £ W5 also 
has Plancherel measure zero.
In the applications to follow in Chapter 3, we shall employ the standard  
methods of Mackey [6] and Kirillov [5] to  construct a  (Schrodinger) model for 
the representation ire corresponding to i  £ Ws.. In this model, 7r£ will act 
in L 2 (lR-span{Xei, . . . ,  X ek }), where L 2 is formed with respect to  the ordinary 
Euclidean measure d,X\ • • ■ dxf. in IRfc. Thus the Hilbert space for 7r£ will 
be fixed for all i  £ W s . Since we shall wish to decompose Haar measure du on 
N  (Euclidean measure dn on n) into a Cartesian product of the measure 
d x i • • • dxk w ith a suitable Haar measure dm (i)  on Me = exp , we shall take 
d m ( i ) to be the measure on obtained by projection onto the coordinate
hyperplane spanned by the set of vectors
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from the original strong Malcev basis B. This hyperplane will be equipped with 
its ordinary (n — A:)-dimensional Euclidean measure
d m n- k  =  d x i  •  •  •  d x c d x mi • • • d x mp.
Our choice of a  single family of rationally varying (indeed, rotating) polarizations 
for strongly generic representations enables us thereby to  fix one modelling space 
shared by all strongly generic 7rf , and to  specify a  useful H aar measure dm(£) for 
each M ( corresponding to ire.
§2.3 T h eorem s o f  K irillov and o f  V ergne
As we shall see, a single m ethod of construction suffices to determ ine the set W5 , 
the special polarizations m^, and the special bases B w{£). This m ethod rests 
squarely upon the shoulders of the following two theorems (see [3], pp. 29-30):
2 .3 .1  T h eorem  (Kirillov). Let no be a codimension 1 subalgebra in a nilpotent 
Lie algebra n. Let £ € n* and £° =  Then i f  denotes the radical o f
£, there are two mutually exclusive possibilities.
C ase 1, characterized by any of the following equivalent properties:
(i) t e C n0
(ii) t e C xeo
(iii) has codimension 1 in t^o. In this case, any subalgebra which 
polarizes £° also polarizes £.
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C ase 2, characterized by any of the following equivalent properties:
(i) xe £  n0
(ii) t eo C t t
(iii) x£o has codimension 1 in t^. In this case, i f  m is a polarizing 
subalgebra for t ,  then m0 =  m fl n0 is a polarizing subalgebra for £° ; also, 
m0 has codimension 1 in m and m =  m0 +  .
2 .3 .2  T h eorem  (Vergne). Let B = { X i , . . . , X n} be a strong Malcev basis for 
a nilpotent Lie algebra n , and let ny =  IR -span{X i,. . .  , X j }  . Let I g n *  and 
let I 3 =  i  | n . . Then
n
j = i
is a polarizing subalgebra for t , where
xt i = { X e n j :  ad*(X)£3 = 0}
is the radical of IK
We shall use these two theorems as follows. Suppose th a t t 3 =  1 1 n .̂ is the 
restriction to  nj  of a  generic functional in U, and suppose also th a t I 3 E W p  , 
the set of param etrizing functionals. Then if
j -1
" V - 1 = Z )  V  
2— 1
has already been contructed, Theorem 2.3.1 tells us th a t
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(1) either m£, =  m ^j-i , which is the case if t ej C t ej - i  ;
(2) or else m =  m ^ - i  +  t ej , which is the case if t £, - i  C t £J .
Since m^i = t ei =  IR X i always, it is clear th a t our task at the j - t h  stage of 
the construction of rri£ consists, a t worst, in finding a vector Yj such th a t
— t ej - i  “I- IRYj .
For then
m£i =  +  t  ( j
=  tn^j-i +  T lR F )
=  m£i - i  +  TRYj ,
since t £j - i  C m ^ - i  . After n  stages, Theorem 2.3.2 tells us th a t is
a polarizing subalgebra for i .
§2.4  Som e M atrix  N o ta tio n
Since the strong Malcev basis B  for n has been fixed for the duration (as 
is necessary for any definition of orbits in general position), we shall work with 
matrix versions of several objects. We take a moment to fix some notation. Recall 
th a t B e : n x n —> IR denotes the antisym m etric bilinear form given by
B e(W u W 2) = £ ( [ W u W 2\)  for t e n *  and W i , W 2 e n .
Let [Be] denote the m atrix  of B t  w ith respect to the basis B,  and let [B£]j xj de­
note the upper left-hand (j  x j )-block of [Be\. Let [X] denote the vector 
X  € n w ritten as a column vector with respect to  B  (so [X] G IRn), and
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let [X]-xl denote the column vector consisting of the top j  entries of [X] (so
[X] j Xl G IRJ). Recall th a t the radical of f t  = £ 1 n . is
t ti = { X  e nj : £j ([X,Y}) = 0 for all Y  G xxj}
= {X  G rtj : ad*(X )^ ' =  0}.
In m atrix  notation we may write, for X  G nj ,
ad*(X)f t  = [Bt]jx • [X]j xl t
where juxtaposition signifies m atrix  multiplication. So
V = { W i x . e K :  [ B « U H iK1=o)-
§2.5 O u tlin e o f  th e  C on stru ction  M eth od
Suppose now th a t we have constructed m ^ - i  and are seeking to construct 
nr£ j . We know th a t if r£j C  t^ j- i we may simply set m^j =  rn^j-i, while if 
C  t ej we may set mej = tn£J- i  +  IRT; • Thus for 1 < j  < n  we first 
need a way of deciding whether t C  t^ j- i or t ( j - i  C  t £j , and then, if the 
la tter inclusion holds, we need a way of finding a  vector Yj  with the requisite 
property (of course, Yj  will not be unique and will, in general, depend on £). 
Consider the linear system
‘ O'
(*) =  :
LOJ j x i
As we have just seen, the set of all vectors [X]jx l  satisfying this system is 
(isomorphic to) . And as we shall see in §2.9, there exists a  well-defined
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procedure for row- and column-reducing the m atrix  [B(]j xj which always pro­
duces either an antisymmetric m atrix with a bottom  ( i- th )  row of zeros, or else 
an antisym m etric m atrix  with a single non-zero entry on its bottom  row, which 
entry is also the only non-zero entry in its column.
Suppose, on the one hand, th a t the bottom  row of the reduced m atrix 
[B£]j xj consists of zeros. Then, by antisymmetry, the right-hand (i- th )  col­
um n also consists of zeros, from which it follows th a t any solution to  (*) is 
unconstrained in the variable xj.  Hence <jt n7_i =  IR -span{X i,. . .  , X j - 1 }, 
and Case 2 of Theorem 2.3.1 implies th a t t ej - i  C t £j.  On the other hand, 
suppose th a t the bottom  row of the reduced m atrix [Be]^x j  contains a single 
non-zero entry on its bottom  row, which entry has only zeros above it. Then, by 
antisymmetry, the right-hand column contains only a single non-zero entry, which 
entry has only zeros to  its left, and it follows th a t any solution to  (*) m ust satisfy 
Xj = 0. Hence tej C n / - i ,  and Case 1 of Theorem 2.3.1 implies th a t t £j C t ^ - i .
At the j - t h  stage of our construction process, then, it appears th a t we m ust 
accomplish three things:
(1 ) insure th a t £J is the restriction to of a  linear functional £ € W , where
W  =  U D W d ;
(2 ) insure th a t [ B ^ . ^ .  is fully row- and column-reduced (in a m anner to  be 
specified below);
(3) construct , which may involve finding an (in general) ^-dependent 
vector Yj  which satisfies the equation ; - i  +  JRT} .
These three tasks may in fact be carried out simultaneously, as we now proceed 
to  show. Keep in mind th a t our aim is to produce the set Ws  and, for each
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t  € Ws  , a special polarization m£ and a special weak Malcev basis B w(£) which 
passes through rr+
§2.6  I llu stra tio n  o f  th e  C on stru ction  M eth od
We may at our pleasure fix a  strong Malcev basis B  for n which passes through 
the center 3 =  IR -span{X i,. . .  , X C}. Since B e( X i , X j )  =  0 for 1 < i , j  <  e  +  1, 
the top c rows and the left-hand c columns of [B£\ consist of zeros, and so 
it is obvious th a t the upper left-hand ( c + 1 )  x (c +  1) block of [Be] is the 












b c + l , n
c + 1
0
b n , n —1
b n  — l , n  
0 n  X n
where the entry bij  is, in general, a polynomial in the first i  — 1 components of 
i .  Hence t fC+i =  IR -span{X i,. . .  ,X c+i}, and we may always set c+i =  t £C+i. 
Setting Ymi =  X c+1, we have the first c + 1  vectors of all of the bases B w(£) tha t 
we are seeking to construct. We note for the record th a t Ymi is the first “internal
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orbit v e c t o r ” t  in the bases and we set i\ =  m i to  signify this fact. (It will always 
be the case th a t i \ =  m i =  c +  1 and th a t the first “jum p” index is j \  =  *i.) In 
addition, we are free to set =  0  since components in orbit directions are not 
param etrizing components (there will be 2 k  param etrization conditions before we 
are done). By the way, for obvious reasons we shall henceforward gently abuse 
notation by regarding [B t ] as the (n — c) x (n — c) m atrix  obtained by deleting 




b c+ 2 , c + l
bn, c + 1
b c+ l , c + 2
0
? c + l  ,n
0  b n  — l , r
b n , n —1 0 n —c X n —c
or, remembering th a t B ( is an antisymmetric bilinear form,
f  As we have already m entioned, generic TV-coadjoint orbits lie suspended over the subspace 
W q  =  IR-span{X* , . . . ,  X ?  }, where J  =  {j i  <  • • • <  J2k} is the  set of orb it indices. We are
<71 <7 2k
calling a vector in the basis B an “in ternal orb it vector” if it  is indexed by some j i  £ J  and if it 
is also in . Similarly, a vector in B will be called an “external o rb it vector” if it is indexed by 
some j i  £ J  and if it lies outside m^. We let J j  =  {e'i, . . . ,  iyt} and J g  =  {e i , . . . ,  e*} denote, 
respectively, the  sets of internal and external orb it indices.
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- b , c + l , c + 2
' c + l , c + 2
0
[Bt] =
~ b c + l ,n
bc+l,n
0  bn — 1, t
~ b n —l , n  0 n —c x  n —c
Suppose, for illustrative purposes, th a t the entry bc+i , c+2 is not identically 
zero (and so is a non-trivial polynomial in the components of t  ).
Then there are two alternatives:
( 1 ) we set & c + i , c + 2  =  in which case
t£c+2  — t£c+l "j- 1H c*4"l 5
and we may proceed as in the c +  1 case;
(2 )  we set bc+i )C+2 7^ 0 (th a t is, we disregard functionals t  for which 
&c+ i )C+ 2  =  0 ), in which case
xg c+ 2  — Xg c d  Xg c+i,
and we may set mf c+ 2  =  m£C+i, then set X ei =  X c + 2  (the first “external 
orbit vector” ), and then move on.
The problem w ith alternative (1) is th a t it can prevent a functional from being 
generic. To see this, recall from C hapter 1 th a t a linear functional t  € n* is 
called ‘generic’ if, speaking in m atrix  terms now, the rank of [Bg]jXn is as large 
as possible for each 1 <  j  < n  (see also [3], p . 8 6 ). Equivalently, t  is generic if 
the dimension of 0 j  , the annihilator of [Be\ j Xn , is as small as possible for each 
j  =  1, . . . , n , where
dj = { X  G n : &d*(X)£j = 0}
= { [ X ) e n n : [Be]jxn  [AT] =  0 }.
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Insuring the genericity of a functional i  requires us (in general) to prohibit 
certain polynomials in the components of £ from being zero, not set them  equal 
to  zero. In short, alternative (1) is sure to get us into trouble eventually, t
It would seem, then, th a t we are encouraged by the facts of the m atter to 
embrace alternative (2). If &c+ i , c + 2  is not identically zero and we then prohibit 
it from being zero, we do in fact make the ranks of the rectangular matrices 
[S^](c+1) x n and [5^]^c+2j x n as large as possible (tha t is, 1 and 2 , respectively). 
So we are on our way to  genericity for i .  And we see th a t i\  =  c + 1 and e\ =  c +  2  
are internal and external orbit indices, respectively, and we may set l i x =  i ei = 0 , 
since, again, components in orbit directions are not param etrizing components.
But w hat do we do about t pc+3 ? Now we are confronted w ith the m atrix
lS e \ ( c + 3 )  X ( c + 3 )  —
0
■ & c+ l ,c+ 2
& c + l , c + 2
0
- b c + 1 ,c + 3 -b,c + 2 , c + 3
& c + l , c + 3
& c + 2 ,c + 3
0
f  If an exam ple is wanted, one need look only as far as the  3-dim ensional Heisenberg group 
H i . If its Lie algebra f)i is viewed as IR -span{X i, X2, X3}, where [X3, X2] =  X i ,  then  for
I  € fj* we have
’ 0  0  0
0 0 t i
Lo - t i  0
Setting l \  — 0 forces the  rank of [Bp] to be 0 , whereas setting  l \  0 forces the  rank of 
[Bf\  to  be 2 . O f course, for f)i the set U of generic functionals consists precisely of those 
t  such th a t l \  0.
m
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We must decide whether t ^ c+2 C t^c+3 or c+ 3  C t^ c+2 . And if the former 
inclusion holds, we m ust find a vector Fc+ 3 such th a t
tn£C+3 =  m^c+2 +  TRYc+3.
Recall th a t the solution set of the linear system
(*) [ # J ( c + 3 )  X ( c + 3 )  [ -X ] ( c + 3 )  X I —
( c + 3 )  XI
is algebraically isomorphic to  c+3 . To solve the system, it suffices to  row-reduce 
[R^](c+.3) *  ( c + 3 )  • Under the continuing tem porary hypothesis th a t 6 c + i , c + 2  7^ 0, 
we find th a t this m atrix reduces to
0 3 c + 1 , c + 2  0 c + 1 , c + 3




5 c + 2 , c + 3
0
where we have
(1) added (&c + 2 ) C + 3  x r o w l )  to (6 c+i )C+2 x row 3), and
(2) added (-& c+.i)C+3 x row 2) to  (6 c + .1 jC + 2  x row 3).
Now since [Be] and [7?J(c+3) x (c+3 ) are antisym m etric matrices, after row- 
reducing we should also column-reduce to restore the antisymmetry. If we do this 
now to the above row-reduced version of [Be](c+3) x (c+3 ) , we get the antisym ­
m etric m atrix
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0  & c + l , c + 2  0
— b c+ i , c + 2  0  0  .
0  0  0
The right-hand column of zeros tells us th a t any solution to the system (*) is 
unconstrained in the variable a;c+3, whence t ^ c+ 3  (JL nc+2. It then follows from 
Case 2 of Theorem 2.3.1 th a t t ^ c+2 C t fC+3 , and so
111 £ c-J-3 — 111 £ c-f-2 +  J R F c + 3
for some ^-dependent vector f c+3.
§ 2 .7  L essons o f  th e  Illu stration
A few comments are in order here. In the first place, we row-reduced as if the 
entries of [B (] were scalars in a ring (rather than  a field) for reasons of typo­
graphical convenience. In the second place, since [B£] and [I?J(c+3) x (c+ 3 ) are 
antisym m etric matrices, after row-reducing we also column-reduced to  restore the 
antisymmetry. In the th ird  place, we did not interchange rows in the reduction 
process (in an attem pt to produce a so-called “echelon form”). The reason for 
this is simple: n is more than  just a vector space— it is an algebra. Indeed, it
is an algebra in which a strong Malcev basis has been fixed. To interchange two 
rows in [B(\ is to interchange two vectors in B, and so to  run the risk of losing 
the ‘strength’ of the basis, which consists in the fact th a t IR-span{A i, . . . ,  X j }  is 
an ideal for 1  <  j  < n. Since th a t strength will be used later on (in § 2 . 1 0 ,  to be 
exact), row interchanges m ust be forbidden. In the fourth place, the reduction 
of [I?J(c+3) x (c+3) employed the antisymmetric pair bc+i jC +2 and -&c+liC+2, 
and relied upon the hypothesis th a t &c+ i )C+2 ^  0 .  It is clear th a t to determine
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the containm ent relations of t £C +2 and t ^ c+ 3  only one reduction by one an­
tisym m etric pair was necessary. This phenomenon is general: to determine the 
containm ent relations of and t£,+ i, at most one reduction by one anti­
symmetric pair is necessary (of course, no reduction may be necessary or even 
possible). Each such reduction will require us to prohibit a non-trivial polynomial 
in (some of) the components of t  from being zero (these prohibitions will be 
called ‘strong genericity conditions’, for reasons to be explained). So, summing 
up the lessons of this special case, we shall in the future always
( 1 ) reduce as if working over a ring rather than  a field;
(2 ) antisymmetrize after each reduction;
(3) refrain from interchanging rows during reduction;
(4) reduce (when necessary) by using antisymmetric pairs which have been 
subjected to  a strong genericity condition, drawing conclusions as each 
pair is used.
§2.8  A  Less T h an  R are D ev ice
There is still another problem th a t we need to address before discussing the 
general case: how do we find the vector Yc+3 ? In fact, we need a device to 
produce this vector for us, and we find this device in a special kind of augmented 
m atrix. Let
= [ ■ ® d ( c + 3 )
1
X ( c + 3 )  I 
1
* c + r
x c + 2
* c + 3 _
0 b c+ l , c + 2 b c+  l , c + 3 1 * C + 1
= —  & C + 1 . C + 2 0 & c + 2 , c + 3 1 * c + 2
. — & c + l , c + 3 —  & c + 2 , c + 3 0 X c + 3
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where the entries in the right-hand column—the ‘bookkeeping’ column, as we 
shall call it—are not scalars, bu t ra ther vectors from B , the fixed strong Malcev 
basis for n. If we now row-reduce and antisymmetrize [i?J(c+3) x (c+ 3 ) as before, 
the bookkeeping column records the ^-dependent basis changes wrought thereby. 
Indeed, the following m atrix  results:
0  & c + l , c + 2  0  | X c + 1
— & c + l , c + 2  0 0  | X c + 2  ,
0  0  0  | X c+3_
where
* c + 3  =  & c + l ,c + 2 - < ^ c + 3  — & c + l , c + 3 - X c + 2  +  & c + 2 , c + 3 - ^ c + l -
This vector has the property th a t r^ c+3 =  ?e c+ 2  +  X c+3, where t £ c+ 2  is, of course, 
just the center 3 of n. Hence, m< c + 3 =  m^c+ 2  +  X c+3, and we see th a t this vector 
is a fine choice for the vector Fc + 3  th a t we seek. However, we can do better 
than  this. Since X c + 1  6  rn^c+ 2 (as seen above), we may set
tn^c+3 =  tn^c+2 +  X c-j-3,
where
X c+ 3 =  & c + l , c + 2 - X c + 3  “  & c + l , c + 3 - ^ c + 2 -
Now, i2 = c + 3 is the second internal orbit index, and X c + 3  depends only upon 
X i 2, and X ei =  X c+2 » the first external orbit vector. If we set m 2 =  1 2 , we 
may write
Ye =  1 xm-2 U -^ -c+ S
Oc+ l , c + 2
=  X m 2 “I” cm2 ,ei(0 -^ei)
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w h e r e
c (P\ — ^<H-l.c+3cm2 , e ~  »
" c + 1 , c +2
i s  a  r a t i o n a l  n o n s i n g u l a r  f u n c t i o n  o f  t h o s e  £  6  n *  s a t i s f y i n g  t h e  s t r o n g  g e n e r i c i t y  
c o n d i t i o n  & c + i , c +2  7̂  0 a n d  t h e  p a r a m e t r i z a t i o n  c o n d i t i o n s  £i1 =  £ei  = 0 .  T h e  
v e c t o r  Y i 2 i s  p e r h a p s  t h e  b e s t  c h o i c e  f o r  a  v e c t o r  w h i c h  s p a n s  c+3 ~  c+2 .
I f  w e  c o m p a r e  t h i s  v e c t o r  t o  i t e m  ( l e )  i n  § 2 . 2  a b o v e ,  w e  s e e  t h a t  i t s  f o r m  i s  
e x a c t l y  a s  a d v e r t i s e d .
T h e  v e c t o r  X m2 =  X c+ 3 s p a n s  t h a t  p a r t  o f  t h e  r a d i c a l  t ^c+3 w h i c h  i s  
n o t  a l r e a d y  c o n t a i n e d  i n  t ^ c + a  ( i . e . ,  t ^ c +3 ~  t € c + a ) ,  w h i l e  t h e  v e c t o r  X m2 =  
X c+3 s p a n s  t h a t  p a r t  o f  t h e  r a d i c a l  t ^ c +3 w h i c h  i s  n o t  a l r e a d y  c o n t a i n e d  i n  m ^ + 2  
( i . e . ,  m ^ c +3 ~  m f C + 2 ) .  S i n c e  i t  i s  o n l y  t h e  l a t t e r  v e c t o r  w h i c h  i n t e r e s t s  u s ,  l e t  
u s  a d a p t  o u r  a u g m e n t e d  m a t r i x  d e v i c e  t o  p r o d u c e  s u c h  a  v e c t o r .  I n d e e d ,  a l l  w e  
n e e d  d o  i s  s t i p u l a t e  t h a t  o n c e  a  b o o k k e e p i n g  c o l u m n  e n t r y  h a s  b e e n  f o u n d  t o  
b e  a n  e l e m e n t  o f  s o m e  j ,  t h a t  e n t r y  i s  i m m e d i a t e l y  r e p l a c e d  b y  z e r o  i n  t h e  
b o o k k e e p i n g  c o l u m n .  T h i s  h a s  t h e  e f f e c t  o f  e l i m i n a t i n g  l i n e a r  r e d u n d a n c i e s  a m o n g  
t h e  b a s i s  e l e m e n t s  o f  m ^ .  I n  t h e  p r e s e n t  e x a m p l e ,  t h e  v e c t o r  X c+i  s h o u l d  h a v e  
b e e n  r e p l a c e d  b y  z e r o  a s  s o o n  a s  i t  w a s  s e e n  t o  b e  a n  e l e m e n t  o f  m ^ + i  ( a n d  s o  
o f  m £ ) .  T h a t  i s ,  i n s t e a d  o f  l o o k i n g  l i k e  t h i s :
0  & c + l , c + 2  & c + l , c + 3  |  X c + i
— ^ c + l , c +2  0 & C + 2,c + 3  |  X c+2 ,
.  —  & c + l , c + 3  —  & c + 2 , c + 3  0  |  X c+ 3 _
t h e  a u g m e n t e d  m a t r i x  [ • 4 < ] ( c + 3 )  x  ( c + 4 )  s h o u l d  h a v e  l o o k e d  l i k e  this:
0  & c + l , c + 2  & c + l , c + 3  |  0
—  & c + l , c + 2  0 & c + 2 , c + 3  |  - ^ c +2  •
6 c + l , c + 3  — & c + 2 , c + 3  0  |  X c+ 3 _
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T h e n ,  r e d u c i n g  a s  w e  d i d  b e f o r e ,  w e  w o u l d  h a v e  a r r i v e d  a t  t h e  m a t r i x
0  b c+ i , c + 2  0  | 0
- & c + l , c + 2  0  0  | X c + 2  ,
0 0 0 I 1X c+3m
w h e r e  w e  h a v e  r e p l a c e d  X c+s  b y  1X c+$ ( t h e  p r e - s u p e r s c r i p t  n o t a t i o n  i s  o b v i ­
o u s l y  p r e f e r a b l e  t o  t h e  t i l d e - s t a c k i n g  n o t a t i o n  f o r  s h o w i n g  h o w  m a n y  r e d u c t i o n s
h a v e  b e e n  p e r f o r m e d ) .  B u t  r e m e m b e r :  1X c+3  d o e s  not  s p a n  r ^ c - 1-3 ~  t £C+2 , b u t  
o n l y  m ^ c +3 ~  r r + c + 2 .  F o r t u n a t e l y ,  t h i s  i s  e n o u g h  f o r  o u r  p u r p o s e s .
§2.9  T h e G eneral C on stru ction
W e  a r e  r e a d y  n o w  t o  g e n e r a l i z e  t h e  c o n c e p t s  a n d  t e c h n i q u e s  d e v e l o p e d  o v e r  t h e  
l a s t  f e w  p a g e s  u n d e r  t h e  t e m p o r a r y  h y p o t h e s i s  t h a t  & c + i , c - i -2 ^  0 .  S u p p o s e  
t h a t  t  £  n *  i s  p e r f e c t l y  a r b i t r a r y .  S i n c e  3 ( n )  =  I R - s p a n { X i , . . .  , X C } ,  w e  h a v e  
t £C =  ^ ( n )  a n d  w e  m a y  s e t  m f C  =  t £C =  3 ( n ) .  S o  o u r  w o r k  b e g i n s  a t  r o w  c  +  1 o f  
[B£], o r  r a t h e r  a t  r o w  c  +  1 o f  t h e  a u g m e n t e d  m a t r i x
• ‘ • & c + l ,n
[ ^ ]  =
0  & c + l , c + 2
' b c+ l , c + 2  0
X c+i
X c+2
» c + l , n
0  b n  — l , n
~bn —l , n  0
X n — 1 
X n
N o t e  t h a t  [ .A J  h a s  n o t  a s  y e t  u n d e r g o n e  a n y  r e d u c t i o n s  b y  a n t i s y m m e t r i c  p a i r s .  
T h i s  w i l l  s o o n  c h a n g e .
N o w  b e c a u s e  t h e  b a s i s  v e c t o r  X c+ \  E  B  i s  n o n - c e n t r a l ,  r o w  c + 1  o f  [ A J  c o n ­
t a i n s  a t  l e a s t  o n e  e n t r y  w h i c h  i s  a  n o n - t r i v i a l  p o l y n o m i a l  i n  t h e  c o m p o n e n t s
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£ \ , . . . , £ c o f  £ c+l  = ^ | nc+1 ( t h i s  e n t r y  n e e d  n o t  b e  b c+ 1 , 0+ 2 ?  a s  w e  a s s u m e d  
a b o v e ) .  L e t  L c+i  d e n o t e  t h e  c o l u m n  i n  w h i c h  t h e  lef tmost  s u c h  e n t r y  i s  t o  
b e  f o u n d ,  a n d  l e t  b c + i , l c+1 d e n o t e  t h e  e n t r y  i t s e l f .  R e s t r i c t  £ b y  p r o h i b i t i n g  
bc+i,Lc+l f r o m  b e i n g  z e r o ;  t h a t  i s ,  s e t
( S G C  1 )  6c+1iLc+1 ?  0 .
T h i s  i s  t h e  f i r s t  o f  o u r  s t r o n g  g e n e r i c i t y  c o n d i t i o n s  ( n o t e  t h a t  i t  i n s u r e s  t h a t  t h e  
r a n k  o f  [ ^ ] ( c + 1 ) X r a  1S 1 ?  w h i c h  i s  a s  l a r g e  a s  p o s s i b l e ) .  W e  u s e  t h e  a d j e c t i v e  
‘ s t r o n g ’  t o  p o i n t  u p  t h e  p o s s i b i l i t y  t h a t  t h e r e  e x i s t  g e n e r i c  f u n c t i o n a l s  i n  r t *  f o r  
w h i c h  b c+ i , l c+1 =  0 ,  a n d  s o  w e  a r e  b e g i n n i n g  h e r e  t o  p i c k  o u t  a  s u b s e t  o f  t h e  f u l l  
s e t  o f  g e n e r i c  f u n c t i o n a l s  i n  n * . t
S i n c e  r o w  c  +  1  c o n t a i n s  a  n o n - z e r o  e n t r y ,  c  +  1  £  J ,  t h e  s e t  o f  o r b i t  i n d i c e s .  
A l s o ,  L c+ 1 £  J  s i n c e  & z , c + 1 , c + i  7̂  0 .  I n  f a c t ,  c  +  1 =  i s  t h e  f i r s t  i n t e r n a l  o r b i t  
i n d e x ,  w h i l e  L c+ i i s  a n  e x t e r n a l  o r b i t  i n d e x  ( t h o u g h  w e  c a n n o t  a s  y e t  s a y  w h i c h  
o n e  i t  i s ) .  W e  r e s t r i c t  £ f u r t h e r  b y  r e q u i r i n g  t h a t
( P C  1 )  4 + i  =  h e+1 =  0 .
T h i s  i s  o u r  f i r s t  p a r a m e t r i z a t i o n  c o n d i t i o n .  T h e  t w o  c o n d i t i o n s  ( S G C  1 )  a n d  
( P C  1 )  t o g e t h e r  i n s u r e  t h a t  £ n  i s ,  a s  d e s i r e d ,  t h e  r e s t r i c t i o n  t o  n c + i  o f  a  
f u n c t i o n a l  £ (=. W  =  U C\W d
N e x t  w e  n o t e  t h a t  L c+ 1 >  c  +  1 ,  s o  t h e  e n t r y  4 + i ,Lc+1 i s  a b o v e  t h e  d i a g o n a l  
o f  [Af\  ( o f  c o u r s e ,  w e  a r e  a b u s i n g  l a n g u a g e  h e r e  j u s t  a  b i t  s i n c e  [Af\  i s  n o t  a
f  T he algebra labelled 06,17 in Nielsen ([7 ], p. 84) provides an example in which the set of 
strongly generic param etrizing functionals is a proper subset of the  set of generic param etrizing 
functionals. T he non-zero brackets are generated by [Xg, X5] =  X \ , [Xg , X3] =  X->, [A'5 ,X^]  = 
X2,  [X4,  X3] =  X i . I t  is easy to  see th a t the S G P F ’s satisfy the condition li{t\ + ^2 )  ^  
while the  G P F ’s satisfy the weaker condition (i \  + 7 ^  0 .
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square m atrix). Thus row c + 1  consists of zeros out to column c +  1, indeed out to 
column (L c+i — 1)- This means, as we know, th a t C t^c+i, and so we may 
set m^c+i =  n+c +  IR X C+1, where X c+i is the bookkeeping column entry on 
row c + 1 .  It is worth remarking th a t the entries on row c + 1  between column 
L c+i and the bookkeeping column have no bearing on the question whether or 
not X c+i spans mfC+i t c. This is because B* = { X  j* , . . . ,X*} is a Jordan- 
Holder basis for tl*. Finally, we set Ymi =  X c+i and replace X c+i by zero in 
the bookkeeping column.
We are ready now to row-reduce and antisymmetrize [Ae] (rather than  an 
upper left-hand block thereof). Since bc+i jl c+1 7^ 0 and since it is both  the 
leftmost non-zero entry on row c+ 1  and the topm ost non-zero entry in column 
L c+1 , we may use it to sweep out column L c+1 . If c + 2 < j  < n, and j  ^  L c+1 ,
(1) we m ultiply row j  of [Ae] by &c+i,Lc+1;
(2 ) then we add (—&j,Lc+1 x row c + 1 ) to row j ,  producing a new row j  whose 
(j,  L c + 1 )-entry is zero.
Now &c+i,Lc+i is the only non-zero entry in column L c+1 . (Of course, if it already 
was the only such entry, then no row operations were necessary.)
By the antisym m etry of [J3J, we have th a t 6 l c+1iC+i =  — &c+i,Lc+i 5 and so 
&Lc+i,c+i is both  the topm ost non-zero entry in column c + 1  and the leftmost 
non-zero entry on row T c+i • Thus we may use 6 / Jc+1 )C+i to sweep out column 
c + 1 .  For each L c + 1 <  j  < n, add (bjjC + 1 x row Lc+i ) to row j ,  producing 
a new row j  whose ( j , c  +  l)-en try  is zero. Now &lc+1 ,c+i is the only non-zero 
entry in column c + 1 . (Again, if it already was the only such entry, then no row 
operations were necessary).
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H a v i n g  r o w - r e d u c e d  [Ae\ ( p e r h a p s  v a c u o u s l y )  u s i n g  6 c + i , l c+1 a n d  i t s  a n t i ­
s y m m e t r i c  p a r t n e r  & l c + 1 ) C + i ,  w e  n o w  c o l u m n - r e d u c e  b y  t h e  s a m e  p a i r .  W e  c a l l  
t h e  r e s u l t i n g  a n t i s y m m e t r i z e d  m a t r i x  1[Ae] ( a n t i s y m m e t r i z e d  m o d u l o  t h e  b o o k ­
k e e p i n g  c o l u m n ,  o f  c o u r s e ) .  T h i s  m a t r i x  h a s  t h e  f o r m
I 0
'X .c + 2
' x n
w h e r e  f o r  c +  2 <  j  <  n,
( X j ,
Xx s
i f  j  =  L c+1 ;  
o t h e r w i s e .k bc+1 ,l c+i X j  +  bjiC+i X l c+1
I n  t h i s  e x p r e s s i o n  f o r  1X j ,  t h e  c o e f f i c i e n t  & j , c + i  m a y  w e l l  b e  z e r o ,  b u t  t h e  
c o e f f i c i e n t  & c + i , L c + 1 i s  never  zero b e c a u s e  o f  ( S G C  1 ) .  A s  a  c o n s e q u e n c e ,  t h e  
v e c t o r s  l X j  a l w a y s  h a v e  a  n o n - z e r o  c o m p o n e n t  i n  t h e  d i r e c t i o n  o f  X j ,  a n d  
f u r t h e r  r e d u c t i o n  o f  1{B(\  w i l l  n o t  a l t e r  t h i s  f a c t .  I n d e e d ,  i f  s  r e d u c t i o n s  h a v e  
b e e n  p e r f o r m e d  o n  [ A J ,  p r o d u c i n g  t h e  m a t r i x  S [ A J ,  t h e n  t h e  b o o k k e e p i n g  
c o l u m n  e n t r y  aX j ,  i f  i t  h a s  n o t  a l r e a d y  b e e n  z e r o e d  o u t ,  w i l l  a l w a y s  h a v e  a  n o n ­
z e r o  c o m p o n e n t  i n  t h e  d i r e c t i o n  o f  X j  ( b e c a u s e  t h e  c o e f f i c i e n t  o f  X j  i n  sX j  w i l l  
b e  a  p r o d u c t  o f  p o l y n o m i a l s  i n  t h e  p a r a m e t r i z i n g  c o m p o n e n t s  o f  £,  e a c h  f a c t o r  
o f  w h i c h  h a s  b e e n  r e s t r i c t e d  t o  b e  n o n - z e r o  b y  a  s t r o n g  g e n e r i c i t y  c o n d i t i o n ) .  F o r  
t h i s  r e a s o n ,  w e  m a y  s p e a k  o f  sX j  a s  b e i n g  a n  “ o r b i t ”  v e c t o r  i f  j  €  J,  t h e  s e t  o f
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orbit indices for the basis B. By this we shall mean simply th a t the bookkeeping 
column vector sX j  has a non-zero component in the direction of X j J
Since 2k is the maximal rank of [B£], k reductions are required in order to 
reduce [Ae] completely (some or all of which may be vacuous). Suppose th a t 
[.A J  has been reduced s times, where 1 <  s <  k. Then for c +  2 <  j  < n, the 
bookkeeping column entry on row j  of S[A^] has the form
• Xi  =
' - ' X j  if j  = Li,;
{  ( * - % . , L j ^ - ' X j )  +  ( ‘ - ' X l J  o t h e r w i s e .
H e r e ,  t h e  i n d e x  i s d e n o t e s  t h e  s - t h  i n t e r n a l  o r b i t  d i r e c t i o n ,  a n d
L,, ) ( ’''Xj) = L<. ) X ■■■ X ) (biuLh ) Xj,
w h e r e  , . . . ,  a~ 1biejLie a r e  t h e  p o l y n o m i a l s  ( i n  t h e  p a r a m e t r i z i n g  c o m ­
p o n e n t s  o f  £)  w h i c h  h a v e  b e e n  p r o h i b i t e d  f r o m  b e i n g  z e r o  b y  t h e  f i r s t  s ( n o t  
n e c e s s a r i l y  d i s t i n c t )  s t r o n g  g e n e r i c i t y  c o n d i t i o n s .
T h e  g e n e r a l  s t a g e  o f  t h e  c o n s t r u c t i o n  p r o c e s s  m a y  n o w  b e  d e s c r i b e d .  F o r  
e a c h  c  +  2  <  j  <  n,  t h e r e  a r e  e x a c t l y  t h r e e  c a s e s  t o  c o n s i d e r .  W e  s h a l l  e x a m i n e  
e a c h  c a s e  u n d e r  t h e  s u p p o s i t i o n  t h a t  [A(] h a s  b e e n  r e d u c e d  s t i m e s ,  w h e r e  
1 <  s <  k.
C a s e  1  S u p p o s e  r o w  j  c o n s i s t s  e n t i r e l y  o f  z e r o s .  T h e n  j  E D,  t h e  s e t  o f  
p a r a m e t e r  i n d i c e s ,  a n d  t f J - i  C  t £j ( b y  T h e o r e m  2 . 3 . 1 ) .  H e n c e  i f
I R - s p a n { W i , . . . ,  X C1 X mi, X m2, . . . ,  X jnt_l } ,
|  Note th a t none of the vectors s~ 1X j  depends on on th e  first c + 1  vectors X \ , . . . ,  X c+i  of 
the basis B because these vectors were replaced by zeros in the  bookkeeping colum n before 
reduction was begun.
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w h e r e  m i  =  c + 1  a n d  X m i ,  X ^ , . . . ,  X * lt_1 a r e  t h e  f o r m e r  b o o k k e e p i n g  c o l u m n  
e n t r i e s  o n  r o w s  m i , . . . ,  m t- i  o f  S [ . A J ,  t h e n  w e  m a y  s e t
n v  =  + I R X 4 t ,
w h e r e  X emt =  sX j  i s  t h e  c u r r e n t  b o o k k e e p i n g  c o l u m n  e n t r y  o n  r o w  j  o f  S [ A J .  
W e  t h e n  r e p l a c e  X ^  b y  z e r o  i n  t h e  b o o k k e e p i n g  c o l u m n .  H o w e v e r ,  b e c a u s e  
t j  i s  a  p a r a m e t r i z i n g  c o m p o n e n t ,  w e  d o  not  s e t  i t  e q u a l  t o  z e r o .  S i n c e  r o w  j  
c o n s i s t s  o f  z e r o s ,  n o  r e d u c t i o n  o f  i s  p o s s i b l e ,  s o  i f  j  <  n,  w e  p r o c e e d  t o
r o w  j  +  1 ;  o t h e r w i s e ,  w e  a r e  d o n e .
C a s e  2  S u p p o s e  r o w  j  c o n t a i n s  a n  e n t r y  sbj!Lj w h i c h  i s  t h e  l e f t m o s t  n o n - t r i v i a l  
p o l y n o m i a l  i n  t h e  p a r a m e t r i z i n g  c o m p o n e n t s  o f  P ,  a n d  w h i c h  a l s o  l i e s  above  t h e  
d i a g o n a l  o f  t h a t  i s ,  L j  >  j .  ( N o t e  t h a t  t h i s  i m p l i e s  t h a t  j  <  n  =  d i m  n . )
T h e n  o n l y  z e r o s  a p p e a r  o n  t h a t  p a r t  o f  r o w  j  w h i c h  i s  b e l o w  t h e  d i a g o n a l ,  a n d  
s o  t £j - i  C t ej ( b y  T h e o r e m  2.3.1). I f ,  a s  i n  C a s e  1,
t n ^  j — i  I R - s p a n { X i , . . . ,  X c ,  X m i ,  X m ^ , . . . ,  X m t _ l } ,
w h e r e  m i  =  c + 1  a n d  X m i ,  X ^ l 2 , . . . ,  X ^  a r e  t h e  f o r m e r  b o o k k e e p i n g  c o l u m n  
e n t r i e s  o n  r o w s  m i , . . . ,  m < _ i  o f  s [ i 4 J ,  t h e n  w e  m a y  a g a i n  s e t
n V  =
w h e r e  X lmt  =  ' X j  i s  t h e  c u r r e n t  b o o k k e e p i n g  c o l u m n  e n t r y  o n  r o w  j  o f  S [ A J .  
S i n c e  X f nt 6  ,  m t i s  a n  i n t e r n a l  o r b i t  i n d e x ,  s o  w e  s e t  * a + i  =  m t =  j .  T h e n
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we replace 9X j  by zero in the bookkeeping column and establish our (s +  l)- th  
param etrization condition
( P C  5 +  1)
and our (s +  l) - th  strong genericity condition
( S G C  5 +  1)
(Even if this entry has appeared in a  prior S G C ,  there is no harm  in its appearing 
in another). Next, we produce the (s + l)- tim es  reduced m atrix  3+1 [Ae] by row-
and column-reducing 9[A£] using 3&;J+1 ,z,tii+l and its antisym m etric partner. 
Finally, we proceed to row j  +  1.
C ase  3 Suppose row j  contains an entry sbjtLi which is the leftmost non-trivial
onal of 9[Be\, th a t is, Lj  < j .  Then this entry has already appeared in a  strong 
genericity condition, and so it is prohibited from being zero for the functionals 
t  th a t we are considering. As a  consequence, the bottom  row of the 5 -times 
reduced upper left-hand block m atrix s[Bf] . . does not consist of zeros, and so 
C t ej - i  (by Theorem 2.3.1), and we may set
polarizations when their construction is complete. B ut—and here is the
im portant p a rt—if 9X j  £  m€, then neither is X j ,  the j - th  vector in the original
polynomial in the param etrizing components of I3, and which is below the diag-
This implies th a t 9X j ,  the bookkeeping column entry on row j  of S[A J, is not 
an element of any of the polarizations mt j , nor will it be an element of the
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s t r o n g  M a l c e v  b a s i s  B  f o r  n .  W e  a l r e a d y  k n o w  t h e  r e a s o n :  b y  c o n s t r u c t i o n ,  sX j  i s  
a  l i n e a r  c o m b i n a t i o n  o f  t h e  v e c t o r  X j  a n d  c e r t a i n  o t h e r  v e c t o r s  X j  w i t h  i <  j ,  
a n d  t h e  c o e f f i c i e n t  o f  X j  i n  t h i s  l i n e a r  c o m b i n a t i o n  i s  g u a r a n t e e d  b y  o u r  p r e v i o u s  
s t r o n g  g e n e r i c i t y  c o n d i t i o n s  n e v e r  t o  b e  z e r o  f o r  t h e  f u n c t i o n a l s  I  t h a t  w e  a r e  
c o n s i d e r i n g .  W h a t  a l l  o f  t h i s  m e a n s  i s  t h a t  t h e  v e c t o r  X j  i s  external  t o  a l l  o f  t h e  
p o l a r i z a t i o n s  t h a t  w e  a r e  c o n s t r u c t i n g .
N o w  X j  m a y  o r  m a y  n o t  b e  t h e  f i r s t  s u c h  e x t e r n a l  o r b i t  v e c t o r  f r o m  t h e  
b a s i s  B f o u n d  d u r i n g  t h e  c o n s t r u c t i o n  p r o c e s s .  I n d e e d ,  s u p p o s e  t h a t  X j  i s  
t h e  t u - t h  o n e  f o u n d ,  w h e r e  1  <  w  <  k.  T h e n  w e  s e t  X ew — X j  a n d  w e  
c a l l  X Cw t h e  l u - t h  e x t e r n a l  o r b i t  v e c t o r .  A s  n o t e d  a b o v e ,  ew G Je-  S i n c e  t h e  
e n t r y  sbew,Lew i s  b e l o w  t h e  d i a g o n a l ,  i t  w i l l  h a v e  a l r e a d y  b e e n  s u b j e c t  t o  a  s t r o n g  
g e n e r i c i t y  c o n d t i o n  a n d  b e e n  u s e d  t o  s w e e p  o u t  c o l u m n  L ew a n d  r o w  ew. H e n c e  
n o  r e d u c t i o n  o f  S[A^\ i s  n e c e s s a r y .  A l s o ,  t  w i l l  h a v e  a l r e a d y  b e e n  s u b j e c t  t o  
t h e  p a r a m e t r i z a t i o n  c o n d i t i o n  l (Lw =  0 .  S o  i f  j  <  n,  w e  p r o c e e d  t o  r o w  j  +  1 ;  
o t h e r w i s e ,  w e  a r e  d o n e .
§2 .10  R esu lts  o f  th e  G eneral C on stru ction
W h e n  t h e  c o n s t r u c t i o n  p r o c e s s  j u s t  o u t l i n e d  i s  c o m p l e t e d  ( i . e . ,  w h e n  j  =  n),  w e  
f i n d  o u r s e l v e s  i n  t h e  p o s s e s s i o n  o f  n  v e c t o r s
X i , . . . ,  xc,  xmi,  xm2, . . . ,  xmp, xei, . .., xefc
s u c h  t h a t  t h e  e n t i r e  L i e  a l g e b r a
n IR-span{Xi, . . . ,  X c, X mi, X m2, . . . ,  X mp, X ei , . . . ,  X ek},
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a n d  t h e  s u b s p a c e
I R - s p a n { X i , . . . ,  X c, X m i , X m 2 , . . . ,  X m^}
i s  a  p o l a r i z i n g  s u b a l g e b r a  f o r  t h e  l i n e a r  f u n c t i o n a l  i  E n*,  p r o v i d e d  £ s a t i s f i e s  
t h e  s t r o n g  g e n e r i c i t y  c o n d i t i o n
( S G C  « ) )  X • ■ ■ X ( X . L „  ) ( K . L , , )  +  0
a n d  t h e  p a r a m e t r i z a t i o n  c o n d i t i o n s
{ P C  * )  £i l = . . . = e i k = £ e i = - - -  =  £ek =  0 .
I f  w e  c a l l  t h e  s e t  o f  a l l  s u c h  f u n c t i o n a l s  W 5 ,  t h e n  { S G C  * )  a s s u r e s  u s  t h a t  
W s  C  U ,  t h e  s e t  o f  g e n e r i c  f u n c t i o n a l s  w i t h  r e s p e c t  t o  t h e  b a s i s  B,  a n d  { P C  * )  
a s s u r e s  u s  t h a t  W 5  C  W o -  H e n c e ,  W s  C  W  =  U  f l  W o ,  a s  d e s i r e d .  T h e  s e t  
c o n s i s t s ,  o f  c o u r s e ,  o f  o u r  s t r o n g l y  g e n e r i c  p a r a m e t r i z i n g  f u n c t i o n a l s .  A  
t y p i c a l  m e m b e r  o f  W s  h a s  t h e  f o r m
e =  ed i x*d l + - - - + e d r x i ,
w h e r e  1  =  d j  <  •  ■ •  <  d r <  n.  R e c a l l  t h a t  t h e s e  i n d i c e s  c o m p r i s e  t h e  s e t  D  o f  d u a l  
( o r  p a r a m e t e r )  i n d i c e s .  I t  i s  i m p o r t a n t  t o  n o t e  t h a t  i t  i s  o n l y  t h e  c o m p o n e n t s  
(■dii- •  •  t h a t  a p p e a r  i n  t h e  c o n d i t i o n  { S G C  * ) .
I f  w e  n o w  d i v i d e  e a c h  v e c t o r  X f rit b y  t h e  c o e f f i c i e n t  o f  i t s  X mt t e r m ,  w h i c h  
c o e f f i c i e n t  i s  g u a r a n t e e d  b y  { S G C  * )  t o  b e  n o n - z e r o  f o r  £ E W 5 ,  w e  f i n d  t h a t
YL, = x m, +  J 2  <=■»..«,(*)
ej <mt
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w h e r e  X mt  i s  a  f i x e d  e l e m e n t  o f  B  a n d  t h e  c o e f f i c i e n t s  cmttej(£)  a r e  r a t i o ­
n a l  n o n s i n g u l a r  f u n c t i o n s  w h i c h  d e p e n d  o n l y  o n  t h e  p a r a m e t r i z i n g  c o m p o n e n t s  
,•••■> £de of  I  s u c h  t h a t  d s <  m t .  T h e  r e a s o n  f o r  t h i s  l a s t  r e m a r k  i s  c l e a r :  
r o w s  1  ,  o f  t h e  m a t r i x  [ J 3 J  c o n t a i n  e n t r i e s  w h i c h  d e p e n d ,  a t  m o s t ,  o n
t h e  c o m p o n e n t s  . . .  , 4 , C i  > •  •  •  o f  a n d  s o  t h e  b o o k k e e p i n g  c o l u m n
e n t r y  o n  r o w  m t  w h i c h  g a v e  r i s e  t o  t h e  v e c t o r  Y ^ (  c a n  i t s e l f  d e p e n d  a t  m o s t  
o n  t h e  s a m e  c o m p o n e n t s  ( b e c a u s e  o f  i t s  m o d e  o f  c o n s t r u c t i o n ) .  I t  i s  i m p o r t a n t  
t o  o b s e r v e ,  t o o ,  t h a t  t h e  s u m m a t i o n  i n  t h e  a b o v e  e x p r e s s i o n  f o r  i n v o l v e s
( b e s i d e s  X mt  i t s e l f ) ,  o n l y  f i x e d ,  n o n - £ - d e p e n d e n t  e x t e r n a l  o r b i t  v e c t o r s  X e j ,  
w i t h  ej  <  m t . A g a i n ,  t h i s  i s  d u e  t o  o u r  c o n s t r u c t i o n  p r o c e s s ,  w h i c h  i n v o l v e s  
z e r o i n g  o u t  b o o k k e e p i n g  c o l u m n  v e c t o r s  f o u n d  t o  b e  e l e m e n t s  o f  m ^ .
W h y  i s  t h e  s e t  { A i , . . . ,  X c, Y m i ,  Y ^ 2 , . . . ,  Y ^ p ,  X e i , . . . ,  X e k }  a  w e a k  M a l c e v  
b a s i s  f o r  n ?  I n  t h e  f i r s t  p l a c e ,  f o r  e a c h  1  <  t  <  p,  t h e  s u b s p a c e
m - s p a n { X 2 , . . . , X e ,  Ym t , K ' , ..........................Y ^ }
i s  a  s u b a l g e b r a  b y  c o n s t r u c t i o n  .  A n d  i n  t h e  s e c o n d  p l a c e ,
K , , X „ ]  =  [ X m, +  £
ej <mt
=  [ X m„ X ei] +  £
ej <mt
w h i c h  v e c t o r  i s  c o n t a i n e d  i n
©  l R - s p a n { X e i , . . . , A ' e l _ 1 }
b e c a u s e  B  i s  a  s t r o n g  M a l c e v  b a s i s  f o r  n .  H e n c e  f o r  e a c h  1 <  i <  k, we  h a v e  
t h a t
©  I R - s p a n { A ' e i , . . . ,  X e i }
42
i s  a  s u b a l g e b r a ,  a n d  s o
i s  i n d e e d  a  w e a k  M a l c e v  b a s i s  f o r  n ,  a s  d e s i r e d .
A l l  t h a t  r e m a i n s  t o  b e  s h o w n  i s  t h a t  t h e  P l a n c h e r e l  m e a s u r e  o f  W  W s  i s  
z e r o ,  s o  t h e  s t r o n g l y  g e n e r i c  p a r a m e t r i z i n g  f u n c t i o n a l s  i n d u c e  a l m o s t  a l l  o f  t h e  
g e n e r a l  p o s i t i o n  i r r e d u c i b l e  u n i t a r y  r e p r e s e n t a t i o n s  i n  N .  T o  t h i s  e n d ,  l e t
w h e r e  t h e  r i g h t - h a n d  s i d e  i s  t h e  p o l y n o m i a l  i n  ( S G C  * ) .  I f  £ 6  W s ,  w e  k n o w  
t h a t  Q ( t d i ,  •  •  •  , £ dT )  7̂  0 .  I n  f a c t ,  W s  i s  j u s t  t h e  Z a r i s k i - o p e n  s e t
S i n c e  t h e  z e r o  s e t  o f  t h e  n o n - t r i v i a l  p o l y n o m i a l  Q(£dt ■, • •  •  ■> £d r )  i s  a t  m o s t  ( r  — 1 ) -  
d i m e n s i o n a l ,  w e  h a v e  t h a t
w h e r e  m*  i s  r - d i m e n s i o n a l  L e b e s g u e  m e a s u r e  o n  W .  B u t  t h e n  t h e  P l a n c h e r e l  
m e a s u r e  o f  W  i s
a n d  w e  a r e  d o n e . T
f  If a  strong Malcev basis has been fixed for n, thus determ ining the  set { X j j , . . . ,  X j 2k } of 
o rbit vectors, the  Pfaffian of the  functional I  is the polynom ial function defined by
Pffaffian(f)2 =  det B,  
where Bi k  =  B t ( X j i , X j k ). See [3 ], p p ,150ff. for fu rther details.
w s  =  { « e W :  Q(ed t , . . . , e i r )¥=  0 } .
m*r ( W  ~  W s ) = 0 ,
W~VVs
=  0 ,
C H A P T E R  3
A pplying Special Polarizations
§3.1 S till M ore B ackground
In proving Conjecture 1.1 for the  selected groups N  mentioned in C hapter 1 , 
we shall need to work with the operator-valued Fourier transform  of a suitable 
function <p. We begin with a  general characterization of this transform  (see [2], 
pp. 206-207).
Let t  € n*, and let w =  be the irreducible unitary representation 
associated with the coadjoint orbit Ad*(iV)£ If m is any fixed polarization for 
£, we choose a weak Malcev basis B w =  {W i , . . . ,  Wm, Z7i,. . . ,  Uk} for n which 
passes through m. Then M  =  exp(m), and £  =  exp(IR17i) • • • exp(IRi!7fc) is a 
closed cross-section of M \ N .  We recall from C hapter 1 th a t % may be induced 
from the character x  =  e27r̂ » log on the subgroup M , and th a t ir acts on a 
H ilbert space 1-Ln of functions f  on N  th a t vary like x  along M -cosets, th a t is, 
f ( m n ) =  x ( m ) f ( n )• The action of 7r is right-translation: ir(x) f(n)  = f ( n x ) for 
all x , n  G N .
Define polynomial maps
7 : IRn—»iV, a  : IRm-+M , : IR*^iV,
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7 (w,u)  =  exp(u;1W1 H +  w mWm) e x p f a l h )  • • • exp(ukUk),
a ( w )  =  7 0 , 0 ) ,  £ ( u )  =  7 ( 0 ,  u),
and let dn, dm,  and dh be the invariant measures on N ,  M ,  and M \ N  de­
term ined by the Lebesgue measures d W  dU, dW, and dU. (Of course, a  is 
just the exponential m ap on m.) Then, using dh in the definition of the norm,
ll/ll«T=  I m \ n  I / I 2 the m aP sending / - * / ( « )  =  f ( P ( u )) is an isometry 
from 7in to  L 2 (TRk,dU), and so 7r may be modelled as a right action on 
L 2(IRfc).
Let /  (E 'Hn be continuous (so /  € (7(IR/) fl L2(lRfc)). Then for suitable 
functions ip (e.g., ip £ C^°(N)) ,  the operator
£0)0  = J  <p(n)Tr(n)(-)dn
N
produces absolutely convergent integrals when applied to / .  Recalling from 
C hapter 1 th a t an element n £ N  may be w ritten (uniquely) as the product 
n  =  m  • /3(u), we have the following standard  computation:
(£(*■)(/)) ( P t f j )  = J  v ( n ) K ( n ) /(/?(<)) dn
N
= J  <p(n) f ( P ( t ) n )  dn
N
= J  n) f(n)dn
N
=  j  j  </?(/?(t) - 1  m  /?(«)) f ( m  /?(«)) d m d u  
M  IRfc
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where in equation (5) we have used Fubini’s theorem and the x _covariance °f 
/ .  The action of the operator-valued Fourier transform  on a  function /  from 
the representation space 7i n is thus given by the ^-dimensional integral of the 
product of /  w ith the kernel function
K v {t,u) = j  m P (u ) )  x ( m ) dm.
M
§3.2 A  P ro p o sitio n
We may now prove a  slightly weakened version^ of Conjecture 1.1 for a large 
sub-class of nilpotent Lie groups:
3.2  P ro p o sitio n . Let N  be a connected, simply connected nilpotent Lie group 
with Lie algebra n, and let N  have the property that the set W C n* of linear 
functionals which parametrize generic coadjoint orbits (with respect to any fixed 
strong Malcev basis for  n) is polarized by a single maximal subordinate subalgebra
XV
m. Let ip £ C%°(N) and suppose that ip(t v )  = 0 for all tv £ E  C N g,p,, where 
the Plancherel measure p ( E ) >  0. Then ip = 0.
P ro o f. As in C hapter 2, let B = { X i , . . . ,  X n} be a strong Malcev basis which 
passes through the center ^(n) of n, and let
B w =  { A j , . . . ,  X c, Ymi, . . . ,  Ymp, X ei , . . . ,  X 6k}
f  W e assum e th a t  (p is in  C%°(N),  r a th e r  th a n  L ^ ° ( N ) ,  in o rd e r to  use  th e  n ilp o ten t 
P lan ch ere l theo rem . T h e  tw o exam ples w hich follow th is  p ro p o sitio n  do no t  assum e th a t  ip is 
sm ooth .
y9-P-
^  y  1 m  P{u )) e27” f (log m) dm ^  /(/? (« )) du
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be the corresponding special weak Malcev basis (note th a t Ym2, . . . ,  Ymp do not 
depend on any elements of n* in the present case). For convenience in sub­
scripting, let us set Wi = X x, . . . ,  W c = X c, W c + 1  = Ymi, . . . ,  W m = Ymp . Now 
for each n  G E,  there exists a unique £ G W  such th a t tt — (Kirillov). Let 
E '  C W  correspond to E  C N g,p_. Then for each £ G E  , we have (by hypoth­
esis) th a t <£>(717) =  0. Hence for each continuous /  G — Tdr; , the fixed1 Vo
XN.
modelling space for all 7r G iV3.p., we have, as we saw in §3.1,
0  =  (£(ti>)/)(/?(*))
/
IRfc \  M
for all t G IR*. Since C(IRfc) fl L 2 (lRfc) is dense in L 2 (IRA), it follows th a t
0 = K ^ ( t ,u ,£ )
— J  171 P(u)) e2m£ (log dm
M
for all i , « G  IR* and for all £ G E ' .
Now fix i, u G i?fc arbitrarily, and recall th a t the set { 1 , . . . ,  m} of polariza­
tion indices may be viewed as the disjoint union of the sets D  =  { d i , . . . ,  dr} and 
J i  = { h , . .  . ,**}.  If ^ =  € £ '  and W  =  £ 7 = 1  G m, then
for all £ G E ' , we have
0  =  J  <p(P(t)~x m P iu j )  e2nie (log m) dm
M
=  y  „
]R
J  <p(P(t)~1 a ( W ) 0 (u)) e2nie(ios a{W)) d W
-  J  ( J  y (P { t )~x a{W)(3(u)) dwh ---dwi
IRr \  ]Rfc
e 2ir i (wd l ed l + —+ w dredr) d w i r . . d w i r  .
'*k 1 X
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The inner integral in equation (3) is compactly supported and independent of 
£. Hence, by the Paley-W iener theorem, the integral over IRr extends to an 
entire function on <Dr . Since E ' has positive r-dim ensional m easure and the 
integral vanishes for all £ € E \  it m ust in fact vanish for all £ € W. Moreover, 
since t  and u were chosen arbitrarily  from IRfc, we have th a t the kernel 
K ^ ( t ,u ,£ )  vanishes for all t , u  € IRfc and for all £ € W .  But this is just to  say 
th a t r) is the zero operator.
So we see th a t <p(7r) =  0 for all tt E E  implies th a t <p(w) = 0 for all 
tt G N  g.p. . Now by the nilpotent incarnation of the Plancherel Theorem ([3], 
pp. 144-161), we find th a t
IIV W\ =  J  T r(^ (7r) ^ ( 7r)*) M 71-)
N  
=  0 .
Hence <p =  0, as desired. O
We should note th a t in their paper “Fourier transform s of smooth functions 
on certain nilpotent Lie groups” [1 ], Corwin and Greenleaf show th a t the kernel
K can be rew ritten as an exponential factor m ultiplied by the partia l Fourier 
transform  (in the first m  variables) of cp o 7  composed w ith a polynomial change 
of variables map, provided p  G S ( N ) and N  has the property th a t every 
irreducible unitary  representation in the support of the Plancherel measure is 
induced from a single polarizing ideal. They point out th a t many groups possess 
this la tter property; for example, the (2n  +  l)-dim ensional Heisenberg groups, 
and the groups of upper triangular n  x n  matrices w ith l ’s on the diagonal. 
O ur proposition is slightly more general, in th a t we do not require the single
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polarization to be an ideal, bu t it is also slightly less general, in th a t we do not 
obtain a formula for the kernel K  , bu t ra ther conclude from its vanishing that 
the compactly supported, infinitely differentiable function p> m ust also vanish 
on N .  In case the reader wonders whether there are any nilpotent Lie groups 
with the property assumed in Proposition 3.2, he is referred to the groups labelled 
£*6 ,1 2  and G6 ,i4 in Nielsen ([7], pp. 63ff. and pp. 73ff., respectively).
§3.3  T w o E xam p les
We said in C hapter 1 th a t there are some particular examples of groups lying 
outside the class just discussed for which Conjecture 1.1 holds as stated. We tu rn  
now to  two such examples (the w riter has dealt similarly w ith others).
3.3 .1  E xam p le. Let f23 denote the 3 -step free nilpotent Lie algebra on the 2 
generators X$ and X 4 , and let F  2 3 denote the corresponding 1-connected free 
nilpotent Lie group. A strong Malcev basis for f 2 3 is given by B = { X i, . . . ,  X 5 }, 
w ith non-zero brackets generated by
[X5,X4] =  * 3 ,  [Xs, x 3] = x2, [X4 , X 3] =  X i .
Suppressing central zeros (as in C hapter 2), we may write the augm ented m atrix 
[.AJ  of the bilinear form B ( for £ G f 2 3* as
[ ^ ]  =
0 —t \  —I 2 I X 3
0 — -^3 | X 4
@3 0 I X 5
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Since row 3 is the first non-central row, we note th a t X 3 G . Next, we replace 
X 3 by zero in the bookkeeping column, set £\ ^  0, and set £ 3  =  £ 4  =  0. Then, 
using t \  and —£\, we row-reduce and antisymmetrize, producing the m atrix
H i  =
0 - £ x 0 I 0
tx 0 0 | X 4
■5
where lX$  =  £4 X 3  — £2 X 4 . The strongly generic param etrizing functionals in 
f 2 3* comprise the set Ws  =  {£ G f 2 3 * : /  0, £ 3  = £ 4  = 0}. A polarization
for £ G Ws  is given by me =  lR -span{X i,X 2 ,T 3 , l^ } ,  where Y3 = X 3 and
1
w  =  t 1Xs
£2
= x ^ f X i
= X 5 + c ( t ) X 4.
f 2 3  itself may be w ritten m ^© IR X 4 .
We have just seen tha t many nilpotent Lie algebras have the property th a t 
a  single ideal polarizes all generic functionals. Although we did not mention 
it above, such an ideal m ust also be abelian ([1], p. 205). f 2 3 is the lowest 
dimensional example (and, up to isomorphism, the only 5-dimensional example) 
to  lack this property (see [7], Ch. 1). In fact, m£ is an ideal (as can always 
be arranged for 3-step algebras), bu t it is non-abelian and rotates as £ varies 
through the set W5  of strongly generic param etrizing functionals.
To fix notation, let W(£) = 1 0 4 X 4 +  W2 X 2 + W3 Y3 -f w 5 Y5e denote an ar­
b itrary  element of the polarization m^, let m(£) — exp (W(£))  denote the
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corresponding group element, and let /?(f) =  exp( tXi) .  As Euclidean measure 
on the polarizations we shall always choose
d W  = dw\ dw2 dw3 dw$,
hyperplane IR -span{X i,X 2 , X 3 , X 5}. As remarked in C hapter 2, this choice of 
measure is valid for all functionals £ £ Ws  (indeed, for all generic functionals in 
the present example). The m easure d W d x 4 on f 23,w ith  dx 4 being Lebesgue 
measure on H X 4 , corresponds to the invariant (Haar) measure dm(£)du  on 
the group F  2 3 .
We are now ready to  sta te  and prove Conjecture 1.1 for F 2 3:
Let (p £  L ^ ( F 2 3 ) ,  and suppose that £>(7r )  — 0 for all 7x E  E,  where E  
is a subset of the strongly generic representations in F  2 ,3  and E  has positive 
Plancherel measure. Then <p = 0 almost everywhere on F 23 .
P ro o f . For each 7r £ E , there exists a  unique £ E  Ws  such th a t 7r =  7rf . Letting 
E 1 C W 5  correspond to  E  E F 2 ,z, we have by hypothesis th a t <p(7rf ) =  0 for 
all £ E E ' . Hence, for each continuous f  E  — X2 (IR), we have (writing 
/  for the function we earlier called / ) :
for all f £ 1R, and for all £ £ E 1. Since C(IR) fl L2(IR) is dense in L2(IR), we
which is just the fixed Euclidean measure on the projection of onto the
0 =  (£(tj-e) f ) ( t )
[  (  [  v i P i t y 1 ™{£) /3(u)) e2nie(lo& m(€)) dm{£) \  f ( u ) du
1R V M, J
m ust therefore have
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for all t, u G 1R, and for all £ G E ' .
W hen we reached this point in the proof of Proposition 3.2, we were able to 
continue by noting th a t for each fixed choice of t , u  6 IRfc, and for all £ £ E ' ,  
we have 0 =  f M 1m/?(u)) e27rt£(log an(j so on_ g ut there is an
im portant difference between then and now: the present integral is over M e , not 
over M .  As £ varies through E 1, M e will also vary. We m ust find a new 
argum ent for the vanishing of ip.
Since we shall need to  m anipulate the kernel function K ^ ,  we employ the 
notational conveniences
X  * Y  =  log(exp(X ) • exp(F )) (Campbell-Baker-Hausdorff product)
and <p = <p o exp. Then for any £ € W5 , we have:
#£(*»«) = K v ( t ,u ,e )
= j  ™{t) f3(u)) e2nie(lo& m(£)) dm{£)
Mt
= J  f t - t X *  * W{£) * uX*) e2nie (log(exp w(/))) d W  
= J  <p(-tX 4  * W{£)  * t X A * ( u -  t ) X i )  e2*ie d W  
=  J<p{W{£) * { u -  t ) X i )  e2nie (*X4 *w(t)*-tx4) d w
= J  ${W (£)  * { u -  t)X, t) e27ri Ad*(exp ~tXi)t (w{t)) dW,
m(
where in equation (5) we use the fact th a t is an ideal in f 2 3.
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W riting £ =  Ad*(exp we compute th a t
l  = t  +  ad +  ! ( a d * ( - ( X ,) ) 2 (£)
=  +  «2X 2* +  ( « , ) X J  +  ( 4  -  \ i 2h ) X i ,
whence
^ ( W ( ^ ) )  =  +  ^ 2 ^ 2  +  ( ^ i )^3  +  { h  ~  \ t 2h ) w s .
Also, using the C-B-H formula, we find th a t 
W( £)  * ( u -  t )X4
=  (w i X \  +  W2 X 2 +  w 3 X 3 +  W5 Y5 ) * (m — t ) X 4
=  ( w \ X \  +  W2X2  +  W3X3  +  W5X5  +  wsc^fyX^j  *  ( u  —  t ) X 4 
=  ( w i X i  +  •  •  •  +  W 5 X 5  +  W5c(£)X4)  *  ( —W5c(£) )X4 * ( W5c( £ ) ) X 4 * (u — t ) X 4
= =  ((^ 1  +  P l ) X \  +  (w2  +  p2)X2  +  ( w3 +  P3) X 3 +  W5X5)  * ( « — <  +  W^c{£)^X4 
= =  ( w i  +  P i ,  w 2 +  P2, m  +  P 3 , w 5 ;  U -  t  +  W5c ( £ ) ) ,
where the notational abbreviation in equation (5) is introduced for typographi­
cal convenience. The polynomials P 2 and P 3 in equation (4) are easily 
computed:
P3 =  wlc(£) ,
P2  =  - ^ w l c ( £ ) ,  
Pi  =  l w 3w 5c(£)) -  ±w%c(£)2.
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Returning to the computation of i f * , we see that
=  J  <p(W (£) * (« -  * )* 4) e2,ri* dW
+  Pl ,W2 +  P2,w$ +  P3 , w 5 u — t  + w 5 c( i)) X
]R4
e 2 ^ ( ^ Wl+ < 2«,2 +  ( ^ 1)«,3 +  ( 4 - i t 2€1)W5)) dm dm ^  dw5
<p(wi +  P i ,w 2 + P2 , w 3 + P3 ,W5 ] u - t  + w 5c(£ )) x
e27ri(f1u,1 + € 2«;2 +  (t<1) u ; 3 + ( - | t 2<i)«;5) ^  ^  e 2wi ( W )  ^
=  J ^ ( e u eM , u - t  + w 5 c(,)) e27ri(£6ws>)
IR
where 1K ^{£ \ ,£ 2 , t ,w ^  ; u — t  +  w$c(£)) is a handy (and suggestive) way of 
referring to the inner 3-dimensional integral on the right-hand side of equation
(3).
We observe that this abridged kernel 1K p (£ 1 ,£2 , t ,  w 5 ; u — t +  u>5c(£)) is 
independent of l 3  and compactly supported in the variable w$. Indeed, because 
of these facts, the hypotheses of the Paley-Wiener theorem for IR are satisfied, 
and so the integral
(*) J  1K q >(£  1 , £ 2 , t , w 5 \ u  — t  +  w 5c(£ ) )  e 2 7 r t d w 5
TR
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defines a  function of £3 (a partia l Fourier transform  of the abridged kernel) which 
extends to  an entire function on (E . We shall use this fact in a  moment.
By hypothesis, for each £ E E 1, the integral (*) is zero for all t ,« £ ] R .  If 
we pu t a — u — t +  w$c(£ ), we note th a t a can be fixed arbitrarily  by simply 
letting u = a + t — w 5 c(£). In effect, the degree of freedom represented by the 
variable u absorbs all variation in £, 1U5 and c(£ ), thus fixing a. Hence, for 
each £ E E ' , the integral (*) is zero for all t, a E IR. Again, if we set £3 =  t£\, 
we see th a t (*) vanishes for all £ 3  E IR, using our freedom in t to  vary £3 .  ̂
So we see th a t for each £ E E 1, the integral (*) is zero for all £3, a E IR.
Let us now consider £ to  be the ordered triple (£ \, £2 , £ 5  )- Because 
E 1 has positive 3-dimensional measure, there exists a  set E [  2 (say) of pos­
itive 2-dimensional measure such th a t for each pair (£\ , £fi) E E [  2 , the triple 
(.£1 ,^ 2 ,^ 5 ) is an element of E '  for all £ 5 in a  set E'5 (£ 1 ,^ 2 ) of positive 
1-dimensional measure. (This is a  consequence of Fubini’s theorem.)
Fix the pair (£1 , £2 ) arbitrarily  in the set E'l 2 , and then fix £3 and 
a arbitrarily  in IR. For all £ 3  in the set (^1 ,^ 2 ) i we have that
0 = j  1K ^(£ u £2 j 3 ,w s ; a) e27ri^ 5) dw5. 
m.
Because this integral has an entire extension and vanishes on a set of positive 
1-dimensional measure, it vanishes for all £3 E IR. But this vanishing for all 
£3 implies, in tu rn , th a t
f  In fact, I3 is a kind of ersatz I3 , making up for the absence of the  X 3-com ponent in the
strongly generic param etrizing functionals I  w ith which we are working. We m ight also point
ou t th a t, strictly  speaking, one ought now to replace every occurrence of t in the kernel by 4s-.£■1
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0 =  1K lf>(£1 ,£2 ,£3 ,w 5 ; a)
=  e2 " H - l t ' h m )  f ̂ ( w 1 + P u w 2 +  P2 i w 3 +  P3 , W5 ;a )  x
IR3
e2 ni(e1wl + i 2w2 + hw a) dwidw2dw3j
or, cancelling the non-zero factor e2™
0 =  f  <p(Wl + P t , w 2 + P2 , w 3 + P3 ,w 5 ; a) e^ { ^ + ^  +  ̂ )  dwxdw2 dwz 
IR3
for each fixed pair (£\, £2) € E [  2 , and for each fixed choice of £3 , a ,w 5 £ IR.
Since the polynomial P 3 does not depend on the remaining variables of 
integration, the translation invariance of Lebesgue measure implies th a t sending 
w 3 1— ► w 3 — P3 in this last integral does not affect its vanishing. Making this 
replacement and cancelling the resulting non-zero factor e2nt^~eaP3\  we find th a t 
the polynomial P\ becomes
1P 1 = \ w 3 w 5 c{£) +  -^wlc(£)2,
and the last integral above becomes
J  (p{wi +  1P i , w 2 + P2 ,w 3 ,w 5  ; a) e2m{e'w' + e2 w2 + hw 3) dwidw2dwz
]R3
(p
IR \  IR2
[ ( [ <p(wx + 1Ply... ; a )  e2lTi (e'w'+e*w*) d w j d u ^  e2lrii*W3 dw3 
I R  '
=  j  2K̂(£i,£2, w3,w5] a) e2nt(̂w3) dw3?
IR
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where 2 Kq,{£i , £2 , 1 0 3 ,1 0 5  ; a) refers to the inner 2 -dimensional integral in equation
( 1 ) above.
This twice-abridged kernel 2 /<£,(£;!, £2, w 3 , w 5 5 «) is independent of £ 3  (and 
so of t ), and is compactly supported in the variable W3 . Because of these facts, the 
integral—call it (* *)— on the right-hand side of equation ( 1 ) defines a  function 
of £ 3  (a partia l Fourier transform  of the twice-abridged kernel) which extends 
to  an entire function on (D .
Now we argue almost as before. Fix the pair (£1 , ^ 2 ) G E'i 21 anc  ̂ a ŝo 
a, W5 £  IR. The integral (* *) vanishes for all £ 3  £  IR, which then implies (again, 
by Paley-W iener) tha t
0 =  2 K<j>(£x,£2 ,W3 , w 5 ; a)
=  J  <p(wi + 1P i , w 2 +  P2 ,W3 ,w 5 ; a)e2m (tlWl +t2W2) dw1 dw2
IR2
for each fixed pair (£1 ,^ 2 ) £ and for each fixed a, io3 ,io5 £ IR.
Since the polynomials XPX and P 2 do not depend on the variables w x and 
W2 , the translation invariance of Lebesgue measure again assures us th a t sending 
W\ 1— ► W\ — lP\ and W2 '— ► u>2 — P2 in this last integral does not affect its 
vanishing. Making these replacements and cancelling the resulting non-zero factor 
P i - t 2P2) ̂  we £n(j ^hat
0 =  f <p(w1 ,w 2 ,W3 ,w 5 a)e2nt (£lWl+e2W2) dwxdw2 
]R2
for each choice of 1 0 3 , 1 0 5 , 0  £  IR, provided the pair (£ i,£ 2 ) is chosen from the 
set of positive 2-dimensional measure. But this last integral is just the
partia l Fourier transform  of (p in the central variables wx and to2, and so the
fact th a t it vanishes on E '1 2  implies th a t it vanishes for all pairs (^1 ,^ 2 )- Hence 
the function <p — <p o exp is zero for almost all W\ , u>2 G IR for each choice of 
w 3 ,W5 ,a  £ IR. We see finally, then, th a t ip =  0 almost everywhere on F  2 3, as 
desired. □
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3 .3 .2  E x a m p le . Let n 7 denote the 7-dimensional 5-step nilpotent Lie algebra 
with non-zero brackets generated by
[X7, X,]  =  Xs,  [X7, X s] =  X 4, [X, ,Xi ]  =  X , ,  {X7, X 3} =  x 2 
[Jf6, JTS] =  [X6,X 4] =  X 2, [Xs ,X 3] = X j ,  [X5,X 4] =  - X 4,
and let N 7 denote the corresponding 1-connected nilpotent Lie group. Suppress­
ing central zeros, we may write the augmented m atrix  [AJ of the bilinear form 
B e for £ E n* as
■ 0 0 0 - i l —£2 1 x3-
0 0 i l - i s —£3 | * 4
0 - i l 0 -£4 I * 5
i l £2 is 0 - i s I * 6
. £ 2 is £4 £5 0 1 x7.
Working as before, we find th a t the strongly generic param etrizing functionals 
in n* comprise the set Ws  =  {£ E n* : £\ ^  0, £ 3  =  £ 4  =  £ 5  =  £q =  0}. A
polarization for £ E W5 is given by =  IR-span{X i, X 2 , Y3,1 4 , Y-f), where 
Y f  = X 7 — =  X 7 +  c(£)X6. The entire algebra n7 may be w ritten as
tn£ © IR-spanfXs, A 6}.
The polarization for £ E Ws  is neither abelian nor an ideal. In
addition, the two external orbit vectors X$ and Xq  do not commute with 
respect to the Lie bracket; indeed, their bracket [Xq,Xs] = X$  is non-central. 
In some respects, then, the algebra n 7 is more typical than  f2 3 , and so it is 
interesting to  see th a t our conjecture holds in n 7 as well (although the argument
is complicated by the fact th a t tnf is not an ideal!).
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To fix notation, let W ( t )  =  w \ X \  + W2 X 2 + W3 Y3 +  W4 Y4  + w j Y f  denote 
an arb itrary  element of the polarization m^, let m(Jt) =  exp(W (^)) denote 
the corresponding group element, and let /?(«i,m2) =  e x p ^ iX s )  exp(u2 X 6). As 
Euclidean measure on the polarizations we shall always choose
d W  =  du>i dw2 dwz dw± dwj,
which is just the fixed Euclidean measure on the projection of m£ onto the hy­
perplane IR-span{Xi, X 2, X 3, X 4, }. As before, this choice of measure is valid
for all functionals t  E Ws . The measure dW dx$  dxe on n 7, with dx5 dx& be­
ing Lebesgue measure on IR-span{A5, -Xg}, corresponds to the invariant (Haar) 
measure d m ( i )d u \d v ,2  on the group N 7.
So much being said, we now state  and prove Conjecture 1.1 for N 7:
Let p  E L^°(N7), and suppose that <p(n) =  0 for all tt E E,  where E  is a subset
x»s.
of the strongly generic representations in N j  and E  has positive Plancherel 
measure. Then ip =  0 almost everywhere on N 7.
P ro o f . For each 7r E E,  there exists a unique t  E Ws such th a t 7r =  Letting 
E '  C Ws  correspond to £  C JV7, we have by hypothesis th a t (p{%e) =  0 for all 
t  E E 1. Hence, for each continuous /  E 7ini =  L 2 (IR2), we have (again writing 
/  instead of / ) :
0 =  (£ (* * )/) (*i,*2)
H I  tp( /3(t i , t2)  1m(£)  /3 (ui ,  U2))e2nie ( l o g  d m [ l ) \ f { u \ , U 2 ) d u i d u
R 2 '  M '
for all ( ii,< 2 ) £ IR2? and for all t  6  E ' . Since C(IR2) DZ-2 (1R2) is dense in 
L 2 (IR2), it follows th a t
0 =  f r t m M T 1 rn(l) /?(«,, u2)) e2nit (Iog "•<')) dm(C)
for all t i , t2 ,ui ,U2  £ IR, and for all i  £ E ' .
Reverting to the notational conveniences X *Y =  log(exp(X ) •exp(3/'))  and 
ip = <p o exp, we have for any t  € Ws  :
K ^ ( t 1 , t 2 , u 1 , u 2)
= K ip(t 1 , t 2 , u i , u 2 , e )
=  J  <e(f>(tuhr1 m(l) P(uuu2)) ■»«)) dm(l)
Mt
= J  <f(-hX6 * -tiX5 * W(£) * UlX5 * u2X6) e2*ie (w(/))) dW.
O ur strategy now is to  use the Campbell-Baker-Hausdorff formula ‘softly’ (i.e., 
w ith little regard for the rational coefficients or their signs) to  coax the vector
—<2^6 * “ ^1^5 *W(£) * UiX5 * U2X6
into a form more suited to the purposes of our argum ent. The form we seek is 
W (£ , t i , t2 ,U i  —t \ ) *  («i — +  Ps)X§ * (v,2 — 2̂ +  Pb) X q,
where
W ( £ , t i , t 2 ,U1 — <i) =  (u?i +  Pi )X\  +  • • • +  (W4 -j- P<±)X± +  WtXi
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and the polynomials P \ , . . . ,  PG have certain special dependencies and non­
dependencies which perm it our arguments to proceed. For typographical conve­
nience, we shall write W  instead of W(£)  for a while.
We first do the com putation in ‘scroll’ mode, w ithout stopping for comments. 
The underline delineates th a t part of the product currently being computed, while 
the overdots on the next line—the ghosts of the departed underlines—identify the 
results of th a t computation:
— ^2-^6 * —̂ 1-^5 * "W * ^ l X G * 2̂-̂ *6
== —̂ 2 - ^ 6  * — * TF * t \X§  * —t lX$  * U \X 5 * U2 -X6 
( 2 )
=  — ^2-^-6 *  —^ 1 -^ 5  *  *  t l -^ 5  *  —^ 1 -^ 5  *  W l-^ 5  *  M2
== —̂ 2-^6 * 1W  * <2-^6 * —£2 - ^ 6  * (^ l — t \ )X$  * 112-Xq
— —̂ 2-̂ *6 * * ^2-^6 * ^2-^6 * ( W1 — ^ l ) -^ 5  *
(=> 2w * - P e X e  * P6X 6 * - t 2Xe  * (m  -  t i ) X 5 * n 2 X 6
(=} 2W  * - P 6 X 6 * P6 X 6 * - t 2 X 6 * (m  -  h ) X 5 * u 2 X 6
V  3W  * \ - t 2 +  P6 ) X 6 * («i -  h ) X s * - ( - t 2 + P6 ) X 6 * ( ~ t 2 +  PG) X 6 * u 2 X 6
=  3W  * ( - t 2 +  P e)X 6 * (m  -  f i)X 5 * - ( - < 2  +  P e)X 6 * ( ~ t 2 +  PG) X G * u 2* 6
^  3W  * - P 5 X 5  * P5Xs  * <5*5,6 * («i -  t i ) X s * \ u 2 -  t 2 +  P6 ) X 6
(= } 3W  * - P 5 X 5 * P5 X 5 * S 5}6 * (m  -  h ) X 5  * (u 2 - t 2 + P6 ) X 6
(^ } *W  * S 5>6 * (m  -  h  + Ps)X 5 * («2 -  t 2 +  PG) X 6
62
( =  } 4W  * ^5 ,6  % (m  -  t! +  P 5)X 5 * (tt2 -  <2 +  Pe) X 6 
(= } 5 W * ( « i - i i + P 5 )X 5 * ( u 2 - * 2 + P 6 )X 6.
W hat is going on here is straightforward enough (albeit somewhat tedious to 
describe). In equations (1), (2) and (3), we ‘home’ —<1X 5 across W , producing 
1 W , which is now a -dependent element of m£. In equations (3), (4) and (5), 
we bring —£2 X 6 across 4 W ,  producing 2 W ,  a t \-  and independent vector 
which lies outside because [X7, Xe] =  X5. (Recall the non-ideality of m^.) 
In equations (5), (6 ) and (7)), we remove the X 6 -direction from 2 W ,  producing 
3 W .  In equations (7), (8 ) and (9), we home ( — <2 +  P$)X% across («i — ii)X s , 
producing Ss tQ, a i 2(u i — in d e p e n d e n t vector containing the directions X j and 
X3. In equations (9), (10) and (11), we remove the X s-direction from 3 W ,  
producing 4 W .  Also in equations (10) and (11), we home P5X5 across 5s,6 ,
leaving S s te unchanged since [X5 ,X 3] =  0. Finally, in equations (12) and (13),
we m ultiply 4W  on the right by £ 5 ,6  , producing 5 W .
Now it is clear, to begin with, th a t our ‘soft’ com putation has produced a 
vector of the desired form. Setting W  — 5W  gives us
— i 2Xg * —<4 X 5 * W  * U1X 5 * U2 XQ
=  u\  — <1 ) * («i — t \  -f P s)X 5 * (u 2 — <2 +  P&)X6 ,
where
W { i , t i , t 2 ,Ui  — <1 ) =  (lOi +  P i ) X i  -1--------1- (w± +  P i)X 4  +  107X7.
But what about the polynomial coefficients? Ignoring most of the minus signs 
and also the rational coefficients which are not 1 , we claim th a t
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P 6 =  w 7 c(£), the original coefficient of X 6 in W;
P5 = w 7 t 2 +  w 7 c{£)\
P4 =  ^(m onom ials  in w 7 ,c(£), t x , t2);
P 3 =  (monomialsi in w 7 , c (£ ) , t i , t 2,u i  — <1 );
P 2 =  —w^t 2 +  w±w7 c(£) +  ^ (m onom ials  in iw7, c(^),t x, t 2);
P i =  —wzt 2  +  w^ti  +  wzw 7 c(Z) +  w± x 23(monomials in w 7 , t 2 ,c(£))
+  XXmonomials in ^ 7 5  c(^)>^i 5^25“ i — ^i) +  (u i ~ t i ) t 2-
In ‘proof’ of this claim, we offer Table 3.3 (on the next page) and some comments. 
The table contains all possible ways of decomposing the vectors X x, . . . ,  X 7 in 
the strong Malcev basis B  into bracket products of vectors from higher up in 
the basis. To improve the tab le’s readability, we use a  vector’s subscript index 
as its name, and we shall speak accordingly. The zero-th order vectors are just 
the vectors 1 , . . . , 7  themselves. The vectors 7 and 6  do not have their own 
rows in the table because neither can be decomposed into a bracket product—
they are the atom s of the algebra. On the other hand, the central vector 1 has
thirteen decompositions (thirteen ‘nam es’, if you will). The existence of fourth 






































[6 ,[6 ,[7,6 ]]]
[[7,5],[7,6 ]] 
[[7,[7,6 ]],5]
[6 ,[7,[7,[7,6 ]]]] 
[[7,[7,6 ]],[7,6 ]]
Table 3.3
Assuming the dependencies of P 4 to be clear, let us consider P 3 . The 
question is, why does it not depend on the variable w4? Since w4  is the coefficient 
of X 4  in W ,  only the first order bracket [7,4] could conceivably contribute a 
u>4 -term  to  P 3 (we are looking now at 3’s rectangle in the table). But as we saw 
in our com putation of W , w 4 X 4 is never bracketed with w^X-j—hence the 
absence of IU4 -term s from P 3 . A similar argum ent explains why P 2 contains 
no u>3 -term s (look at 2’s rectangle in the table and note th a t only [7,3] could 
contribute a  w3, etc.). Again, why does P i contain only two it>3 -terms, to 
wit, the linear term  —w3 t 2 and the non-linear term  w 3 W’jc(£)? Looking at l ’s
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rectangle, we see th a t only [6,3] can contribute a  term  to  P\ containing W3 as 
a  factor. Now 6  gets bracketed with 3 exactly twice in the com putation of W : 
once as —t 2 X 6  is brought across 1 FT, and then again when P 6 X 6 is removed 
from 2 W .  The first bracketing produces —wzt 2 and the second produces (up 
to  rational coefficient and sign) WzWjc(£). So we see how these argum ents go.
Now there are certain kinds of terms which, if they occurred in the poly­
nomials P i , . . . ,  P4, would spell disaster for the argum ents we plan to make. 
Specifically, these are terms containing factors of the form W4t \ t 2 or Wzt\t2 or 
WzwAt xt 2 (or wAt i t \  , etc.). W hy do such terms not occur? Why, for example, 
do no term s containing the factor wAt i t 2 occur? The answer is not far to seek: 
such a factor would have to originate from a non-zero bracket product containing 
X 4 , X 5 and Xq  (recalling th a t —tiX$  and —t 2 X§ are the ultim ate sources of 
factors involving <1 and t 2). No such product exists, as a  rapid  perusal of the 
table reveals. Similar considerations rule out the other dangerous factors.
We hope th a t enough has been said to convince the reader of the correctness
of the listed dependencies of the polynomials P 4, . . . ,  P4. In the argum ents to
follow, the linear terms in P i and P2 will play a crucial role, while the remaining,
m ostly non-linear terms in all of the polynomials will prove a nuisance. We shall
have recourse to  the foregoing statem ents of dependencies in order to  show th a t as
we integrate out a  particular direction, the inner expression (an integral multiplied
by an exponential factor) does not vary in undesirable ways. So let us retu rn  to
the kernel K e .v
Setting a\ =  ui  — t i  +  P 5 and 0 2  =  u 2 — h  +  P&, and noting tha t 
^(W ) =  i \W\  +  I 2 W2 +  £7^ 7 , we now find th a t
K lfi( t1, t 2,u 1,u 2,£) 
=  J <p(W*a1X 5 * a 2X 6) e2%ie(w ) dW  
${wl + P l , . . . , w 4 + P4,w7 -,a1,a2) x
IR5
g27n (fiw i+ 2̂11)2 + ̂ 7^ 7) ^ 2  dvo  ̂ dw4 dw7
J  <f(wi + P1, . . . , w 4 + P4,w7 ; a4,a2) x
]R \  IR4
^ ( ^ + ^ 2) rfu>i ^ 2  ^  e2ni(e7wT) ^
=  J  1Kl̂(£i,£2,t2,ti,w7 ; ai,a2) e2,r,^7U'7̂  du;7,
IR
where XKq,{ l \ , l2, t 2, t \ , w 7 ; a\ ,a2) refers to the inner 4-dimensional integral on 
the right-hand side of equation (3).
We observe th a t this abridged kernel 1K<j,(£1,£2, t i , t 2,w 7 ; a4,a2) is inde­
pendent of i 7 and compactly supported in the variable w7. Because of these 
facts, the Paley-W iener theorem  implies th a t the integral
(*) J  lKq>(£\,£2, t 2, h , w 7 ; « i ,a 2) e27rt^ 7Wr) dw7,
IR
defines a function of t 7 (a partia l Fourier transform  of the abridged kernel) which 
extends to an entire function on (D .
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By hypothesis, the integral (*) is zero for all t i ,^2 , “ 1 , u 2 G IR and for all 
£ G E ' . Since we have pu t a\ =  u\  —1 \ +  P 5 and 0 2  =  « 2  — ^ 2  +  P 6 ) we note 
th a t <q and a 2 can be fixed arbitrarily  by letting u\ =  a 4 +  i i  — P 5 and 
« 2  =  « 2  +^2 —̂ 6 ? respectively. Hence, the integral (*) is zero for all £1 , ^ 2  >0 1 , 0 2  G 
IR and for all £ £ E 1.
Let us now consider £ to  be the ordered triple (£1 ,^ 2 ,^ 7 )- Because E '  has 
positive 3-dimensional measure, there exists a  set E'x 2 of positive 2-dimensional 
measure such th a t for each pair (^1 ,^ 2 ) £ 2 , the triple (^1 ,^ 2 >̂ 7 ) is an
element of for all £7 in a  set E'7 (£ 1 ,^ 2 ) of positive 1-dimensional measure. 
(This is, as before, a  consequence of Fubini’s theorem.)
Fix t i , t 2 , « i ? « 2  G IR arbitrarily  and fix the pair (^1 ,^ 2 ) arbitrarily  in the 
set 2. Then for all £ 7  in the set P 7 (^1 ,^ 2 ) , the integral (*) vanishes. Its 
possession of an entire extension then implies its vanishing for all £7 €  IR. But 
this vanishing for all £ 7  implies, in tu rn , th a t
0  =  1 K t ( £ i , e 2 , t2 ,t i ,W7  ; 0 1 , 0 2 )
(2) r
=  /  +  Pi, + P2 , w 3 +  P 3, w4 + P4, w 7 ; a i ,  a2) x
IR4
e27T«(̂ i«;i+̂ 2W2) dw\dw 2 dw3dwi
for each fixed choice of < 1 , £ 2 , « i , « 2  G IR and, given any fixed pair (£\ , ̂ 2 ) G E  'x 2 , 
for each fixed uq £ IR.
The integral in equation (2) is taken over the four variables u q , . . . ,  itq, but 
the exponential factor contains only the variables uq and w2. The missing 
w 3 and uq variables m ust in fact be carried upstairs from the argum ent of the 
function (p by a  change of variables. F irst, we send itq 1— ► uq — P 4. We saw
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above th a t P 3 does not depend on 1 0 4 ; hence this translation alters only Pi and 
P 2 , which become
1P 2 =  —w^t2 +  WiW7 c(i) + ^ (m onom ials  in w 7 , c (£ ) , t i , t 2 )
+  P 4 t 2 ~  PjW7 c(t),
1P 1 =  —w ^ 2  + w 3 w 7 c(£) +  w±ti + W4  x ^ (m onom ials  in w 7 , t 2 ,c(£))
+  XX^onomials in w7 , c(£) , t1 , t 2,ui  — <1) +  (mi — h ) t 2
—P 4ti — P 4 x ^ (m o n o m ials  in w 7 , t 2 , c(£)).
The underlined term s of these two polynomials do not depend on the remaining 
variables of integration. Thus, sending
wi  1— ► Wj — (the underlined term s in 1P \ )
produces an exponential factor which can be removed from the integrand and 
then cancelled (since the integral in equation (2 ) vanishes for the values of the 
variables w ith which we are concerned). A similar thing happens if we send
W2 1— *■ w 2  — (the underlined term s in ^ 2 )-
So let us consider these two additional translations and subsequent cancellations 
as having been made, producing the more manageable polynomials
2p2 =  —W^ 2  +  W^W7 c{£)
2Pi =  —w 3 t 2 +  w 3 w 7 c(£) +  w^t  1 + W 4 X ^ (m onom ials  in w 7 , t 2 ,c(£)).
If we now also send w 3 1— > w 3 — P 3, we find th a t 2 P 2 does not change, but
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3Pj =  — w 3t 2 -f- w3w 7c(£) -+- W4t\ +  W4 x ^(m onom ials in w7, t 2,c(£))
+  P3t2 -  P3w7c(£).
Again, the underlined term s do not depend on w \ , . . . ,  w4. Repeating the proce­
dure of a  moment ago, we send
w\  1— > — (the underlined term s in 3P j )
and cancel the resulting exponential factor, producing the polynomial
4P i =  —w 3 t 2 + w 3 w 7 c(£) +  w 4 t \  + w4 x ^ (m onom ials in w 7 , t 2 ,c(£)),
which is identical w ith 2P 2.
Before we can continue our integrations, we m ust finish the task of bringing 
the variables w 3 and w4  up into the exponential e27” (^iun-K2w2)_ <p0 
end, we make our final changes of variables, sending w\  1— > w\  — 4P i and 
w 2 1— y w2 — 2 P2. The integral th a t we last saw in equation (2) now has the 
form
f <p(w1 ,w 2 ,w 3 ,w 4 ,w 7 ; a1 ,a 2 )e 2 ”iQe2”i(e' Wl+e>W2+i3Ws+hw*') dw\dw 2 dw3 dw4  
IR4
-  f  (  e2ntQ* J  <p(w1 ,w 2 ,w 3 ,w 4 ,w 7 ; a i ,a 2) e2mQ3 x
]R '  IR3
^ ( t i ^ + t w + h w * )  d w i d w 2 d w 3  ^  e2 «i(hw4) dw4} 
where we have introduced the abbreviations:
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£-3 =  2̂̂ 1
£-A — ^2^2 — t\£\
Q =  Qz +  Qa
= W3 ^—W7 £ic(£)) +  W4 (—W7 £2 c(£) + (term s in W7 , t 2 ,c(£))).
The polynomial Q contains the rem nants of the non-linear terms from the 
argum ent of (f, Qz containing the single u>3-term  and Q4  containing the 
iy4-term s. £ 3 and £ 4  are now the th ird  and fourth components, respectively, of 
the strongly generic param etrizing functionals in E ' . For future reference, we 
point out th a t the variable <1 does not appear in Q , and the variable t 2 appears 
only in Q z.
Consider now the linear system
£ 3  — tt£i
<
£4 = t 2 £ 2 — t \ £ x .
Since £ is strongly generic, which in this example means th a t £\ ^  0, we may 
solve for t 2 in the top equation of this system, and then substitu te in the bottom  
equation, obtaining
£4 _  -^ -£ 2  — t\£\  =  —£-3c{^) ~  t\£\-
If we fix the pair (^1 ,^ 2 ) € E[  2 and also fix <2 6 IR, we see th a t £3 is also 
fixed, bu t £ 4  may be varied ad libitum by varying t \ .
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W hat this means is th a t if we write
~  I  \ e 2 m Q 4  J  e2*lQs x
]R '  ]R3
e2 ni(£lw1+e2w2+i3 w3) dWldw2 dw3 j  e27ri(i4W“) dw4
= J  2K $(£ i, i 2, $3, w4, w 7 ; a i, a2) e2m*4W4 dw4,
IR
where 2K(p{t\, £2, I 3, w4, w 7 ; a4, a2) denotes the parenthesized expression on 
the right-hand side of the first equation, then this twice-abridged kernel is inde­
pendent of l 4 (which is another way of saying th a t varying t% does not shift the
kernel), and it is also compactly supported in the variable w4 . The Paley-W iener 
theorem again tells us th a t the integral
(**) J  2K(p(&i, i 2, i 3, w4, w7 ; « i, a2) e27rt*4W4 dw4
IR
defines a  function of i 4 (a partia l Fourier transform  of the twice-abridged kernel) 
which extends to an entire function on (D .
Having travelled this route before, we know what comes next. For each fixed 
pair (£i,C2) £ E [  2 , and for each fixed choice of £3 ,w 7 , a i , a 2  G M, the integral 
(* *) vanishes for all i 4 £ IR. The existence of an entire extension of (* *) then 
implies the vanishing of 2 K(p{£ 1 , i 2, l 3, w4, w 7 ; a4, a2) for all w4  € IR (under 
the same hypotheses). We rem ark th a t e ~ 2m < ^ 4 also vanishes, and so we
cancel the exponential containing Q4.
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One more rewrite of the remaining integral puts us where we want to be:
d w \ d w 2 d w z
IR3
e 2 n tQ a /  (̂ ( U;l5U;2jlt;3?u,4?t(;7 ; a 1? x  
IR2
e 2 ^ ( e lWl+e2w2) dwidw2j  e2* i ( i* w* ) d w 3 .
It is clear th a t the parenthesized expression zKq, (as we should call it) is inde­
pendent of €3 , th a t the whole integral, considered as a function of £3, has an 
entire extension to C (Paley-W iener), and th a t under hypotheses identical to 
those above (supplemented by the additional freedom in 1 4̂ ), the vanishing of 
the whole integral for all £ 3 G IR implies the vanishing of e_27r2<^ 3 ( 3/ \^ )  for 
each fixed pair (^1 ,^2 ) € 2 and for each choice of w 3 , 1 0 4 , 1 0 7 , 0 ,1 , 0 ,2 G IR.
Under these last hypotheses, we now have th a t
0 = j  W2 ,w 3 ,w±,W7 ; at,  a2) e2m(£lWl+£^w^) dw\dw 2 .
IR2
Since this integral is the partia l Fourier transform  of (p in the central vari­
ables W\ and W2 , and since it vanishes for all pairs (£1 , £2 ) in a set of 
positive 2-dimensional measure, it vanishes for all pairs (£\ , £2 )- Hence the 
function Cp =  <p« exp on n 7 vanishes for almost all , 102 6  IR and for all 
w 3 ,W4 ,W7 ,a i ,a ,2 G IR. So we see, finally, th a t p  =  0 almost everywhere on N 7, 
as desired. □
Bibliography
[1] Corwin, L .J., and Greenleaf, F .P., Fourier transform s of smooth functions 
on certain nilpotent Lie groups, Journal o f  Functional Analysis  37 (1980), 
203-217.
[2] Corwin, L .J., and Greenleaf, F.P., Rationally varying polarizing subalgebras 
in nilpotent Lie algebras, Proceedings o f  the American Mathematical Society 
81 (1981), 27-32.
[3] Corwin, L.J., and Greenleaf, F.P., Representations of nilpotent Lie groups and 
their applications. Part I: Basic theory and examples. Cambridge: Cambridge 
University Press, 1990.
[4] Hoffman, K., and Kunze, R., Linear Algebra. Englewood Cliffs, N .J .: Prentice- 
Hall, Inc., 1971 (second edition).
[5] Kirillov, A. A., U nitary representations of nilpotent Lie groups, Russian Math­
ematical Surveys 17 (1962), 53-104; Uspekhi Mat.  Nauk.  17 (1962), 57-110 
(in Russian).
[6] Mackey, G.W ., The Theory of  Unitary Group Representations. Chicago: Uni­
versity of Chicago Press, 1976.
[ 7 ] Nielsen, O. A ., U nitary representations and coadjoint orbits of low-dimensional 
nilpotent Lie groups, Queen’s Papers in Pure and Applied M athem atics #63 , 
Queen’s University, Kingston, Ontario, Canada, 1983.




[9] Richardson, L.F., Decomposition of the L 2-space of a  general compact nil- 
manifold, American Journal o f  Mathematics X C II I  (1971), 173-190.
[10] Richardson, L.F., iV-step nilpotent Lie groups with flat Kirillov orbits, Col­
loquium Mathematicum  52 (1987), 285-287.
[ 11 ] Scott, D., and Sitaram , A., Some rem arks on the Pompeiu problem for groups, 
Proceedings o f  the American Mathematical Society 104 (1988), 1261-1266.
[12] Vergne, M., Construction de sous-algebres subordonees a  un  element du dual 
d ’une algebre de Lie resoluble, C.R. Acad. Sci.(Paris) A-B 270(1970), A173- 
175, A704-707.
Vita
Jam es Donald Moss, Jr. was born on January 9, 1952 in Natchitoches, Louisiana. 
In May of 1973, he was graduated from Centenary College of Louisiana with a 
B.A. in Philosophy. In May of 1986, he was graduated from the Louisiana State 
University with an M.S. in M athematics. In August of 1991, he was graduated 
from the Louisiana State University with a  Ph.D . in M athematics.
75
DOCTORAL EXAMINATION AND DISSERTATION REPORT
Candidate:
Major Field:
Title o f  D issertation:
Date of Examination:
James Donald Moss, Jr.
Mathematics
On the Construction and Application of Certain Special Polarizations 
in Nilpotent Lie Algebras
Approved:
Major Professor and Chairman
Dean of the Graduate School
EXAMINING COMMITTEE:
July 18, 1991 at 2:00 PM
