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We simulate the decay dynamics of an isolated monopole defect in the nematic vector of a spin-1 Bose–
Einstein condensate during the polar-to-ferromagnetic phase transition of the system. Importantly, the decay
of the monopole occurs in the absence of external magnetic fields and is driven principally by the dynamical
instability due to the ferromagnetic spin-exchange interactions. An initial isolated monopole is observed to relax
into a polar-core spin vortex, thus demonstrating the spontaneous transformation of a point defect of the polar
order parameter manifold to a line defect of the ferromagnetic manifold. We also investigate the dynamics of an
isolated monopole pierced by a quantum vortex line with winding number κ. It is shown to decay into a coreless
Anderson–Toulouse vortex if κ = 1 and into a singular vortex with an empty core if κ = 2. In both cases, the
resulting vortex is also encircled by a polar-core vortex ring.
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I. INTRODUCTION
Topological defects are ubiquitous to many areas of
physics, such as condensed matter, cosmology, and exactly
solvable models [1–5]. Experimentally, an ideal platform
to create and observe them in quantum matter is provided
by gaseous Bose–Einstein condensates (BECs) [6, 7], which
allow accurate experimental control over many characteris-
tic parameters and enable direct imaging of the quantum-
mechanical order parameter field. The variety of available
topological defects is especially rich in the case of BECs with
spin degrees of freedom due to their many possible order pa-
rameter manifolds and underlying symmetries [8]. Presently,
the experimentally realized topological structures in BECs
are diverse: singly and multiply quantized vortices [9–14];
solitons and vortex rings [15, 16]; coreless [17, 18], polar-
core [19], and solitonic [20] vortices; skyrmions [21, 22];
quantum knots [23]; and monopoles [24, 25].
Recently, isolated monopoles were experimentally ob-
served in the polar manifold of a three-dimensional 87Rb spin-
1 BEC by Ray et al. [25]. The existence of such topological
point defects in the nematic vector of the condensate is per-
mitted because the second homotopy group pi2 for the polar
order parameter space Gp = [S 2 ×U(1)]/Z2 [8, 26] is nontriv-
ial. Namely, it is isomorphic to the additive group of integers:
pi2(Gp)  Z. In contrast, the opposing ferromagnetic phase
of a spin-1 BEC forbids genuine point defects since its or-
der parameter space Gf = SO(3) yields pi2(Gf)  ∅ [1]. It
does, however, permit the so-called Dirac monopole configu-
ration [27–29], which exhibits a radial monopole field in the
superfluid vorticity Ω and serves as a simulation of a charged
quantum particle interacting with a classical magnetic point
∗ konstantin.tiurev@aalto.fi
charge, i.e., the scenario first considered by Dirac in his semi-
nal theoretical work [30]. As experimentally verified [24], this
kind of monopole induces in the BEC order parameter a vor-
tex filament, described by Dirac as a nodal line, that extends
from the location of the vorticity monopole to the surface of
the condensate. Although this configuration is topologically
equivalent to the defect-free ground state, it is energetically
and dynamically reminiscent of a vortex line, except for the
endpoint. In fact, the ferromagnetic manifold Gf also sup-
ports a topologically nontrivial class of vortices, as evidenced
by its nontrivial first homotopy group pi1(Gf)  Z2. Since the
polar and ferromagnetic components can simultaneously exist
in different regions of a single inhomogeneous spin-1 BEC,
the cores of these nontrivial vortices tend to be filled with the
polar component, prompting the term polar-core vortex [31–
36].
In Ref. [37], the eventual decay of the isolated polar-phase
monopole into the Dirac monopole configuration was stud-
ied numerically under conditions similar to their first exper-
imental realization [25]. However, the dynamics were ex-
clusively investigated in the presence of a quadrupole mag-
netic field, and consequently the linear Zeeman coupling to
the atomic spins was found to steer the formation of the
Dirac monopole configuration. Other effects such as the spin-
exchange interactions or the three-body recombination were
reported to have a negligible effect on the dynamics. Quantita-
tively, these results are well aligned with the previous findings
that (i) the isolated monopole [38] and indeed the entire polar
phase of the 87Rb spin-1 BEC [19] are expected to be unsta-
ble at low magnetic fields and (ii) the local strong-field seek-
ing state in the quadrupole magnetic field, i.e., the ferromag-
netic position-dependent spin state that minimizes the Zee-
man energy, gives rise to a vorticity monopole Ω ∝ rˆ/r2 [27–
29]. Essentially, the latter fact also forms the basis for the
method [28] used to create and observe the Dirac monopole
configuration in Ref. [24]. Zeeman steering of the atomic
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2spins with multipole magnetic fields can also be utilized to
topologically imprint [13, 39–42] and pump [43–48] vortices
into BECs.
This paper investigates a scenario that is conceptually dif-
ferent from the one in Ref. [37]; namely, we study the be-
havior and ultimate fate of an isolated monopole defect in a
dynamical polar-to-ferromagnetic quantum phase transition in
the absence of any magnetic fields. This transition is driven by
the ferromagnetic nature of the atomic spin-exchange interac-
tions and results in mixing of polar and ferromagnetic phases
discussed in Refs. [9, 49]. The initially flow-free quadrupole
nematic state is shown to transform into a polar-core spin vor-
tex. If, on the other hand, the monopole is accompanied by
a singly or a doubly quantized U(1) vortex, the configuration
is observed to decay, respectively, into a coreless Anderson–
Toulouse vortex or a singular spin vortex with an empty core;
both types of vortices are additionally encircled by a polar-
core vortex ring. Importantly, all the observed quantum phase
transitions are robust in the sense that including or excluding
dissipation in the form of three-body recombinations causes
no qualitative changes in the decay dynamics.
The remainder of this article is organized as follows. In
Sec. II, we outline the mean-field theory of spin-1 BECs and
characterize the order parameter manifolds. Section III de-
scribes our simulation methods, the results of which are pre-
sented and analyzed in Sec. IV. Finally, Sec. V concludes the
paper with a brief discussion.
II. THEORY
A. Equation of motion for a spin-1 condensate
The mean-field order parameter of a spin-1 BEC can be
expressed as Ψ(r) =
√
n(r)ξ(r), where n(r) is the number
density of atoms in the condensate and ξ(r) ∈ C3 is a three-
component spinor that satisfies ξ†ξ = 1. The time evolu-
tion of the order parameter at sufficiently low temperatures
is accurately described by the spin-1 Gross–Pitaevskii equa-
tion [50, 51]
i~
∂
∂t
Ψ(r) =
[
− ~
2
2m
∇2 + V(r) + gFµBB(r, t) · F
− iΓn2(r) + gdn(r) + gsn(r)s(r) · F
]
Ψ(r),
(1)
where m is the mass of the atoms, V(r) is an external opti-
cal trapping potential, Γ is the three-body recombination rate,
s = ξ†Fξ is the local average spin, and F is a vector of the di-
mensionless spin-1 matrices satisfying [Fa, Fb] = i
∑
c εabcFc;
here εabc is the Levi-Civita symbol and a, b, c ∈ {x, y, z}. The
coupling constants characterizing the local density–density
and the local spin-exchange interactions are given by gd =
4pi~2(a0 + 2a2)/3m and gs = 4pi~2(a2 − a0)/3m, respec-
tively, where a f is the s-wave scattering length correspond-
ing to the scattering channel with total two-atom hyperfine
spin f . The optical trap is assumed to be harmonic, V(r) =
m[ω2r (x
2 + y2) + ω2z z
2]/2, where ωr and ωz are the radial and
axial trapping frequencies, respectively. The linear Zeeman
term gFµBB(r, t) · FΨ couples the condensate atoms to the
external magnetic field B. Here gF is the Landé factor and
µB is the Bohr magneton. The quadratic Zeeman effect is ob-
served to be negligible [37] and therefore is not included in
Eq. (1). In this work, we consider both the spherically sym-
metric case ωr = ωz and the experimentally realized scenario
with ωz/ωr ≈ 1.32 [25].
For Γ = 0 and B = 0, Eq. (1) conserves the total num-
ber of condensate particles N =
∫
n (r) d3r, the total en-
ergy E, the total magnetization M =
∫
n (r) s (r) d3r [52],
and the z component of the orbital angular momentum, Lz =
−i~ ∫ Ψ† (r) zˆ · r × ∇Ψ (r) d3r. Although we mostly consider
here dissipative dynamics with Γ > 0, the resulting states are
similar to those arising from unitary dynamics for the rela-
tively small, realistic value of Γ we employ.
In our analysis, it is convenient to utilize two different bases
for the spin degree of freedom. The first is the so-called Carte-
sian basis [51, 53], in which the spin matrices are given by
(Fc)ab = −iεabc and the spinor Ψ =
(
Ψx,Ψy,Ψz
)T
C
transforms
as an ordinary vector under spin rotations. The second is the
eigenbasis of Fz, which is obtained from the first by the uni-
tary transformationΨ+1Ψ0
Ψ−1

Z
=
1√
2
−Ψx + iΨy√2Ψz
Ψx + iΨy

Z
(2)
and is convenient for describing states that are symmetric
about the z axis. Above and in what follows, column vectors
carry a subscript C or Z to indicate the employed basis.
B. Quadratic tensor: nematic and spin ordering
With the help of the Cartesian basis, we can express the lo-
cal spin as the vector product s = l × m, where l,m ∈ R3
are given by the decomposition
√
2ξa = la + ima, where
a ∈ {x, y, z}. For |s| < 1, we define the nematic vector
dˆ ∈ R3 as a unit-length eigenvector corresponding to the
largest eigenvalue of the real symmetric unit-trace 3×3 matrix
Qab (r) = δab − 12ξ
† (FaFb + FbFa) ξ
=
1
2
(
ξaξ
∗
b + ξbξ
∗
a
)
=
1
2
(lalb + mamb) ,
(3)
which describes spin fluctuations [53]. In the pure polar
phase with s = 0, we must have l ‖ m; it then follows from
Eq. (3) that the polar-phase order parameter can be written in
the Cartesian basis as Ψ(r) =
√
n(r) exp
[
iϕ(r)
]
dˆ(r) for some
ϕ ∈ R (mod 2pi) [54].
The pure ferromagnetic phase with |s| = 1 is the other ex-
treme case. Here the triad (s, l,m) forms an orthonormal ba-
sis of R3. Since the order parameter space Gf = SO(3) does
not support point defects, the decay of an isolated monopole
into a ferromagnetic state has to result in a topologically dif-
ferent type of structure. Indeed, as we show in Sec. IV, the
isolated monopole actually decays into a spin vortex asso-
ciated with a nontrivial element of pi1 (Gf). We also point
3out that since the eigenvalues of Q in descending order are
λ1 = 1/2 +
√
1 − |s|2/2, λ2 = 1/2 −
√
1 − |s|2/2, and λ3 = 0,
the pure ferromagnetic phase has λ1 = λ2 = 1/2 and, conse-
quently, an ill-defined nematic vector dˆ.
C. Winding-number and symmetry considerations
To gain some preliminary insight into the monopole decay,
let us consider a spinor that belongs to the polar manifold and
exhibits a hedgehog monopole, ξh = (ξx, ξy, ξz)TC = exp(iκφ)rˆ,
where we also allow for the existence of a straight singular
vortex along the z axis with the winding number κ ∈ Z. In
terms of the matrices Fa, this spinor can also be constructed
as exp(iκφ)rˆ = exp(iκφ) exp(−iφFz) exp(−iθFy)zˆ, where (θ, φ)
are the spherical coordinates. In the z-quantized basis, it be-
comes
ξh =
eiκφ√
2
−e
−iφ sin θ√
2 cos θ
eiφ sin θ

Z
. (4)
Thus, the componentwise winding numbers about the z axis
are κ − 1, κ, and κ + 1 in the components mF = 1, 0, and −1,
respectively. Irrespective of the value of κ, this state yields
the nematic vector dˆ = ±rˆ, except at the z axis where dˆ is not
defined if κ , 0.
As observed in Sec. IV, the componentwise winding num-
bers about the z axis tend to be conserved during the spe-
cific dynamics that we study. Therefore, it is relevant to
ask what the componentwise winding numbers κ − 1, κ, and
κ + 1 correspond to in the ferromagnetic manifold. It turns
out that this depends strongly on the underlying rotational
symmetry of the resulting spin texture. With this in mind,
we construct the purely ferromagnetic Cartesian-basis spinor
ξfm = − exp(−iφFz) exp[−iβ(r)Fy] exp(iκφFz) (xˆ + iyˆ) /
√
2,
where β : R3 7→ [0, pi] is a smooth function. In the z-quantized
basis, we obtain
ξfm = eiκφ

e−iφ cos2 β(r)2√
2 cos β(r)2 sin
β(r)
2
eiφ sin2 β(r)2

Z
, (5)
where componentwise winding numbers about the z axis are
identical to those in Eq. (4). On the one hand, for β (r) = θ, the
spin texture is spherically symmetric, s = rˆ, and Eq. (5) cor-
responds to the so-called Dirac monopole configuration; for
κ = 1 (κ = −1), there is a singular vortex half-line at z ≤ 0
(z ≥ 0), whereas for κ , ±1, a singular vortex line extends
along the entire z axis. On the other hand, for cylindrically
symmetric β (r) = β˜
( √
x2 + y2
)
, Eq. (5) describes a mass or
a spin vortex along the z axis, the exact nature of which de-
pends on both the function β˜ and the value of κ. For example,
by setting β˜ ≡ pi/2 and κ even, Eq. (5) corresponds to a singu-
lar, topologically nontrivial spin vortex, which tends to morph
into the polar-core vortex in more realistic situations where
parts of the BEC reside in the polar phase. Our simulations in
Sec. IV indicate that the initial spherical-like symmetry of the
isolated monopole is not preserved during its evolution un-
der Eq. (1): The defect decays into a spin vortex instead of
a Dirac monopole configuration that might be expected from
the spherical symmetry.
III. METHODS
The original method to create the isolated monopole con-
figuration in a polar-phase condensate is described in detail
in Ref. [25]; we only outline it here. The 87Rb conden-
sate is initially prepared in the spin state |F,mF〉 = |1, 0〉
in an external magnetic field B(r, t) = Bq(r) + Bb(t), where
Bb(t) = Bb(t)zˆ is a spatially homogeneous bias field and
Bq(r) = B′q(xxˆ + yyˆ − 2zzˆ) is a quadrupole magnetic field.
First, the gradient B′q of the quadrupole field is linearly ramped
from zero to 3.7 G/cm at bias field strength Bb = 1 G. The
bias field is then ramped to zero in two stages: the fast 10-ms
ramp to 10 mG and the subsequent adiabatic creation ramp
to zero at the rate dBb/dt = −0.25 G/s. Ideally, this results
in a vanishing superfluid velocity and a monopole state with
the nematic vector dˆ = Bˆq, where Bˆq = Bq/|Bq| is the unit
vector of the quadrupole field. Immediately after the creation
ramp has concluded at t = 0, we instantaneously switch off
the quadrupole field and simulate the subsequent in-trap dy-
namics with B = 0.
In the simulations, the particle number is initially N = 2.1×
105, and the optical trapping frequencies are ωr = 2pi×124 Hz
and ωz = 2pi × 164 Hz, as in the experiments of Ref. [25].
The atom-loss parameter due to three-body recombinations is
set to Γ0 = ~ × 2.9 × 10−30 cm6/s [55, 56] throughout the
paper. We set the s-wave scattering lengths to the literature
values for 87Rb, a0 = 5.387 nm and a2 = 5.313 nm, which
renders the spin-exchange interactions weakly ferromagnetic
with gs = gs0 := −0.00462 × gd [57]. However, to better
elucidate their role in the phase transition, we also investigate
cases where gs is instantaneously ramped at t = 0 from gs0 to
a smaller value for t > 0, corresponding to more strongly fer-
romagnetic condensates. Furthermore, we note that the spin-
exchange interactions do not play a particularly important role
for t < 0 due to the presence of the magnetic field and that the
state at t = 0 resides within the polar manifold to a reasonable
approximation; therefore, we can also interpret t = 0 as the
moment when the spin-exchange interactions are quenched
from antiferromagnetic (gs > 0) to ferromagnetic (gs < 0),
with the postquench dynamics subsequently observed.
Prior to simulating the monopole creation process, we find
the polar-state order parameter in the initial strong uniform
magnetic field by using the successive over-relaxation algo-
rithm [58]. The subsequent dynamics are explored according
to Eq. (1) with the help of an operator-splitting method [58],
fast Fourier transformations, and a time step of 2 × 10−4/ωr.
The simulated region is a cube of volume (24 ar)3, where
ar =
√
~/mωr = 1.02 µm. We use 200 grid points per di-
mension.
In the figures below, we apply, at will, homogeneous rota-
tions to the spin fields for improved visibility of the resulting
vortex structures. These rotations, however, do not affect the
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Figure 1. Isolated monopole in the polar phase of a spin-1
BEC immediately after the simulated creation process. The spin-
componentwise particle densities are integrated over (a) z and (b) y.
Different colors correspond to particles in different z-quantized spin
states |mF〉, with the color and intensity scales given in the bottom
panel; the peak column density is n˜p = 2.8 × 1011 cm−2. The config-
uration of the nematic vector dˆ is illustrated in the planes (c) z = 0
and (d) y = 0. The field of view is 15.5 × 15.5 µm2 in each panel.
topology or the energy density.
IV. RESULTS
Figure 1 shows the state of the BEC immediately after the
simulated monopole creation process has concluded, i.e., at
t = 0. The resulting configuration of the nematic vector field is
in good agreement with dˆ = Bˆq. However, due to nonadiabatic
effects and spin-exchange collisions, the expectation value of
the local spin magnitude 〈|s|〉(t) = ∫ n(r, t)|s(r, t)|d3r/N(t) is
about 0.2 already at the end of the creation process. After the
magnetic field is instantaneously switched off at t = 0, the
polar-to-ferromagnetic phase transition takes place, with the
spin-exchange interaction energy
Es = −12 |gs|
∫
n2s2d3r ≤ 0 (6)
decreasing from its unfavorably high value at t = 0, converting
into the kinetic, potential, and density–density-interaction en-
ergy of the BEC, and dissipating away due to the three-body
(a)
(b)
(c)
y
z
x
z
x
y
y
z
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z
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x
z
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Figure 2. Decay of the isolated monopole shown in Fig. 1. Each
panel presents by arrows the projection of the local spin vector s(r)
onto the shown coordinate plane, with the background color repre-
senting the magnitude |s(r)|. Rows (a) and (b) show the resulting
spin textures after (a) 100 ms and (b) 750 ms of temporal evolution
with the spin-exchange interaction strength gs = gs0 := −0.00462×gd
that corresponds to ferromagnetic spin-1 87Rb. Row (c) is for 750 ms
of waiting time with an enhanced interaction strength gs = 4gs0. The
field of view is 15.5 × 15.5 µm2 in each panel.
recombinations. Unless otherwise specified, we use the pa-
rameter values corresponding to the actual monopole creation
experiments [24, 25], with gs = gs0 and Γ = Γ0.
Figure 2 depicts the spin field s well after the monopole
creation. At t = 100 ms [Fig. 2(a)], the isolated monopole
defect in the polar phase has transformed into a dominantly
ferromagnetic state containing a polar-core vortex, the ax-
ial symmetry of which is observed to be broken at t = 750
ms [Fig. 2(b)]. The polar-core-vortex configuration is ob-
served to be stable during the whole time interval studied.
Although the vortex filament precesses in the cloud, it tends
to be aligned with the z axis, thus minimizing its length. An
identical simulation with much stronger ferromagnetic inter-
actions (gs = 4gs0) exhibits similar qualitative behavior but
with stronger localization of the vortex [Fig 2(c)]. Similar fi-
nal states also emerge if spatially uncorrelated random noise
with an amplitude of <1% is applied to the state at t = 0 (data
not shown).
The temporal evolution of the local spin magnitude 〈|s|〉(t)
is shown in Fig. 3 for three different postquench values of gs.
In the simulation corresponding to the natural spin-exchange
interaction strength gs = gs0, 〈|s|〉 oscillates around 0.7, and
50 100 200 300 400 500 600
t (ms)
0
0.2
0.4
0.6
0.8
1
hjs
ji
g
s0
4g
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15g
s0
Figure 3. Temporal evolution of the local spin magnitude 〈|s|〉(t) for
three different spin-exchange interaction strengths gs. Here gs0 =
−0.00462 × gd corresponds to the actual spin-1 87Rb. At t = 0, the
BEC is in the state shown in Fig. 1 in all three cases. The curves are
cubic splines to guide the eye.
thus a significant amount of the condensate still resides in the
polar phase at t = 600 ms. With increasing postquench |gs|,
this equilibrium value increases and the amplitude of the os-
cillations around it decreases; for gs = 15 gs0, 〈|s|〉 seems to
saturate to 0.9. On the other hand, the spin magnitude is ob-
served to initially increase exponentially: 〈|s|〉(t) ∝ exp (t/τ),
where τ ≈ 10 ms is practically independent of the magnitude
of gs.
x
y’
x
z
’
’
’
Figure 4. Polar-core spin vortex obtained after 200 ms of decay of an
ideal monopole configuration dˆ(r) = rˆ. The red cones show the local
spin field s(r), with their size proportional to |s(r)|. The blue isosur-
face corresponding to |s| = 0.1 illustrates the depleted spin density
along the vortex core. The field of view is 8 × 8 µm2 in both pan-
els, and the simulation employs the natural spin-exchange interaction
strength gs = gs0. The primed coordinate system is obtained by rotat-
ing the original coordinate system such that zˆ′ is pointing along the
vortex core.
The simulations presented in Figs. 1–3 all have ωz/ωr ≈
1.32 and start with the experimental creation process [25], re-
sulting in the monopole state of Fig. 1 with dˆ(r) ≈ Bˆq at t = 0.
In order to demonstrate that qualitatively our results are not
specific to this initial state, let us also study the case of an
ideal monopole configuration in a spherically symmetric op-
tical trap with ωz = ωr. To this end, we begin the simula-
tion from an exact polar-phase BEC with dˆ = rˆ produced by
fixing the spinor components according to Eq. (4) at t = 0.
As in the case of the experimental parameters, the isolated
monopole again decays into a polar-core spin vortex (Fig. 4).
This simulation clearly demonstrates that the spherical sym-
metry of the initial nematic state breaks down when the vortex
emerges. We can also conclude that the nematic textures dˆ = rˆ
and dˆ = Bˆq, which are topologically equivalent and hence
correspond to the same singly quantized point defect associ-
ated with the second homotopy group pi2(Gp)  Z, both decay
into a state containing the same line-defect type, the polar-
core spin vortex, associated with the nontrivial first homotopy
group pi1(Gf)  Z2 of the ferromagnetic manifold. A simu-
lation starting from an exact polar-phase BEC with dˆ = Bˆq
also yields a polar-core spin vortex similar to Fig. 4 (data not
shown). All cases discussed above show qualitatively similar
dynamics even if the three-body recombination is excluded
from the model by setting Γ = 0 in Eq. (1) (data not shown).
Let us take an ideal isolated monopole with dˆ = rˆ and
pierce it with a singly or doubly quantized straight U(1) vor-
tex along the z axis. Such a composite defect corresponds to
κ = 1 or κ = 2 in Eq. (4) and induces a nonzero superfluid
velocity field v = −i~ξ†∇ξ/m into the initial state. The re-
sulting states after temporal evolution are depicted in Fig. 5.
For κ = 1 [Figs. 5(a)–5(d)], the monopole–vortex compos-
ite is found to decay into a coreless spin vortex located along
the z axis; the spin texture has an essentially vanishing net
magnetization M ≈ 0 and is reminiscent of the Anderson–
Toulouse vortex in superfluid 3He-A [59]. Additionally, the
coreless spin vortex is encircled by a polar-core vortex ring in
the xy plane, similar to the one observed in Ref. [28] as a de-
cay product of the Dirac monopole configuration. In the case
κ = 2 [Figs. 5(e)–5(h)], the spin texture is similar, except that
the vortex along the z axis has a genuinely empty core with
vanishing particle density n = 0. The polar-core vortex ring
again appears in the xy plane.
The nature of the axial vortices in Fig. 5 can be under-
stood by inspecting the form of the initial spinor ξh ∈ Gp
[Eq. (4)] and by noticing that the componentwise phase wind-
ings remain unchanged during the simulated decay. In the
z-quantized basis, the monopole accompanied by the singly
quantized vortex, κ = 1, corresponds to
ξh =
1√
2

− sin θ√
2eiφ cos θ
e2iφ sin θ

Z
. (7)
During the decay, the relative populations of the three spinor
components change, and the vortex core becomes filled with
the windingless mF = 1 component that corresponds to the
local spin magnitude |s| = 1. Therefore, we observe an
Anderson–Toulouse-type vortex with nonzero local magneti-
zation ns at the vortex core [Figs. 5(a)–5(d)]. For κ = 2, the
initial spinor is
ξh =
1√
2

−eiφ sin θ√
2e2iφ cos θ
e3iφ sin θ

Z
, (8)
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Figure 5. Decay products of an isolated monopole (dˆ = rˆ) initially
pierced by a straight (a)–(d) singly or (e)–(h) doubly quantized vor-
tex. (a), (b), (e), and (f) Integrated column densities of the spin com-
ponents |mF〉 in the z-quantized basis; the peak column density is
n˜p = 2.8×1011cm−2. (c), (d), (g), and (h) Projections of the spin field
s(r). The simulations utilize the experimental parameters gs = gs0,
Γ = Γ0, and ωz/ωr ≈ 1.32. All eight panels correspond to the time
t = 340 ms and have a field of view of 15.5 × 15.5 µm2.
and thus all three components have nonzero phase windings.
Hence, the particle density n should vanish along the vortex
core, in agreement with Figs. 5(e) and 5(f). Finally, for the
flowless hedgehog monopole that resulted in the polar-core
vortex in Fig. 4, the relevant initial spinor is obtained from
Eq. (4) by setting κ = 0:
ξh = − 1√
2

e−iφ sin θ
−√2 cos θ
−eiφ sin θ

Z
. (9)
In this case, the vortex core becomes filled with the wind-
ingless mF = 0 component, resulting in the polar core with
|s| ≈ 0 and n , 0. We may similarly explain the appearance of
the polar-core vortex in Fig. 2.
V. CONCLUSIONS
In summary, we have numerically investigated the evolu-
tion of the isolated monopole in a ferromagnetically coupled
spin-1 BEC in the absence of any external magnetic fields.
Our simulations predict a spontaneous emergence of a polar-
core spin vortex in the resulting ferromagnetic order param-
eter field. We studied both the monopole created according
to the previous experiments [25] and an ideal monopole con-
structed in a spherically symmetric optical potential. Modi-
fying the spin-exchange interaction strength or excluding the
three-body loss does not cause significant qualitative differ-
ences in the decay dynamics. Furthermore, we showed that
imprinting singly and doubly quantized mass vortices to the
initial monopole configuration results in the emergence of
quantum vortices of different types.
Our results provide a fascinating example of dynamical
mixing of the polar and ferromagnetic order parameter man-
ifolds, during which the isolated monopole, associated with
the nontrivial second homotopy group of the polar phase, be-
comes transformed into a topological line defect associated
with the nontrivial first homotopy group of the ferromagnetic
phase. The transition demonstrates that the complex behavior
and interconnectedness of the various topological structures
supported by the full spin-1 BEC cannot be satisfactorily de-
scribed by analyzing the system only in terms of the two stan-
dard pure manifolds.
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