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Deˇkuji vedoucı´mu te´to bakala´rˇske´ pra´ce p. Basˇniarovi za pevne´ nervy a nekonecˇnou tr-
peˇlivost, kterou musel prˇi vedenı´ me´ pra´ce vynalozˇit. Da´le deˇkuji rodineˇ a prˇı´telkyni za
psychickou podporu. Deˇkuji take´ spoluzˇa´ku˚m z kombinovane´ formy studia za soudrzˇ-
nost a konzultaci vybrany´ch te´mat.
Abstrakt
Prˇi pra´ci s datovy´mi strukturami v databa´zovy´ch syste´mech docha´zı´ ke konkurencˇnı´m
prˇı´stupu˚m k uzlu˚m teˇchto datovy´ch struktur. Cı´lem te´to pra´ce je nastudovat a implemen-
tovat zvolenou metodu zamyka´nı´ v datove´ strukturˇe B-strom.
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Abstract
When working with data structures in database systems is competing approaches to the
nodes of these data structures. The goals of this work is study and implement selected
technique of locking in the B-tree data structure.
Keywords: B-tree, concurrency access, locking
Seznam pouzˇity´ch zkratek a symbolu˚
ACID – Akronym pro vlastnosti databa´zove´ transakce
B-strom – Stromova´ datova´ struktura
C++ – Programovacı´ jazyk
COMMIT – Prˇı´kaz, ktery´ ukoncˇı´ databa´zovou transakci s ulozˇenı´m vy´-
sledku˚ modifikacı´
Deadlock – Uva´znutı´
Inner Node – Vnitrˇnı´ uzel
Leaf Node – Listovy´ uzel
Node – Uzel
OOP – Objektoveˇ orientovany´ prˇı´stup
QuickDB – Implementace SRˇBD vytvorˇena´ na katedrˇe informatiky VSˇB-
TUO FEI
ReadLock – Sdı´leny´ za´mek
ROLLBACK – Operace, ktera´ vracı´ databa´zi do neˇjake´ho prˇedchozı´ho stavu
Root – Korˇen
Split – Rozdeˇlenı´ naplneˇne´ho uzlu na dva nove´
SRˇBD – Syste´m rˇı´zenı´ ba´ze dat
Transakce – Proces zmeˇny stavu
WriteLock – Vy´lucˇny´ za´mek
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51 U´vod
Fyzicka´ implementace ulozˇenı´ dat je jednı´m z podstatny´ch proble´mu˚ databa´zovy´ch tech-
nologiı´, zajı´ma´me se prˇedevsˇı´m o slozˇitost operacı´ vyhleda´nı´, vkla´da´nı´, maza´nı´ a modifi-
kace. V te´to pra´ci budeme vyuzˇı´vat stromovou datovou strukturu B-strom, ktera´ posky-
tuje dobrou slozˇitost pro vy´sˇe uvedene´ za´kladnı´ operace a je prˇirozeneˇ perzistentnı´.
Prˇi vy´voji modernı´ch aplikacı´ musı´ by´t pocˇı´ta´no s vı´ceuzˇivatelsky´m prˇı´stupem, tedy
s konkurencˇnı´mi prˇı´stupy k polozˇka´m v datovy´ch struktura´ch. Je nutne´, aby datova´
struktura zu˚stala po dokoncˇenı´ operacı´ konzistentnı´ a aby se soubeˇzˇne´ transakce navza´-
jem neovlivnˇovaly. Take´ je du˚lezˇite´ dba´t na to, aby aplikace zu˚stala i po osˇetrˇenı´ tzv.
vla´knovou bezpecˇnostı´ dostatecˇneˇ efektivnı´, tedy aby meˇla dostatecˇnou propustnost.
Toho je dosazˇeno ru˚zny´mi tzv. synchronizacˇnı´mimechanismy. Jednı´m z nich, ktere´mu
se v te´to pra´ci budeme veˇnovat, je zamyka´nı´. Zamykat budeme ru˚zneˇ velke´ granule - od
jedine´ho uzlu, po cely´ strom. Zamyka´nı´ bude prova´deˇno prostrˇednictvı´m doimplemen-
tovany´ch metod v jizˇ hotove´m sˇkolnı´m ko´du zajisˇtujı´cı´m datovou strukturu B-strom.
Konkre´tnı´ implementace bude vycha´zet v lastnı´ho na´vrhu techniky zamyka´nı´, ale popı´sˇu
i jine´.
Se zamyka´nı´m je spojeno neˇkolik proble´mu˚, ktere´ budu v te´to pra´ci rˇesˇit - zejme´na
jde o proble´m uva´znutı´, kdy dveˇ vla´kna na sebe vza´jemneˇ cˇekajı´; a proble´m tzv. splitu,
ktery´ prˇi prˇetecˇenı´ kapacity dotycˇne´ho uzlu tento uzel rozdeˇlı´ na dva nove´.
Cı´lem pra´ce je tedy popsat a naimplementovat v C++ vybranou metodu zamyka´nı´ v
B-stromu, otestovat jejı´ funkcˇnost a zı´skane´ vy´sledky porovnat. Implementace je rˇesˇena
na sˇkolnı´m frameworku QuickDB vyvı´jene´ho na katedrˇe informatiky VSˇB-TUO FEI.
Framework je schopen strukturu vytvorˇit a prova´deˇt nad nı´ operace. Jednou z teˇchto
datovy´ch struktur je pra´veˇ i B-strom.
Druha´ cˇa´st te´to pra´ce obsahuje teoretickou stra´nku te´to problematiky. Je v nı´ popsa´no,
co jsou B-stromy, konkurencˇnı´ prˇı´stup obecneˇ a jake´ jsou mozˇnosti rˇesˇenı´ proble´mu˚
paralelismu v datove´ strukturˇe B-strom.
Trˇetı´ cˇa´st obsahuje implementaci, v pru˚beˇhu ktere´ byly do sta´vajı´cı´ho rˇesˇenı´ prˇida´ny
funkcˇnı´ cˇa´sti a celky zajisˇt’ujı´cı´ vı´cevla´knove´ vkla´da´nı´ do B-stromu.
Ve cˇtvrte´ kapitole prezentuji dosazˇene´ vy´sledky prˇi testova´nı´ testova´nı´ aplikace a
jejich porovna´nı´ s jednovla´knovy´m vkla´da´nı´m.
Poslednı´, pa´ta´ cˇa´st te´to pra´ce, obsahuje za´veˇr a me´ osobnı´ poznatky.
62 Teorie problematiky
2.1 B-strom
B-strom[4][2][8] je stromova´ struktura, ktera´ uchova´va´ trˇı´deˇna´ data a umozˇnˇuje v nich
vyhleda´va´nı´, sekvencˇnı´ prˇı´stup, vkla´da´nı´ a maza´nı´ v logaritmicke´m cˇase. Navrhl ho v
roce 1970 R. Bayer. Je zobecneˇnı´m bina´rnı´ho vyhleda´vacı´ho stromu takovy´m, zˇe uzel
mu˚zˇe mı´t vı´ce nezˇ dva potomky. B-strom je pouzˇı´va´n prˇeva´zˇneˇ v syste´mech, ktere´ pracujı´
s velky´mi bloky dat, tj. v databa´zı´ch a souborovy´ch syste´mech.
B-strom je tvorˇen korˇenem, uzly a listy. B-strom rˇa´du n je takovy´ strom, ktery´ ma´
vsˇechny listy na stejne´ u´rovni (hloubce), vsˇechny jeho uzlymajı´ maxima´lneˇn aminima´lneˇ
n
2 potomku˚ (kromeˇ korˇene) a jeho korˇen obsahuje maxima´lneˇ n potomku˚.
Vnitrˇnı´ uzly B-stromu mohou mı´t variabilnı´ pocˇet podrˇı´zeny´ch uzlu˚ v prˇedem stano-
vene´m rozmezı´. Pokud jsou do uzlu vlozˇena nebo z uzlu odstraneˇna data, pocˇet podrˇı´-
zeny´ch uzlu˚ se meˇnı´. Jelikozˇ je nutne´ dodrzˇovat stanovene´ rozmezı´ pocˇtu podrˇı´zeny´ch
uzlu˚, jsou vnitrˇnı´ uzly bud’ spojova´ny, nebo rozdeˇlova´ny.
Kazˇdy´ vnitrˇnı´ uzel B-stromu obsahuje k klı´cˇu˚ a tyto klı´cˇe rozdeˇlujı´ potomky do k + 1
podstromu˚.
Prˇı´klad 2.1
Pokud naprˇı´klad vnitrˇnı´ uzel ma´ cˇtyrˇi podstromy, pak musı´ mı´t trˇi klı´cˇe K1, K2 a K3.
Vsˇechny hodnoty v leve´m krajnı´m podstromu budou nizˇsˇı´ nezˇ K1, vsˇechny hodnoty v
podstromu druhe´m zleva budou mezi K1 a K2, vsˇechny hodnoty v podstromu trˇetı´m
zleva budou mezi K2 a K3 a vsˇechny hodnoty v nejpraveˇjsˇı´m podstromu budou vysˇsˇı´
nezˇK3.
B-stromymajı´ znacˇne´ vy´hodyoproti jiny´mdatovy´mstruktura´m,uktery´ch cˇasprˇı´stupu
k datu˚m z uzlu vy´razneˇ prˇevysˇuje cˇas potrˇebny´ ke zpracova´nı´ teˇchto u´daju˚. U B-stromu˚
mu˚zˇe by´t takto zı´skany´ cˇas vyuzˇit k jiny´m operacı´m. K tomu obvykle docha´zı´, kdyzˇ jsou
data uzlu v sekunda´rnı´m u´lozˇisˇti typu diskove´ jednotky. Zde se snazˇı´me maximalizovat
pocˇet klı´cˇu˚ v kazˇde´m vnitrˇnı´m uzlu, tı´m klesa´ vy´sˇka stromu, cˇı´mzˇ se take´ se snizˇuje pocˇet
prˇı´stupu˚ do uzlu˚.
B-strom drzˇı´ klı´cˇe v setrˇı´deˇne´m porˇadı´ pro sekvencˇnı´ prˇı´stup, pouzˇı´va´ hierarchicky´
index, aby seminimalizovalomnozˇstvı´ diskovy´ch operacı´, vyuzˇı´va´ cˇa´stecˇneˇ plny´ch bloku˚
a minimalizuje nevyuzˇity´ prostor tı´m, zˇe vnitrˇnı´ uzly jsou vzˇdy alesponˇ z poloviny plne´
a proto jsou dnes hojneˇ vyuzˇı´va´ny.
Jsou zna´my ru˚zne´ varianty B-stromu˚. B+-strom ma´ kopie klı´cˇu˚ ulozˇeny ve vnitrˇnı´ch
uzlech, klı´cˇe a data jsou ulozˇeny v listech, navı´c mu˚zˇe uzel obsahovat ukazatel na dalsˇı´
uzel, cozˇ umozˇnˇuje rychly´ sekvencˇnı´ prˇı´stup. B*-strom drzˇı´ vnitrˇnı´ uzly vı´ce husteˇ zaba-
lene´, tzn., zvysˇuje spodnı´ hranici pocˇtu potomku˚ na 23 ∗ n a strom se pak nerozpada´ tak
rychle, jako B-strom.
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Definice 2.1 B-Strom vy´sˇky n je strom, ktery´ splnˇuje tyto podmı´nky:
• korˇen ma´ nejme´neˇ dva potomky, pokud nenı´ listem,
• kazˇdy´ uzel kromeˇ korˇene a listu ma´ nejme´neˇ n2 a nejvy´sˇe n potomku˚,
• kazˇdy´ uzel kromeˇ korˇene ma´ nejme´neˇ n2 − 1 a nejvy´sˇe n− 1 polozˇek,
• vsˇechny cesty od korˇene k listu˚m jsou stejneˇ dlouhe´
2.1.1 Operace vyhleda´va´nı´
Vyhleda´va´nı´ v B-stromu probı´ha´ tak, zˇe zacˇneme v korˇeni a postupneˇ postupujeme hie-
rarchiı´ stromu smeˇrem dolu˚. Hleda´me-li hodnotu x, pak ji v kazˇde´m uzlu porovna´va´me
s klı´cˇiK1,K2, . . . ,Km. V prˇı´padeˇ, zˇe hodnota x nenı´ rovna zˇa´dne´mu z klı´cˇu˚ obsazˇeny´ch
v uzlu, musı´me postoupit o u´rovenˇ nı´zˇe, tedy vyhleda´vat v potomkovi. Potomka, ve
ktere´m budeme vyhleda´vat, urcˇı´me tak, zˇe:
• Porovna´me, zda platı´K1 > x, a pokud ano, pak pokracˇujeme do potomka P0
• Porovna´me, zda platı´ Ki < x < Ki+1, prˇicˇemzˇ 1 ≤ i < m, a pokud ano, pak
pokracˇujeme do potomka Pi
• Porovna´me, zda platı´Km < x, a pokud ano, pak pokracˇujeme do potomka Pm
Pokud po provedenı´ vy´sˇe uvedeny´ch kroku˚ nenalezneme potomka, pak hodnota x
ve stromu neexistuje.
Asymptoticka´ slozˇitost[14][5] operace vyhleda´va´nı´ v B-stromu je v nejhorsˇı´m prˇı´padeˇ
rˇa´du logn(N), kde N je pocˇet polozˇek, ktere´ strom obsahuje.
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2.1.2 Operace vkla´da´nı´
V prˇı´padeˇ, zˇe se pokousˇı´me o vlozˇenı´ prvku do uzlu, ktery´ ma´ me´neˇ nezˇ n− 1 polozˇek,
tzn. do uzlu, ktery´ nenı´ zcela naplneˇn, vlozˇı´me tento prvek prˇı´mo do tohoto uzlu tak, aby
polozˇky v uzlu zu˚staly setrˇı´deˇny zleva doprava od nejmensˇı´ho po nejveˇtsˇı´.
Pokudma´ ale uzel, do ktere´ho chceme vlozˇit prvek, n−1 prvku˚, tedy je zcela naplneˇn,
pak tento uzel musı´me rozdeˇlit na dva nove´ uzly. Vsˇech n prvku˚ (kromeˇ prostrˇednı´ho)
pak rozdeˇlı´me rovnomeˇrneˇ do teˇchto dvou uzlu˚, prˇicˇemzˇ prostrˇednı´ prvek vlozˇı´me do
rodicˇovske´ho uzlu. Pokud v tomto rodicˇovske´m uzlu dojde ke stejne´ situaci, tedy k
prˇetecˇenı´ prvku˚, provede se stejny´ proces rozdeˇlenı´. V nejhorsˇı´m prˇı´padeˇ je mozˇne´ takto
postupovat azˇ ke korˇeni. Pokud dojde k rozdeˇlenı´ korˇene, vytvorˇı´ se korˇen novy´ a vy´sˇka
stromu se tak zvy´sˇı´. Toto je jediny´ zpu˚sob ru˚stu stromu.
92.1.3 Operace maza´nı´
Prˇi maza´nı´ prvku postupujeme takto:
• V prˇı´padeˇ, zˇe se mazany´ prvek nacha´zı´ v listu a tento list ma´ vı´ce nezˇ n2 −1 polozˇek,
stacˇı´ prvek jednodusˇe odstranit - list ma´ dostatecˇnou rezervu a vlastnosti B-stromu
zu˚sta´vajı´ v platnosti.
• V prˇı´padeˇ, zˇe se mazany´ prvek nacha´zı´ v listu a tento list ma´ n2 − 1 polozˇek, tedy
minima´lnı´ pocˇet, pak postupujeme takto:
– Vprˇı´padeˇ, zˇe levy´ sourozenec listu (pokud existuje), ze ktere´homazˇeme prvek,
ma´ alesponˇ o jeden prvek vı´ce, nezˇ je minimum (n2 − 1 polozˇek), pak mazany´
prvek nahradı´me i-ty´m prvkem jeho rodicˇe a ten nahradı´me nejpraveˇjsˇı´m
prvkem ze sourozence.
– V opacˇne´m prˇı´padeˇ provedeme postup z prˇedchozı´ho bodu pro prave´ho sou-
rozence (pokud existuje). Pokud jeho levy´ sourozenec ma´ minima´lnı´ pocˇet
prvku˚ (n2 − 1 polozˇek), pak oba uzly sloucˇı´me, a to tak, zˇe prˇida´me do le-
ve´ho sourozence (i − 1)-ty´ prvek z jejich otce a zbyle´ prvky listu, ze ktere´ho
je maza´no. Mı´sto, ktere´ vzniklo v rodicˇ,i je zaplneˇno posunem prvku˚ v rodicˇi
smeˇrem doleva.
– V prˇı´padeˇ, zˇe levy´ sourozenec neexistuje, sloucˇı´me uzel s pravy´m sourozen-
cem.
• V prˇı´padeˇ, zˇe se mazany´ prvek nacha´zı´ ve vnitrˇnı´m uzlu, musı´me mazany´ prvek
i bud’to nahradit nejleveˇjsˇı´m prvkem v (i + 1)-te´m potomku, nebo nejpraveˇjsˇı´m
prvkem v i-te´m potomku. Nahrazujı´cı´ prvek na´sledneˇ z listu vymazˇeme postupem
popsany´m v prˇedchozı´ch bodech.
2.2 Konkurencˇnı´ prˇı´stup obecneˇ
V dnesˇnı´ dobeˇ, kdy komponenty informacˇnı´ch syste´mu˚ soucˇasneˇ komunikujı´ prostrˇed-
nictvı´m zpra´v nebo sdı´lene´ho prˇı´stupu dat (v pameˇti nebo v u´lozˇisˇti), mu˚zˇe by´t urcˇita´
konzistence komponent porusˇena dalsˇı´ komponentou.
Typicky´mi prˇı´klady jsou vı´ceuzˇivatelska´, nebo vı´cevla´knova´ aplikace, ve ktery´ch do-
cha´zı´ k soubeˇhu. Soubeˇh sebou prˇina´sˇı´ celou rˇadu proble´mu˚, ktere´ musı´me rˇesˇit. Za´klad-
nı´m stavebnı´m kamenem rˇesˇenı´ konkurencˇnı´ho prˇı´stupu je zavedenı´ transakcı´[9].
2.2.1 Transakce
Transakce je elementa´rnı´ jednotkou pra´ce s databa´zı´, ktera´ v sobeˇ zahrnuje se´rii za´sahu˚,
ktery´mi jsou vkla´da´nı´, zmeˇna a odstranˇova´nı´ polozˇek. Transakce musı´ vzˇdy dodrzˇovat
standard ACID:
• A = Atomicˇnost - bud’to jsou provedeny vsˇechny operace transakce, nebo zˇa´dna´
10
• C =Korektnost - mezi zacˇa´tkem a koncem transakcemusı´ by´t databa´ze v korektnı´m
stavu, pak tato transakce prˇeva´dı´ databa´zi z jednoho korektnı´ho stavu do druhe´ho
• I = Izolovanost - zmeˇny provedene´ jednou transakcı´ jsou pro ostatnı´ transakce
viditelne´ azˇ po provedenı´ COMMIT, tzn., zˇe transakce jsou navza´jem izolova´ny
• D= Trvalost - po potvrzenı´ zmeˇn se tyto zmeˇny sta´vajı´ trvaly´mi a to i po prˇı´padne´m
pa´du syste´mu
Ve standardu ACID jsou operace COMMIT, kterou potvrzujeme u´speˇsˇneˇ dokoncˇe-
nou transakci, a ROLLBACK, kterou vykona´me prˇi chybeˇ, cˇı´mzˇ dovedeme databa´zi do
konzistentnı´ho stavu prˇed zacˇa´tkem transakce.
2.2.2 Anoma´lie prˇi zpracova´nı´ transakcı´
2.2.2.1 Ztra´ta aktualizace Ztra´ta aktualizace nastane v prˇı´padeˇ, zˇe jedna transakce
prˇepı´sˇe vy´sledek druhe´.
T1 Cˇas T2
READ t t1 -
- t2 READ t
WRITE t t3 -
- t4 WRITE t
Tabulka 1: Ztra´ta aktulizace: Aktualizace transakce T1 je ztracena v cˇase t4.
2.2.2.2 Docˇasna´ aktualizace Prˇı´cˇinou te´to anoma´lie je cˇtenı´ nepotvrzeny´ch dat -
meˇjme dveˇ transakce T1 a T2. T1 zmeˇnı´ hodnotu t, na´sledneˇ transakce T2 prˇecˇte obsah t
drˇı´ve, nezˇ dojde k potvrzenı´ transakce T1. V cˇase t3 je transakce T2 zrusˇena a transakce
T1 pak pracuje s nespra´vny´mi daty.
T1 Cˇas T2
- t1 WRITE t
READ t t2 -
- t3 ROLLBACK
Tabulka 2: Docˇasna´ aktualizace: Transakce T1 se stala v cˇase t2 za´vislou na nepotvrzene´
zmeˇneˇ transakce T2.
2.2.2.3 Neopakovatelne´ cˇtenı´ Podstatou te´to anoma´lie je cˇtenı´ dat prˇed zmeˇnou a po
potvrzenı´ te´to zmeˇny - transakce T1 prˇecˇte za´znam, transakce T2 tento za´znam zmeˇnı´ a
zmeˇnu potvrdı´. Pokud pak transakce T1 prˇecˇte opeˇt ten samy´ za´znam, dostane odlisˇnou
hodnotu, nezˇ prˇi prˇechozı´m nacˇtenı´.
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T1 Cˇas T2
READ t t1 -
- t2 WRITE t
READ t t3 -
Tabulka 3: Neopakovatelne´ cˇtenı´: Transakce T1 prˇecˇetla hodnotu t v cˇase t1 a t3, prˇicˇemzˇ
ve druhe´m prˇı´padeˇ byl vra´cen jiny´ vy´sledek, nezˇ v tom prvnı´m.
2.2.2.4 Fanto´m Jedna´ se o podobny´ proble´m, jako je neopakovatelne´ cˇtenı´. V tomto
prˇı´padeˇ se zmeˇnı´ pocˇet vra´ceny´ch za´znamu˚ – transakce T1 prˇecˇte mnozˇinu za´znamu˚ na
za´kladeˇ urcˇeny´ch podmı´nek. Pote´ transakce T2 odstranı´ nebo vlozˇı´ novy´ za´znam, ktery´
ale takte´zˇ odpovı´da´ urcˇeny´m podmı´nka´m z T1 a T2 je na´sledneˇ ukoncˇena COMMIT. T1
nynı´ zopakuje prˇecˇtenı´ mnozˇiny za´znamu˚ na za´kladeˇ urcˇeny´ch podmı´nek, ale obdrzˇı´
odlisˇny´ pocˇet za´znamu˚, nezˇ jak tomu bylo v prvnı´m prˇı´padeˇ.
T1 Cˇas T2
READ tWHERE id>5 t1 -
- t2 WRITE t, id=8
READ tWHERE id>5 t1 -
Tabulka 4: Fanto´m: Transakce T1 obdrzˇela mnozˇinu za´znamu˚ t v cˇase t1 a t3, prˇicˇemzˇ ve
druhe´m prˇı´padeˇ byl vra´cen jiny´ pocˇet za´znamu˚, nezˇ v tom prvnı´m.
2.2.3 Zamyka´nı´
Jednı´m ze zpu˚sobu˚ rˇesˇenı´ anoma´liı´ hrozı´cı´ch prˇi paralelnı´m soubeˇhu transakcı´ je zajisˇteˇnı´,
aby prˇı´stup k datovy´m objektu˚m byl vy´hradnı´. To znamena´, zˇe pokud jedna transakce
prˇistupuje k jednomu objektu, zˇa´dna´ jina´ jej nemu˚zˇe modifikovat, dokud jej prvnı´ trans-
akce neuvolnı´.
Nejobvyklejsˇı´m zpu˚sobem, jak tuto exkluzivitu zarucˇit, je dovolit transakci prˇı´stup k
dane´mu objektu pouze v tom prˇı´padeˇ, zˇe na neˇj zı´ska´ za´mek.
Zna´my jsou dva za´kladnı´ zpu˚soby uzamknutı´ objektu:
• Sdı´leny´ za´mek - pokud transakce obdrzˇı´ na objekt tento za´mek, mu˚zˇe objekt cˇı´st,
ale nemu˚zˇe jej modifikovat. Dokud transakce drzˇı´ nad tı´mto objektem tento za´mek,
ostatnı´ transakce na neˇj mohou take´ zı´skat pouze sdı´leny´ za´mek, nikoliv exkluzivnı´.
• Exkluzivnı´ za´mek - pokud transakce obdrzˇı´ na objekt tento za´mek,mu˚zˇe objekt cˇı´st
a mu˚zˇe jej i modifikovat. Dokud transakce drzˇı´ nad tı´mto objektem tento za´mek,
ostatnı´ transakce na neˇj nemohou zı´skat sdı´leny´ ani exkluzivnı´ za´mek.
Jednı´m z protokolu˚ zalozˇeny´ch pra´veˇ na za´mcı´ch je dvoufa´zove´ zamyka´nı´. Protokol
obsahuje tato trˇi pravidla:
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X S -
X N N A
S N A A
- A A A
Tabulka 5: Tabulka kompatibility za´kladnı´ch zpu˚sobu˚ uzamknutı´ objektu.
• Prˇed transakcˇnı´ operacı´ nad objektem je nejprve´ nutne´ otestovat, zda za´mek po-
trˇebny´ pro tuto operaci nekoliduje se za´mkem jine´ transakce. Pokud koliduje, musı´
se na prˇideˇlenı´ za´mku pocˇkat.
• Jakmile transakce obdrzˇı´ za´mek, pak tento nemu˚zˇe by´t uvolneˇn drˇı´ve, nezˇ bude
dokoncˇena operace, ktera´ za´mek vyzˇa´dala.
• Pokud transakce za´mek uvolnı´, nemu˚zˇe jizˇ transakce stejny´ za´mek zı´skat znovu.
Tento protokol tedy deˇlı´ transakci na fa´zi zamyka´nı´, ve ktere´ transakce za´mky zı´ska´va´,
ale nemu˚zˇe je uvolnˇovat, a na fa´zi odemyka´nı´, kde mu˚zˇe transakce za´mky jizˇ pouze
uvolnˇovat. Tato za´kladnı´ varianta dvoufa´zove´ho zamyka´nı´ nenı´ odolna´ proti uva´znutı´.
2.2.3.1 Uva´znutı´ Prˇi zamyka´nı´ objektu˚ mu˚zˇe dojı´t k uva´znutı´. Transakce T1 a T2 na
sebe navza´jem cˇekajı´, azˇ dojde k uvolneˇnı´ za´mku˚, ktere´ si tyto transakce navza´jem blokujı´.






t4 X LOCK(A) - wait!
S LOCK(C) - wait! t5
Tabulka 6: Uva´znutı´.
2.2.3.2 Strukturovane´ zamyka´nı´ Zamyka´nı´ se ale neprova´dı´ pouze na u´rovni urcˇi-
te´ho objektu, v neˇktery´ch prˇı´padech je vy´hodneˇjsˇı´ objekty shluknout do objemneˇjsˇı´ch
celku˚ a zamknutı´ prove´st pra´veˇ na tyto celky. Tı´mto zpu˚sobem dojde ke zmensˇenı´ pocˇtu
potrˇebny´ch za´mku˚. Tento zpu˚sob zamyka´nı´ se nazy´va´ strukturovane´ zamyka´nı´.
Pro dosazˇenı´ strukturovane´ho zamyka´nı´ se pouzˇı´vajı´ za´meˇrne´ za´mky. Ty zamykajı´
vesˇkere´ prˇedchu˚dce dane´ granule, a to podle pozˇadovane´ operace, ktera´ ma´ by´t prove-
dena. Jedna´ se o tyto za´mky:
• pro za´meˇrne´ cˇtenı´ (intention shared lock) - IS LOCK,
• pro za´meˇrny´ za´pis (intention exclusive lock) - IX LOCK,
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• pro za´meˇrne´ cˇtenı´ s na´sledny´m za´pisem (shared with exclusive lock) - SIX LOCK
Prˇi zamknutı´ granule musı´ by´t jako prvnı´ uzamcˇen korˇen hierarchie, tyto za´mky
navı´c musejı´ by´t drzˇeny ve shodeˇ s maticı´ kompatibility7. Uzel hierarchie mu˚zˇe by´t
transakcı´ uzamcˇen prostrˇednictvı´m S LOCK nebo IS LOCK, pouze v prˇı´padeˇ, zˇe byl
uzamcˇen prostrˇednictvı´m IS LOCK nebo IX LOCK jeho prˇı´my´ prˇedchu˚dce. Stejneˇ tak
mu˚zˇe by´t uzel transakcı´ uzamcˇen prostrˇednictvı´m X LOCK, IX LOCK nebo SIX LOCK
pouze tehdy, kdyzˇ je uzamcˇen jeho prˇı´my´ prˇedek za´mkem IX LOCK nebo SIX LOCK.
Transakce ma´ pra´vo odemykat uzel pouze v prˇı´padeˇ, zˇe zˇa´dny´ z jeho deˇtı´ nenı´ uza-
mcˇen zˇa´dny´m za´mkem, a naopak mu˚zˇe transakce zamknout uzel pouze v prˇı´padeˇ, zˇe
prˇedtı´m zˇa´dny´ uzel neodemkla.
S X IS IX SIX
S A - A - -
X - - - - -
IS A - A A A
IX - - A A -
SIX - - A - -
Tabulka 7: Matice kompatibilty za´meˇrny´ch za´mku˚.
2.3 Paralelismus v datove´ strukturˇe B-strom
S datovou strukturou typu B-strom je v praxi nutne´ prova´deˇt za´kladnı´ operace uvedene´
v kapitole 2.1, tedy cˇtenı´, vkla´da´nı´, aktualizaci a maza´nı´. Datova´ struktura B-strom je v
te´to pra´ci reprezentova´na sˇkolnı´m frameworkem QuickDB, ktery´ obsahuje jizˇ naimple-
mentovane´ funkce a metody umozˇnˇujı´cı´ s B-stromem tyto operace prova´deˇt.
Vzhledem k tomu, zˇe obecnou operaci cˇtenı´ v te´to sˇkolnı´ aplikaci osˇetrˇil mu˚j kolega v
roce 2013 ve sve´ bakala´rˇske´ pra´ci [7] tak, aby byla vla´knoveˇ bezpecˇna´, budu se v te´to pra´ci
zaby´vat osˇetrˇenı´m sta´vajı´cı´ metody pro vkla´da´nı´ do B-stromu, aby byla takte´zˇ vla´knoveˇ
bezpecˇna´.
Osˇetrˇit metodu pro vkla´da´nı´ tak, aby byla vla´knoveˇ bezpecˇna´ [11], jizˇ, oproti metodeˇ
umozˇnˇujı´cı´ pouze cˇtenı´, vyzˇaduje zamyka´nı´ nejen sdı´lene´, ale take´ vy´lucˇne´, chcete-li ex-
kluzivnı´. Zapsa´nı´ hodnoty do B-stromu je totizˇ formou transakce, jejı´zˇ obecna´ forma je
popsa´na v kapitole 2.2.1. Z toho vyply´va´, zˇe transakce, ktera´ provede takove´to vlozˇenı´
hodnoty do B-stromu, musı´ samozrˇejmeˇ dodrzˇovat standard ACID. Prˇi zapisova´nı´ mu-
sı´me navı´c uvazˇovat zamyka´nı´ nejen samostatny´ch objektu˚, ale cely´ch granulı´, ktere´
mohou by´t potencia´lneˇ ovlivneˇny tak, zˇe se zmeˇnı´ jejich vlastnosti.
V nasˇem prˇı´padeˇ budou tedy teˇmito granulemi veˇtve, po ktery´ch musı´me v hierarchii
B-stromu projı´t, nezˇ se dostaneme do uzlu, do ktere´ho chceme zapisovat. Laik by mohl
namı´tnout, zˇe bude stacˇit jednodusˇe exkluzivneˇ zamknout vsˇechny objekty po cesteˇ do
uzlu, ktery´ hleda´me, jenzˇe zkusˇeneˇjsˇı´ cˇtena´rˇ jizˇ tusˇı´, zˇe promeˇnit tento proces v dokonale
vla´knoveˇ bezpecˇny´ sebou nese mnoho komplikacı´ a proble´mu˚, ktere´ je trˇeba vyrˇesˇit
[3][12].
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2.3.1 Prvnı´ proble´m: Propustnost
Jak jizˇ bylo naznacˇeno vy´sˇe, vı´cevla´knove´ spusˇteˇnı´ funkce, ktera´ vkla´da´ hodnoty do B-
stromu, sebou nese vysokou rezˇii na osˇetrˇenı´ vla´knove´ bezpecˇnosti. Z tohoto du˚vodu
je nutne´, aby zavedenı´ vı´cevla´knove´ho vkla´da´nı´ bylo opodstatneˇne´, respektive by meˇlo
by´t efektivneˇjsˇı´ [10], nezˇ vkla´da´nı´ jednovla´knove´. Z toho plyne, zˇe nebude-li zajisˇteˇna
dostatecˇna´ datova´ propustnost vkla´dacı´ metody osˇetrˇene´ synchronizacˇnı´mi mechanismy
(za´mky), nema´ smysl vı´cevla´knove´ vkla´da´nı´ vu˚bec implementovat. Dostatecˇna´ propust-
nost by meˇla by´t zajisˇteˇna spra´vny´m na´vrhem velikosti zamykany´ch granulı´ a spra´vny´m
zpu˚sobem volby konkre´tnı´ch typu˚ za´mku˚ v konkre´tnı´ch prˇı´padech pru˚chodu˚ cˇi operacı´
s B-stromem.
2.3.2 Druhy´ proble´m: Dodrzˇenı´ ACID
Propustnost u´zce souvisı´ s dodrzˇenı´m standardu ACID. Prˇi zajisˇteˇnı´ co nejveˇtsˇı´ propust-
nosti chceme logicky kla´st du˚raz na zamyka´nı´ co nejmensˇı´ch granulı´, respektive na co
nejvysˇsˇı´ pomeˇr sdı´leny´ch za´mku˚. Nejmensˇı´ granule je soucˇasneˇ da´na tı´m, jakou rezˇii
zamyka´nı´ je nutne´ uplatnit pro dodrzˇenı´ ACID.
Dodrzˇenı´ ACID by nikdy nemeˇlo by´t porusˇeno na u´kor vysˇsˇı´ propustnosti.
2.3.3 Trˇetı´ proble´m: Uva´znutı´
Uva´znutı´ je potrˇeba osˇetrˇit v kazˇde´ synchronizacˇnı´ metodeˇ. Chceme-li zvy´sˇit propustnost
co nejvysˇsˇı´m pocˇtem sdı´leny´ch za´mku˚, je jednoduche´ si prˇedstavit, co se stane, kdyzˇ
naprˇı´klad pustı´me dveˇ vla´kna do jednoho uzlu na za´kladeˇ sdı´lene´ho za´mku za u´cˇelem
cˇtenı´ a obeˇ tato vla´kna v dalsˇı´m kroku provedou split potomka. Samozrˇejmeˇ dojde k
uva´znutı´.
Jak ale osˇetrˇı´me potrˇebnou aktualizaci obeˇma vla´kny sdı´leneˇ zamknute´ho rodicˇe, je
veliky´ proble´m. Takovy´chto prˇı´padu˚ uva´znutı´ mu˚zˇe mezi zamyka´nı´m a odemyka´nı´m
konkre´tnı´ch za´mku˚ nastat hned neˇkolik, vzˇdy za´visı´ na konkre´tnı´m algoritmu prova´deˇ-
jı´cı´m operaci nad B-stromem.
Rˇesˇenı´m mu˚zˇe by´t nastavenı´ priorit jednotlivy´ch transakcı´, urcˇenı´, ktera´ ze zabloko-
vany´ch transakcı´ jizˇ provedla vı´ce pra´ce, nebo cˇasove´ razı´tko, podle ktere´ho zjistı´me,
ktera´ transakce zacˇala svou pra´ci vykona´vat drˇı´ve [13]. Dle teˇchto krite´riı´ urcˇı´me, ktera´
ze zablokovany´ch transakcı´ bude pokracˇovat a ktera´ bude odvola´na ROLLBACKem,
respektive spusˇteˇna znovu.
2.3.4 Metody zamyka´nı´
Za u´cˇelem stanovenı´ standardizace vla´knoveˇ bezpecˇny´ch operacı´ v B-stromu byly po-
psa´ny neˇktere´ metody zamyka´nı´. Z nich jsem vybral a popsal dveˇ, ktere´ mne nejvı´ce
zaujaly a k tomu jsem nabı´dnul sve´ vlastnı´ rˇesˇenı´.
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2.3.4.1 Hypoteticka´ metoda cˇ. 1: Zamyka´nı´ rozsahu za´znamu˚ U´cˇelem zamyka´nı´
rozsahu je chra´nit jednu transakci prˇed za´pisem jine´ transakce. Naprˇı´klad, pokud trans-
akce prova´dı´ dotaz typu select count (∗) where ... , between ... a ..., pak druhy´ vy´kon
stejne´ho dotazu by meˇl vracet stejny´ vy´sledek. Jiny´mi slovy - kromeˇ ochrany sta´vajı´cı´ po-
lozˇky B-stromu v rozsahu dotazu, musejı´ za´mky zı´skane´ a drzˇene´ touto transakcı´ chra´nit
take´ mezery mezi klı´cˇovy´mi za´znamy proti vkla´da´nı´ novy´ch za´znamu˚. Jesˇteˇ jiny´mi slovy
- zamyka´nı´ rozsahu zajisˇt’uje uzamcˇenı´ mezer mezi existujı´cı´mi hodnotami.
Zamyka´nı´ rozsahu je specia´lnı´ forma predika´tove´ho zamyka´nı´ [6]. Predika´ty jsou zde
definova´ny intervaly v setrˇı´deˇne´m B-stromu. Hranice intervalu jsou hodnoty existujı´cı´
v B-stromu. Obvyklou formou jsou napu˚l otevrˇene´ intervaly zahrnujı´cı´ mezery mezi
dveˇma sousednı´mi hodnotami a jeden z koncovy´ch bodu˚ s tzv. ”next-key zamknutı´m”,
nebo tzv. ”prior-key zamyknutı´m”. Next-key zamknutı´ vyzˇaduje schopnost uzamknout
umeˇle´ hodnoty +∞. Prior-key zamknutı´ mu˚zˇe by´t zı´ska´no zamknutı´m hodnoty NULL,
za prˇedpokladu, zˇe to je nejnizˇsˇı´ mozˇna´ hodnota v setrˇı´deˇne´m B-stromu.
V nejjednodusˇsˇı´ formeˇ zamyka´nı´ rozsahu jsou hodnota a mezery k sousedovi uza-
mcˇeny jako jeden celek. Exkluzivnı´ za´mek je vyzˇadova´n pro jakoukoliv formu aktualizace
za´znamu B-stromu, nebomezery k jeho sousedovi. Aktualizace hodnoty vyzˇaduje za´mek
na starou hodnotu a jejı´ho souseda, posledneˇ uvedeny´ je povinen zajistit schopnost nove´
aktualizace hodnoty v prˇı´padeˇ zavola´nı´ ROLLBACK.
2.3.4.2 Hypoteticka´ metoda cˇ. 2: Bayerova a Schkolnickova sada protokolu˚ zamy-
ka´nı´ Zajisˇt’uje integritu prˇı´stupu˚ do B-stromu a za´rovenˇ umozˇnˇuje soubeˇzˇnou cˇinnost
[1].
Prˇi cˇtenı´ jde v podstateˇ o vy´lucˇne´ za´mky drzˇene´ nad aktua´lnı´m uzlem (a v urcˇite´m
momentu i jeho prˇedkem), to znamena´, zˇe dokud jsou nad uzlem drzˇeny, jine´ vla´kno do
neˇj nemu˚zˇe zasahovat, a to ani pro cˇtenı´. Vzhledemk tomu, zˇe prˇi cˇtenı´, respektive hleda´nı´
pozˇadovane´ho uzlu, se postupuje do veˇtsˇı´ hloubky hierarchie B-stromu, za´mek na prˇedka
v prˇedchozı´ hloubce se uvolnı´, cozˇ umozˇnı´ cˇtenı´ jiny´m vla´knem. Z toho vyply´va´, zˇe prˇi
cˇtenı´ zamyka´me veˇtsˇinou maxima´lneˇ dva uzly. To je oproti beˇzˇne´mu sdı´lene´mu za´mku
velky´ rozdı´l.
Aktualizace cˇi za´pis vsˇak, stejneˇ jako u vsˇech metod, prˇedstavuje slozˇiteˇjsˇı´ proble´m,
ktery´ vyzˇaduje slozˇiteˇjsˇı´ rˇesˇenı´. Vzhledem k tomu, zˇe prˇi aktualizaci cˇi za´pisu mu˚zˇeme
ovlivnit vysˇsˇı´ u´rovneˇ hloubky, nezˇ ve ktere´ se pra´veˇ nacha´zı´me, ponecha´va´me si vy´hradu
(rezervaci) zamknout kazˇdy´ uzel, ke ktere´mu bylo prˇi pru˚chodu hierarchiı´ B-stromu
prˇistoupeno. Pozdeˇji mu˚zˇe by´t rezervace prˇevedena na za´mek, a to v prˇı´padeˇ, zˇe ak-
tualizace se bude sˇı´rˇit hierarchiı´ stromu smeˇrem nahoru (typicky prˇi splitu). Prˇı´padneˇ
mu˚zˇe by´t rezervace zrusˇena, pokud budeme mı´t jistotu, zˇe vyhrazene´ uzly nebudeme
aktualizovat.
Rezervace prˇevedena´ na za´mek zarucˇuje, zˇe zˇa´dna´ jina´ transakce nebude mı´t prˇı´stup
do tohoto uzlu, je to tedy obdoba exkluzivnı´ho za´mku. Aktualizace uzlu˚ probı´ha´ pouze v
prˇı´padeˇ, zˇe jsmemı´sto rezervacı´ obdrzˇeli za´mkynavsˇechnyuzlydotcˇene´ touto aktualizacı´
v hierarchii B-stromu smeˇrem nahoru. Pote´, co se provedou vsˇechny zmeˇny, jsou za´mky
zrusˇeny a vsˇechny dotcˇene´ uzly jsou k dispozici pro ostatnı´ transakce. V drtive´ veˇtsˇineˇ
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prˇı´padu˚ aktualizacı´ uzlu˚ je nutne´ takto ovlivnit pouze neˇkolik u´rovnı´ v blı´zkosti zdroje
aktualizace vysˇsˇı´ hloubky, cozˇ v sobeˇ skry´va´ vy´hodu toho, zˇe nemusı´me zamykat celou
cestu smeˇrem nahoru azˇ do korˇene. Prˇesto je zde riziko, zˇe pokud zamkneme prˇı´lisˇ ma´lo
uzlu˚, mohlo by se sta´t, zˇe bude nutne´ zacˇı´t znovu u korˇene.
2.3.4.3 Hypoteticka´ metoda cˇ. 3: Vlastnı´ na´vrh Vlastnı´ rˇesˇenı´ jsem se rozhodnul
navrhnout ze dvou du˚vodu˚. Jednak jsem zacˇal polemizovat nad vylepsˇenı´m laikova
na´padu zamknutı´ cele´ cesty v hierarchii B-stromu exkluzivnı´m za´mkem z kapitoly 2.3,
tak, zˇe bychzmensˇil granule exkluzivneˇ zamknuty´chuzlu˚ pouzena tynejnutneˇjsˇı´ a zbytek
by zu˚stal zamknut sdı´leny´m za´mkem; a jednak je dle me´ho na´zoru vy´sˇe uvedene´ dveˇ
metody obtı´zˇne´ aplikovat na sta´vajı´cı´ implementaci metody pro vkla´da´nı´ do B-stromu
ve frameworku QuickDB, protozˇe metoda nevyuzˇı´va´ rekurze, ny´brzˇ je implementova´na
formou cyklu for, takzˇe vesˇkere´ u´daje o za´mcı´ch a cesta´ch bude nutne´ ukla´dat explicitneˇ.
A konecˇneˇ - zˇa´dny´ z teˇchto mechanismu˚ nepopisuje jak synchronizovat transakce prˇi
prˇı´padne´m neˇkolikana´sobne´m hierarchicke´m splitu, takzˇe bych rˇesˇenı´ tohoto proble´mu
stejneˇ musel hledat svou cestou.
Metoda je tedy zalozˇena na zamyka´nı´ konkre´tnı´ch uzlu˚ a ukla´da´nı´ cesty v B-stromu.
Prˇi cˇtenı´, respektive procha´zenı´ herarchiı´ B-stromu smeˇrem dolu˚, jsou do loka´lnı´ho
pole ukla´da´ny odkazy na uzly, ktery´mi jsme prosˇli, respektive ktere´ jsme zamkli sdı´le-
ny´m za´mkem. Tı´m ma´me zajisˇteˇno, zˇe vı´me, ktere´ uzly budeme muset odemknout po
dobeˇhnutı´ cyklu, respektive po dosazˇenı´ listu. Do takto zamknuty´ch uzlu˚ majı´ prˇı´stup
ostatnı´ transakce, ovsˇem take´ pouze pro cˇtenı´.
Prˇi aktualizaci nebo za´pisu do uzlu je potrˇeba sdı´leny´ za´mek aktua´lnı´ho uzlu, ve
ktere´m se pra´veˇ nacha´zı´me, prˇetransformovat na za´mek exkluzivnı´. Tomusı´ by´t zajisˇteˇno
tak, aby nevzniknul prostor pro zı´ska´nı´ jake´hokoliv za´mku na tento uzel jinou transakcı´.
V praxi to znamena´, zˇe exkluzivnı´ za´mek obdrzˇı´ transakce pouze tehdy, nedrzˇı´-li nad
konkre´tnı´muzlem zˇa´dna´ jina´ transakce, a to jak exkluzivnı´, tak ani sdı´leny´. Pro exkluzivneˇ
zamknute´ uzlyma´me take´ loka´lnı´ pole. Po dobeˇhnutı´ cyklu, respektive dokoncˇenı´ vlozˇenı´
hodnoty do B-stromu, opeˇt projdeme pole a poodemyka´me vsˇechny zamcˇene´ uzly.
Vy´sˇe uvedeny´ popis platı´ pronejjednodusˇsˇı´ formuvkla´da´nı´ doB-stromu, tedyvprˇı´pa-
dech, kdy se hierarchiı´ pohybujeme vy´hradneˇ smeˇrem dolu˚ (odemknutı´ pak provedeme
jednodusˇe od nejspodneˇjsˇı´ho uzlu po nejvysˇsˇı´).
Komplikace vsˇak prˇicha´zejı´ v prˇı´padeˇ, zˇe v listove´m uzlu, do ktere´ho chceme vkla´dat,
dojde mı´sto. V takove´m prˇı´padeˇ docha´zı´ ke splitu, tedy rozdeˇlenı´ listu na dva nove´,
respektive jeden sta´vajı´cı´ a jeden novy´. Na´sledovat musı´ aktualizace rodicˇe. Musı´me na
neˇj zı´skat exkluzivnı´ za´mek, tedy v tomto prˇı´padeˇ se jizˇ pohybujeme hierarchiı´ B-stromu
smeˇrem nahoru. Aktualizace rodicˇovske´ho uzlu spocˇı´va´ mimo jine´ v tom, zˇe se zde musı´
prˇidat prvek odkazujı´cı´ na noveˇ vlivem splitu vznikle´ho potomka.
Daleko veˇtsˇı´ komplikace vsˇak nasta´va´, kdyzˇ nenı´ dostatek mı´sta na novy´ prvek ani v
tomto rodicˇi. V u´plneˇ nejhorsˇı´m prˇı´padeˇ se mu˚zˇe sta´t, zˇe nenı´ mı´sto na novy´ prvek v cele´
hierarchii rodicˇu˚ smeˇrem nahoru azˇ do samotne´ho korˇene B-stromu. V takove´m prˇı´padeˇ
je rozdeˇlen korˇen B-stromu na dveˇ poloviny a nad nimi vznikne korˇen novy´, cˇı´mzˇ se o
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Obra´zek 3: Nejhorsˇı´ prˇı´pad, ktery´ mu˚zˇe nastat - splity v hierarchii B-stromu azˇ do korˇene
jeden stupenˇ zvy´sˇı´ vy´sˇka stromu. Osˇetrˇit tyto operace jako vla´knoveˇ bezpecˇne´ je velice
slozˇite´ a komplikovane´, nicme´neˇ v implementaci nı´zˇe se pokusı´m najı´t rˇesˇenı´.
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3 Implementace vybrane´ metody zamyka´nı´ funkce pro vkla´-
da´nı´ do B-stromu
Implementoval jsem tedy svouvlastnı´metodu.Nejprve bylo potrˇeba upravit trˇı´du cNode,
respektive prˇidat do nı´ atributy a metody.
std :: atomic <unsigned int> readLockCounter;
std :: atomic <unsigned int> writeLockCounter;









Vy´pis 1: Atributy a metody prˇidane´ do trˇı´dy cNode
Atributy, ktere´ jsem do trˇı´dy prˇidal, jsou dveˇ atomicke´ promeˇnne´ typu unsigned int.
Jedna´ se o countery pocˇtu aktua´lneˇ drzˇeny´ch locku˚ nad instancı´ potomka te´to trˇı´dy.
Dalsˇı´ atribut tiskniHlasky slouzˇı´ k aktivaci vy´pisu kontrolnı´ch hla´sˇek na standardnı´
vy´stup. Jak vyply´va´ z na´zvu˚ metod, jsou zde dveˇ metody obsluhujı´cı´ prˇideˇlenı´/odebra´nı´
ReadLocku, stejneˇ fungujı´cı´ dveˇ metody jsou zde i pro WriteLock. Dalsˇı´ dveˇ metody
slouzˇı´ k prˇemeˇneˇ ReadLocku naWriteLock (respektive obra´ceneˇ), zajisˇt’ujı´cı´ tuto u´lohu
bez rizika, zˇe by se mezi zmeˇnou locku dostala k tomuto uzlu jina´ transakce. Vsˇech teˇchto
sˇest metod vracı´ na´vratovou hodnotu typu bool, ktera´ naby´va´ hodnoty true v prˇı´padeˇ
prˇideˇlenı´ za´mku konkre´tnı´ transakci nad aktua´lnı´m uzlem a hodnoty false, pokud se
za´mek zı´skat nepodarˇı´. Poslednı´ dveˇ metody plnı´ kontrolnı´ funkci, vracejı´ hodnotu typu
int s celkovy´m pocˇtem aktua´lneˇ drzˇeny´ch za´mku˚ nad tı´mto uzlem.
inline bool cNode::rLockGet()
{


































































Vy´pis 2: Definice metod prˇidany´ch do trˇı´dy cNode
Trˇı´da, ktera´ je v te´to aplikaci pouzˇı´va´na pro vytvorˇenı´ datove´ struktury typu B-strom, se
jmenuje cCommonB+Tree. Jejı´ metoda, ktera´ je v te´to pra´ci podstatna´, se jmenuje Insert.
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V te´to metodeˇ probı´ha´ vesˇkera´ agenda a pra´ce ty´kajı´cı´ se vkla´da´nı´ a hlavneˇ zamyka´nı´ -
jednotlive´ uzly jsou zamyka´ny a odemyka´ny prostrˇednictvı´m metod, ktere´ jsem umı´stil
do trˇı´dy cNode 2. Jizˇ vy´sˇe bylo uvedeno, zˇe tato vkla´dacı´ metoda nepracuje rekurzivneˇ,
ale pracuje na za´kladeˇ cyklu for. To je du˚vod, procˇ bylo nutne´ i v te´to metodeˇ vytvorˇit
neˇkolik loka´lnı´ch promeˇnny´ch.
bool printLocks = true;
bool printDeadLocks = true;
int waitMSec = 100;





Vy´pis 3: Deklarace loka´lnı´ch promeˇnny´ch prˇidany´ch do metody Insert trˇı´dy
cCommonB+Tree
Prvnı´ dveˇ promeˇnne´ slouzˇı´ opeˇt k aktivaci/deaktivaci informacˇnı´ch vy´pisu˚ na stan-
dardnı´ vy´stup. Promeˇnna´ waitMSec stanovuje v milisekunda´ch dobu, jakou bude al-
goritmus deˇlat prˇesta´vky mezi neu´speˇsˇny´mi zˇa´dostmi o prˇideˇlenı´ za´mku. Hloubka je
promeˇnna´ slouzˇı´cı´ k zaznamena´va´nı´ toho, jak hluboko jsme se ve stromu jizˇ zanorˇili.
Na´sleduje deklarace cˇtyrˇ polı´ typu TNode∗, ktera´ slouzˇı´ k uchova´va´nı´ zamknute´ cesty,
respektive pointeru˚ na uzly, ktere´ byly v te´to konkre´tnı´ instanci metody zamcˇeny. Pole je
trˇeba nejprve naplnit hodnotamiNULL, abychom na konci iterace vkla´dacı´ho cyklu byli
schopni vsˇechna pole projı´t a poodemykat zamknute´ uzly.






Vy´pis 4: Naplneˇnı´ polı´ hodnotami NULL
Pak jizˇ stacˇı´ v ko´du metody Insert volat jednotliva´ zamyka´nı´ na spra´vny´ch mı´stech.




if (printLocks) printf ( ”cekam na prideleni readlocku 0! index uzlu: %i, vlakno: %i\n”,
nodeIndex, threadId);
tryLockCount++;





if (printLocks) printf ( ”zamknul jsem LeafNode %i Readlockem0 v hloubce %i, vlakno: %i\n”,
nodeIndex, hloubka, threadId);
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Vy´pis 5: Prˇı´klad pokusu o zı´ska´nı´ ReadLocku na listovy´ uzel
Jelikozˇ se jedna´ o slozˇiteˇjsˇı´ problematiku, je podrobneˇjsˇı´ popis toho co, jak a kdy je za-
myka´no cˇi odemyka´no, popsa´n nı´zˇe. Zamknute´ uzly se odemknou najednou po skoncˇenı´
iterace vkla´dacı´ho cyklu (nenı´ pravidlem, v neˇktery´ch prˇı´padech je nutne´ pozˇadovany´
uzel odemknout drˇı´ve, nezˇ na konci iterace vkla´dacı´ho cyklu). Pomocı´ polı´ je zazname-
na´na cesta, kterou bylo trˇeba projı´t pro vlozˇenı´ dane´ho za´znamu. Pole tedy projdeme a
dotcˇene´ uzly odemkneme.
for ( int k = 9; k > −1; k−−) {
if (WlockedInnerNodes[k] != NULL){
WlockedInnerNodes[k]−>wLockRelease();
}
if (SlockedInnerNodes[k] != NULL){
SlockedInnerNodes[k]−>rLockRelease();
}
if (WlockedLeafNodes[k] != NULL){
WlockedLeafNodes[k]−>wLockRelease();
}




Vy´pis 6: Odemknutı´ dotcˇeny´ch uzlu˚ po skoncˇenı´ iterace vkla´dacı´ho cyklu
Takto osˇetrˇena´ metoda Insert je vla´knoveˇ bezpecˇna´ a mu˚zˇeme ji tedy volat para-
lelneˇ vı´ce vla´kny. Toho docı´lı´me podobneˇ jako je tomu u metody RunPointQuery, ktera´
prova´dı´ vyhleda´va´nı´ v B-stromu pra´veˇ prostrˇednictvı´m vı´cevla´knove´ho prˇı´stupu. Me-
todu CreateF ixedLen, volanou v hlavnı´ spousˇteˇcı´ funkci main tedy upravı´me tak, aby
se vkla´dane´ prvky rozdeˇlily mezi jednotliva´ vla´kna.
for (unsigned int i = 0 ; i < NOF THREADS M1 ; i++)
{





for (unsigned int i = 0 ; i < NOF THREADS−1 ; i++)
{
inThreads[i]−>join(); // wait for all threads created
}




Vy´pis 7: Ko´d rozdeˇlujı´cı´ vkla´da´nı´ prvku˚ mezi jednotliva´ vla´kna
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Funkce insertTuples obsahuje mı´rneˇ modifikovany´ pu˚vodnı´ ko´d jednovla´knove´ho
vkla´da´nı´ do B-stromu. Cyklus zde probı´ha´ pouze na intervalu prvku˚, ktery´ dostane
prˇideˇlen v parametrech loQueryOrder a hiQueryOrder.
void insertTuples(tBpTreeType Fixedlen∗ mIndex Fixedlen, char∗ data, unsigned int loQueryOrder,
unsigned int hiQueryOrder){
for (unsigned int i = loQueryOrder; i < hiQueryOrder; i++)
{




mIndex Fixedlen−>Insert(∗mKey Fixedlen[i], data);
}
}
Vy´pis 8: Funkce insertTuples
3.1 Konkre´tnı´ zpu˚sob zamyka´nı´ v metodeˇ Insert
Metoda Insert je tvorˇena nekonecˇny´m cyklem for, ukoncˇen je tedy pouze tehdy, pokud
dosa´hneme cı´le, za ktery´m byl spusˇteˇn (nalezenı´ cˇi vlozˇenı´ pozˇadovane´ hodnoty). Tento
cyklus slouzˇı´ k procha´zenı´ B-stromem, a to v hierarchii jak smeˇrem dolu˚ (zanorˇova´nı´),
tak i smeˇrem nahoru (vynorˇova´nı´). Cyklus je rozdeˇlen na trˇi za´kladnı´ cˇa´sti (tzv. staty),
pomocı´ ktery´ch je urcˇeno jakou operaci budeme v aktua´lnı´ iteraci cyklu prova´deˇt.
State0 je nejza´kladneˇjsˇı´ cˇa´st ko´du. Jak ukazuje vy´vojovy´ diagram A, na same´m za-
cˇa´tku probeˇhne veˇtvenı´, kdy urcˇı´me, zda se jedna´ o listovy´, nebo vnitrˇnı´ uzel. V obou
prˇı´padech provedeme zamknutı´ uzlu ReadLockem. V prˇı´padeˇ, zˇe se jedna´ o vnitrˇnı´ uzel,
si algoritmus zjistı´, do jake´ho potomka ma´ v prˇı´sˇtı´ iteraci vstoupit a pra´ce v aktua´lnı´m
uzlu koncˇı´, dalsˇı´ zamyka´nı´ tedy jizˇ neprobı´ha´. V prˇı´padeˇ, zˇe se jedna´ o listovy´ uzel, je
situace slozˇiteˇjsˇı´ - v za´vislosti na na´mi zvoleny´ch vlastnostech listu˚ (duplika´tnı´ hodnoty
klı´cˇe, respektive povolena´/zaka´zana´ inkrementace hodnot) mohou nastat ru˚zne´ prˇı´pady.
V nasˇem prˇı´padeˇ jde o tyto:
• vkla´dana´ polozˇka v tomto listove´m uzlu jesˇteˇ nenı´ a je zde dostatek mı´sta, transfor-
mujeme tedyReadLock naWriteLock a vlozˇı´me polozˇku (pokud je polozˇka vlozˇena
na konec uzlu, musı´me prˇi dalsˇı´ iteraci modifikovat rodicˇe, tedy budeme pracovat
ve State2)
• vkla´dana´ polozˇka v tomto listove´m uzlu jesˇteˇ nenı´ a nenı´ zde dostatek mı´sta -
transformujeme tedy ReadLock naWriteLock a provedeme split, polozˇku vlozˇı´me
do jednoho z teˇchto dvou rozdeˇleny´ch uzlu˚ a v prˇı´sˇtı´ iteraci budeme pracovat v
cˇa´sti State1 (vlozˇenı´ odkazu na nove´ho potomka do vnitrˇnı´ho uzlu rodicˇe)
Jak jizˇ bylo naznacˇeno vy´sˇe, State1 a State2 jsou cˇa´sti, ve ktery´ch se pracuje vy´hradneˇ
s vnitrˇnı´mi uzly. Tyto cˇa´sti jsou pouzˇı´va´ny prˇi vynorˇova´nı´ v hierarchii B-stromu, tedy prˇi
postupu smeˇrem nahoru, ktery´ je potrˇeba pouze v prˇı´padeˇ nutnosti modifikace rodicˇu˚.
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State1 cˇa´st je zavola´na na vnitrˇnı´ uzel v prˇı´padeˇ, zˇe v potomkovi dosˇlo ke splitu a
je tedy nutne´ prˇidat odkaz na nove´ho potomka. V idea´lnı´m prˇı´padeˇ je v tomto uzlu
dostatek volne´ho mı´sta pro dalsˇı´ polozˇku. Na tento vnitrˇnı´ uzel bychom tedy mohli
zı´skatWriteLock a polozˇku prˇidat, pak pra´ce cele´ho algoritmu koncˇı´. Pokud ale v tomto
vnitrˇnı´m uzlu mı´sto nenı´, pak dojde ke splitu i zde a cela´ vy´sˇe uvedena´ operace se
musı´ prove´st nad dalsˇı´m, v hierarchii o jeden stupenˇ vy´sˇe nacha´zejı´cı´m se, rodicˇovske´m
vnitrˇnı´m uzlu. Zde nasta´va´ proble´m, protozˇe je zde vysoka´ pravdeˇpodobnost cˇaste´ho
uva´znutı´ prˇi vı´cevla´knove´m prˇı´stupu u ktere´ho nelze jednodusˇe prove´st ROLLBACK,
protozˇe jsme jizˇ provedli jistou aktualizaci dat. Z toho plyne, zˇe zamyka´nı´ jednotlivy´ch
uzlu˚ prˇi pra´ci v cˇa´sti State1 nebude fungovat.
Musı´me tedy zvolit jine´ rˇesˇenı´. Vzhledem k te´to konkre´tnı´ implementaci B-stromu,
ktera´ zajisˇt’uje velke´ mnozˇstvı´ polozˇek v listovy´ch uzlech, mu˚zˇeme prˇedem pocˇı´tat s tı´m,
zˇe vy´sˇka B-stromu nebude prˇı´lisˇ velka´. Z toho plyne, zˇe ani cesta z korˇene do listove´ho
uzlu nebude vzhledem k pocˇtu polozˇek nijak dlouha´ a tı´m ma´me zajisˇteˇno, zˇe prˇı´padny´
split, ktery´ by v nejhorsˇı´m prˇı´padeˇ zpu˚sobil vy´sˇe uvedeny´ proble´m zveˇtsˇenı´ vy´sˇky B-
stromu, bude minima´lneˇ vyuzˇı´vany´m procesem (vzhledem k celkove´mu pocˇtu operacı´ s
B-stromem se jedna´ o mizive´ procento). Konkre´tneˇ jsem nameˇrˇil prˇi standardnı´m pocˇtu
2000000 vkla´dany´ch polozˇek a velikosti bloku 8192 bajtu˚ prˇesneˇ 5656 splitu˚, cozˇ je cca
0,29% z celkove´ho pocˇtu operacı´. Na za´kladeˇ tohoto u´daje si tedy prˇi splitu ve State1
mu˚zˇeme z hlediska zachova´nı´ dostatecˇne´ propustnosti dovolit zamknout cely´ B-strom.
Provedeme to tak, zˇe na B-strom si prˇed detekovany´m splitem ve State0 nejprve zavola´me
ReserveBpTreeLock a pocˇka´me na dobeˇhnutı´ jizˇ zapocˇaty´ch transakcı´ ostatnı´ch vla´ken,
ktera´ o rezervaci budou veˇdeˇt a nebudou tak vytva´rˇet nove´ transakce. Jakmile nad B-
stromem nebude prova´deˇna zˇa´dna´ jina´ operace, prˇemeˇnı´me rezervaci naAllBpTreeLock
a zaha´jı´me operaci splitova´nı´ listu, ktera´ mu˚zˇe prˇeru˚st v operaci splitova´nı´ vnitrˇnı´ho uzlu
ve State1. Po skoncˇenı´ cele´ te´to operace lock a rezervaci na cely´ B-strom uvolnı´me. Pokud
by prˇi cˇeka´nı´ na rezervaci dosˇlo k uva´znutı´, budeme samozrˇejmeˇ prˇednostneˇ prova´deˇt
ROLLBACK na vsˇechny ostatnı´ transakce. V prˇı´padeˇ, zˇe dveˇ vla´kna vza´jemneˇ vyvolajı´
rezervaci zamknutı´ cele´ho B-stromu, budeme postupovat standardneˇ jako prˇi jake´mkoliv
jine´m uva´znutı´, tedy ROLLBACK provedeme na pozdeˇji spusˇteˇnou transakci. A to si
mu˚zˇeme bez obav dovolit, protozˇe rezervaci provedeme jesˇteˇ prˇed jakoukoliv zmeˇnou
dat.
bool cCommonBpTree<TNode, TLeafNode, TKey>::reserve Btree lock()
{














bool cCommonBpTree<TNode, TLeafNode, TKey>::get Btree lock()
{








bool cCommonBpTree<TNode, TLeafNode, TKey>::release Btree lock()
{




















void cCommonBpTree<TNode, TLeafNode, TKey>::release Btree waiting()
{




Vy´pis 9: Metody pro zamyka´nı´ cele´ho B-stromu pro situaci prˇi splitu prˇidane´ do trˇı´dy
cCommonBpTree
Ve vy´pisu ko´du vy´sˇe 9 jsou uvedeny metody obsluhujı´cı´ zamyka´nı´ cele´ho B-stromu,
ktere´ jsem prˇidal do trˇı´dy cCommonBpTree. Metody pracujı´ se dveˇma atomicky´mi pro-
meˇnny´mi typu unsigned int, ktere´ fungujı´ jako countery pro zamyka´nı´ cele´ho B-stromu.
Tyto metody budeme volat v metodeˇ Insert. Prvnı´ cˇtyrˇi metody pracujı´ stejneˇ jako me-
tody pro zamyka´nı´ uzlu˚, tedy vracejı´ na´vratovou hodnotu typu bool. Pa´ta´ a sˇesta´ slouzˇı´
ke zjisˇteˇnı´ pocˇtu za´mku˚ a vracejı´ na´vratovou hodnotu typu int. Poslednı´ dveˇ umozˇnˇujı´
ulozˇit informaci o tom, zˇe vla´kno tzv. ”stojı´”a da´va´ prostor jine´mu vla´knu na prˇemeˇnu z
rezervace na za´mek cele´ho B-stromu.
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Dometody Insert jsem da´le prˇidal promeˇnne´ isBPTreeReserved a isBPTreeLocked
pro ulozˇenı´ informace o tom, zda drzˇı´me rezervaci nebo za´mek nad cely´m B-stromempro
dane´ vla´kno. Da´le je nutne´ prˇidat na zacˇa´tek metody Insert oveˇrˇenı´, zda nad B-stromem
nenı´ drzˇena rezervace nebo samotne´ zamknutı´ jiny´m vla´knem. Zde setrva´me tak dlouho,
dokud je nad B-stromem drzˇena jaka´koliv rezervace cˇi za´mek.
set Btree waiting () ; // davam vedet ostatnim vlaknum, ze neprovadim zadne vkladaci operace
while (count Btree reservations() != 0 || count Btree locks() != 0){




release Btree waiting() ; // davam vedet ostatnim vlaknum, ze jdu provadet vkladaci operace a
nemohou tak ziskat lock na cely B−strom
Vy´pis 10: Detekce rezervace nebo zamknutı´ cele´ho B-stromu
Samotne´ zamyka´nı´ (ktere´mu prˇedcha´zı´ rezervace) cele´ho B-stromu je pak vyvola´no
prˇi prˇepnutı´ ze State0 do State1, cˇı´mzˇ si zajistı´me ”cˇisty´ stu˚l”pro vsˇechny prˇı´pady, vcˇetneˇ
toho nejhorsˇı´ho v podobeˇ splitnutı´ korˇene.
tryLockCount = 0;
while (! reserve Btree lock() ){
if (printLocks) printf ( ”cekam na prideleni rezervace4 na cely B−strom, vlakno: %i\n”,
threadId);
tryLockCount++;
// detekujeme deadlock a provedeme rollback
if (tryLockCount >= 10){
if (printDeadLocks) printf ( ”DEADLOCK 4! ROLLBACK, vlakno: %i\n”, threadId);
// pred rollbackem je potreba odemknout vsechny cestou zamknute uzly
for ( int k = hloubka; k > −1; k−−) {


















goto NAVEST START0; //presmerovani zpet na zacatek cyklu, KDE JSOU ZNOVU








printf ( ”rezervoval jsem B−strom AllBTreeLockem4, vlakno: %i\n”, threadId);
// pokud mame rezervaci, musime pockat az ostatni vlakna ukonci stavajici cinnost a pak dostaneme
zamek na cely B−strom, tady nemuze nastat deadlock, protoze mame prednost pred vsim
while (!get Btree lock () ){




if (printLocks) printf ( ”zamknul jsem B−strom AllBTreeLockem5, vlakno: %i\n”, threadId);
Vy´pis 11: Rezervace a na´sledne´ zamknutı´ cele´ho B-stromu
State2 je pak nejjednodusˇsˇı´ cˇa´stı´ vkla´dacı´ho cyklu - pouze zajisˇt’uje modifikaci ro-
dicˇovske´ho, respektive vnitrˇnı´ho uzlu, je-li to potrˇeba. Navzdory tomu ale i v te´to cˇa´sti
budeme zamykat cely´ B-strom. A to proto, zˇe do State2 se mu˚zˇeme dostat jak ze State0,
tak ze State1. Zpu˚sobı´ to vy´razne´ snı´zˇenı´ propustnosti, ale jine´ rˇesˇenı´ by vyzˇadovalo mo-
difikaci samotne´ implementace metody Insert, cozˇ nenı´ v mozˇnostech rozsahu ani cı´lem
te´to pra´ce.
3.1.1 Detekce uva´znutı´ a ROLLBACK
Na neˇktery´ch mı´stech zamyka´nı´ v metodeˇ Insert je nutne´ osˇetrˇit postup, ktery´ se stane
v prˇı´padeˇ uva´znutı´. Uva´znutı´ jsem naimplementoval jako deset neu´speˇsˇny´ch pokusu˚
o zı´ska´nı´ za´mku. Tato detekce musı´ by´t provedena prˇed jakoukoliv zmeˇnou dat, aby
prˇı´padny´ ROLLBACKmohl celou transakci zrusˇit, respektive spustit znovuprˇi zachova´nı´
atomicˇnosti transakce. Prˇed zavola´nı´mROLLBACK jenutne´ zrusˇit vsˇechnydosudzı´skane´
za´mky, zmeˇnit vsˇechny loka´lnı´ promeˇnne´ metody Insert na defaultnı´ a pomocı´ na´veˇsti
spustit cely´ cyklus od zacˇa´tku.
// UPGRADE READLOCK to writelock
tryLockCount = 0;
while (!currentLeafNode−>upgradeToWriteLock()){
if (printLocks) printf ( ”cekam na prideleni writelocku 3!, vlakno: %i\n”, threadId);
tryLockCount++;
if (tryLockCount >= 10){
if (printDeadLocks) printf ( ”DEADLOCK 3! ROLLBACK, vlakno: %i\n”, threadId);
// pred rollbackem musime odemkout vsechny dosud zamknute nody
for ( int k = hloubka; k > −1; k−−) {


























if (printLocks) printf ( ”zamknul jsem LeafNode %i Writelockem3 v hloubce %i, vlakno: %i\n”,
nodeIndex, hloubka, threadId);
Vy´pis 12: Prˇı´kladdetekceuva´znutı´ deseti neu´speˇsˇny´mipokusyo zı´ska´nı´ za´mku, prˇı´padne´
odstraneˇnı´ dosud zı´skany´ch za´mku˚ a na´sledny´ ROLLBACK ve formeˇ prˇesmeˇrova´nı´ zpeˇt
na zacˇa´tek metody pomocı´ na´veˇsti
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4 Vyhodnocenı´ implementace a testova´nı´
Vy´sˇe uvedena´ implementace paralelnı´ho vkla´da´nı´ do datove´ struktury B-strom je fun-
kcˇnı´. Vlozˇenı´ 2000000 hodnot probeˇhne paralelneˇ dveˇma vla´kny, prˇicˇemzˇ vsˇechny vkla´-
dane´ hodnoty jsou mezi tato vla´kna rovnomeˇrneˇ napu˚l rozdeˇleny. Vsˇechny mozˇne´ prˇı´-
pady uva´znutı´ jsou osˇetrˇeny, beˇhem testova´nı´ tedy program vzˇdy skoncˇil korektneˇ bez
nekonecˇne´ho deadlocku.
Obra´zek 4: Vy´stup vy´sledne´ aplikace - prˇeha´zene´ porˇadı´ cˇı´sel oznacˇujı´cı´ch pocˇet aktua´lneˇ
vlozˇeny´ch hodnot dokazuje, zˇe vkla´da´nı´ bylo provedeno vı´cevla´knoveˇ
4.1 Porovna´nı´ dosazˇene´ propustnosti s jednovla´knovy´m vkla´da´nı´m
Prˇi deseti po sobeˇ na´sledujı´cı´ch testovacı´ch spusˇteˇnı´ vy´sledne´ aplikace v mo´du release na
PC Lenovo IdeaPad Y580 (2-ja´drove´ x64 CPU i5, 8GB RAM) byly prˇi vkla´da´nı´ stejne´ho
pocˇtu (2000000) polozˇek stejne´ho datove´ho typu nameˇrˇeny hodnoty uvedene´ v tabulce 8.
Typ vkla´da´nı´ ̸ ◦ cˇas vkla´da´nı´ ̸ ◦ insertu˚ za sekundu
jednovla´knove´ 4,3 465 000
dvouvla´knove´ 8,4 236 000
Tabulka 8: Vy´sledky testova´nı´ vkla´da´nı´ do B-stromu jednovla´knovy´m a dvouvla´knovy´m
pru˚beˇhem
Tyto vy´sledky pro mne nejsou prˇekvapive´. Slaby´ vy´kon a mala´ propustnost vı´cevla´k-
nove´ho vkla´da´nı´, v tomto konkre´tnı´m prˇı´padeˇ, jsou zpu˚sobeny:
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• Prˇedevsˇı´m zamyka´nı´m cele´ho B-stromu na mı´stech, kde to pu˚vodneˇ nebylo pla´no-
va´no, tedy hlavneˇ v cˇa´sti vkla´dacı´ho algoritmu nazvane´ State2
• Vy´kon pra´ce s B-stromem nestojı´ na slozˇity´ch vy´pocˇtech procesoru, ale na rychlosti
operacı´ s pameˇtı´ - at’by byla implementace sebeidea´lneˇjsˇı´, k dvojna´sobne´muvy´konu
vkla´da´nı´ prˇi zpracova´nı´ dveˇma vla´kny by to stejneˇ nevedlo
• Rezˇie vla´knove´ bezpecˇnosti nemalou meˇrou zpomaluje cely´ vkla´dacı´ algoritmus,
pro cˇasova´ razı´tka jsou pouzˇity cykly while v ru˚zny´ch variacı´ch
• Takte´zˇ je nutno prˇipocˇı´st rezˇii na samotne´ vytva´rˇenı´ jednotlivy´ch vla´ken a rozdeˇlo-
va´nı´ vkla´dany´ch hodnot mezi neˇ
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5 Za´veˇr
Ma´ implementace zamyka´nı´ vkla´dacı´ metody ve frameworku QuickDB nenı´ dokonala´,
naopak ma´ vı´cero nedostatku˚.
Tı´m hlavnı´m je, zˇe se prˇi rˇesˇenı´ zamyka´nı´ vnitrˇnı´ch uzlu˚ objevil proble´m v cˇa´sti State2,
ktera´ by musela by´t bud’ naimplementova´na jinak (nejspı´sˇe jejı´ duplikova´nı´ a upravenı´
do dalsˇı´ State3, kterou bych volal pouze pro rodicˇe listovy´ch uzlu˚ se za´mkem jen na
tohoto rodicˇe), nebo za sta´vajı´cı´ implementace musel by´t zamyka´n cely´ B-strom. V te´to
bakala´rˇske´ pra´ci jsem pouzˇil druhou variantu.
Dalsˇı´m pravdeˇpodobny´m nedostatkem je, zˇe rezervace B-stromu jednou transakcı´
mu˚zˇe by´t provedena pra´veˇ v okamzˇiku, kdy jina´ transakce je uprostrˇed za´pisu do listo-
ve´ho uzlu, cozˇ by teoreticky mohlo zpu˚sobit ztra´tu aktualizace.
Idea´lnı´ take´ nenı´ krkolomne´ rˇesˇenı´ cˇasovy´ch razı´tek pro ROLLBACK zpu˚sobem, zˇe
se rˇı´dı´m tı´m, ktery´ cyklus drˇı´ve probeˇhne desetkra´t.
Zamyka´nı´ cele´ho B-stromu by navı´c mohlo by´t nahrazeno neˇjakou sofistikovaneˇjsˇı´
metodou - naprˇı´klad aby spolu transakce, potazˇmo vla´kna, komunikovala prostrˇednic-
tvı´m uda´lostı´ dle pravidel neˇjake´ho prˇedem definovane´ho uzamykacı´ho protokolu.
Vyrˇesˇenı´ teˇchto aspektu˚ by znamenalo zefektivneˇnı´ cele´ho algoritmu a zvy´sˇenı´ pro-
pustnosti. V budoucnu bych na tomto chteˇl pracovat v ra´mci diplomove´ pra´ce.
Nejveˇtsˇı´ obtı´zˇe prˇi vypracova´va´nı´ te´to bakala´rˇske´ pra´ce pro mne bylo porozumeˇt
sta´vajı´cı´ implementaci sˇkolnı´ho frameworkuQuickDB.Nakonec se uka´zalo, zˇe studova´nı´
zdrojovy´ch ko´du˚ jizˇ hotove´ fungujı´cı´ aplikace pro mne bylo za´rovenˇ nejveˇtsˇı´m prˇı´nosem.
Tato pra´ce byla my´m prvnı´m setka´nı´m s paralelneˇ pracujı´cı´ aplikacı´ v takove´mto
rozsahu. Vypracova´nı´ bylo na´rocˇne´, ale prˇisˇel jsem na spoustu novy´ch veˇcı´, zejme´na na
nesporne´ vy´hody dodrzˇova´nı´ pravidel OOP.
Dosud jsem byl zvykly´ pracovat v jazycı´ch vysˇsˇı´ u´rovneˇ. Domnı´va´m se, zˇe neby´t te´to
bakala´rˇske´ pra´ce, do hlubin a za´koutı´ nizˇsˇı´ho jazyka, jaky´mC++ je, bych se jinak nedostal.
Za´veˇrem uva´dı´m, zˇe jsem v te´to bakala´rˇske´ pra´ci splnil vsˇechny pozˇadavky uvedene´
v zada´nı´. Vy´jimkou je podrobne´ porovna´nı´ vy´konnosti jednotlivy´ch metod zamyka´nı´,
ktere´ jsem v te´to pra´ci uvedl, jelikozˇ implementova´na byla pouze jedna z nich.
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A Vy´vojove´ diagramy
Obra´zek 5:Vy´vojovy´ diagram cˇa´sti vkla´dacı´ho cyklunazvane´ State0 (v cˇervene´mra´mecˇku




• adresa´rˇ codes obsahujı´cı´ vsˇechny zdrojove´ soubory testovacı´ aplikace
• adresa´rˇ BP obsahujı´cı´ text te´to bakala´rˇske´ pra´ce ve forma´tu PDF
