For solving higher dimensional diffusion equations with an inhomogeneous diffusion coefficient, Monte Carlo (MC) techniques are considered to be more effective than other algorithms, such as finite element method or finite difference method. The inhomogeneity of diffusion coefficient strongly limits the use of different numerical techniques. For better convergence, methods with higher orders have been kept forward to allow MC codes with large step size. The main focus of this work is to look for operators that can produce converging results for large step sizes. As a first step, our comparative analysis has been applied to a general stochastic problem. Subsequently, our formulization is applied to the problem of pitch angle scattering resulting from Coulomb collisions of charge particles in the toroidal devices.
Introduction
A stochastic differential equation (SDE) involves one or more terms that are stochastic processes [1] . SDEs have wide applications in different research fields, for instance, heat transfer and the movement and mixing of molecules in physics and chemistry [2] , and transport of ions across membranes in cellular biology [3] . These equations are used to model various phenomena such as stock prices or physical systems subjected to thermal fluctuations [4] [5] [6] . Early work on SDEs was done to describe Brownian motion [7, 8] . Later Japanese mathematician Itô and Russian physicist Stratonovich put SDEs on more solid mathematical footing [9, 10] . So far, only a few SDEs have been solved to obtain analytical solutions [11] [12] [13] and, thus, numerical approach is the key to understand the relevant complex processes [14] [15] [16] [17] . Strictly speaking, numerical calculation is the In this article, different MC methods and their convergence are studied for the cases when diffusion coefficient vanishes somewhere in the domain. In such cases, the MC numerical algorithms have difficulty to converge to the correct solution [26] and, hence, a comparative analysis of different algorithms is of crucial importance. The present study is restricted to one-dimensional case, so that direct comparison with analytical solution can be made. The main goal is to find an efficient method for problems involving SDEs. Moreover, we focus on the scattering of pitch angle of ion's drift orbits in a toroidal plasma caused by Coulomb collisions.
The paper is organized as follows. Section 2 details the algorithms considered in this study. In section 3, second order algorithms (Taylor and Runge-Kutta (RK)) are compared with first order algorithms (Euler, Milstein and hybrid) with the aim to find an efficient algorithm for different cases. These MC algorithms are then applied to the pitch angle scattering in homogenous plasma, and the results are presented in section 4. Section 5 provides summary and conclusions of the study.
Model description
In the present study, the main concern is the inhomogeneity of drift and diffusion coefficients, which is the main cause of systematic errors. The systematic errors arise due to vanishing diffusion coefficients either somewhere in the domain, or at the boundaries. Here, a specific case has been considered, where the diffusion coefficient is zero on the boundaries and thus causing systematic error. So we look for numerical algorithms that can work better for such problems.
Consider the following 1D drift-diffusion equation in the interval 0zA 0 .
where f denotes the distribution function of the considered drift-diffusive system, and the diffusion and drift coefficients are given by D=z (A 0 −z) and, a=A 0 −z (0.5n−1), respectively. It should be noted that the diffusion coefficient vanishes at the boundaries (z=0, A 0 ), and the drift coefficient changes through integer n. Equation (1) plays a very important role in magnetized plasmas in order to calculate the anisotropy of the ion distribution function [27] . The general case of inhomogeneous diffusion coefficient can be regarded as a building block to solve complex stochastic problems. For example, the pitch angle scattering of charged particles in isotropic magnetized plasmas can be modeled by equation (1) , by replacing z with a term proportional to
, where v || is the component of velocity along the magnetic field direction [28] . Hence, equation (1) is of great interest, and understanding of the methods used for its solution can help us to solve and understand related physical problems [29] .
The steady state solution can be obtained analytically as
Note that the solution is a constant for n=6, and is singular, at z=A 0 , for n<6. The choice of A 0 is not critical; in this article, we have used A 0 =1.2. Figure 1 shows the distribution function f for different values of n. Diffusion is a class of stochastic processes. These are continuous time, continuous state-space phenomena, with sample paths which are everywhere continuous but nowhere differentiable. A sample path of a diffusion process models the trajectory of a particle which is subjected to random displacements due to collisions. This results in a zigzag motion of a particle, known as the Brownian motion, where the position of the particle is random and its distribution function of space and time is governed by the diffusion equation.
There are, at least, two ways of defining the evolution of a diffusion process [30] . One approach is to look at the transition density f(x, y) of the process, which describes the evolution of a diffusion process via the Fokker-Planck (FP) equation. However, the FP approach does not provide a practical method to obtain the sample paths of the process and, hence, does not give a direct access to as much information as the Ito SDE (equation (3) in our article). Nevertheless, FP method can be used to obtain analytic expressions for steady-state probability densities in many cases [31] . Another approach is to look at the state space of the diffusion process and describe its time evolution. This gives rise to the SDE representation of a diffusion process [6] .
The corresponding Itôstochastic relation for equation
where Z t describes system state at any time t, a and b are drift and diffusion coefficients, respectively, and W is the Wiener process [1] . The first term on the right-hand side is called drift term, which is deterministic (non-stochastic), and the second term refers to a diffusive part, which is non-deterministic (stochastic). An ordinary differential equation is a special case of SDE in which stochastic part is zero. In this section, the numerical solutions of equation (3) with different algorithms, i.e., Euler, Milstein, hybrid, Taylor and RK have been discussed. To determine the evolution of the distribution function for a given Brownian motion, we need to look at weak convergence instead of strong, which describes the pathwise convergence [33] . conforming to equation (1) has the form 
Note that the distribution function f N (z, t), with time steps N, is proportional to the particle's existence probability at time t and position z. In the autonomous cases an approximated distribution function f N (z), can be constructed using MC algorithms using N p test particles. The mechanism is to divide the domain [0, A 0 ] into a grid [z n , z n+1 ]. In each and every grid cell, the value of f N (z) is obtained by dividing the frequency of the particle existence in the cell by the size of the cell. A random initial condition is taken over the given domain [0, A 0 ]. In order to keep the statistical error smaller than the systematic errors, f N (z) is sampled over large number of particles. In the present study, we have considered 10 8 test particles.
Simulation results and discussion
In order to explain the convergence, we have plotted f N (z) in figure 3 , for Euler method with n=5 and different time steps dt. For small time step, the solution is getting better, but, unfortunately, the time steps cannot be made smaller beyond a certain limit. At the boundaries, the solution is underestimated by this algorithm for finite time steps and it becomes noticeable for n=5 case, because the distribution function shoots to infinity.
The solutions f N (z) for the five algorithms described in the previous section are depicted in figures 4 and 5. We note that at the boundaries z=0 and z=A 0 , the Euler algorithm results in smaller values of f N (z) whereas Milstein, RK and Taylor computations result in larger values. Moreover, the hybrid algorithm also results in higher values at the boundaries, but it is less than that predicted by Milstein, RK and Taylor. For n=5, RK and Milstein both have good convergence at z=A 0 . For n=6 and 7, the convergence of RK and hybrid algorithms is very good. For n=7, 8 and 10, the hybrid algorithm shows better convergence for all three cases in comparison with other numerical methods. Furthermore, the convergence of RK algorithm is also promising for all these cases.
By comparing the numerical and analytic solutions, it is observed that for n=5 case, significant part of the error appears in the region near z=A o , whereas for n=6, the error arises at both ends, and finally, for n>6 cases, the large part of error appears in z=0 region. At the boundaries, Milstein algorithm has capability to accumulate particles; therefore, it gives better convergence for n=5 case. Whereas, for n=6, this algorithm gives large error for f N (z) near the boundaries and, hence, is not suitable for this case. The RK algorithm, on the other hand, has good convergence for both n=5 and n=6 cases. One can determine the error using Lp-norm defined as
with f j denoting the numerically evaluated distribution function using algorithm j such that j=1, 2, 3, 4, 5 represents, respectively, the Euler, Milstein, hybrid, Taylor and RK algorithm. Keeping in mind that L2 has many advantages over L1 norm, we have employed L2 norm in error analysis for all cases, except for n=5, where L1 norm was used because of the non-convergence of L2. The L1 norm is preferred only in few special cases such as sparsity, which refers to a situation where we have only few non-zero entries in a , (e) for n=7 with dt=1×10 −1 and (f) for n=7 with dt=1×10 −2 .
matrix (or vector). Whereas, L2 norm is more stable and efficient in non-sparse cases [36] .
In figure 6 we plot convergence of the numerical algorithms for different values of n. It is noted that for time steps smaller than 0.01, instead of getting better, the convergence gets worse in most cases. As dt decreases, lack of independence in the samples from a random number generator typically degrades the computation before the round-off errors become significant [25] . Thus, the lack of independence in the random trajectories and accumulated round-off errors are the main causes of bad convergence for very small time steps.
It has also been demonstrated in figure 6 that for n=6, 7, 8, 9, 10 cases, where f is finite, the hybrid and RK algorithms both show better convergence. Euler algorithm has , (e) for n=10 with dt=1×10 −1 and (f) for n=10 with dt=1×10 −2 .
45% larger systematic error when compared to hybrid algorithm and it is three times greater than Milstein prediction. As compared to Euler, the hybrid algorithm can use two times larger step-size for the same accuracy. For n=5 case, Milstein algorithm, in comparison with Euler algorithm, can take 15 times larger time steps for the same accuracy. Milstein algorithm shows good convergence only for the singular case, i.e., n=5. On the other hand, hybrid algorithm gives a very good results for non-singular cases (n>5). For all the cases, RK algorithm shows very good convergence, especially for singular case, i.e., n=5. The Taylor algorithm does not show any appealing convergence.
Pitch angle scattering in homogenous plasmas
For homogenous plasmas, the change of distribution function caused by pitch angle scattering due to Coulomb collisions can be expressed as [37] 
where y v v = || is the pitch angle cosine (and, thus, |y|1), ε is a dimensionless constant, and we have used epsilon ε=1 in our simulations. The steady state solution f (y) of equation (10) is constant for |y|1, and f (y)=0 for |y|>1.
The Euler MC algorithm for above case is given by [29] y y y t y
with Z representing random numbers, uniformly distributed within the domain from zero to one N(0, 1), and y representing the pitch angle cosine whose limits are −1 and 1. Note that when y n →1, the drift term −yεdt pushes the particle to smaller values and y n cannot exceed 1 for smaller time steps. Similarly, when y n →−1, the drift term −yεdt increases y n and its value cannot go below −1 for smaller time steps. The corresponding Milstein discretization then reads [29] 
In figure 7 we present the solutions obtained by the numerical MC algorithms. Here, computations from two different time steps are shown. It can be noticed that the steady state solution is quite well approximated by the algorithms, in particular, for smaller time steps. The 2nd order RK and Taylor algorithms have better approximation to the real solution in comparison with others algorithms for large time step as shown in figure 7 (a). In figure 7(b) , the time step has been made too small, so all the algorithms have the similar behaviors.
Summary and conclusion
We have considered a general drift-diffusion equation, in which the diffusion coefficient vanishes at the boundaries and, thus, systematic errors are produced. Different discretization methods are compared to determine the best one. In the simulations, some of the particles leave through the boundaries, which results in a decrease of the number of particles inside the grids. This, in turn, causes an increase in the statistical error. To avoid this problem, the test particles are reflected back on the boundaries. The time step is kept constant in the simulations. At the boundaries z=0 and z=A, the solution is underestimated by Euler algorithm, and overestimated by Milstein algorithm. For n>6, good convergence is found for the hybrid method. The 2nd order weak RK numerical scheme shows the best convergence, whereas the 2nd order Taylor algorithm overestimates the solution for all cases. For n>6 case, given the same accuracy, the hybrid method enables us to use two times larger time steps as compared to the Euler algorithm.
