It is shown that the counting function of n Boolean variables can be implemented with the formulae of size O(n 3.06 ) over the basis of all 2-input Boolean functions and of size O(n 4.54 ) over the standard basis. The same bounds follow for the complexity of any threshold symmetric function of n variables and particularly for the majority function. Any bit of the product of binary numbers of length n can be computed by formulae of size O(n 4.06 ) or O(n 5.54 ) depending on basis. Incidentally the bounds O(n 3.23 ) and O(n 4.82 ) on the formula size of any symmetric function of n variables with respect to the basis are obtained.
Introduction
We consider the complexity of implementation of symmetric Boolean functions with formulae over the basis B 2 of all binary Boolean functions and over the standard basis B 0 = {∧, ∨, }. All necessary notions of formulae and complexity L B (f ) of implementation of function f with formulae over basis B one can find in [1, 4] .
The best known results on the complexity and the depth of implementation of symmetric functions with either circuits or formulae over complete bases depend on the efficient implementation of the counting function C n (x 1 , . . . , x n ) calculating the sum of Boolean variables x 1 , . . . , x n . Reduction to the computation of C n is a way of minimization of the depth and the complexity of formulae for multiplication of binary numbers.
In its turn, efficient circuits and formulae for the counting function can be built of CSA-units. 1 (k, l)-CSA of width 1 implements a Boolean function (x 1 , . . . , x k ) → (y 1 , . . . , y l ) according to condition a i x i = b j x j , where k > l and constants a i , b j are the integer powers of two. (k, l)-CSA of arbitrary width can be composed of parallel copies of width 1 CSA's. It allows to reduce addition of k numbers to addition of l numbers.
With the use of appropriate CSA's and method [6] the bounds L B 2 (C n ) = O(n 3.13 ), L B 0 (C n ) = O(n 4.57 ) were obtained in [7] improving upon preceding known results L B 2 (C n ) = O(n 3.32 ) [8] and L B 0 (C n ) = O(n 4.62 ) [2] (some earlier results see in [6] ).
In the recent paper [3] it was built a new CSA (called MDFA) which allows to implement the function C n with a circuit over B 2 of the best known complexity 4.5n (improving the old previous bound 5n). Efficient use of the CSA [3] implies encoding of some pairs of bits u, v in the form (u⊕v, v) (such encoding was introduced in [9] ). A benefit in complexity is due to (a) one can compute a pair (u ⊕ v, v) not harder than (u, v), (b) following computations need u ⊕ v rather than u -that's why one Boolean addition can be saved.
Note that by the above reasons one can expect MDFA to be efficient for implementation with formulae. Indeed, MDFA allows shorter formulae for u ⊕ v than formulae for u and v together.
This observation was exploited implicitly in the construction of the formula efficient CSA in [7] . The CSA contains MDFA with its outputs connected to the standard (3, 2)-CSA F A 3 . What makes the CSA [7] more efficient than the standard (3, 2)-CSA is exactly intermediate (u ⊕ v, v) encoding (the (3, 2)-CSA alone leads to the bound L B 2 (C n ) = O(n 3.21 ), see [6] ). Moreover, as far as MDFA saves circuit complexity, CSA [7] also does it: its circuit complexity is 14.
2 Thus, the CSA allows to implement C n with (14/3)n circuit complexity. So, it was possible to overcome the 5n barrier in the 90-es.
It is natural to conclude that the CSA [7] does not use MDFA optimally to construct shorter formulae. We will show below that one can obtain the bound L B 2 (C n ) = O(n 3.06 ) via more independent way of exploiting MDFA. However, proposed method is also not optimal.
An analogous idea works in the case of basis B 0 . In the case one can try monotone encoding (uv, u∨v) of a pair of bits u and v. Such encoding makes the most significant outputs of a CSA to be monotone functions of inputs (in fact, these functions are threshold if all inputs are of the same significance). It can be reasonable since the known CSA's over B 0 have non-monotone outputs to be most difficult for implementation.
We will describe below (5, 3)-CSA SFA 5 , an analogue of MDFA for monotone encoding. With the use of it the bound L B 0 (C n ) = O(n 4.55 ) is rather simple to obtain. Slightly better bound L B 0 (C n ) = O(n 4.54 ) follows from the more complicated construction based on the (7, 3)-CSA [2] and monotone encoding of triples of bits.
Let S n denote the class of symmetric Boolean functions of n variables. New upper bounds for majority function does not provide automatic reduction of the size of formulae implementing functions from S n due to the fact that the known methods [2, 5] limit the efficiency of CSA's with inputs and outputs of multiple types.
However, it is not hard to aggregate several CSA's with non-standard encoding of bits into single CSA with the standard encoding and apply the method [5] to obtain bounds
. It is worth noting that basic CSA's in the present paper are structurally similar or in any case are not more complicated than the CSA's in preceding papers. So, the improvement in complexity bounds is entirely a result of exploiting the idea of alternative encoding of bits. 
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To obtain O(n 3.06 ) complexity bound one can use CSA shown in Fig. 2 . It contains two isolated MDFA's, which are identical up to encoding of a pair of inputs.
The main CSA
The CSA has inputs and outputs of two types: standard bits and pairs of bits encoded as (u ⊕ v, v) .
Consider the size of formulae implementing inputs and outputs of the first type. Denote it by X i for inputs x i and by C i for outputs c i . To deal with inputs and outputs of the second type (u ⊕ v, v) introduce a quantity max{V, U + /α} where V , U + is the size (or an upper estimate of the size) of formulae implementing v and u ⊕ v respectively, α is a parameter to be chosen later. Denote this quantity by U i for inputs (u i ⊕ v i , v i ) and by A i for outputs (a i ⊕ b i , b i ).
According to (1), the following inequalities hold:
It follows from [6, 7] that if
for some p > 0, some X i > 0 and U i > 0 (and also for some α > 0) then
, see also Appendix. Use upper bounds (2) instead of C i and A i to check that inequalities (3) hold when α = 2.906, p = 0.327781,
To obtain tighter estimates of the efficiency of MDFA one can split formally the second type of encoding into several types with different values of α (say, uniformly distributed in some segment) and consider a set of MDFA's with inputs and outputs of all possible types. However, the implied calculation looks rather laborious if not to exploit some additional considerations. This observation is already involved partly in the construction of fig. 2 : ratio of sizes of formulae for x 2 ⊕ x 3 and x 2 differs from α.
To estimate the complexity of a symmetric function consider the following sequence of CSA's with standard encoding of bits. In the proposed sequence the m-th CSA contains m MDFA's connected in a chain and an outer CSA F A 3 (outputs of each MDFA are connected to the inputs v 2 , u 2 ⊕v 2 of the next MDFA in notation of fig. 1 ). The first CSA in the sequence (m = 1) is the CSA from [7] . For m = 4 we get (15, 6)-CSA, which, if taken independently, allows to implement C n with the formula of size O(n 3.089 ).
3
With the use of this (15, 6)-CSA and method [5] one can implement a k-th significant bit of C n with complexity O(n 2.2285 · 2 k ). Thus, the bound L B 2 (S n ) = O(n 3.2285 ) follows, see Appendix for proof.
3 Formulae over B 0
The present section includes two examples of CSA's which are efficient for constructing formulae for C n over B 0 . The first CSA is shown in fig. 3 . Functional definition of the basic CSA SFA 5 (Sorting Full Adder) is similar to that of MDFA. Outputs are implemented by formulae: 
where T k n is the threshold monotone function of n variables with the threshold
is a function dual to a 1 b 1 , so it can be implemented with the dual formula.
Figure 3: Block-diagram of the first CSA By analogy with the previous section for inputs According to (4) the following inequalities hold:
One can easily check that the condition
In the second example we encode triples of bits u, v, w as an ordered triple s = (s ′ , s ′′ , s ′′′ ), supplemented with a sum s ⊕ = u ⊕ v ⊕ w. Let us give formulae to compute the code components: 
. Outputs are implemented with formulae, structurally similar to those for the (7, 3)-CSA [2] : 
Formulae for T Define quantities Q i for outputs q i analogously.
With the use of (8) it can be checked that the condition
). The last bound probably can be improved even without constructing CSA's more complicated than SF A 5 and SF A 7 , if one uses all three ways of encoding in unique CSA.
To estimate the complexity of an arbitrary symmetric function consider a (17, 6)-CSA with the standard encoding of inputs and outputs, containing SF A 7 and pair of SF A 5 's in the bottom and (7, 3)-CSA similar to the CSA [2] at the top. Non-standard outputs of SFA's are connected to the inputs of (7, 3)-CSA. 4 One can verify that this CSA allows to implement C n with complexity O(n 4.558 ) and a k-th significant bit of C n with complexity O(n 3.8183 · 2 k ). So, the bound L B 0 (S n ) = O(n 4.8183 ) follows. To make the presentation complete we provide here a method of constructing formulae, which can be also found in [5, 6, 7] . 1. Implementation of C n .
Consider a CSA with inputs and outputs of t types of encoding. Let x i,j and y i,j denote inputs and outputs of j-th type. Let the size Y k,l of the formula implementing an output y k,l is a continuous, piecewise-linear and nondecreasing (with respect to each argument) function of sizes X i,j of the formulae implementing inputs x i,j , where X i,j , Y k,l take on arbitrary real non-negative values. Assume that if Y k,l < X i,j then y k,l does not depend on x i,j . Let the inequalities
hold for some p > 0, some X i,j > 0 and all j = 1, . . . , t. We are to show how one can built a formula of size O n 1/p+o(1) to implement C n .
Without loss of generality assume that min{X i,j } = 1 < min{Y i,j }. As Y 's depend on X's continuously there exists such δ > 0 that for any j inequality (9) remains true after the substitution X i,j and Y i,j by parameters
Formula representing a bit of the function C n can be constructed after the following pattern. The formula contains CSA's on different levels. Each CSA can receive either inputs of the formula, or outputs of other CSA's, or zero formulae as inputs. CSA on a level k receives inputs of j-th type on the levels d The formula is determined by the number cnλ −k of CSA's on each level k, 0 ≤ k ≤ log λ n, where c is a constant to be defined later.
Let us estimate the number of inputs, including zeros, and the number of outputs of a type j in the formula. We will omit indices j in the argument below as it does not depend on j.
According to the construction, all outputs of the formula on the levels d and lower are zero. A total number of inputs (all zero) on the same levels is O(n). Difference between the number of inputs and the number of outputs on a level
On the levels higher than log λ n the formula receives and produces O(1) inputs and outputs in total.
Hence, the formulae receives Θ(n) nonzero inputs and produces O(log n) nonzero outputs (of j-th type). One can choose c large enough to provide not less than n inputs for any j.
Consider the size of outputs. It follows from the definition of λ that inputs and outputs on level k are bounded above by λ k/p . Thus the size of outputs is λ (log λ n+O(1))/p = O(n 1/p ). To implement the C n function one has to take ⌊log 2 n⌋ + 1 parallel copies of the described pattern, zero some inputs and re-commutate appropriately inputs and outputs on each level. Final addition of O(log n) numbers can be implemented with an arbitrary polynomial-size formula. So, the overall size of the formulae for C n is O n 1/p log O(1) n .
Formulae for symmetric functions.
Consider a CSA with standard encoding of inputs and outputs. Let x s,i and y s,i stand for inputs and outputs of s-th significant bit, s ≥ 0. Let X s,i and Y s,i stand for the size of corresponding formulae. For any s define
where we suppose sums over empty set of indices to be zero. Let the inequalities
hold for some p, X s,i and ν ≥ 1. We will show that l-th significant bit of C n can be implemented with a formula of size O((ν l n) 1/p+o(1) ). As above, choose an appropriate λ > 1 and approximate X s,i and Y s,i by integer powers of λ preserving (10) (denote the exponents by d 
Nonzero inputs of the formula are received on the levels d and higher, all of significance 0.
We are to estimate the number of inputs and outputs of significance l on level k. If d ≤ k ≤ log λ (ν l n), then difference between the number of inputs and the number of outputs is
On the levels higher than log λ (ν l n) the formula receives and produces O(1) inputs and outputs in total.
Therefore, the formula produces O(log n) outputs of any significance. A choice of large enough constant c provides at least n inputs of significance 0. Each output of significance l is implemented with a formula of size at most
Hence, l-th significant bit of C n can be implemented with a formula of size O((
p we obtain an upper bound O(n 1+1/p+o(1) ) on the formula size complexity of the class S n . The implied formulae are constructed simply via representation of a symmetric function as a function of the weight of its set of arguments and decomposition along (new) variables.
Верхние оценки сложности формул для функции голосования *
И. С. Сергеев
Аннотация Показано, что сложность реализации функции подсчета числа единиц в булевом наборе длины n формулами над базисом двумест-ных булевых функций не превосходит O(n 3,06 ), а над стандартным базисом O(n 4,54 ). Как следствие, такие же оценки справедливы для сложности любой пороговой симметрической функции n перемен-ных, в частности, для функции голосования; сложность вычисле-ния произвольного разряда произведения n-разрядных двоичных чисел не превосходит O(n 4,06 ) и O(n 5,54 ). Попутно получены оцен-ки сложности произвольных симметрических функций n перемен-ных: O(n 3,23 ) и O(n 4,82 ) над теми же базисами.
Введение
В работе рассматривается сложность реализации симметрических бу-левых функций формулами над базисом B 2 всех двуместных булевых функций и над стандартным базисом B 0 = {∧, ∨, }. Понятия форму-лы и сложности L B (f ) реализации булевой функции f формулами над базисом B см. в [1, 4] .
Рекордные на сегодня верхние оценки сложности и глубины реализа-ции симметрических функций как формулами, так и схемами из функ-циональных элементов над полными базисами, опираются на эффектив-ную реализацию вектор-функции C n (x 1 , . . . , x n ) подсчета числа единиц в * Работа выполнена при финансовой поддержке РФФИ, проекты 11-01-00508 и 11-01-00792-а, и программы фундаментальных исследований Отделения математи-ческих наук РАН Алгебраические и комбинаторные методы математической кибер-нетики и информационные системы нового поколения (проект Задачи оптималь-ного синтеза управляющих систем ).
булевом наборе (x 1 , . . . , x n ). Сведение к вычислению функции C n исполь-зуется при минимизации глубины и сложности формул для умножения двоичных чисел.
В свою очередь, эффективные схемы и формулы для функции C n строятся из схем компрессоров (западный термин для схемы компрессора CSA (carry save adder)).
Используя подходящие компрессоры и метод [6] , в работе [7] 
(о более ранних результатах см. в [6] ).
В недавней работе [3] построен компрессор (MDFA), позволяющий реализовать функцию C n схемой над базисом B 2 рекордной сложности 4, 5n (до этого была известна оценка сложности 5n). Эффективное ис-пользование компрессора [3] предусматривает кодирование некоторых пар битов u, v в виде (u ⊕ v, v) (такой способ кодирования предложен в [9] ). Выигрыш в сложности проистекает из того, что (а) пара (u ⊕ v, v) вычисляется не сложнее, чем пара (u, v), (б) впоследствии вместо бита u используется сразу u ⊕ v, что экономит одно булево сложение.
Заметим, что в силу этих же причин следует ожидать, что MDFA эффективен для построения формул. Действительно, компрессор позво-ляет использовать на промежуточных этапах вычислений формулы для u ⊕ v, более короткие, чем суммарно формулы для u и v, минуя явное выполнение сложения u и v.
Указанное наблюдение неявно уже использовалось при построении рекордного для сложности формул компрессора в [7] . Этот компрессор содержит MDFA, к выходам которого присоединен стандартный (3, 2)-компрессор FA 3 . Промежуточное кодирование битов в виде (u ⊕ v, v) это ровно то, что делает компрессор [7] более эффективным, чем стан-
, как показано в [6] ). Более того, по той причине, что MDFA экономит схемную сложность, компрессор [7] тоже обладает этим свойством: его схемная сложность равна 14 (способ реализации функций в схеме несколько отличается от способа их реализации в формуле) поэтому он позволяет реализовать функцию C n со сложностью (14/3)n. Таким образом, барьер 5n мог быть преодолен еще в 90-е гг.
Естественно ожидать, что компрессор [7] не является оптимальным способом использования MDFA для построения коротких формул. Далее мы покажем, что используя MDFA более независимым образом, можно получить оценку L B 2 (C n ) = O(n 3,06 ). Предлагаемый способ, однако, тоже не использует возможности MDFA оптимально.
Аналогичная идея может быть реализована и в случае стандартного базиса. В этом случае применяется кодирование пар битов u и v упоря-доченными парами (uv, u ∨ v). Выходы компрессора в старших разрядах в такой кодировке являются монотонными функциями входов (причем пороговыми, если все входы относятся к одному разряду). Это может да-вать преимущество, поскольку в известных конструкциях компрессоров над базисом B 0 наиболее сложнореализуемыми являются немонотонные выходы.
Ниже мы построим (5, 3)-компрессор SFA 5 аналог MDFA для моно-тонной кодировки битов. Используя его, совсем просто получить оцен-ку
) полу-чается при помощи более сложной конструкции, основанной на (7, 3)-компрессоре из [2] и монотонной кодировке троек битов.
Новые оценки сложности для функции голосования не приводят к автоматическому улучшению оценок сложности реализации формулами класса S n симметрических функций n переменных, поскольку известные методы [2, 5] ограничивают эффективность компрессоров со входами и выходами в различных кодировках.
Впрочем, из нескольких экземпляров компрессоров с измененной ко-дировкой битов несложно построить компрессоры со стандартной коди-ровкой, при помощи которых методом [5] 
. Подчеркнем, что конструкции элементарных компрессоров, исполь-зуемые в настоящей работе, принципиально такие же или, во всяком случае, не более сложные, чем конструкции из предшествующих работ. Новые оценки сложности получены исключительно в результате эксплу-атации идеи альтернативной кодировки битов.
Конструкция для базиса B 2
На рис. 1 изображена блок-схема компрессора MDFA, а ниже приведено определение функционирования компрессора и формулы, по которым вычисляются функции на его выходах.
Для получения оценки сложности O(n 3,06 ) мы используем компрес-сор, изображенный на рис. 2. С точностью до кодировки выходов, он состоит из двух изолированных компрессоров MDFA.
Рис. 2: Конструкция основного компрессора
Компрессор имеет входы и выходы двух типов: одиночные биты и пары битов в кодировке (u ⊕ v, v).
Входам и выходам первого типа поставим в соответствие сложность реализующих их формул, обозначим ее через X i для входов x i и че-рез C i для выходов c i . Входам и выходам второго типа в кодировке
Согласно формулам (1), справедливы соотношения:
Из [6, 7] следует, что если при некотором p > 0, некоторых
, см. также Приложение. Используя вместо величин C i и A i верхние оценки из (2), можно проверить, что нера-венства (3) справедливы при α = 2, 906, p = 0, 327781, X 1 = X 2 = 1,
). Чтобы получить более точные оценки эффективности MDFA, можно разбить второй тип входов и выходов на несколько типов с различны-ми значениями α (например, равномерно распределенными на некото-ром отрезке) и рассмотреть набор из MDFA-компрессоров со входами и выходами всевозможных типов. Впрочем, без привлечения дополнитель-ных соображений это достаточно трудоемкая вычислительная задача. В малой части указанное соображение учтено в конструкции компрессора рис. 2: отношение размеров формул для x 2 ⊕ x 3 и x 2 отличается от α.
Чтобы оценить сложность реализации произвольной симметрической функции, рассмотрим последовательность компрессоров со стандартной кодировкой битов, в которой компрессор с номером m состоит из m штук последовательно соединенных MDFA и внешнего компрессора F A 3 (вы-ходы каждого MDFA присоединяются ко входам v 2 , u 2 ⊕ v 2 следующего MDFA в обозначениях рис. 1). Первый член этой последовательности (m = 1) совпадает с компрессором из [7] . При m = 4 получаем (15, 6)-компрессор, который, взятый отдельно, позволяет реализовать C n фор-мулой сложности O(n 
3 Конструкция для базиса B 0 В этом параграфе мы приведем два примера компрессоров, эффектив-ных для построения формул для C n над базисом B 0 . Первый компрессор изображен на рис. 3. Функционирование компрессора SFA 5 , лежащего в основе данного примера такое же, как у MDFA. Выходы вычисляются по формулам: Из формул (4) вытекают соотношения:
Как можно проверить исходя из этих неравенств, условие Выходы вычисляются по формулам, структурно таким же, как формулы Следовательно, схема в каждом разряде производит O(log n) выхо-дов. Подходящий выбор константы c обеспечивает не менее n входов в нулевом разряде. Формулы, реализующие выходы в разряде l, имеют сложность не выше λ (log λ (ν l n)+O(1))/p = O((ν l n) 1/p ). Как следствие, l-й раз-ряд функции C n реализуется формулой сложности O((ν l n) 1/p log O(1) n). Если ν ≤ 2 p , то для реализации класса S n формулами получаем оцен-ку сложности O(n 1+1/p+o(1) ): симметрическая функция представляется как функция суммы своих аргументов для этой функции формула строится методом последовательного разложения по (новым) перемен-ным.
