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Abstract
We study the structure of the coadjoint orbits of the 2 + 1 Poincare´
group, using a matricial representation of the group. We also obtain the
orbits connected to irreducible representations of the group. Finally
we obtain coherent states for the hyperboloidal and conical orbits.
Introduction
Three-dimensional space-times have recently been studied in connec-
tion with general relativity, black holes and gravitation (see, for example,
Ban˜ados et al. [1992], Giddings et al. [1984], Witten [1988]). For such stud-
ies the Poincare´ group in 2-space and 1-time dimensions is the symmetry
group of the underlying geometry. In the area of signal processing, the
analysis of two-dimensional signals, varying with time, is a major preoccu-
pation in current day research. Again, a group such as the Poincare´ group
in 2+1 dimensions is a representative candidate for the construction of rel-
evant signal transforms. For all these reasons, an analysis of this group and
a construction of its coherent states is an important mathematical problem.
In this paper, we study the Poincare´ group in 2+1 dimensions by analyz-
ing its coadjoint orbits structure. In the first part, we explicitly compute the
coadjoint action, using a matricial representation of the group and we then
classify the coadjoint orbits. In the second part, we define coordinates and
invariant measures on the upper sheet of the two-sheeted hyperboloid and
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the upper cone in order to, first, induce a unitary irreducible representation
and, second, build coherent states on them.
The Poincare´ group is the symmetry group of (2 + 1)-dimensional rela-
tivity. It is written as a semidirect product Rn,1⋊SO(n, 1). Its well-known
(3+1)-dimensional version has been studied in great detail in the literature
(see, for example, Kim and Noz [1986]). The (2 + 1)-dimensional version
has recently been studied in Gitman and Shelepin [1997], where a unitary
irreducible representation has been constructed and the orbits of the action
of SO(2, 1) on R2,1 have been obtained, using wave equations.
The orbit structure of the full Poincare´ group, related its irreducible
representations, have been extensively studied in the literature, the earliest
being due to Wigner [1939], reproduced also in Barut and Raczka [1987],
Kim and Noz [1986]. The method is based on fixing a momentum vector
in 3 + 1 dimensions, looking at its stability subgroup and its orbit under
the Lorentz group. One obtains a one-sheeted hyperboloid when the rest
mass m2 < 0, a cone for m2 = 0 (upper and lower for p0 > 0, p0 < 0),
the origin (degenerate orbit) when m2 = 0 and p0 = 0, and a two-sheeted
hyperboloid for m2 > 0 (upper and lower for p0 > 0, p0 < 0). These lattter
are three-dimensional orbits.
In the (2+1)-dimensional case, in Almorox and Prieto [2001] the authors
study the action of SO(2, 1) on R2,1 and by an analysis using the moment
map, they obtain similar two-dimensional orbits. In this paper, we work with
a matricial representation of the group and obtain directly the orbits by the
action of the SO(2, 1) group matrices on some chosen vectors. Moreover,
we compute and classify the coadjoint orbits of the group which give its
unitary irreducible representations. The relation between the orbits and the
representations is outlined in Kirillov [2004, 1976, 1999], where it is also
shown that the coadjoint orbits are symplectic manifolds. In this paper, we
also link some of the coadjoint orbits to the orbits in R2,1 under the action
of SO(2, 1).
Next, following Mackey [1968], we compute the induced representations
related to two of the coadjoint orbits (the hyperboloid and the cone). (The
inducing technique allows one to obtain the representation of a group from a
known representation of one of its subgroups.) In this paper, we are using a
representation of the stabilizer as a starting point in the inducing technique.
This will give us a convenient form of the representation for building coherent
states.
Coherent states were first developed in the context of quantum optics.
The idea has seen explosive development in many areas of mathematics and
physics. In the group context, coherent states are generally obtained by the
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action of a unitary representation on a specific set of vectors. The technique
is discussed in detail, in for example, Ali et al. [2000], Antoine et al. [2004],
where applications to signal analysis are also discussed. A more recent
and useful example of this technique is given in Antoine and Mahara [1999],
where the authors compute the orbits and coherent states of the affine Galilei
group.
The literature on the coherent states for the Poincare´ group in 1+1 and
3 + 1 dimensions (see Ali et al. [2000] and references therein) is extensive.
As already stated, here we focus on the (2 + 1)-dimensional case which is
less covered in the literature. In Gitman and Shelepin [1997] the authors
obtain coherent states for SU(1, 1) (which is isomorphic to SO(2, 1)) in
the framework of harmonic analysis. In De Bie`vre [1989] coherent states of
semidirect product groups through orbits are obtained using the moment
map. In Bohnke [1991] tight frames are constructed using coherent states
on the forward light cone, using the (n+1)-dimensional Poincare´ group with
dilation. Our focus here is on the specific group mentioned and to perform a
complete and full computation in an explicit way and to obtain the coherent
states on the hyperboloid and the cone following the technique described in
Ali et al. [2000].
To summarize, we first obtain a formula for the coadjoint action of the
Poincare´ group G = R2,1 ⋊ SO(2, 1) in a concrete matrix representation.
It is given in (1.20) and uses a particular representation of the algebra.
We then compute explicitly the orbits of SO(2, 1) on R2,1 and the coad-
joint orbits. We obtain a degenerate orbit, the upper and lower sheets of
a two-sheeted hyperboloid, the upper and lower cone and the one-sheeted
hyperboloid. The hyperboloids and the cones appear as our first orbits and
also as two-dimensional coadjoint orbits. They also appear together with
their cotangent spaces as four-dimensional coadjoint orbits. We define co-
ordinates on the orbits and compute invariant measures on them in order
to obtain representations based on the hyperboloid and the cone. Next, we
compute the coherent states on both of them. For the hyperboloid, we ob-
tain coherent states using the so-called principal section. For the cone, we
obtain a family of coherent states for a generalized principal section.
The rest of this paper is divided as follows. In Section 1, we first describe
the group, especially the representation of the algebra we will be using.
We also compute the expression for the coadjoint action and give a useful
bijection. In Section 2, we compute explicitly all types of orbits for different
initial vectors and study the link among the different orbits obtained. Then,
in Section 3, we give some definitions and present the technique used to
obtain the coherent states. This technique is then applied to the hyperboloid
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in Section 4 and the cone in Section 5.
1 Description of the group and actions
We present here the definitions needed to compute the orbits. We first
give a description of the group and a particular basis for the algebra. After
that we compute the adjoint and coadjoint actions in this basis. Finally, we
give the definitions of the representation generating orbit and of a certain
bijection.
1.1 Matricial representation
We are working in a space-time of 2+1 dimensions. The Poincare´ group
is written as a semidirect product group: G = R2,1 ⋊ SO(2, 1). An element
is written:
G ∋ g =
(
Λ v
0 1
)
, (1.1)
where Λ ∈ SO(2, 1) and v ∈ R2,1. ΛηΛ† = η, η being the metric: diag(+1,−1,−1).
The six algebra generators of the Poincare´ group are given by:
J0 =

0 0 00 0 −1
0 1 0

 , J1 =

0 0 10 0 0
1 0 0

 , J2 =

0 1 01 0 0
0 0 0

 ,
P0 =

10
0

 , P1 =

01
0

 , P2 =

00
1

 . (1.2)
We also define J+ = J0 + J1 and J− = J0 − J1. They exponentiate to
translations (see (1.4)).
Here are the one-parameter subgroups of SO(2, 1):
ΛJ0 =


1 0 0
0 cosα − sinα
0 sinα cosα

 ,ΛJ1 =


cosh β 0 sinhβ
0 1 0
sinh β 0 cosh β

 ,ΛJ2 =


cosh γ sinh γ 0
sinh γ cosh γ 0
0 0 1

 ,(1.3)
ΛJ+ =

1 +
u2
2
u2
2 u
−u
2
2 1−
u2
2 −u
u u 1

 , ΛJ− =

1 +
v2
2
−v2
2 −v
v2
2 1−
v2
2 −v
−v v 1

 . (1.4)
The ΛJ± matrices will be used for obtaining the conical orbit in Section 2.3.
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The Iwasawa decomposition of the SO(2, 1) group will also be useful
in the conical case. We write an element of SO(2, 1) as the product of
three elements, so g = kan. Where we have that k is a rotation which
corresponds to ΛJ0 , a is a boost (or dilation) which corresponds to ΛJ2 and
n is a translation which corresponds to ΛJ± depending on the case. Instead
of being J0, J1 and J2, the algebra generators are now taken to be J0, J2
and J0 ± J1.
1.2 (α, β) basis for the algebra
Any element of the Lie algebra can be written as a linear combination:
X =
(
αt · J β
0 0
)
, (1.5)
where α and β are three-column vectors, J is the vector (J0, J1, J2)
t and the
product · is simply the linear combination: αt · J = α0J0 + α1J1 + α2J2.
To compute the action, it will be easier to work in the six parameters space
of α and β. We thus rewrite the element X as a column vector X =
(
α
β
)
.
Elements in the dual algebra are then written as row vectors:
X =
(
α
β
)
→ X∗ =
(
α∗ β∗
)
, (1.6)
where α∗ and β∗ are themselves three-dimensional row vectors. The dual
pairing in this notation is simply the scalar product, we choose not to use
the metric in this setting.
1.3 Adjoint and coadjoint action
The adjoint action is the action of a group G on its own algebra g. For
a matrix group, it is defined by:
Ad(g)X = gXg−1, (1.7)
where g ∈ G and X ∈ g. The coadjoint action is the action of the group
on the dual of its algebra. Generally, the coadjoint action (denoted Ad#) is
defined as in:
< Ad#(g)X∗1 ,X2 >=< X
∗
1 , Ad(g
−1)X2 > . (1.8)
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1.3.1 Adjoint action for the Poincare´ group
Using the definition (1.7) and the algebra element in the (α, β) basis
(1.5), the adjoint action of the group G on its algebra is given by:
Ad(g)X = gXg−1
=
(
Λαt · JΛ−1 −Λα · JΛ−1v + Λβ
0 0
)
≡
(
α′t · J β′
0 0
)
. (1.9)
We compute the part Λαt · JΛ−1 for a generic element of the group Λ =
ΛJ0ΛJ1ΛJ2 in order to extract the linear combination of J ’s. After a few
manipulations, we get:
Λαt · JΛ−1 = (m(Λ−1)tmα)t · J, (1.10)
where the matrix m is:
m =

1 0 00 1 0
0 0 −1

 . (1.11)
For convenience, we set the following notation: m(Λ−1)tm ≡ Λˆ−1 and, then,
Λˆ = mΛtm. This is an inner automorphism of the group.
We can also work out the following by direct computations:
− Λα · JΛ−1v = −(J · v)Λˆ−1α, (1.12)
where J · v is the matrix (J0v, J1v, J2v), recalling that v is a three-column
vector. We write it down explicitly here for later use:
J · v =

 0 v2 v1−v2 0 v0
v1 v0 0

 . (1.13)
We have thus obtained the transformation of the parameters α and β:
α′ · J = Λα · JΛ−1
= Λˆ−1α · J
β′ = −Λα · JΛ−1v + Λβ
= Λβ − (J · v)Λˆ−1α.
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We can rewrite the transformation as a 6× 6 matrix M(g):(
α′
β′
)
=M(g)
(
α
β
)
≡
(
Λˆ−1 0
−(J · v)Λˆ−1 Λ
)(
α
β
)
. (1.14)
The adjoint action of g = (Λ, v) on X = (α, β)t is then written in a matricial
form:
Ad(g)X =M(g)X.
1.3.2 Coadjoint action for the Poincare´ group
We now define and compute the coadjoint action in the six parameters
space of α∗ and β∗. In this notation, the equation (1.8) reads:
< X∗1 , Ad(g
−1)X2 >= X
∗
1M(g
−1)X2 =< Ad
#(g)X∗1 ,X2 >, (1.15)
where M(g) is defined in (1.14). The coadjoint action is then:
Ad#(g)X∗ =
(
α∗ β∗
)
M(g−1). (1.16)
The matrix M(g−1) is easily obtained from M(g) using the inverse of a
group element g−1 = (Λ−1,−Λ−1v):
M(g−1) =
(
Λˆ 0
(J · (Λ−1v))Λˆ Λ−1
)
. (1.17)
We also compute the inverse of the matrix M(g):
M(g)−1 =
(
Λˆ 0
Λ−1(J · v) Λ−1
)
. (1.18)
By direct computation for the different one-parameter subgroups, we get
that
(J · (Λ−1v))Λˆ = Λ−1(J · v). (1.19)
Then, as one would expect, M(g−1) and M(g)−1 are the same. We will use
M(g)−1 to define the coadjoint action. This gives:
Ad#(g)X∗ =
(
α∗Λˆ + β∗Λ−1(J · v) β∗Λ−1
)
, (1.20)
where Λ and v are fixed by the choice of g, an element of the group. The
choice of X∗ varies for the different cases.
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1.4 Representation generating orbits
For a semidirect product group G = V ⋊S, the orbits of the action of S
on V ∗ will be called representation generating orbits since those orbits are
used to obtain representations in the induced representation method.
To get the action of the SO(2, 1) part of the Poincare´ group on the dual
of R2,1, we just multiply the row-vector X∗ =
(
γ0 γ1 γ2
)
by the subgroup
matrices given in (1.3).
1.5 Bijections
There is a bijection between the orbit of a point x and the quotient of
the group G by the stabilizer of this point: Ox ≃ G/Hx. This bijection is
used to obtain our coadjoint orbits.
In the case of a semidirect product group, there is also an isomorphism
relating some coadjoint orbits and the orbits of the action of S on V ∗ which is
given in Ali et al. [2000]. It is based on the following facts and conventions:
• the group is G = V ⋊ S, V a vector space, S ⊂ GL(V );
• H0 denotes the stabilizer of (0, k0) ∈ g
∗ under the coadjoint action,
k0 ∈ V
∗;
• O(0,k0) is the orbit of (0, k0) ∈ g
∗ under the coadjoint action of G;
• T ∗O∗ is the cotangent bundle of the orbit of k0 in V
∗ under S.
The equation (10.49) in Ali et al. [2000] gives the following sequence of iso-
morphisms:
Γ = G/H0 ≃ O(0,k0) ≃ T
∗O∗. (1.21)
We will explicitly check this isomorphism for some particular vectors k0
later. We will see that O(0,k0) are the four-dimensional coadjoint orbits.
2 Orbits
We now present the orbits obtained from different initial vectors. Those
initial vectors have been chosen to cover different cases: a purely time-like
vector (k0 = (±m, 0, 0)), a purely space-like vector (k0 = (0,m, 0)) and a
mixed time-space-like vector (k0 = (±1, 1, 0)). We also cover the trivial case
k0 = (0, 0, 0).
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For each vector, we present the representation generating orbit and the
coadjoint orbit obtained using (1.20) with both X∗ = (0, k0) and X
∗ =
(k0, 0).
2.1 Degenerate orbit
The first case is simple. We start with the initial vector k0 = (0, 0, 0).
Since the vectors (0, k0) and (k0, 0) are the same, we only have one coadjoint
orbit.
Representation generating orbit When we multiplyX∗ = k0 = (0, 0, 0)
by the subgroup matrices, we simply obtain the origin, that is a degenerate
orbit.
Coadjoint orbit Using (1.20) with the null vector, we again get only the
point at the origin. The orbit we obtain is then again degenerate. In this
case, the stabilizer is the whole group G.
2.2 Two-sheeted hyperboloidal orbit
We move to a more interesting case, we study the orbits emerging from
the initial vector k0 = (±m, 0, 0), where m > 0 can be seen as the mass.
Representation generating orbit We multiply the row-vector k0 by
the subgroup matrices given in (1.3). The two boosts are acting giving two
hyperbolas. This generates the two-sheeted hyperboloid.
For k0 = (m, 0, 0), we get the upper sheet of the two-sheeted hyperboloid
with its vertex at q0 = m. For k0 = (−m, 0, 0), we get the lower sheet of the
two-sheeted hyperboloid with its vertex at q0 = −m.
Four-dimensional coadjoint orbit We use (1.20) with the vector (α∗, β∗) =
(0, k0) = (0, 0, 0,±m, 0, 0). The stabilizer H0 consists of the rotation and
the time translation. The quotient of the group by the stabilizer leaves
the two boosts and the two space translations to generate the coadjoint or-
bit. We thus have the upper or lower sheet of the two-sheeted hyperboloid
(depending on the sign in ±m) together with the spatial plane, that is a
four-dimensional coadjoint orbit.
The equation of the hyperboloid is q20 − q
2
1 − q
2
2 = m
2. The vertices are
at ±m and the hyperboloids all have the same cone as an asymptote.
9
Two-dimensional coadjoint orbit We now use (1.20) with (α∗, β∗) =
(k0, 0) = (±m, 0, 0, 0, 0, 0). The stabilizer is made up of the rotation and
the three translations. We are left only with the two boosts to generate
the coadjoint orbit. We thus get the upper and lower sheet of a two-sheeted
hyperboloid withm and −m respectively. This is different from the previous
case since we are left with a two-dimensional structure instead of a four-
dimensional one.
2.3 Conical orbit
In this section, we study the orbits arising from the initial vector k0 =
(±1, 1, 0). For this case, we need the Iwasawa decomposition and the trans-
lation matrix of SO(2, 1) given in (1.4).
Representation generating orbit Here are the results for X∗ = k0 =(
±1 1 0
)
:
X∗ΛJ0 =
(
±1 cosα − sinα
)
, (2.1a)
X∗ΛJ1 =
(
± cosh β 1 ± sinh β
)
, (2.1b)
X∗ΛJ2 =
(
± cosh γ + sinh γ ± sinh γ + cosh γ 0
)
. (2.1c)
From (2.1a), we see that if we cut the orbit at t = ±1, we have a circle.
From (2.1b), we see that if we cut the orbit at x = 1, we have a hyperbola.
From (2.1c), we see that if we cut the orbit at y = 0, we have a straight line.
Moreover, in all cases, we have that t2 − x2 − y2 = 0.
This thus gives the upper cone for the vector k0 = (1, 1, 0) and the lower
cone for k0 = (−1, 1, 0).
Four-dimensional coadjoint orbit We use (1.20) with the vector (α∗, β∗) =
(0, k0) = (0, 0, 0,±1, 1, 0). The stabilizer H0 is made up of a translation ΛJ±
(or n in the Iwasawa decomposition) and the vector x = ∓t. The orbit
is then generated by the rotation and the boost (k and a in the Iwasawa
decomposition) which gives the cone with the plane generated by the y-axis
and the axis x = ±t. This is a four-dimensional orbit.
The cone equation is q20 − q
2
1 − q
2
2 = 0. It is the upper cone for q0 > 0
and the lower one for q0 < 0. This cone is actually the limiting case of the
two-sheeted hyperboloid in the massless limit.
Two-dimensional coadjoint orbit We now use (α∗, β∗) = (k0, 0) =
(±1, 1, 0, 0, 0, 0) as the initial vector in (1.20). In this case, the vector is
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stabilized by the n translation of SO(2, 1) and also by all of the R2,1 trans-
lations. The quotient thus leaves the rotation and the boost to generate the
orbit, a two-dimensional cone.
2.4 One-sheeted hyperboloidal orbit
We now present the study of the orbits originating from the initial vector
k0 = (0,m, 0).
Representation generating orbit We have the action of the rotation
and one of the boosts. This gives the one-sheeted hyperboloid.
The representation generating orbit is then the one-sheeted hyperboloid
which cuts the spatial plane at the circle of radius m.
Four-dimensional coadjoint orbit Using the vector (α∗, β∗) = (0, k0) =
(0, 0, 0, 0,m, 0) in (1.20), we obtain that the stabilizer is the boost in the x-
direction (ΛJ1) and the x-translation (v1). The orbit is then generated by
the rotation and the y-boost to which we add the t- and y-translations.
Geometrically, this is the one-sheeted hyperboloid together with the ty-
plane. The equation of the one-sheeted hyperboloid is q20 − q
2
1 − q
2
2 = −m
2.
Two-dimensional coadjoint orbit On the other hand, if we use X∗0 =
(α∗, β∗) = (k0, 0) = (0,m, 0, 0, 0, 0) in (1.20), the stabilizer is the boost in
the x-direction together with the three translations. We thus obtain the
rotation and the y-boost as the orbit generators. Geometrically, we can see
it as a one-sheeted hyperboloid, hence a two-dimensional structure.
2.5 Summary of the orbits and study of the isomorphisms
We present a recapitulation of the coadjoint orbits obtained in Table
1. It is interesting to remark that both the one-sheeted and two-sheeted
hyperboloids have the cone as an asymptote. The initial vectors k0 that
we have used cover all the cases, that is a purely time, a purely space
and a mixed time-space initial vector. We retrieve the same representation
generating orbits found in the literature.
It is possible to study the isomorphism (1.21) for the cases presented
above.
Γ = G/H0 ≃︸︷︷︸
1
O(0,k0) ≃︸︷︷︸
2
T ∗O∗,
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Fixed vector Stabilizer Orbit generators Geometry
(0, 0) whole G nothing origin (degenerate)
(k0, 0) ΛJ0 ΛJ1 , ΛJ2 2-sheet hyp.
k0 = (±m, 0, 0) v0, v1, v2 [upper (+) and lower (-)]
(0, k0) ΛJ0 ΛJ1 , ΛJ2 2-sheet hyp. + xy-plane
k0 = (±m, 0, 0) v0 v1, v2 [upper (+) and lower (-)]
(k0, 0) ΛJ± ΛJ0 , ΛJ2 cone
k0 = (±1, 1, 0) v0, v1, v2 [upper (+) and lower (-)]
(0, k0) ΛJ± ΛJ0 , ΛJ2 cone + plane
k0 = (±1, 1, 0) x = ∓t x = ±t, v2 [upper (+) and lower (-)]
(k0, 0) ΛJ1 ΛJ0 , ΛJ2 1-sheet hyp.
k0 = (0,m, 0) v0, v1, v2
(0, k0) ΛJ1 ΛJ0 , ΛJ2 1-sheet hyp. + ty-plane
k0 = (0,m, 0) v1 v0, v2
Table 1: Coadjoint orbits of the group G = R2,1 ⋊ SO(2, 1)
The first isomorphism (1) has been used to compute the coadjoint orbit.
The other isomorphism (2) links the four-dimensional coadjoint orbit to the
cotangent bundle of the representation generating orbit. We easily can see
that the four-dimensional orbits are the cotangent bundles of those orbits.
The isomorphism is thus verified.
3 Coherent states: definitions and methods
In this section, we describe the induced representation method as it will
be used in the following. We also outline the method used to obtain the
coherent states.
3.1 Induced representations
The method that we use to get representations for the computation of
the coherent states in Sections 4 and 5 follows Ali et al. [2000], §10.2.4.
Let dν be the invariant measure on the four-dimensional coadjoint orbit
Γ and take the corresponding Hilbert space L2(Γ, dν).
We first associate a unitary character χ to V = R2,1 in this way:
χ(v) = exp(−i < k0; v >), (3.1)
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where v ∈ R2,1 and k0 is an initial vector (for the hyperboloid, k0 = (m, 0, 0)
and for the cone k0 = (1, 1, 0)).
Let s 7→ L(s) be a UIR of S0, the little group, carried by the Hilbert
space K. The UIR χL of V ⋊ S0 carried by K is then:
(χL)(v, s) = exp[−i < k0; v >]L(s). (3.2)
Now, we want to induce a representation of G = V ⋊ S from χL. From
the coset decomposition, (v, s) = (0,Λk)(Λ
−1
k v, s0) (Λk is the action on the
hyperboloid or the cone) we act on the left part (which represents O∗, the
hyperboloid or the cone)
(v, s)(0,Λp) = (0,Λsp)(Λ
−1
sp v,Λ
−1
sp sΛp), (3.3)
where p ∈ O∗. We obtain the following cocycles:
h : G×O∗ → V ⋊ S0, h((v, s), p) = (Λ
−1
sp v, h0(s, p));
h0 : S ×O
∗ → S0, h0(s, p) = Λ
−1
sp sΛp. (3.4)
The UIR is then written this way:(
χLU(v, s)φ
)
(k) = exp[i < k; v >]L(h0(s
−1, k))−1φ(s−1k). (3.5)
3.2 Coherent states from a semidirect product group
In Sections 4 and 5 we shall obtain coherent states from the Poincare´
group using the above representation, following the technique described in
Ali et al. [2000], §10.3.
Coherent states are generally defined as an overcomplete family of vec-
tors, ηx, in a Hilbert space, H, indexed by the points x of a measure space
(X, dµ), with the property that∫
X
< φ|ηx >< ηx|ψ > dµ(x) =< φ|ψ >, φ, ψ ∈ H. (3.6)
The above condition is known as the resolution of the identity, for it implies
(in the sense of weak convergence) that,∫
X
|ηx >< ηx| dµ(x) = IH. (3.7)
In our case, the space X will be one of the coadjoint orbits of the group and
the vectors ηx will be generated through the action of the representation
operators χLU(v, s) of the group on a fixed vector η. The procedure will
become clear when we compute these vectors below.
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4 Hyberboloid
The hyperboloidal orbit was discussed in Section 2.2. Here we use that
setting to define coordinates and compute the invariant measure in order to
induce a representation from which we will compute the coherent states.
4.1 Coordinates and measure
We set the following space coordinates on the hyperboloid: q = k0Λ
−1,
where k0 = (m, 0, 0) and Λ is the SO(2, 1) part of the group element g
used in the coadjoint action which generates the orbit. We can check that
q20 − q
2
1 − q
2
2 = m
2 is verified. We also define the momentum coordinates on
the cotangent plane: p = q(J · v), where J · v is given in (1.13).
We compute the prime coordinates from the coadjoint action:
(q′, p′) = (q, p)M(g)−1 = (qΛˆ + pΛ−1(J · v), pΛ−1), (4.1)
where M(g) is the matrix form of the coadjoint action as given in (1.14).
Note that, from the definition, p depends on the point q to which it is
attached. We thus need to transform the p coordinate in order to compute
the invariants. We postulate p = p˜ΛqΛ, where Λq is a pure boost. The
general form for this boost is:
Λq =
1
m


q0 q1 q2
q1 m+
q2
1
m+q0
q1q2
m+q0
q2
q1q2
m+q0
m+
q22
m+q0

 , (4.2)
we have got it from Ali et al. [1996]. We then rewrite the following:
p′ = pΛ−1 = p˜ΛqΛΛ
−1 = p˜ΛqΛΛ
−1Λ−1q Λq = p˜RΛq = p˜
′Λq (4.3)
where we have defined R = ΛqΛΛ
−1Λ−1q . We can check that R is actually
a rotation by applying it to the vertex of the hyperboloid which is stable
under the action of R.
We want to compute the invariant measure on the hyperboloid in our
set of coordinates. From (4.1), we write dq′1 and dq
′
2 replacing q
′
0 using the
constraint q
′2
0 − q
′2
1 − q
′2
2 = m
2. We get that the invariant measure is:
dν =
dq1 ∧ dq2
q0
. (4.4)
In (4.3), we have defined p˜′ = p˜R, R being a rotation, then dp˜1∧dp˜2 is easily
seen to be invariant.
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Finally, the invariant measure on the whole orbit is:
dµ =
dp˜1 ∧ dp˜2 ∧ dq1 ∧ dq2
q0
. (4.5)
4.2 Induced representation
We follow the procedure described in Section 3.1 in order to obtain the
induced representation.
The UIR χL of V ⋊ S0 carried by a Hilbert space k is:
(χL)(v, s) = exp[−i < k0; v >]L(s).
In this case, S0 being only the rotation, we need a one-dimensional represen-
tation. It is written as einθ, where n ∈ Z. The Hilbert space is thus k = C,
because we get a complex phase.
Using the process described in Section 3.1, we then get the following
cocycles:
h : G×O∗ → V ⋊ S0, h((x, s), p) = (Λ
−1
sp x, h0(s, p));
h0 : S ×O
∗ → S0, h0(s, p) = Λ
−1
sp sΛp. (4.6)
We need to compute the cocycles for the inverse group element, we get:
h((v, s)−1, p) = (−Λ−1
s−1p
s−1v,Λ−1
s−1p
s−1Λp), (4.7)
where h0(s
−1, p) = Λ−1
s−1p
s−1Λp is a rotation. This gives the UIR:
(χL)(h((v, s)−1, p)) = exp[−i < k0;−Λ
−1
s−1p
s−1v >]L(h0(s
−1, p)). (4.8)
We now have to rewrite the argument < k0;−Λ
−1
s−1k
s−1v >. First, we
specify the action of Λk in both R
2,1 and its dual.
Definition 1 If we have v, v0 ∈ R
2,1, 3-column vectors, k, k0 ∈ R
(2,1)∗,
3-row vectors, then the 3× 3 boost matrix Λ acts in the following way:
• k0Λk = k, k0Λ
−1
k = k¯;
• Λvv0 = v, Λ
−1
v v0 = v¯;
where k¯ = (k0,−k).
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We also need the definition of the dual action in the dual pairing. It is:
< Ad#(g)X∗1 ,X2 >=< X
∗
1 , Ad(g
−1)X2 >. In the case of interest here, we
rewrite this as: < k1Λks; v2 >=< k1; Λ
−1
s−1k
v2 >. On the LHS, k is in the
dual, while on the RHS, k in the original vector space. We take the transpose
of the argument of Λ and the inverse of both group elements Λ and s. We
can then rewrite the argument as follows:
< k0;−Λ
−1
s−1k
s−1v > = − < k0Λks; s
−1v >
= − < ks; s−1v >
= −kss−1v = −kv = − < k; v > . (4.9)
The UIR is finally written this way:(
χLU(v, s)φ
)
(k) = exp[i < k; v >]L(h0(s
−1, k))−1φ(s−1k). (4.10)
Thus, the UIR we will be using in the following is:(
χLU(v, s)φ
)
(k) = exp[i < k; v >] exp[−inθ(k, s)]φ(s−1k). (4.11)
We can check that the UIR is not square-integrable on the whole group.
We then need to work on a quotient.
4.3 Quotient and sections
In order to have a square-integrable representation, we take the quotient
to the phase-space. We follow the left quotient decomposition:
(Λ, v) =
(
ΛRq, (0, p1, p2)
t
) (
R, (a, 0, 0)t
)
, (4.12)
where R is a rotation. We redefine q˜ = Rq. We work with (Λq˜, (0, p1, p2)
t)
which represents the hyperboloid and the space plane orbit.
We need a section to undo the quotient. The most simple is the Galilean
section:
σ0 : Γ→ G , σ0(q,p) = ((0,p),Λq). (4.13)
We also define the principal section:
σP : Γ→ G , σP(q, p) = (Λqp,Λq). (4.14)
This is the section we will use in the following.
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4.4 Coherent states for the principal section
We perform the computations to obtain coherent states on the hyper-
boloid following the method outlined in Section 3.2 and using the principal
section.
4.4.1 Definition of the set of vectors
We choose a set of vectors (vector-valued functions) η in the Hilbert
space H = C⊗L2(V+m,
dq1∧dq2
q0
), where V+m is the hyperboloid. Those vectors
are transformed by the UIR (4.11) in the following way:
(ησP (q,p))(k) = (U(σP (q, p))η)(k)
= (U(Λqp,Λq)η)(k)
= eik·pˆe−inθη(Λ−1q k), (4.15)
where pˆ = Λqp and k is an arbitrary point on the hyperboloid.
The formal operator is as follows:
AσP =
∫
Γ
|ησP (q,p) >< ησP (q,p)|
1
q0
dqdp, (4.16)
where Γ is the four-dimensional orbit (the hyperboloid and the space plane).
The change of coordinate p → pˆ = Λqp gives a complicated Jacobian
which is hard to work with. Instead, we use the change of coordinate k →
X(k) by rewriting the dot product in the exponential:
k · pˆ = k · (Λqp) = kηΛqp = kΛ
−1
q ηp = (kΛ
−1
q ) · p = X(k) · p, (4.17)
where η = diag(1,−1,−1) is the metric governing the dot product here. We
also use the fact that ηΛq = Λ
−1
q η and define X(k) = kΛ
−1
q .
We write eik·pˆ = eiX(k)·p in the integral and compute the Jacobian for
the change of coordinate k → X(k):
|J | =
1
mk0
(q0k0 − q1k1 − q2k2) =
1
mk0
q · k. (4.18)
4.4.2 Integration of the formal operator
We want to see under which conditions the formal operator AσP satisfies
the resolution of the identity. We thus compute the integral:
Iφ,ψ = < φ|AσPψ > . (4.19)
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After a few computations using the integral definition of the δ function:
δ(x− y) =
1
(2pi)2
∫ ∞
−∞
eiv·(x−y)dv, (4.20)
we obtain that:
Iφ,ψ =
∫
V+m
φ∗(k)AσP (k)ψ(k)
dk
k0
, (4.21)
where
AσP (k) = (2pi)
2
∫
V+m
|η(Λ−1q k)|
2 m
q · k
dq
q0
. (4.22)
4.4.3 Rewriting of the vector argument
We need to rewrite |η(Λ−1q k)|
2 as a function of q in order to perform the
integral and evaluate AσP (k).
We have the following by definition or simple computation:
• Λkk0 = k, Λ
−1
k k0 = k¯;
• ΛkΛqk0 = R˜ΛqΛkk0, where R˜ is a rotation;
• Λ−1q = Λq¯;
• Λ−1k q = Λk q¯.
Remark 2 The second item expresses the fact that ΛkΛq applied to k0 and
ΛqΛk applied to k0 differ only by a rotation. Note that this is not true if
applied to some other vector.
We can thus rewrite:
|η(Λ−1q k)|
2 = |η(Λ−1q Λk(m, 0, 0)
t)|2
= |η(R˜ΛkΛq¯(m, 0, 0)
t))|2
= |η(Λk q¯)|
2
= |η(q′)|2, (4.23)
where we define q′ = Λk q¯. We also set that |η|
2 is invariant under rotation,
that is |η(Rq)|2 = |η(q)|2. This means that it is a function of the 0th (time)
component only.
We compute the 0th component of the argument q′ = Λk q¯:
(Λk q¯)0 =
1
m
k · q, (4.24)
where k · q = k0q0 − k1q1 − k2q2.
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4.4.4 Evaluation of the integral
We return to the evaluation of the integral (4.22) for AσP (k). We use the
fact that q′0 =
1
m
q · k and that dq
q0
= dq
′
q′
0
(since this is an invariant measure)
to write:
AσP (k) = (2pi)
2
∫
V+m
|η(q′0)|
2 1
q′0
dq′
q′0
. (4.25)
We recall that η is square-integrable and that q′0 ≥ m > 0. We can then see
that AσP (k) is actually a constant with respect to k (it only depends on q
′).
Then,
Iφ,ψ = AσP < φ|ψ > . (4.26)
4.4.5 Resulting coherent states
The resulting coherent states are the vectors:
(ησP (q,p))(k) = e
ik·Λqpe−inθη(Λ−1q k). (4.27)
They have to be normalized by
√
AσP in (4.25) in order to have the resolu-
tion of the identity.
5 Cone
The conical orbit was introduced in Section 2.3. We define coordinates
and compute the invariant measure in order to induce a representation from
which we will build a family of coherent states.
5.1 Coordinates and measure
We use the natural coordinate q = (q0, q1, q2) on the cone embedded in
a three-dimensional space. It satisfies q20 − q
2
1 − q
2
2 = 0. The p coordinate is
on a plane cotangent to the cone. Here, we will use p = (p0, p0, p2), this is
the coordinate of the plane obtained in the computation of the orbit.
Once again, the cotangent plane, hence the p coordinate, is attached
to the cone at a point q. In the hyperboloidal case, p was changed to p˜
by a pure boost. We need an equivalent transformation here. Therefore,
we define p = p˜ΛqΛ, where Λq is such that (1, 1, 0)Λq = q. We then have
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qΛ−1q = (1, 1, 0). It is possible to obtain a matricial representation of Λq:
Λq =
1
q0 + q1

 1 + q20 + q0 − q1 q0q1 − 1− q0 + q1 q2(1 + q0)q0q1 − 1− q0 + q1 1 + q21 + q0 − q1 −q2(1− q1)
q2(1 + q0) −q2(1− q1) q0 + q1 + q
2
2

 . (5.1)
We now compute the invariant measure, from the natural coordinates,
we write q′ = qΛˆ (note that q′ = qΛˆ+pΛ−1(J ·v), but we study the measure
only on the cone, that is without translations v). The invariant measure is
dq1∧dq2
q0
when there are no translations.
We also have:
p′ = pΛ−1 = p˜ΛqΛΛ
−1 = p˜ΛqΛΛ
−1Λ−1q Λq = p˜RΛq = p˜
′Λq
where we have set R = ΛqΛΛ
−1Λ−1q and p˜
′ = p˜R. We can check that R is
a rotation on the cone. It satisfies (1, 1, 0)R = (1, 1, 0). We have p˜′ = p˜R,
then dp˜1 ∧ dp˜2 is invariant.
Finally, the invariant measure on the cone is:
dµ =
dq1 ∧ dq2 ∧ dp˜1 ∧ dp˜2
q0
. (5.2)
We present also another representation of the conical coadjoint orbit.
This is based on the projection of the cone on a plane. This representation
will be useful for the coherent states computations.
We represent an element of the cone by g = (Rθ, λ), where Rθ is from
the SO(2, 1) rotation
(
1 0
0 Rθ
)
and λ is the dilation factor (actually λ =
cosh γ + sinh γ from the SO(2, 1) y-boost). The product of two elements is:
gg′ = (Rθ, λ)(Rθ′ , λ
′) = (Rθ+θ′ , λλ
′). (5.3)
It is obtained from the matricial product of two elements of a semidirect
product group and a direct computation for the rotation and the boost.
We will use the angle θ and the dilation parameter λ ≡ eγ as the coor-
dinates on the cone.
We then have another representation of Λq, the action on the cone. Be-
sides the matrix given in (5.1), we can use Λq ≡ λRθ. It will act on the
two-vector (1, 0) to take it to the projection of q on a plane, that is (q1, q2).
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5.2 Induced representation
We follow the procedure described in Section 3.1 in order to obtain the
induced representation.
We associate a unitary character χ to V = R2,1 in the same way as
before:
χ(x) = exp(−i < k0;x >), (5.4)
where k0 = (1, 1, 0). Let s 7→ L(s) be a UIR of S0 carried by a Hilbert space
k. Here S0 is the translation (n in the Iwasawa decomposition). Then, L(s)
is a one-dimensional unitary representation: eitρ, where t ∈ R and ρ is the
translation parameter. The UIR χL of V ⋊ S0 carried by k is:
(χL)(x, s) = exp[−i < k0;x >]e
itρ. (5.5)
The Hilbert space is k = C.
Now, we want to induce a representation of the Poincare´ group G =
R
2,1
⋊SO(2, 1) from χL. From the coset decomposition, (x, s) = (0,Λk)(Λ
−1
k x, s0)
(where Λk is the transformation on the cone and s0 = n) we act on (0,Λp)
which represents the cone O∗:
(x, s)(0,Λp) = (0,Λsp)(Λ
−1
sp x,Λ
−1
sp sΛp). (5.6)
We obtain the following cocycles:
h : G×O∗ → V ⋊ S0, h((x, s), p) = (Λ
−1
sp x, h0(s, p));
h0 : S ×O
∗ → S0, h0(s, p) = Λ
−1
sp sΛp. (5.7)
They look the same as for the hyperboloid, but it is because of the notation,
actually Λ and S0 are different matrices.
The UIR is written this way:(
χLU(x, s)φ
)
(k) = exp[i < k;x >]L(h0(s
−1, k))−1φ(s−1k). (5.8)
Again, the appearance is the same as in the hyperboloidal case except that
the objects are geometrically different.
Finally, the UIR we will be using is written:
(χLU(v, s)φ)(k) = exp[i < k; v >]e−itρ(k,s)φ(s−1k). (5.9)
It is similar to the UIR obtained for the hyperboloid in (4.11), but here k is
a point on the cone, t ∈ R and ρ is a translation parameter.
We can check that this UIR is not square-integrable on the whole group.
We therefore need to work on the quotient.
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5.3 Quotient and section
We take the quotient to the phase-space to have a square-integrable
representation. We follow the left quotient decomposition:
(Λ, v) =
(
Λq,
(
p0 + p1
2
,
p0 + p1
2
, p2
)t)
(n, (t,−t, 0)t). (5.10)
Note that in the Iwasawa decomposition Λq is ka the product of a rotation
and a boost and n is a translation.
We define a generalized principal section paralleling the principal section
for the hyperboloid:
σP : Γ→ G, σP(q, p) = (Λ
α
q ,Λ
β
q p). (5.11)
We have added some freedom with α and β exponents. We will get a con-
straint on those exponents when computing the coherent states.
5.4 Coherent states for the generalized principal section
We now compute the coherent states with the generalized principal sec-
tion. We follow the method described in Section 3.2.
5.4.1 Definition of the set of vectors
We start with a set of square-integrable vectors η in the Hilbert space
H = C ⊗ L2(V+, dq1∧dq2
q0
), where V+ is the cone. We transform them using
the UIR given in (5.9):
(ησP )(k) = e
i<k;pˆ>e−itρη(Λ−αq k), (5.12)
where pˆ = Λβq p and k is an arbitrary point on the cone.
The formal operator is defined as follows:
AσP =
∫
Γ
|ησP >< ησP |
dqdp
q0
. (5.13)
5.4.2 Integration of the formal operator
In order to compute the integral of the formal operator IΦ,Ψ =< Φ|AσPΨ >,
we use again the integral definition of the δ function given in (4.20). We
also work out the Jacobian of the change of coordinate p→ pˆ = Λβq p. To do
this, we use the projection coordinates defined in Section 5.1. We rewrite:
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pˆ = Λβq p ≡ λβRβθp, where p is the projection of p on the punctured plane.
Then, we have that the Jacobian is |J | = λ2β .
When rewriting the integral with this Jacobian, we obtain:
IΦ,Ψ =
∫
V+
Φ∗(k)AσP (k)Ψ(k)
dk
k0
, (5.14)
where
AσP (k) = (2pi)
2
∫
V+
|η(Λ−αq k)|
2 1
λ2β
1
k0
dq
q0
. (5.15)
5.4.3 Rewriting of the vector argument
In order to rewrite the argument of η, we use the projection setting and
the isomorphism of the cone with the punctured plane.
We redefine the point k to be the initial point (1, 0)t on which the rotation
Rφ and the dilation τ act, that is k → k = τRφ(1, 0)
t. We also have that
k0 = τ , the time component only depends on the dilation. (Note that we
can also obtain this from k20 = k
2
1 + k
2
2 = τ
2 cos2 φ+ τ2 sin2 φ.) Similarly, we
write Λq as λRθ, then Λ
−α
q = λ
−αR−αθ.
With all this information, we are able to write:
|η(Λ−αq k)|
2 = |η(λ−αR−αθτRφ(1, 0)
t)|2
= |η(λ−ατRφ−αθ(1, 0)
t)|2
= |η(λ−ατ(1, 0)t)|2, (5.16)
where we have considered that |η|2 is rotational-invariant.
We rewrite the integral (5.15):
AσP (k) = (2pi)
2
∫
V+
|η(λ−ατ(1, 0)t)|2
1
λ2β
1
τ
dq
q0
. (5.17)
We can see that |η|2 depends only on the length of the vector λ−ατ , we thus
change the variable to q′0 = q
′
1 = λ
−ατ (and q′2 = 0).
5.4.4 Evaluation of the integral
We recall that the measure dq
q0
is invariant. Also, provided 2β = −α, we
have τλ2β = q′0 too. We get the resolution of the identity since the operator
is now written:
AσP = (2pi)
2
∫
V+
|η(q′0)|
2 1
q′0
dq′
q′0
(5.18)
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and does not depend on k. Also, recalling that η is square-integrable and
q′0 > 0, for an initial vector η in the domain of the unbounded operator,
multiplication by 1
q′
0
, we have:
IΦ,Ψ = AσP
∫
V+
Φ∗(k)Ψ(k)
dk
k0
= AσP < Φ|Ψ > . (5.19)
5.4.5 Resulting family of coherent states
The vectors ησP are coherent states for the section:
σP(q, p) = (Λ
−2µ
q ,Λ
µ
q p), (5.20)
that is:
(ησP )(k) = e
i<k;Λµq p>e−itρη(Λ2µq k) (5.21)
are a family of coherent states for µ ∈ Z and a suitable η with the normal-
ization by
√
AσP given in (5.18). This is a promising new result.
The parameter µ appearing in the computation may have a physical
interpretation. This is something to be explored.
Conclusion
Our aim in this paper was to study the nature of all the coadjoint orbits
of the Poincare´ group in 2+1 dimensions. We did this here by working with
a matricial form of the group. From there, we have computed and classified
the coadjoint orbits as well as the orbits of SO(2, 1) acting on the dual of
R
2,1. We have obtained a degenerate orbit, the two-sheeted hyperboloid,
the upper and lower cones and the one-sheeted hyperboloid; they all also
appear as two-dimensional coadjoint orbits. Moreover, the hyperboloids and
the cones appear with their cotangent planes as four-dimensional coadjoint
orbits. We have also seen that the representation generating orbits and the
four-dimensional coadjoint orbits were linked. While some of the results
presented here also appear elsewhere, the complete classification that we
have done, is new.
Subsequently, we used the information obtained to define coordinates
and an invariant measure on two of the orbits, the hyperboloid and the
cone. We have also induced a representation and computed the coherent
states on each of them. For the hyperboloid, we have obtained coherent
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states for the principal section. For the cone, we have obtained a family of
coherent states for a generalized principal section.
There are two areas of study to which we would like to apply these results
in future publications: (1) computing wavelet-like transforms on the cone
and the hyperboloid and their coadjoint orbits, which would be useful in
signal analysis; (2) the physical problem of an electron moving in a constant
magnetic field, normal to a cone and a hyperboloid and the resulting Landau
levels.
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