An algorithm for the least-squares estimation of enzyme parameters Km and Vm.ax is proposed and its performance analysed. The problem is non-linear, but the algorithm is algebraic and does not require initial parameter estimates. On a spreadsheet program such as MINITAB, it may be coded in as few as ten instructions. The algorithm derives an intermediate estimate of Km and VmJ' appropriate to data with a constant coefficient of variation and then applies a single reweighting. Its performance using simulated data with a variety of error structures is compared with that of the classical reciprocal transforms and to both appropriately and inappropriately weighted direct least-squares estimators. Three approaches to estimating the standard errors of the parameter estimates are discussed, and one suitable for spreadsheet implementation is illustrated.
INTRODUCTION
The rectangular hyperbola is familiar to biochemists as a mathematical description of data arising from simple enzymic, binding and transport mechanisms. In references cited therein). For binding data, the transform of Scatchard (bound/free against bound) is mathematically equivalent to the Eadie-Hofstee with the axes exchanged. These are convenient for the visual inspection of data, but are less efficient than an appropriately weighted direct least-squares fit for estimating parameters [2] [3] [4] [5] .
The reciprocal-transform methods have the advantage of being algebraic. That is to say, they have a predefined number of calculations, do not depend on iterative approximation and can be implemented by hand or on commercially available spreadsheet programs. By comparison, a direct weighted least-squares fit of the untransformed data employs mathematical techniques such as the Marquardt-Levenberg algorithm [6] , which lie outside the interest of most practising experimentalists. In addition, non-linear minimization algorithms usually require initial parameter estimates, may not converge or may converge on an inappropriate local minimum. Their programming usually requires 'conditional jumps' and comparisons to detect lack of convergence and to decide when to stop. Such programs are necessarily lengthy. That listed by Roberts [1] extends to some 300 lines of FORTRAN code, although for some weightings more succinct algorithms have been described [7] . The nonparametric approach of Cornish-Bowden & Eisenthal [5] , although robust in the presence of outliers, has not gained wide acceptance and cannot easily be adapted to spreadsheet calcu- lations.
There is therefore a place for an algorithm which offers the desirable characteristics ofthese approaches. It should not require initial parameter estimates, nor incorporate conditional jumps and comparisons. It should be programmable on a spreadsheet, yet offer the statistical efficiency of the more cumbersome direct least-squares algorithms. The algorithm below meets these criteria.
AN ALGORITHM TO ESTIMATE K. and V.,,,
The data comprise n pairs (si,v), i = 1,2,...,n substrate concentration si and observed initial velocity vi. For each data pair let wi be a weighting which is initially set at w, = 1.0 for all i.
Then a reweighted least-squares algorithm appropriate to Poisson-like error (RLSp) is as follows. 
The proposed algorithm derives from the observation [8, 9] In the latter form the problem is clearly amenable to algebraic solution, because it amounts to a multiple linear regression in which the 'dependent' variable, 1.0, is determined by the 'explanatory variables' vi/st and vi. The coefficients of those variables in the regression analysis will therefore be the appropriately weighted least-squares estimates of Km/Vax. and 1/ lm'ax respectively.
Experimental data is not always subject to a constant coefficient of variation, however. The error structure in real data usually lies somewhere on a continuum between a constant absolute error (homoscedastic) at one extreme and a constant coefficient of variation at the other [8, 10] . Between number, ten, of iterative reweightings. The other two reweight with weightings appropriate to a homoscedastic error structure in which the standard deviation of the random error is constant and therefore independent of the expected velocity. These are denoted RLSh for a single reweighting, and IRLSh for ten reweightings.
AN ALGORITHM FOR PARAMETER VARIANCES
As in all non-linear models, these variances must be regarded as an approximation only. An approach appropriate for estimators which assume a Poisson-like error, and which lends itself to spreadsheet calculation, is a follows.
5. Estimate the variance 0.2 in terms of the residuals errors: 
The justification for this algorithm appears in the Appendix.
COMPUTATIONAL METHODS
Simulated data were constructed with a variety of error structures, and these data were analysed using the various estimators. The simulations were carried out on a Microbits computer using an Intel 80486 chip running under Microsoft DOS 5.0 programmed in Borland Turbo Pascal 6.0. Random error was generated by the PASCAL Random procedure and randomly reshuffled using the RanO procedure distributed by Press et al. [13] . Data generated and analysed by the PASCAL code was reanalysed using the Minitab 7.2 code appearing in.the Appendix.
COMPARISON OF ESTIMATORS
Three analyses are reported, using simulateddata with different error structures. In each, error-free data were generated for an centration and 6% at the highest. The performance of the estimators on data having homoscedastic error is summarized in Table 1 . For a Poisson-like structure, the error was normally distributed with a standard deviation equal to the square root of the expected velocity. This was 25 % of the lowest expected velocity and 11 % of the highest. With this error, the estimators performed as in Table 2 .
For a constant coefficient of variation, the random error was normally distributed with a standard deviation 20% of the expected velocity, and the estimator performance is summarized in Table 3 .
Several trends are clear in these simulations. For all error structures, the reciprocal transforms performed less satisfactorily, often markedly so, than the least-squares estimators. In particular, the previously reported inferiority of the LineweaverBurk method [11] is confirmed. This is particularly so for homoscedastic error, where the method usually overestimates the parameters, but the occasional estimate is large and negative (i.e. Km =-1388 and Vmax =-62723). Such outlying estimates dominate the mean and variance in the simulations for this plot. For the reweighted least-squares estimators, the difference between a single reweighting and ten iterations was negligible. All leastsquares estimators performed acceptably on all error structures. As expected on theoretical grounds, the appropriately weighted direct least-squares estimators performed marginally more satisfactorily, but the significant finding was that this margin was small. The margin was most obvious when the direct leastsquares estimator appropriate to a constant coefficient of variation was applied to data with homoscedastic error. The problem then was essentially not one of bias, but of an increased standard deviation; a 6% bias in estimating Km is unlikely to Vol. 288 By analogy with linear models we might expect the actual parameter value to lie within 2.160 estimated standard errors of the estimated parameter value 95 % of the time, and within 3.012 estimated standard errors 99 % of the time (these values are derived from the Student t distribution with 13 degrees of freedom; we have 15 readings in the simulated experiments, and two estimated parameters). With Poisson distributed error, these confidence intervals were found to be 94.5 % and 98.8 % for Vmax.9 and 92% and 97.5 % for Km. With inappropriate error structures, the confidence intervals calculated assuming a Poisson error are less reliable, but still remarkably good. With homoscedastic error, the confidence intervals were found to be 96.4 % and 99.2 % for J'Max, and 88.5 % and 96 % for Km. With constant coefficient of variation they were 90 % and 98 % for VMax and 94.5 % and 98 % for Km.
DISCUSSION
In the analysis ofinitial-velocity data from enzyme experiments there is a trade-off between convenience and reliability. Reciprocal transforms methods are convenient, but unreliable. Direct least-squares fits are inconvenient, but are reliable when common pitfalls are avoided. The analysis confirms the theoretical expectation that the most reliable estimates are derived from an appropriately weighted least-squares algorithm. To advocate the routine use of such an algorithm is, however, a counsel of perfection; the error structure, and hence the appropriate weighting, is usually unknown.
Least-squares estimators matched to Poisson-like error, in which the standard deviation is proportional to the square root of the expected velocity, perform very well across a spectrum of likely error structures. The reweighted algorithms have the same standard deviation as the direct least-squares algorithms, and iterative reweighting has nothing useful to offer over a single reweighting.
The proposed algorithm makes an initial estimate appropriate to a constant coefficient of variation, and it then applies a single reweighting appropriate to a Poisson-like error structure. It offers a simple algebraic solution to the efficient estimation of enzyme parameters, and its statistical properties will be close to those of the least-squares estimator derived by the more classical Marquardt-Levenberg approach. By whatever algorithm these estimators are derived, there are three further series of calculations which the experimentalist may wish to carry out. They are the examination of residual errors, the estimation of standard errors for Km and Vmax and an examination of other values of Km and Vmax in order to ensure that the algorithm has indeed delivered estimates acceptably close to optimal.
The calculation of residual errors using a spreadsheet is elementary, and its implementation is offered in the Appendix. The estimation of standard errors is less straightforward, because they will usually be used as a rough guide to confidence intervals for the parameter estimates. One approach is to use Monte Carlo simulation [13] , and the algorithm outlined is ideal for this because it is rapid and requires no initial estimates. For Var(Km) = z (aK) Var(vi) and analogously for Var(VI'ax). This assumes both that the partial derivatives Okm/av, can conveniently be calculated and that the variances Var(vi) are known. One approach to the partial derivatives is to calculate them numerically, but this is cumbersome on a spreadsheet program. A good approximation, however, is to calculate partial derivatives that would obtain if the objective function of eqn. (2) has been exactly, rather than approximately, minimized. On that basis, the partial derivatives can be obtained analytically in a form convenient for spreadsheet calculation and the confidence intervals derived from this. This is the basis of the algorithm given and is illustrated in the Appendix. As Atkins & Nimmo [15] have emphasized, however, such estimates are only approximations.
Finally, the experimentalist would usually like some measure of the extent to which the delivered estimates are optimal for his particular experimental data. The most direct approach to this is to 'try' values of Km and Vm.. other than those offered, and to compare the fit. This amounts to a re-examination of residual errors, and to assist this the code offered in the Appendix prints out Q, the weighted sum of squares that it is intended to minimize. A more convenient approach, however, relies on the calculations already carried out to estimate parameter variances. The function G(k) = XW-Y[kW+ U] will be zero when k is the required optimum Km which minimizes Q2 of eqn. (2) [7] . The Appendix illustrates the optional use of this to 'polish' the estimate Km and to ensure that Km and Vmax. have indeed minimized Q. Let C4 = (C2-C3) Let C5 = C4*C4/C3 Sum C5 and put in K5 Let K5 = K5/(Count(Cl) -2) Let C5 = K5*C3 Print Cl-C5 The first line calculates the residual error in C4. Column 5 then calculates weighted squared residual error which is summed into K5 (Q ofeqn. 2 of the main paper), and printed, and then divided by (n -2) to give the estimate c2, which is left in K5. Column 5 is then re-used in the penultimate line to give an estimate, ei (12, of the variance of vi. [3] These equations lead to a method of improving the parameter estimates using Newton's method: Km will already be very close to the root of G, and 'variance.mtb' has already calculated OG/aKm, which is twice the value stored in K6. The final approach of Km to the optimal value can be followed by examining G(K.), which will approach zero as the estimate Km 
