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We show that modiﬁed Richardsonmethod converges for any non-
singular totally nonnegative stochastic matrix for any choice of the
parameter between 0 and 2. We present a variant of the mod-
iﬁed Richardson method that is convergent for any nonsingular
totally nonnegative matrix. We obtain the optimal parameter value
for this method and give a procedure for estimating it. Numerical
experiments are presented.
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1. Introduction
Totally nonnegative linear systems arise commonly in many problems from approximation theory,
computer-aided geometric design (CAGD), differential equations and statistics, among other ﬁelds
[1,6,10].
In CAGD, the control points of an interpolating curve are the solution of a linear system whose
coefﬁcient matrix is called the collocation matrix. The collocation matrices of all shape preserving
representations [2,3,10] are totally nonnegative. The progressive iteration approximation (PIA)
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property provides an iterative method for computing the control points of an interpolating curve,
which is convergent if the collocation matrix is totally nonnegative [5,7]. The PIA iterations can be
regarded as a particular application of Richardson’s iteration for the corresponding linear system. This
has motivated us to study the behaviour of Richardson’s iteration for totally nonnegative matrices.
Richardson’s iteration is a classical iterative method for solving linear systems whose coefﬁcient
matrices present certain spectral properties. In fact, we show that a variant of themodiﬁed Richardson
method is convergent for any nonsingular totally nonnegative matrix and we ﬁnd the values of the
parameter for optimal convergence rate. Although themethod canbe slow for ill-conditionedmatrices,
it reveals to be a powerful tool for approximationproblemsbymeans of spline functions (interpolation,
least squares, smoothing splines), which can be understood as another consequence of the optimal
properties of the B-spline basis of polynomial spline spaces (cf. [3,11]).
The layout of the paper is as follows. Section 2 is devoted to the case of nonsingular stochastic totally
nonnegative matrices. In Section 3, we extend the analysis to general nonsingular totally nonnegative
matrices, by scaling the matrix and suggest an estimation of the optimal parameter. Finally, Section 4
includes numerical experiments.
2. Richardson method for stochastic totally nonnegative matrices
Let A be a nonsingular matrix. Richardson iterative method for solving the linear system Ax = b
can be written by the recurrence
xm+1 = xm − Axm + b, m = 0, 1, 2, . . . (1)
Denoting by y the new iteration obtained from x, the method can be expressed by the equation
y = (I − A)x + b, (2)
where I denotes the identity matrix.
Let us recall that amatrix is totally nonnegative (resp., totally positive) if all itsminors arenonnegative
(resp. positive). A crucial property of totally nonnegative matrices can be found in Corollary 6.6 of [1].
Theorem 2.1. All the eigenvalues of a totally nonnegative matrix are nonnegative real numbers.
A nonnegative matrix is said to be stochastic if the sum of the entries of each row equals 1. Totally
nonnegative stochastic matrices play a crucial role in computer-aided geometric design (see Chapter
3 of [10]). The solution of interpolation problems by curves represented in terms of a shape preserving
basis leads to linear systems Ax = b, where A is nonsingular totally nonnegative stochastic.
Richardson iterative method always converges for nonsingular totally nonnegative stochastic ma-
trices as the following result shows. As usual, we shall denote by ρ(B) the spectral radius of a matrix
B. The maximal and minimal eigenvalues of a matrix Bwith real spectrumwill be denoted by λmax(B)
and λmin(B), respectively.
Theorem 2.2. Let A be a nonsingular totally nonnegative stochastic matrix. Then, the Richardson iterative
method (1) converges to the solution of the system Ax = b and the convergence speed corresponds to
ρ(I − A) = 1 − λmin(A).
Proof. It is well-known that Richardson iterative method converges if and only if the spectral radius
ρ(I − A) of I − A is less than 1. By Theorem 2.1, the eigenvalues of totally nonnegative matrices are
nonnegative. Furthermore the spectrum is contained in (0, 1] because A is a nonsingular stochastic
matrix. Clearly, the eigenvalues of I − A are 1 − λ where λ is an eigenvalue of A. So the spectrum of
I − A is contained in [0, 1) and therefore ρ(I − A) < 1. 
In order to accelerate the convergence of the method, it is usual to perform a relaxation of the
method, replacing the role of xm+1 by (1 − w)xm + wxm+1. In the case of Richardson method, this
leads to the modiﬁed Richardson method
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y = (I − wA)x + wb, (3)
The convergence analysis and optimal value of the parameter are shown in the following result.
Theorem 2.3. Let A be a nonsingular totally nonnegative stochastic matrix. Then, the modiﬁed Richardson
iterative method (3) converges to the solution of the system Ax = b if and only if w ∈ (0, 2). The optimal
convergence speed corresponding to ρopt = ρ(I − woptA) is achieved for
wopt = 2
1 + λmin(A) , ρopt =
1 − λmin(A)
1 + λmin(A) . (4)
Proof. The Richardson iterative method converges if and only if ρ(I − wA) < 1. By Theorem 2.1, the
eigenvalues of nonsingular totally nonnegative matrices are positive and so λmin(A) > 0. Clearly, the
eigenvalues of I − wA are 1 − wλ, where λ is an eigenvalue of A. If w ≤ 0, then all eigenvalues of
I − wA are greater or equal than 1. So, ρ(I − wA) 1 and the method cannot converge. Ifw > 0, then
[1 − w, 1 − λmin(A)w] is the least interval containing the spectrumof I − wA. Thereforeρ(I − wA) <
1 if and only if 1 − w > −1 and w > 0, that is, w ∈ (0, 2). For w ∈ (0, 2), we have
ρ(I − wA) = max(w − 1, 1 − wλmin(A)). (5)
The minimum value is achieved when w − 1 = 1 − wλmin(A), ρ(I − wA) = 1 − wλmin(A) and (4)
follows. 
The convergence analysis performed above can be extended to any nonsingular totally nonnegative
matrix A of spectral radius ρ(A) less than 2. The speed of convergence corresponds to
ρ(I − A) = max(1 − λmin(A), ρ(A) − 1).
In the sameway, themodiﬁed Richardsonmethodworks whenever 0 < w < 2/ρ(A) and the optimal
parameter value is
wopt = 2
ρ(A) + λmin(A) , ρopt =
ρ(A) − λmin(A)
ρ(A) + λmin(A) .
However, we have focused our study on stochasticmatrices due to several reasons. The above formulae
depend on an estimation of ρ(A), whereas for stochastic matrices we know in advance that ρ(A) = 1.
On the other hand, we can always reduce our problem to the stochastic matrices bymeans of a scaling
as we shall see in Section 3.
3. An iterative method for general nonsingular totally nonnegative matrices
Let us use the following notations: A B (resp., A < B) means that B − A is a nonnegative (resp.,
positive)matrix and |A| is thematrixwhose entries are the absolute values of the corresponding entries
of A. The same notation applies to vectors considering them as column matrices. The following result
on totally nonnegative matrices is well-known (cf. Theorem 3.3 of [1]).
Lemma 3.1. Let A be a nonsingular totally nonnegative n × nmatrix and J := diag(1,−1, 1, . . . , (−1)n).
Then |A−1| = JA−1J is a nonsingular totally nonnegative matrix.
Let us introduce the vector e := (1, . . . , 1)T and for any matrix A we introduce an associated
diagonal matrix
D := diag(d1, . . . , dn), (d1, . . . , dn)T = d := Ae. (6)
If A is a nonsingular nonnegative matrix, then D has positive diagonal entries.
Let A be a nonsingular totally nonnegative matrix and D be the matrix deﬁned in (6). Then D−1A is
a nonsingular totally nonnegative stochastic matrix, because D−1Ae = D−1d = e. Now we can apply
the modiﬁed Richardson method to the equivalent system D−1Ax = D−1b and obtain
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y = (I − wD−1A)x + wD−1b,
which can be formulated in implicit form as
Dy = (D − wA)x + wb. (7)
or equivalently
y = x + wD−1(b − Ax).
We can apply Theorem 2.2, formula (5) and Theorem 2.3 to D−1A and deduce the following result.
Theorem 3.2. Let A be a nonsingular totally nonnegative matrix and D be the diagonal matrix deﬁned in
(6). Then the iterative method (7) is convergent for any w ∈ (0, 2) and the convergence speed corresponds
to
ρ(I − wD−1A) = max(w − 1, 1 − wλmin(D−1A)).
The fastest convergence is achieved for
wopt = 2
1 + λmin(D−1A) , ρopt =
1 − λmin(D−1A)
1 + λmin(D−1A) .
The following result compares different possible scalings of a totally nonnegativematrix and shows
that the scalingD−1A,withD givenby (6) provides optimal convergence speedwith respect all diagonal
matrices −1A such that ‖−1A‖∞  1.
Proposition 3.3. Let A be a nonsingular totally nonnegative matrix and let D be deﬁned by (6). Let  be
a diagonal matrix with positive diagonal entries such that D. Then
λmin(
−1A) λmin(D−1A).
Proof. Since D, D|A−1||A−1|. By Lemma 3.1, we can write
D|A−1|JA−1J = JA−1J = J−1A−1J,
that is, the nonnegative matrix J−1A−1J majorizes DA−1. ByWielandt’s Theorem (cf. Corollary 2.1 of
[9]),
ρ(DA−1) ρ(J−1A−1J) = ρ(A−1),
and the result follows. 
The value λmin(D
−1A) > 0 plays an essential role in the convergence speed as well as in the choice
of the optimal parameter. The greater λmin(D
−1A) is, the faster convergence speed is achieved. The
following result provides bounds for λmin(A) and λmin(D
−1A).
Proposition 3.4. Let A be a nonsingular totally nonnegative n × n matrix and u ∈ Rn, u 0, be a vector
such that v := JAJu > 0. Then
λmin(A)
mini=1,...,n vi
maxi=1,...,n ui
.
If D = diag(d1, . . . , dn) is a diagonal matrix with positive diagonal entries, then we have
λmin(D
−1A) mini=1,...,n vi/di
maxi=1,...,n ui
.
Proof. By Lemma 3.1, the matrix B = (bij)1 i,j n := JA−1J is totally nonnegative. Since u = Bv, we
deduce that
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ui =
n∑
j=1
bijvj  min
j=1,...,n vj ·
n∑
j=1
bij.
Hence
n∑
j=1
bij 
ui
minj=1,...,n vj
.
So we have
‖B‖∞ = max
i=1,...,n
n∑
j=1
bij 
maxi=1,...,n ui
mini=1,...,n vi
,
and we can conclude that
1
λmin(A)
= ρ(A−1) ‖A−1‖∞ = ‖JA−1J‖∞ = ‖B‖∞  maxi=1,...,n ui
mini=1,...,n vi
.
Taking into account that D−1v = JD−1AJu, we can apply the above bound where D−1A and D−1v play
the roles of A and v, respectively, and the result follows. 
In order to provide an estimation of the minimal eigenvalue of D−1A, we apply the power method
to the matrix I − JD−1AJ
um+1 = (I − JD−1AJ)um, (8)
starting from a nonzero initial vector u0  0. Since A is nonsingular totally nonnegative, by Lemma
3.1, JA−1J is totally nonnegative and so JA−1DJ is a nonsingular totally nonnegative matrix. By Perron–
Frobenius theorem, there exists a nonnegative eigenvector z1 of JA
−1DJ corresponding to its maximal
eigenvalue
λmax(A
−1D) = 1
λmin(D−1A)
.
So we have
JD−1AJz1 = λmin(D−1A)z1.
By Theorem 2.1 all eigenvalues of JD−1AJ are nonnegative and we ﬁnd that the maximal eigenvalue of
I − JD−1AJ is 1 − λmin(D−1A) and its corresponding eigenvector is z1.
Let us recall that a totally nonnegative matrix is oscillatory if there exists a positive integer k such
that Ak is totally positive. It is well-known that a square totally nonnegative matrix A = (aij)1 i,j n is
oscillatory if and only if it is nonsingular and ai,i+1 > 0 and ai+1,i > 0 for any i ∈ {1, . . . , n − 1} (cf.
Theorem4.2 of [1]). In particular, an oscillatorymatrix is irreducible and so, Perron–Frobenius theorem
also guarantees the positivity of the eigenvector corresponding to its maximal eigenvalue. Moreover,
if A is oscillatory, then A has n distinct eigenvalues (cf. Theorem 6.5 of [1]).
If A is oscillatory, then, by Theorem 4.1 of [1], JA−1J is also oscillatory and, by Corollary 4.3 of [1],
(JA−1J)D = JA−1DJ is again an oscillatory matrix. Let z1, . . . , zn be the basis of eigenvectors of JA−1DJ
corresponding to the eigenvalues λ1 > · · · > λn > 0. Observe that λ1 = 1/λmin(D−1A) and that z1
is a positive vector.
Sowecanwriteu0 = ∑ni=1 cizi. If c1 /= 0, that is, the initial vectoru0 for thepowermethod iterations
(8) has a nonzero coefﬁcient in z1, then we have convergence of the iterations to the direction of z1.
Without loss of generality, let us assume that c1 > 0 and so
lim
m→∞
um
‖um‖ =
z1
‖z1‖ > 0,
and
lim
m→∞
um − um+1
‖um‖ = limm→∞
JD−1AJum
‖um‖ =
JD−1AJz1
‖z1‖ = λmin(D
−1A) z1‖z1‖ > 0.
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We deduce that 0 < um+1 < um are positive vectors for sufﬁciently largemm0. Now deﬁne
vm := JAJum = DJD−1AJum = D(um − um+1) > 0.
Denoting by umi and v
m
i the ith component of the vectors um and vm, respectively, we have
lim
m→∞
u
m+1
i
umi
= 1 − λmin(D−1A), i = 1, . . . , n,
and so,
lim
m→∞
vmi /di
umi
= λmin(D−1A), i = 1, . . . , n.
We have for sufﬁciently largem,
vmj /dj
umj
≈ λmin(D−1A),
for any choice of j ∈ {1, . . . , n}. From a practical point of view the estimators
vmj /dj
umj
, j = 1, . . . , n, (9)
provide good approximations of the minimal eigenvalue and so, give a measure of the convergence
rate. Theestimator (9) alsoworks fornonoscillatorynonsingular totallynonnegativematrices.However
some components of the vectors um and vm could vanish. In this case we have to choose j such that
umj /= 0. Other estimators of the convergence rate are provided by the quotients of the norms
‖D−1vm‖
‖um‖ ,
where ‖ · ‖ can be any of the usual norms ‖ · ‖1, ‖ · ‖2 or ‖ · ‖∞. The estimators can be used for
suggesting an approximation of the optimal parameter according to Theorem 3.2.
If vm > 0, we can apply Proposition 3.4 and deduce the following lower bounds
λmin(A)
mini=1,...,n vmi
maxi=1,...,n umi
,
and
λmin(D
−1A) mini=1,...,n v
m
i /di
maxi=1,...,n umi
.
4. Numerical experiments
The following examples are motivated by linear systems arising in interpolation by polynomial
and spline functions. When convergence is slow, the selection of an optimal parameter close to 2.0
gives rise to an acceleration of the convergence rate so that the number of iterations to achieve an
approximation of the solution is roughly reduced to the half.
In the case of polynomial interpolation, we take only matrices corresponding to problems of low
degree as usual. The bad conditioning of the problem when increasing the degree produces slow
convergence. Vandermonde matrices are the collocation matrices associated to the usual monomial
basis. In some contexts, like in computer-aided geometric design, the Bernstein basis on an compact
interval is preferred because of its stability and shape-preserving properties [2,10]. The Bernstein–
Vandermonde matrices are collocation matrices corresponding to the Bernstein basis [8]. In the case
of Vandermonde matrices with equidistant nodes
aij = (ij−1) i, j = 1, . . . , n,
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Table 1
Vandermonde matrices.
Dim. λmax(I − D−1A) wopt λmax (I − woptD−1A)
2 0.8333333333333333 1.714285714285714 0.7142857142857143
3 0.9743589743589744 1.950000000000000 0.9500000000000000
4 0.9965605456494568 1.993144669893872 0.9931446698938715
5 0.9996126815000288 1.999225662915136 0.9992256629151357
Table 2
Bernstein–Vandermonde matrices.
Dim. λmax(I − D−1A) wopt λmax(I − woptD−1A)
3 0.5000000000000000 1.333333333333333 0.3333333333333333
4 0.7777777777777778 1.636363636363636 0.6363636363636364
5 0.9062500000000000 1.828571428571429 0.8285714285714286
6 0.9616000000000000 1.926040061633282 0.9260400616332820
7 0.9845679012345679 1.969604863221884 0.9696048632218845
8 0.9938801009783339 1.987834652653989 0.9878346526539888
9 0.9975967407226562 1.995205005061384 0.9952050050613835
10 0.9990633432915831 1.998128439592777 0.9981284395927769
Table 3
Quadratic B-spline collocation matrices. The choice of the optimal wopt parameter
reduces the number of iterations from 26 to 16 (resp., from 57 to 35) for achieving
accuracy of the order of the unit roundoff of simple (resp., double) precision.
Dim. λmax(I − D−1A) wopt λmax(I − woptD−1A)
5 0.5661513740564701 1.394847380548222 0.3948473805482219
10 0.5470188044247995 1.376480305519885 0.3764803055198852
15 0.5327908508860240 1.363132175946264 0.3631321759462636
20 0.5249138529756826 1.355853015116838 0.3558530151168379
25 0.5200304842687317 1.351379186355591 0.3513791863555914
Table 4
Cubic B-spline collocationmatrices. The choice of the optimalwopt parameter reduces
the number of iterations from 64 to 36 (resp., from 141 to 80) for achieving accuracy
of the order of the unit roundoff of simple (resp., double) precision.
Dim. λmax(I − D−1A) wopt λmax(I − woptD−1A)
5 0.7965351654086268 1.661868251164218 0.6618682511642178
10 0.7783900961560496 1.637183845437686 0.6371838454376856
15 0.7645463979047188 1.618838616527628 0.6188386165276283
20 0.7690328617570178 1.624738742298755 0.6247387422987546
25 0.7764197039250965 1.634547406832029 0.6345474068320292
convergence is very slow even for dimension 5, but convergence is ensured for any dimension. The
following table shows λmax(I − D−1A), wopt and λmax(I − woptD−1A) for n = 2, 3, 4, 5 (Table 1).
In the case of Bernstein–Vandermonde
aij =
(
n − 1
j − 1
)(
i − 1
n − 1
)j−1 ( n − i
n − 1
)n−j
, i, j = 1, . . . , n,
convergence begins to be very slow for degrees above 10 (Table 2).
In the case of spline interpolation, the size of the problems can be considerably enlarged. The B-
spline basis is the most useful basis both for interpolation and design purposes due to its optimal
stability and shape preserving properties as well as least support [3,4,11]. For our examples we use
aij = Nj−1,k(xi),
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where N0,k, . . . , Nn−1,k is the B-spline basis corresponding to the knots
0 = τ0 = · · · = τk < · · · < τi = i − k < · · · < τn = · · · = τn+k = n − k,
k is thedegree and xi = (i − 1)(n − k)/(n − 1), i = 1, . . . , n.Wehave tested the cases of degree k = 2
and k = 3. For the quadratic B-spline collocationmatrix we have obtained results as shown in Table 3.
For cubic B-splines we have obtained results as shown in Table 4.
Summarizing, the numerical examples show that the choice of the optimal parameter reduces the
number of iterations to a factor slightly greater than a half.
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