One of the main obstacles to the wider use of the modern error-correction codes is that, due to the complex behavior of their decoding algorithms, no systematic method which would allow characterization of the BitError-Rate (BER) is known. This is especially true at the weak noise where many systems operate and where coding performance is difficult to estimate because of the diminishingly small number of errors. We show how the instanton method of physics allows one to solve the problem of BER analysis in the weak noise range by recasting it as a computationally tractable minimization problem. PACS numbers: 89.70.+c, Modern technologies, as well as many natural and sociological systems, rely heavily on a wide range of error-correction mechanisms to compensate for their inherent unreliability and to ensure faithful transmission, processing and storage of information. There has been a great deal of research activity in coding theory in the last half a century that has culminated in the recent discovery of coding schemes [1, 2, 3] that approach a reliability limit set by classical information theory [4] . The problem considered in this paper is of a special interest because of a unique feature of the modern coding schemes, which is referred to as an error floor [5, 6] . Error floor is a phenomenon characterized by an abrupt degradation of the coding scheme performance, as measured by the BER, from the so-called water-fall regime of moderate Signal-to-Noise Ratio (SNR) to the absolutely different error-floor asymptotic achieved at high SNR. To estimate the error-floor asymptotic in the modern high-quality systems is a notoriously difficult task. Typical required BER values are 10 −12 for an optical communication system, 10 −15 for hard drive systems in personal computers and as small as 10 −20 for storage systems used in banks and financial institutions. However, direct numerical methods, e.g. Monte Carlo, cannot be used to determine BER below 10 −9 .
Modern technologies, as well as many natural and sociological systems, rely heavily on a wide range of error-correction mechanisms to compensate for their inherent unreliability and to ensure faithful transmission, processing and storage of information. There has been a great deal of research activity in coding theory in the last half a century that has culminated in the recent discovery of coding schemes [1, 2, 3] that approach a reliability limit set by classical information theory [4] . The problem considered in this paper is of a special interest because of a unique feature of the modern coding schemes, which is referred to as an error floor [5, 6] . Error floor is a phenomenon characterized by an abrupt degradation of the coding scheme performance, as measured by the BER, from the so-called water-fall regime of moderate Signal-to-Noise Ratio (SNR) to the absolutely different error-floor asymptotic achieved at high SNR. To estimate the error-floor asymptotic in the modern high-quality systems is a notoriously difficult task. Typical required BER values are 10 −12 for an optical communication system, 10 −15 for hard drive systems in personal computers and as small as 10 −20 for storage systems used in banks and financial institutions. However, direct numerical methods, e.g. Monte Carlo, cannot be used to determine BER below 10 −9 .
To address this challenge we suggest a physics-inspired approach that ultimately solves the problem of the error-floor analysis. The method is coined the "instanton" method, after a theoretical particle in quantum physics that lasts for only an instant, occupying a localized portion of space-time [7] . Statistical physics uses the word instanton to describe a microscopic configuration which, in spite of its rare occurrence, contributes most to the macroscopic behavior of the system [8] . Our instanton is the most probable configuration of the noise to cause a decoding error.
We consider a model of a general communication system with error correction [4] . Data originating from an information source are parsed into fixed length words. Each word is encoded into a longer codeword and transmitted through a noisy channel (e.g., radio or optical link, magnetic or optical data storage system, etc.). The decoder tries to reconstruct the original codeword using the knowledge of the noise statistics and the structure of the code. Error resilience is achieved at the expense of introduced redundancy, and information theory gives conditions for the existence of finite redundancy error correction codes. However it does not give a method for realizing decoders of low complexity. In general there is no better way to reconstruct the codeword that was most likely transmitted than to compare the likelihoods of all possible codewords. However, this Maximal Likelihood (ML) algorithm becomes intractable already for codewords that are tens of bits long.
A novel exciting era has started in coding theory with the discovery of Low-Density Parity-Check (LDPC) [1, 3, 9, 10] and turbo [2] codes. These codes are special, not only because they can approach very close to the virtually error-free transmission limit, but mainly because a computationally efficient, so-called iterative, decoding scheme is readily available. When operating at moderate noise values these approximate decoding algorithms show an unprecedented ability to correct errors, a remarkable feature that has attracted a lot of theoretical attention [5, 6, 11, 12, 13, 14, 15] . (Notice also an alternative statistical physics inspired approach [16] that offered an important insight into the extraordinary performance of the iterative decoding [17, 18, 19] .) It is believed that the error floor is a fundamental consequence of iterative decoding, and that the approximate algorithms mentioned above are incapable of matching the performance of ML decoding beyond the errorfloor threshold. The importance of error-floor analysis was recognized in the early stages of the turbo codes revolution [20] , and it soon became apparent that LDPC codes are also not immune from the error-floor deficiency [6, 21, 22] . The main approaches to the error-floor analysis problem proposed to date include: (i) a heuristic approach of the importance sampling type [6] , utilizing theoretical considerations developed for a typical randomly constructed LDPC code performing over the very special binary-erasure channel [23] , and (ii) deriving lower bounds for BER [24] .
Our approach to the error-floor analysis is different: we suggest an efficient numerical scheme, which is ab-initio by construction, i.e. the scheme requires no additional assump-tions (e.g. no sampling). The numerical scheme is also accurate at producing configurations whose validity, as of actual optimal noise configurations, can be verified theoretically. Finally, the instanton scheme is also generic, in that there are no restrictions related to the channel or decoding.
Error-correction scheme. A message word consisting of K bits is encoded in an N-bit long codeword, N > K. In the case of binary, linear coding, a convenient representation of the code is given by M ≥ N − K constraints, often called parity checks or simply checks. Formally, σ σ σ = (σ 1 , . . . , σ N ) with σ i = ±1, is one of the 2 K codewords if and only if ∏ i∈α σ i = 1 for all checks α = 1, . . . , M, where i ∈ α if the bit i contributes the check α. The relation between bits and checks (we use i ∈ α and α ∋ i interchangeably) is often described in terms of the M × N parity-check matrixĤ consisting of ones and zeros: H αi = 1 if i ∈ α and H αi = 0 otherwise. A bipartite graph representation ofĤ, with bits marked as circles checks marked as squares and edges corresponding to respective nonzero elements ofĤ, is usually called Tanner graph of the code. For an LDPC codeĤ is sparse, i.e. most of the entries are zeros. Transmitted through a noisy channel, a codeword gets corrupted due to the channel noise, so that the channel output (receiver) is x x x = σ σ σ. Even though an information about the original codeword is lost at the receiver, one still possesses the full probabilistic information about the channel, i.e. the conditional probability, P(x x x|σ σ σ ′ ), for a codeword σ σ σ ′ to be a preimage for the output word x x x, is known. In the case of independent noise samples the full conditional probability can be decomposed into the product, P(x x x|σ σ σ
A convenient characteristic of the channel output at a bit is the so-called loglikelihood, h i = log[p(x i | + 1)/p(x i | − 1)]/2s 2 , measured in the units of the SNR squared, s 2 . (In the physics formulation [16, 17, 18, 19 ] h h h is called the magnetic field.) The decoding goal is to infer the original message from the received output x x x. ML decoding (which generally requires an exponentially large number, 2 K , of steps) corresponds to finding the most probable transmitted codeword given x x x. Belief Propagation (BP) decoding [1, 3, 9, 19] constitutes a fast (linear in K, N) yet generally approximate alternative to ML. As shown in [1] the set of equations describing BP becomes exactly equivalent to the so-called symbol Maximum-A-Posteriori (MAP) decoding in the loop-free approximation (a similar construction in physics is known as the Bethe-tree approximation [25] ), while in the low-noise limit, s → ∞, ML and MAP become indistinguishable and the BP algorithm reduces to the min-sum algorithm:
where the message field η
iα is defined on the edge that connects bit i and check α at the n-th step of the iterative procedure and η 
where θ(z) = 1 if z > 0 and θ(z) = 0 otherwise; σ σ σ = 1 1 1 is assumed for the input (since in a symmetric channel the BER is invariant with respect to the choice of the input codeword). When the BER is small, the integral over output configurations x x x in Eq. (2) is approximated by, B i ∼ P(x x x inst |1 1 1), where x x x inst is the special instanton configuration of the output minimizing P(x x x|1 1 1) under the error-surface condition, m i {x x x} = 0. For the common model of the white symmetric Gaussian channel, p(x|σ) = exp(−s 2 (x − σ) 2 /2)/ 2π/s 2 , finding the instanton, ϕ ϕ ϕ inst = 1 1 1 − x x x inst ≡ l(u u u)u u u, turns into minimizing the length l(u u u) with respect to the unit vector in the noise space u u u, where l(u u u) measures the distance from the zero-noise point to the point on the error surface corresponding to u u u.
Finding the instanton numerically. In our numerical scheme, the value of the length l(u u u) for any given unit vector u u u was found by the bisection method. The minimum of l(u u u) was found by a downhill simplex method also called "amoeba" [26] , with accurately tailored (for better convergence) annealing. The numerical instanton method was first successfully verified in [27] against analytical loop-free results.
Our demonstrative example is the (155, 64, 20) LDPC code described in [28] . (The parity check matrix of the code is shown in Fig. S1 of Appendix A.) The code includes 155 bits and 93 checks. Each bit is connected to three checks while any check is connected to five bits. The minimal Hamming distance of the code is l 2 ML = 20, i.e. at s ≫ 1, and if the decoding is ML, BER becomes ∼ exp(−20 · s 2 /2). (See Fig. S2 of Appendix A for Monte Carlo evaluation of BER vs SNR for the code.) We aim to find and describe the instanton(s) that determines BER in the error-floor regime (for min-sum decoding): ∼ exp(−l 2 ef · s 2 /2) with l 2 ef < l 2 ML = 20. Our numerical, and subsequent theoretical, analyses suggest that the instantons, as well as l ef , do depend on the number of iterations. We do not detail this rich dependence here, focusing primarily on the already nontrivial case of four iterations.
The instanton with the minimal length of l 2 a = 46 2 /210 ≈ 10.076 is shown in the upper part of integer/rational structure of the instantons found numerically by "amoeba" admits a theoretical explanation. Our algebraic construction generalizes the computational tree approach of Wiberg [12] . The computational tree is built by unwrapping the Tanner graph of a given code into a tree from a bit for which we would like to determine the probability of error.
(The erroneous bit is shaded in Fig. 1 .) The number of generations in the tree is equal to the number of BP iterations (for more details see [11] ). As observed in [12] , the result of decoding at the shaded bit of the original code is exactly equal to the decoding result in the tree center. It should be noted that once magnetic fields representing an instanton are distributed on the tree, one can verify directly (by propagating messages from the leaves to the tree center) that the algorithm produces zero magnetization at the tree center. Any check node processes messages coming from the tree periphery in the following way: (i) the message with the smallest absolute value (we assume no degeneracy in the beginning) is passed, (ii) the source bit of the smallest message is colored, and (iii) the sign of the product of inputs is assigned to the outcome. At any bit that lies on the colored leaves-to-center path the incoming messages are summed up. The initial messages at any bit of the tree are magnetic fields and, therefore, the result obtained in the tree center is a linear combination of the magnetic fields with integer coefficients. The integer n i corresponding to bit i of the original graph is the sum of the signatures over all colored replicas of i on the computational tree. Therefore, the condition at the tree center becomes ∑ i n i h i = 0. Returning to the original graph and maximizing the integrand of Eq. (2) with the condition enforced we arrive at the following expressions for the instanton configuration and the effective weight, respectively:
where the equation applies to the Gaussian channel, however its generalizations to any other channel is straightforward. One can check directly (e.g. looking at Fig. 1A ) that Eqs. (3) are satisfied for the minimum weight instanton. In this case we find that the signature of any colored message before and after processing through a check remains intact, and thus the resulting n i for any colored bit is just a total number of the bit's replicas. The structure of this instanton is exactly equivalent to one of the codewords on the computa-tional tree, called a pseudo-codeword as generically it does not correspond to a codeword on the original graph [12] . However, Eq. (3) also suggests another possibility that goes beyond the standard pseudo-codeword construction [12] . In the case shown in Fig. 1C the colored part of the tree does correspond to a pseudo-codeword (by structure), however the pale part of the computational tree cannot be neglected as the noise values at these nodes are nonzero. This peculiarity is due to the fact that some of the checks shown in the upper part of Instantons also allow for a complementary interpretation. A decoding error occurs when the magnetization in the computational tree center, which can be considered as a sum over all pseudo-code words weighted by, exp s 2 ∑ i h i p i , turns to zero (with p i being the number of bit i replicas with −1 sign in the pseudo-codeword). In the case of high SNR (large magnetic fields) the sum is dominated by the pseudo-codewords of maximal weight. Therefore, any instanton, as a configuration of magnetic fields, should be equidistant from some set of k ≥ 2 pseudo-codewords:
i , where at least one of them has +1 value and at least one has −1 value in the tree center to achieve zero magnetization. And indeed the set of relevant pseudo-codewords for the 
APPENDIX B: INSTANTONS FOR THE MIN-SUM DECODING
These notes consist of three parts. The first part is devoted to explaining how the entire instanton family for an arbitrary LDPC code decoded by the min-sum algorithm can be fully characterized using the computational tree approach. The second part describes an alternative exposition which allows one to represent an instanton as a configuration of magnetic fields equidistant from some set of codewords on the computational tree. The third part formulates a relation between the theoretical and numerical approaches and suggests challenges and questions that need to be addressed in the future.
Colored/signature structure and constraint minimization
The basic object for our construction is the computational tree and its colored/pale/uncolored parts (as briefly introduced in the main text). The computational tree is a tree constructed by a simple unwrapping of the Tanner graph of the code into a tree starting from the bit where the BER is calculated. The number of generations on the tree is equal to the number of iterations of the decoder, n it . If n it is larger than, or equal to, a quarter of the code girth (defined as the length of the shortest loop of the original Tanner graph, measured by the number of edges within the loop), then the computational tree contains more than one replica of some of the bits of the original code.
Consider an arbitrary configuration of magnetic field, h h h (or noise field, ϕ ϕ ϕ) on the Tanner graph, and on the computational tree respectively. Calculating the magnetization (or switching from physics jargon to communication theory jargon, aposteriori log-likelihood) at the n it -th iteration in the center of the tree one derives, m (n it ) center = h h h · n n n. n i , defined on a bit of the original Tanner graph is an integer. It is a sum of contributions, each originating from the respective bit/replica on the computational tree. Colored are bits on the tree that contribute the integer +1 or −1. to the respective integer (one may also say that the respective contribution is just zero) according to the min-part of the minsum rules described in Eq. (1) of the main text. We draw a bit on the computational tree in pale if it does not contribute to respective integer, however at least one of its siblings, i.e. bits on the tree originating from the same bit on the computational tree, does contribute to the integer.)
Let us now describe how an individual contribution of a colored bit on the tree to the respective integer (that is +1 or −1) is calculated. We aim to calculate the contribution to magnetization at the tree center counting integers according to the min-sum rule. We assign +1 signatures to the colored leaves of the tree and start an iterative procedure which assigns signatures moving from the tree leaves towards the tree center. Consider the case when at a certain step of the iteration procedure a check receives messages from some number of bits among which only one is colored. Then one calculates the product of the signatures associated with the messages this check receives from the remaining bits. If the resulting product is +1/ − 1 the signature of the colored bit is +1/ − 1 and the signatures of the colored bits, laying on the tree branch grown from the given colored bit, do not/do change. The other possibility (that will be called degenerate) is that a check receives two (or more) messages that all have the same absolute value, which is also the minimal of all the messages received. Then, one has the freedom to color only one of the degenerate bits with a colored branch grown from it with the signatures assigned as described above. The iterative procedure of the signature assignment is terminated once the three center is reached. One calls a check marked if it lies in between two colored bits of different signatures.
The union of all colored bits, i.e. bits contributing to m
center , is called the colored structure. Any check connected to the colored structure is actually connected to two bits of the structure. Another important characteristic complementing the notion of the colored structure on the computational tree is the set of aforementioned signatures ±1 associated with any bit of the colored structure. In a degenerate case, one finds multiple colored/signature structures associated with a given configuration of magnetic fields. Each degenerate structure will actually correspond to a distinct linear combination of magnetic fields equal to m
center . Therefore, of the whole variety of possible degenerate colored/signature structures corresponding to the same magnetic field one can always select a set of linearly independent ones. So far, this description was generic, i.e. not restricted to a specific configuration of the magnetic field. Let us now fix the family of linear independent colored/signature structures just explained and allow variation in the value of magnetic fields. Our goal here is to find an instanton conditioned to the specific form of the family of the linear independent colored/signature structures. Finding the instanton means minimizing l 2 = (1 1 1 − h h h) 2 with respect to h h h under the additional set of linearly independent conditions, m (n it ) = h h h · n n n (µ) = 0, where µ is an index enumerating these conditions each corresponding to a certain colored structure. (The expression presented above for the length l applies to the white Gaussian channel, however generalization for any other channel is straightforward.) The resulting expression for the optimal configuration of the noise, ϕ ϕ ϕ
This expression (also generalizing Eq. (3) of the main text for an arbitrary type of instanton degeneracy) should be checked for consistency with the family of the colored/signature structures assumed for the instanton. If the consistency check is met, the instanton construction is completed. Let us now demonstrate how this formal description works for the three instanton examples (a), (b) and (c) described in Figs. 1, 2 of the main text and also illustrated in Figs. S3-S6 . Instantons (a) and (c) are both explained by a single colored structure. For the (a) instanton each bit contributes +1 to the respective component of n n n. For the (c) example all contributions are +1 except of the one coming from the "75" bit connected to the marked check. Since h 0 < 0, the message originating from this bit contributes with the opposite sign to the magnetization. There exist 6 replicas of the "75" bit on the computational tree, however taking into account that one replica of the bit contributes −1, one finds that the actual value of the noise is ∼ 4 rather than ∼ 6. Since |h 0 | > |h 75 |, the "0" bit is pale thus it does not contribute to the magnetization. Considering the (b) instanton one finds that this is a degenerate example, with |h 0 | = |h 77 |. There are two linearly independent colored/signature structures describing the (b) instanton. The two structures are different only at the two bits on the tree leaves shown in Fig. 1B of the main text adjusted to the marked check. The first colored structure does not contain bit "77" (zero contribution to the magnetization) while bit "0" contributes +1 to the respective component of n n n. The second structure does not contain bit "0" while bit "77" contributes −1 to the respective component of n n n (simply because h 0 < 0, thus forcing the respective message to contribute to the magnetization with the opposite sign).
One natural question to ask about the degenerate case (b) is the following: can one of the two colored structures describing the instanton be forming its own non-degenerate instanton? The answer is negative. Indeed, the colored/signature structure generates (through the minimization procedure described above) such a configuration of magnetic fields that will not be consistent with the colored/signature structure one started from. Considering the structure with the "0" bit connected to the marked check being pale (and thus the signature field associated with the colored bit "77" connected to the red check being −1) one finds that the magnetic field minimizing l will actually be inconsistent with the colored/signature structure. Considering the other configuration (the "0" bit is colored with +1 signature while the "77" bit is pale) one finds again that the resulting magnetic field is inconsistent with the colored structure. To resolve this inconsistency one needs to account for the two configurations simultaneously, thus introducing two constraints, not one. The degeneracy of the (b) instanton is illustrated in Fig. S6 .
Let us also notice that the discrete nature of consistency check (yes/no answer as a result) puts degenerate configurations on equal footing (in the sense of counting all possibilities) with the non-degenerate configurations: considering the family of all possible instantons for the given computational tree one finds that the number of degenerate instantons is comparable with the number of nondegenerate instantons.
Instantons as medians between pseudo-codewords
We consider an instanton with the set of linearly independent structures already established. Each colored structure, indexed by µ, corresponds to the constraint, h h h · n n n (µ) = 0, imposed on the magnetic field, h h h. Each of the constraints can actually be reformulated in terms of a pair of pseudo-codewords on the computational tree:
where i stands for index assigned to a bit on the computational tree; the magnetic field on the computational tree bit is equal to the magnetic field defined on the respective bit of the original graph; and the pseudo-codewords, σ σ σ (µ;±) , are the two distinct configurations of the binary field, σ i = ±1, defined on each bit i of the computational tree that satisfy all the checks on the computational tree. Let us now discuss how the pseudo-codewords can be constructed if the respective constraint µ described by Eq. (S2), is already established. If the signature field, described in the previous Section of the Notes, corresponding to the structure µ, does not contain a single −1 element, then σ σ σ (µ;+) is the all unity codeword (+1 on all bits of the computational tree) and σ σ σ (µ;−) is the pseudo-codeword containing −1 on all the colored bits of the structure and +1 on all other bits. If, however, the colored structure does contain some −1 signatures the situation is more elaborate as both pseudo-codewords are nontrivial. The algorithm that allows restoration of the pseudocode words starts by determining the values of the colored bits for σ σ σ (µ;+) that are set equal to the values of the signatures. The uncolored bits are assigned values +1. Although it is possible to determine the bit values of the pale substructures the procedure is elaborate and we are not presenting it here. Finally, the pseudo-codeword σ σ σ (µ;−) is obtained from σ σ σ (µ;+) by changing the signs of colored bits with the uncolored and pale bits remaining the same. Fig. 2 of the main text shows three examples of the pseudocodeword construction for the three instantons discussed in the manuscript. Examples (a), (c) contain one pair of competing pseudo-codewords. However, the two cases are different. In the case (a) the colored/signature structure does not contain −1 bits, thus one pseudo-codeword is just the all unity codeword and another pseudo-codeword contains −1 at all the bits of the colored structure and +1 at all other bits. In the (c) case the colored/signature structure does contain −1 bit thus resulting in two distinct pseudo-codewords shown in Fig. 2C of the main text. Example (b) corresponds to the degenerate case with the two pairs of pseudo-codewords involved in the conditions (S2). However, one pseudo-codeword enters both conditions (that is the one shown on the top diagram of Fig. 2B of the main text) therefore the total count for the case (b) gives three pseudo-codewords being equidistant from the instanton configuration of the magnetic fields.
General Remarks
Let us note that the analysis presented above, in addition to its theoretical significance, may be helpful for accelerating the instanton-amoeba numerical procedure, e.g. through guiding selection on the final stage of the minimization. We also expect that this theoretical analysis will be instrumental for formulating the right questions to address by the instantonamoeba method, or by other minimization methods aiming at finding the instanton numerically. In what follows, we conclude by posing some questions that we did not yet study but plan to address in the future.
• More detailed exploration of the phase space, especially in the context of describing not only the minimal distance l min contribution but also the family of other "low laying" instantons. The particular question of interest here is to estimate the "density of states/instantons", that is to answer the question: how many instantons are found within the δl vicinity of the one correspondent to l min ? • Dependence of BER on the number of iterations. As we already indicated in the main text our preliminary tests show that instantons and thus asymptotic estimates for BER do change with the number of iterations. We will be interested to explain this dependence. We will also be testing with our instanton-amoeba approach, the validity of the graph covers method suggested recently [29] .
• Dependence on the code length. It is important to analyze the family of LDPC codes with varying code length, N. Of a special interest are the regular LDPC codes where the Hamming distance grows with N, e.g. Margulis codes [30] . Then, the relevant question is: how does l min (and other characteristics of the error floor) change with N for a given family of codes? This study will essentially lead to analysis of the finite-size effects, already discussed in the water-fall domain [31] ,
but not yet explored in the asymptotic regime of the error-floor.
• Does BP/min-sum decoding perform better than other suboptimal algorithms (that can possibly exist) of the same complexity, e.g. linear in N? Even if the answer is yes (that is by no means guaranteed), what would be the best decoding for a higher level of complexity, e.g. N a , where a > 1? Once an idea of better decoding is formulated, our instanton-amoeba toolbox will be indispensable in answering the aforementioned questions and also testing in depth the performance of the new decoding.
• Other types of codes, e.g. turbo codes. Turbo codes show remarkable performance at moderate SNR but they are also infamous for demonstrating much higher (than comparable in size LDPC codes) error floors. Even though some important similarities between the LDPC codes and turbo codes are established [32] , the decoders of these two types of codes are different and it becomes important to analyze the performance of the turbo scheme, especially in light of the turbo-codes popularity.
• Other, application specific, channels. The instantonamoeba approach is not limited to the white Gaussian channel, which we choose primarily for the purpose of demonstration, but can be applied straightforwardly to other types of channels, e.g. with correlations among received samples. Of special interest will be to analyze the performance of fiber-optic communication channels where the effects of fiber dispersion [33] , birefringence and amplifier noise [34] will be accounted for. Another two interesting channel types are magnetic and optical recording channels exhibiting high level of nonlinearity and correlations among received samples [35] .
• There are many problems in the information and computer sciences that are different from standard coding problem but are also dependent or sensitive to rare errors. Therefore, estimating performance/BER in these problems is a major step required for their comprehensive analysis. Two interesting examples here are (i) inter-symbol interference, that is especially challenging in the context of two-dimensional [36] and threedimensional information storage, and (ii) estimating algorithmic errors in the domain of typically good performance within a combinatorial optimization K-SAT setting [37] .
