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a b s t r a c t
A notion of branching bisimilarity for the alternating model of probabilistic systems,
compatible with parallel composition, is defined. For a congruence result, an internal
transition immediately followed by a non-trivial probability distribution is not considered
inert. A weaker definition of branching bisimilarity for the same model has been given
earlier. Here we show that our branching bisimulation is the coarsest congruence for
parallel composition that is included in the weaker version. To support the use of the
present equivalence as a reduction technique, we also show that probabilistic CTL formulae
are preserved by our equivalence, and we provide a polynomial-time algorithm deciding
branching bisimilarity.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The process theory and its underlying semanticmodel of labelled transition systems are generally conceived as important
modelling formalisms for concurrent systems. One of the major benefits of the process theory is the notion of abstraction
and the corresponding equivalence relations. Abstraction, on the one hand, allows one to reason about systems in which
details that are unimportant for the purposes at hand have been hidden. On the other hand, the corresponding equivalence
relations allow for model reduction, which is often the only way to analyse complex or large systems. The efficiency of
the analysis can be improved even further if this reduction technique is applied on the system’s components before they
are composed into a whole system model. This compositional analysis is particularly useful when the system consists of a
number of interactive components.
In order to benefit frommodel reduction before analysis, several criteria have to be satisfied. First, it must be guaranteed
that the properties of interest are preserved after the reduction. In other words, the equivalence relation used for model
reduction must be sound with respect to the property specification language. Second, for a reductionmethod to be useful in
practice, it is important that equivalence reduction is performed efficiently. Finally, in order to apply modular reduction per
component, itmust be guaranteed that composition after reduction generates amodel equivalent to the original one, namely,
the equivalence relation must be preserved under composition. Branching bisimulation equivalence for labelled transition
systems, introduced by Van Glabbeek and Weijland in [1], that abstracts away from internal steps, has the three properties
listed above, and a number of other desirable features (see e.g. [2]). In particular, branching bisimilarity is characterized by
the logic CTL* without the ‘‘next’’ operator [3].
To model random behaviour, several probabilistic extensions of transition systems have been proposed, that differ
in the way they combine probability with nondeterminism [4]. One of the models that have attracted attention is the
alternating model (see Fig. 1), introduced in [5]. This model makes a distinction between nondeterministic states, in which
nondeterministic choice is resolved, and probabilistic states, in which probabilistic choice is resolved according to a given
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Fig. 1. Probabilistic systems in the alternating model: (a) equivalent states s and t , (b) parallel composition and failure of the congruence property.
distribution. In [6] a probabilistic process theory is defined on the alternatingmodel, including, among others, the notions of
parallel composition and communication. The definition of parallel composition is based on the intuition that if a process p
behaves as process p′withprobabilityπ , andprocess qbehaves as process q′withprobabilityϱ, then theparallel composition
p ‖ q behaves as process p′ ‖ q′ with probability πϱ. In this view, the probabilistic choice is given priority to be resolved
before any nondeterministic choice, i.e. the parallel components first resolve their initial probabilistic choices, and then
start interleaving or communicating. For example, in Fig. 1, t ‖u is the result of the parallel composition of processes t and
u.
The underlying semantics in [6] is based on a strong bisimulation, while abstraction and equivalence relations that
abstract away from internal behaviour were later defined in [7,8]. Ref. [7] defines a probabilistic version of weak
bisimilarity [9,8] strengthens the definition of [7] by adding the branching condition. The main idea in these equivalences is
to mimic the potential of a state (it being the ability to execute an action or to select the next state probabilistically) by a set
of finite unobservable paths whose final states have the same potential. For example, states s and t in Fig. 1a are equivalent
according to [7,8], because they have the same potential. However, it has been later shown in [10] that these two equivalence
relations are not preserved by the parallel composition operator of [6], as explained in the following example.
Example 1. Even though s and t in Fig. 1 are equivalent, states s ‖ u and t ‖ u are not equivalent with respect to the
bisimulation in [7], neither with respect to the bisimulation in [8]. To determine that, note that states u ‖ v and v ‖ u
are equivalent, but they are not equivalent to u‖u or to v ‖v, and the latter two are not equivalent, too. Clearly, then, t ‖u
and t ‖v are not equivalent, and the same holds for t ‖u and s‖v. From the last it is easy to deduce that s‖u and t ‖u cannot
be related, too (t ‖u cannot mimic the step s‖u a−→ s‖v). 
There are two ways to solve the congruence problem for a given equivalence. One way is to adapt the operator in
question, in this case the parallel composition operator, by changing its semantics. However, this approach can affect
the other behavioural equivalences. Another, safer approach is to strengthen the equivalence in consideration, preferably
in such a way that the obtained notion is the coarsest congruence contained in the original, intuitive equivalence. For
branching bisimulation this idea has already been employed several times, for instance in the extensions of non-probabilistic
process theory with priorities [11] and with timing [12]. The same approach is taken to achieve precongruence for parallel
composition for the trace distribution inclusion relation on probabilistic automata [13,14].
In this paper we define a notion of branching bisimulation for the alternatingmodel of probabilistic systems with a finite
set of states that is a congruence for parallel composition, as well as for the rest of the standard operators in a probabilistic
process algebra [6,15]. The idea is to sufficiently strengthen the branching bisimulation of [8] to achieve the congruence
property. While action transitions are mimicked in a similar manner, by paths allowed to contain probabilistic as well
as internal transitions, a stronger condition is imposed when mimicking probabilistic transitions, similar to the one for
strong bisimulation [16]. This condition implies that a probabilistic state that leads to different equivalence classes cannot
be related to a nondeterministic state. Accordingly, for example, states s and t in Fig. 1a are not branching bisimilar by our
definition. Thus, we follow a similar line of reasoning as in [11], where non-probabilistic branching bisimulation has been
adapted to become compatible with action priorities. To justify our approach we also show that this strengthened variant of
probabilistic branching bisimulation is the coarsest congruence contained in the equivalence of [8]. Tomake the comparison,
we give a definition of our branching bisimulation that involves schedulers, although they are not necessary in the original
definition.
The branching bisimulation defined here also has the other properties mentioned earlier, that make it suitable for
practical implementation. We define an algorithm for deciding branching bisimilarity of polynomial time complexity w.r.t.
the number of states of the model. We also present a probabilistic extension of the CTL modal logic, which is a variant of the
pCTL logic of [17], and show that the branching bisimulation preserves all the properties expressible in this logic. In addition,
to show this soundness property, we also give an alternative definition of the branching bisimulation based on colouring
of the states [18]. Regarding usage for simplification of systems, our branching bisimulation may appear to be too strong at
first, since, in general, it eliminates less τ -transitions than the one from [8]. However, the examples we provide illustrate
that the equivalence is still powerful enough for elimination of the internal nondeterminism.
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Structure of the paper. The paper is organized as follows. Section 2 defines preliminary notions. Section 3 presents the
definition of our branching bisimulation, the process language, and shows that branching bisimilarity is the coarsest
congruence included in the relation of [8]. In Section 4 we give a colouring definition of the branching bisimulation, and
we treat pCTL and the preservation of the logical properties. In Section 5 we present the algorithm for deciding branching
bisimulation. In Section 6 we give overview of the related work and Section 7 ends with conclusions.
2. The semantic model of probabilistic transition systems
As semantical model we use probabilistic transition systems that are based on the alternating model in [6], more
specifically on the non-strictly alternating regime of [7]. The execution of the system can undergo two types of states:
probabilistic and nondeterministic. In a probabilistic state a choice among the possible next nondeterministic states is made
according to some probability distribution, while in a nondeterministic state an action transition is performed.
Given a directed graph, by s
l−→ t we denote that there exists an edge originating from a node s and ending in a node t ,
labelled with l; we may omit s, t , or l from the notation to denote that they are arbitrary. Note that multiple equally labelled
edges are possible between two nodes. We presuppose a finite set of action labels A. Internal activity, as usual, is denoted
by τ , and it is assumed that τ ∉ A. We denote Aτ = A ∪ {τ }.
Definition 1 (Probabilistic Transition System). A probabilistic transition system (PTS) is a finite-state directed graph, such that
(i) there are two types of states (or nodes): nondeterministic and probabilistic;
(ii) there are two types of transitions (or edges): action transitions, −→, that originate only from a nondeterministic state,
and probabilistic transitions, , each originating from a probabilistic state and ending in a nondeterministic state;
(iii) the action transitions are labelled with actions from Aτ ;
(iv) the probabilistic transitions are labelled with scalars from (0, 1], such that for each probabilistic state s, the sum of all
the labels on the outgoing transitions is equal to 1, that is,
∑
sπ π = 1.
Given a PTS, by Sn, respectively by Sp, we denote the set of non-deterministic, respectively probabilistic, states in the PTS,
andwewrite S for Sn∪Sp. We agree that a deadlock statewithout outgoing transitions, denoted by d, belongs to Sn. By s 99K t
we denote s
τ−→ t or s  t; s (a)−→ t denotes s a−→ t , or s = t and a = τ .
To be able to reason about the probabilistic behaviour of a system specified by a PTS, the non-determinism that appears
in the model must be first resolved by means of schedulers. The rest of this section is meant to give a concise presentation
of the notion of scheduler and other notions, needed for that purpose. For more details we refer the reader to [19,8]. In the
sequel we assume that a PTS is given.
Definition 2 (Paths). An infinite path from a state s0 ∈ S is an infinite sequence s0 l1 s1 . . . such that si ∈ S, and si li+1−−→ si+1
or si
li+1 si+1 for all 1 ≤ i. A finite path from a state s0 is a finite sequence s0 l1 s1 . . . lk sk satisfying the same conditions as
above. A path is a finite or infinite path. The set of all finite paths that start in a state s is denoted by Pathsf (s). The set of all
finite paths is denoted by Pathsf. Let c = s0 l1 s1 . . . lk sk be a finite path. We define last(c) = sk. The probability of c is the
product of all probability labels on it, if any, or 1 otherwise, that is,
Prob (c) =
 ∏
li∈(0,1]
li, if lj ∈ (0, 1] for some 1 ≤ j ≤ k
1, otherwise.
A scheduler resolves a nondeterministic choice in a nondeterministic state by selecting the next action to be executed. A
scheduler can also stop an execution, which is denoted by assigning a ⊥. In fact, as we will see, for a notion of branching
bisimulation it is enough to consider only a certain type of finite paths, which can be extracted by allowing the scheduler to
stop the execution when needed. If a path ends with a probabilistic state, a scheduler can either schedule nothing, in which
case the next state of the execution is determined by the corresponding probability distribution, or it can schedule ⊥ and
thus stop the execution.
Definition 3 (Scheduler). A scheduler is a partial function σ : Pathsf → (→ ∪ {⊥}), such that, if σ (c) = s a−→ t for some
s, t ∈ S and a ∈ Aτ , then last(c) = s.
Note that we use deterministic schedulers, as opposed to the more powerful randomized schedulers [13]. Recall that
deterministic schedulers were used for the equivalences in [8,7] and one of our goals is to compare our equivalence with the
one of [8]. And, as shown later in Section 3.3, deterministic schedulers are sufficient to capture our branching bisimulation,
originally not requiring the notion of schedulers in its definition (Definition 5).
Definition 4 (Scheduled Paths). Let σ be a scheduler. A scheduled path by σ is a finite path s0 l1 s1 . . . sk or an infinite path
s0 l1 s1 . . . , where, for arbitrary i, si ∈ Sn implies σ (s0 l1 s1 . . . si) = si li+1−−→ si+1, and for arbitrary i, if si ∈ Sp then
σ (s0 l1 s1 . . . si) is not defined, unless si is the last state of the scheduled path. Amaximal scheduled path is either an infinite
scheduled path, or a finite scheduled path c for which σ (c) = ⊥. The set of all maximal paths scheduled by σ is denoted by
Pathsm (σ ).
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Every scheduler σ induces a probability space on the set of all maximal scheduled paths that start in a state s. The
probability measure Prob is defined by means of path prefixes and the cones induced by them in a usual way. The precise
definitions and the measure property of the Prob function can be found in [19,8].
3. Branching bisimulation
In this section we define a branching bisimulation relation on the set of states of a given PTS (Section 3.1).
Compositionality of the branching bisimulation is considered with respect to a probabilistic process language pACPτ
presented in Section 3.2. Built in the style of the ACP process theory, besides the standard operators, this language also
has a probabilistic choice operator, an encapsulation and an abstraction operator [20]. The section is concluded by the result
(in Section 3.3) stating that our branching bisimulation is the coarsest congruence for parallel composition that is included in
the equivalence of [8]. Part of the results presented in this section has appeared in [21], except for Proposition 1, Theorem 1,
and the proof of Lemma 3, which appear here for the first time.
Before we present the branching bisimulation on PTSs, we briefly repeat one of the central ideas behind branching
bisimulation from the non-probabilistic setting (see e.g. [1]). The crucial point in that setting is that a state t can be related
to a state s by a branching bisimulation relation only if all observable transitions s
a−→ s′ can be matched by transitions
t
τ−→ · · · τ−→ t ′′ a−→ t ′ from state t such that t ′ can again be related to s′ by the branching bisimulation relation. Unlike in e.g.
weak bisimulation, it is required that this sequence of τ transitions traverses through states, all of which can be related to
s. Fig. 2a shows an example of branching bisimilar states, where bisimilar states are given the same colouring patterns.
3.1. Branching bisimulation for PTS
Recall from Fig. 1 that the problemwith compositionality occurs when a probabilistic state with a nontrivial distribution
(as t) is related to a nondeterministic state (as s). The parallel composition of state t with an action state will first resolve the
probabilistic choice, while the parallel composition of state s with an action state can perform the action before resolving
the probabilistic choice. However, the problem does not occur if the considered probabilistic state leads to equivalent states.
We conclude that a nondeterministic state can be related to a probabilistic one only if the latter enters its own class with
probability 1 via a probabilistic transition.
To formalize the above discussion, we first define a probability measure for an arbitrary state. Given a PTS with a set of
states S, function P : S × S → [0, 1] is defined in the following way.
P(s, t) =

∑
sπ t
π, if s ∈ Sp
1, if s ∈ Sn and s = t
0, otherwise.
For a set D ⊆ S, we can now measure the total probability to reach an element in D from a given state s ∈ S by
P(s,D) =∑t∈D P(s, t).
Given an equivalence relation R on a set X , by X/R we denote the partitioning of X induced by R. For an x ∈ X , by [x]R we
denote the equivalence class of x.
Definition 5 (Branching Bisimulation). An equivalence relation R ⊆ S × S is a branching bisimulation iff for every (s, t) ∈ R
the following two conditions hold:
1. if s
a−→ s′ for a ∈ Aτ , then there exist t0, . . . , tn, t ′ ∈ S such that t = t0 99K t1 99K · · · 99K tn (a)−→ t ′, (s, ti) ∈ R for all
0 ≤ i ≤ n, and (s′, t ′) ∈ R,
2. for all D ∈ S/R, P(s,D) = P(t,D).
States s and t are branching bisimilar, denoted by s ∼b t , if (s, t) ∈ R for some branching bisimulation relation R.
The first condition says that, as in [1], when an action transition is simulated, it can be preceded by a sequence of
unobservable transitions that connect equivalent states. The second condition requires that all related states must have the
same total probability to reach an equivalence class in one P-step, including their own equivalence class. It expresses, besides
the rest, that for a probabilistic state to be related to a non-deterministic one, it must reach its own class with probability
1. This implies that a τ -step that is immediately followed by a nontrivial probability distribution is not considered inert,
i.e. it cannot be ignored. Thus, due to this condition, states s and t in Fig. 1a cannot be related. However, as illustrated by
the examples in Fig. 2, where bisimilar states are given the same colouring patterns, probabilistic states can be related to
nondeterministic states in rather nontrivial systems. Next we show that relation∼b is indeed a branching bisimulation.
Proposition 1. Let {Ri}i∈I be a set of branching bisimulations. Then R = (∪i∈IRi)∗, the transitive closure of their union, is a
branching bisimulation.
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Fig. 2. Examples of branching bisimilar states.
Proof. Since Ri, for every i ∈ I , is an equivalence, it follows that R is also an equivalence. Let i ∈ I . By definition, if (s, t) ∈ Ri
then (s, t) ∈ R. Therefore, every class in S/Ri is contained in some class in S/R. Moreover, it follows that every class D ∈ S/R
is a union of classes in S/Ri , i.e. D =

j∈Ji D
j
i for some index set Ji, where D
j
i ∈ S/Ri for each j ∈ Ji.
Suppose (s, t) ∈ R. Then, there exists n > 0 such that (s, t) ∈ i∈I Rin. By induction on nwe prove that s and t satisfy
the conditions of Definition 5.
Suppose n = 1. Then (s, t) ∈ i∈I Ri. This means that there exists h ∈ I such that (s, t) ∈ Rh. Assume that s a−→ s′. Then,
since (s, t) ∈ Rh, there exist t1, . . . , tm (for some m > 0) and t ′, such that t 99K t1 99K · · · 99K tm (a)−→ t ′, (s, ti) ∈ Rh ⊆ R for
all 1 ≤ i ≤ m, and s′, t ′ ∈ Rh ⊆ R. Let D ∈ S/R. By the above discussion, D =j∈Jh Djh for some index set Jh, where each Djh
is a class in S/Rh . Then, P (s,D) =
∑
j∈Jh P

s,Djh

=∑j∈Jh P t,Djh = P (t,D) .
Suppose now that n > 1. We assume that for all k < n it holds that, if (u, v) ∈ i∈I Rik, then (i) if u a−→ u′ then there
exist v0, . . . , vm (for some m > 0) and v′ such that v = v0 99K v1 99K · · · 99K vm (a)−→ v′, (u, vi) ∈ R for all 0 ≤ i ≤ m, and
u′, v′
 ∈ R, and (ii) P (u,D) = P (v,D) for all D ∈ S/R.
By assumption, (s, t) ∈ i∈I Rin. Then, there exists r ∈ S such that (s, r) ∈ i∈I Rin−1, while (r, t) ∈ Rh for some
h ∈ I .
1. Assume s
a−→ s′. By the inductive assumption, there exist r0, r1, . . . , rm, r ′ such that r = r0 99K r1 99K · · · 99K rm (a)−→ r ′,
(s, ri) ∈ R for all 0 ≤ i ≤ m, and

s′, r ′
 ∈ R. Now, from (r, t) ∈ Rh, by induction onmwe show that there exist t0, . . . , tl (for
some l > 0) and t ′ such that t = t0 99K t1 99K · · · 99K tl (a)−→ t ′, (r, ti) ∈ R for all 0 ≤ i ≤ l, and

r ′, t ′
 ∈ R, which suffices.
Suppose m = 0. Then r (a)−→ r ′. The proof follows from the facts that (r, t) ∈ Rh, which is a branching bisimulation, and
Rh ⊆ R.
Suppose now thatm > 0. We distinguish two cases: when r0
τ−→ r1 and when r0  r1.
Assume first that r0
τ−→ r1. Then, from (r0, t) ∈ Rh and because Rh is a branching bisimulation, it follows that there exist
t0, t1, . . . , tk such that t = t0 99K t1 99K · · · 99K tk−1 (τ )−→ tk, (r, ti) ∈ Rh ⊆ R for all 0 ≤ i < k and (r1, tk) ∈ Rh ⊆ R. The rest
follows by the inductive assumption, using that (r, r1) ∈ R and that R is an equivalence.
Assume now that r0  r1. There are two subcases: when t ∈ Sn andwhen t ∈ Sp. In the first case, from Lemma 2 it follows
that P

r, [t]Rh
 = 1, fromwhich it follows that (t, r1) ∈ Rh ⊆ R. The rest follows by the inductive assumption. In the second
case, when t ∈ Sp, by the second condition of Definition 5, there must exist t1 ∈ S such that t  t1, and (r1, t1) ∈ Rh ⊆ R.
The rest follows by the inductive assumption.
2. It is left to show that P (s,D) = P (t,D) for all D ∈ S/R. Let D ∈ S/R. Since (s, r) ∈

i∈I Ri
n−1, by the inductive
assumption it follows that for all D ∈ S/R it holds P (s,D) = P (r,D). On the other hand, since (r, t) ∈ Rh, and D = j∈Jh Djh
for some index set Jh, where each D
j
h ∈ S/Rh , we have that P (r,D) =
∑
j∈Jh P

r,Djh

= ∑j∈Jh P t,Djh = P (t,D) .
Therefore, P (s,D) = P (r,D) = P (t,D). Thus, R is a branching bisimulation. 
Theorem 1. Relation∼b is the largest branching bisimulation.
Proof. Let {Ri}i∈I be the set of all branching bisimulations. By definition,∼b = ∪i∈IRi. Therefore,∼b includes also the largest
branching bisimulation. On the other hand, we have that ∪i∈IRi ⊆ (∪i∈IRi)∗, and from Proposition 1 we have that (∪i∈IRi)∗
is a branching bisimulation. Thus,∼b is actually the largest bisimulation. 
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Table 1
Operational semantics for the pACPτ expressions
a.p
a−→ p
p
a−→ p′, q ̸
p+ q a−→ p′, q+ p a−→ p′
p π p′, q ̸
p+ q π p′ + q, q+ p π q+ p′
p π p′, q ρ q′
p+ q πρ p′ + q′
p ρ p′
p⊔π q πρ p′, q⊔π p (1−π)ρ p′
p  ̸
p⊔π q π p, q⊔π p (1−π) p
p
a−→ p′, q ̸
p‖q a−→ p′ ‖q, q‖p a−→ p′ ‖q
p
a−→ p′, q b−→ q′, γ (a, b) = c
p‖q c−→ p′ ‖q′, q‖p c−→ q′ ‖p′
p π p′, q ̸
p‖q π p′ ‖q, q‖p π q‖p′
p π p′, q ρ q′
p‖q πρ p′ ‖q′
p
a−→ p′, a /∈ H
∂H(p)
a−→ ∂H(p′)
p π p′
∂H(p)
π ∂H(p′)
p
a−→ p′, a /∈ I
τI(p)
a−→ τI(p′)
p
a−→ p′, a ∈ I
τI(p)
τ−→ τI(p′)
p π p′
τI(p)
π τI(p′)
3.2. Probabilistic process language pACPτ
We present the pACPτ language, an extension of the process language ACP [20]. The underlying semantics of pACPτ is
defined by a set of operational rules by means of which each process expression can be interpreted as a process graph. A
proof that the branching bisimilarity is a congruence for the pACPτ operators is presented as well.
Definition 6 (Probabilistic Process Graph). Given a PTS, a probabilistic process graph or simply a process graph is a state r ,
together with all the states reachable from it and the transitions between them. State r is called the root of the process
graph. A process graph is usually named by its root.
Let γ : A × A → A be a partial commutative and associative communication function [20]. The syntax of the
pACPτ language is defined by the following grammar:
E ::= δ | a.E | E+E | E ⊔πE | E ‖E | ∂H(E) | τI(E) | x
where a ∈ Aτ , π∈(0, 1), I,H ⊆ A, and x ∈ V , where V is a set of recursive variables. To model infinite processes we allow
guarded recursive specifications [20]. A guarded recursive specification is a finite set of equations of the form x = px(V ),
where x ∈ V and p is a pACPτ expression in which all occurrences of variables from V are guarded [20]. Moreover, the only
operators allowed in p are: δ, an action prefix a._, for a ∈ Aτ , + and ⊔π. Thus, we restrict ourselves to finitely definable
processes, for the reasons explained in [22,23].
Table 1 represents the operational semantics for pACPτ . The rules resemble those in [6,15]. They can be applied to
pACPτ process expressions, and the generated process graph is counted as an interpretation of the process expression. Next,
wediscuss briefly the semantics of the pACPτoperators. The negative premise p  ̸ that appears in several rules denotes that p
does not start with a probabilistic transition. The deadlock process δ cannot execute any activity. Process a.p performs action
a and proceeds as process p (we write a rather than a.δ). The probability distribution that yields probability transitions of
process p ⊔πq is a linear combination of the distributions of p and q. If one of the operands, say p, is a nondeterministic
process, then, as expressed by the second rule for the probabilistic choice operator, process p ⊔πq behaves as p with
probability π . The probability distribution of process p+q is obtained by joining the distributions of p and q, namely, it
is a simple product of their individual distributions. The intuition behind this is that, since process p+q is either p or q, then
if process p behaves as process p′ with probability π and process q behaves as process q′ with probability ρ, then p+qwould
behave as either p′ or q′ with probability πρ. A similar approach is taken for the parallel composition p ‖ q, where p and
q resolve their (initial) probabilistic choices before any action interleaving or communication can take place. If process p
behaves as process p′ with probability π and q behaves as q′ with probability ρ, then the parallel composition, p‖q, behaves
as p′ ‖ q′ with probability πρ; process p′ ‖ q′ is a nondeterministic process that can perform an action from p′ or q′, or can
perform an action that is a result of communication. For process ∂H(p) the initial probability distribution is inherited from
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process p, and similarly for τI(p). Applied on a nondeterministic process, they work as usual: ∂H(p) blocks execution of any
action from the set H , while τI(p) renames all actions from the set I that p can perform into τ .
As usual [1], a rooted version of branching bisimilarity is needed in order to include alternative composition in the
language.
Definition 7 (Rooted Branching Bisimilarity). Process graphs s and t are rooted branching bisimilar, denoted by s ∼rb t , if and
only if there is a branching bisimulation Rwith (s, t) ∈ R, such that: (1) if s  s′ and s′ a−→ s′′ for some s′, s′′ ∈ S and a ∈ Aτ ,
then there exist t ′, t ′′ ∈ S such that t  t ′, t ′ a−→ t ′′, (s′, t ′) ∈ R, and (s′′, t ′′) ∈ R, and (2) if s a−→ s′ for some s′ ∈ S and a ∈ Aτ ,
then there exist t ′ ∈ S such that t a−→ t ′, (s′, t ′) ∈ R. Relation R is called a rooted branching bisimulation for process graphs s
and t .
Essentially, the conditions for rooted bisimilarity require that the related processes should be able to simulate exactly their
first actions, i.e. the first τ -action is not considered inert. Thus, processes τ .a and a are not related. This solves the problem
of branching bisimilarity not being congruence because it relates τ .a and a, but does not relate the alternative compositions
of each of them with b.
The following two lemmas are needed for the proof of the congruence theorem. The first lemma shows that a probabilistic
state related to a nondeterministic state cannot escape its class via a probabilistic transition.
Lemma 2. Let R ⊆ S × S be a branching bisimulation and let s ∈ Sp. If, for any t ∈ Sn, (s, t) ∈ R, then P(s, [s]R) = 1.
Proof. From t ∈ Sn we have P(t, t) = 1, therefore P(t, [t]R) = 1. From Definition 5 and s ∈ [t]R, we have P(s, [s]R) =
P(t, [s]R) = 1. 
Lemma 3. For all s, t, s′, t ′ ∈ S, P(s‖ t, s′ ‖ t ′) = P(s, s′) · P(t, t ′). 
Proof. We distinguish four cases, depending on whether s and t are nondeterministic or probabilistic states. In case both s
and t are nondeterministic, we have P(s, s′) · P(t, t ′) = 1 if s = s′ and t = t ′, and P(s, s′) · P(t, t ′) = 0, otherwise. From
the rules for parallel composition given in Table 1, we have P(s ‖ t, s′ ‖ t ′) = 1 if s ‖ t = s′ ‖ t ′, that is, if s = s′ and t = t ′,
and P(s ‖ t, s′ ‖ t ′) = 0, otherwise. In case s is nondeterministic and t is a probabilistic state, we have P(s, s′) = 1 if s = s′,
and P(s, s′) = 0, otherwise, and P(t, t ′) = ∑t ρ t ′ ρ. Thus, P(s, s′) · P(t, t ′) = ∑t ρ t ′ ρ if s = s′, and P(s, s′) · P(t, t ′) = 0,
otherwise. The case when t is nondeterministic and s is a probabilistic state is similar to the previous one. In case both s and
t are probabilistic states, we have P(s, s′) = ∑sπ s′ π and P(t, t ′) = ∑t ρ t ′ ρ. Thus, P(s, s′) · P(t, t ′) = ∑sπ s′ π∑t ρ t ′ ρ =∑
sπ s′
∑
t ρ t ′ πρ. From the rules in Table 1,wehave that P(s‖ t, s′ ‖ t ′) =
∑
sπ s′
∑
t ρ t ′ πρ, and thus the proof is complete. 
Theorem 4 (Congruence Theorem). Rooted branching bisimilarity∼rb is congruence with respect to the operators of pACPτ .
Proof. We present a proof for the parallel composition operator; proofs for the other operators are straightforward. We
prove that branching bisimilarity∼b is congruence relation with respect to the parallel composition, and the proof extends
easily to rooted branching bisimilarity.
Let R = {(s ‖ u, t ‖ v) | s, t, u, v ∈ S, s ∼b t, u ∼b v}. We show that R is a branching bisimulation relation. It is clearly an
equivalence relation. Let s, t, u, v ∈ S be such that (s ‖ u, t ‖ v) ∈ R. We distinguish two cases, depending on whether s ‖ u
is a nondeterministic or a probabilistic state.
(i) Suppose that s ‖ u a−→ r for some r ∈ S × S and a ∈ A. We distinguish two cases, depending on whether transition
s‖u a−→ r is a result of interleaving or of communication. We prove the first case and in the same lines the second case
can be proved.
Without loss of generality,we can assume that s
a−→ s′ for some s′ ∈ S. Thenu ∈ Sn and r = s′ ‖u. From s ∼b t it follows
that there exist t0, . . . , tn, t ′ ∈ S such that t0 = t , t ∼b ti for 0 ≤ i ≤ n, s′ ∼b t ′, and t0 99K t1 99K · · · 99K tn (a)−→ t ′.
By induction on n we show now that there exist t¯0 = t, t¯1, . . . , t¯k, v¯0 = v, v¯1, . . . , v¯k, and r¯ ∈ S × S, such that
(t ‖v, t¯i ‖ v¯i) ∈ R for 0 ≤ i ≤ k, (r, r¯) ∈ R, and t¯0 ‖ v¯0 99K t¯1 ‖ v¯1 99K · · · 99K t¯k ‖ v¯k (a)−→ r¯ . We distinguish two cases: when
v ∈ Sn and when v ∈ Sp.
Assume first that v ∈ Sn. Suppose that n = 0. Then, there exists t ′ ∈ S such that t (a)−→ t ′ and t ′ ∼b s′. From the last and
from Table 1 it follows that t ‖ v (a)−→ t ′ ‖ v, which was enough to prove. Suppose now that n > 0. If t0 τ−→ t1, then we
have t0 ‖v τ−→ t1 ‖v. If t0  t1, then t0 ‖v  t1 ‖v. The rest follows from the inductive assumption.
Assume now that v ∈ Sp. From v ∼b u and Lemma 2, it follows that there exists v¯ ∈ Sn such that P(v, v¯) > 0 and v ∼b v¯.
Suppose that n = 0. Then, there exists t ′ ∈ S such that t (a)−→ t ′ and t ′ ∼b s′. If t = t ′, then t ‖v (a)−→ t ′ ‖v. If t ≠ t ′, then
t ∈ Sn, and t ‖ v  t ‖ v¯ (a)−→ t ′ ‖ v¯. Suppose now that n > 0. If t0 τ−→ t1, then t0 ‖ v  t0 ‖ v¯ τ−→ t1 ‖ v¯, while if t0  t1,
then t0 ‖v  t1 ‖ v¯. In either case, the rest follows from the inductive assumption.
(ii) In the proof of the second condition, the most involved case is when s ‖ u is a probabilistic state. Let p, q ∈ S and
D = [p‖q]R. Then, by Lemma 3, we have P(s ‖ u,D) = ∑p¯ ‖q¯∈D P(s ‖ u, p¯ ‖ q¯) = ∑p¯ ‖q¯∈D P(s, p¯) · P(u, q¯). By the
definition of R, we have
∑
p¯ ‖q¯∈D P(s, p¯) · P(u, q¯) =
∑
p¯∼bp,q¯∼bq P(s, p¯) · P(u, q¯) = (
∑
p¯∼bp P(s, p¯)) · (
∑
q¯∼bq P(u, q¯)).
Similarly as above, we obtain P(t ‖ v,D) = (∑p¯∼bp P(t, p¯)) · (∑q¯∼bq P(v, q¯)). From s ∼b t and u ∼b v, we have
(
∑
p¯∼bp P(s, p¯))·(
∑
q¯∼bq P(u, q¯)) = (
∑
p¯∼bp P(t, p¯))·(
∑
q¯∼bq P(v, q¯)). Thus,we conclude that P(s‖u,D) = P(t ‖v,D). 
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3.3. The coarsest congruence result
In this subsection we present one of the main results of the paper — that the branching bisimilarity ∼b is the coarsest
congruence sub-relation of the equivalence relation (denoted here by↔b) defined in [8]. The comparison of the two relations
requires a characterization of∼b in terms of schedulers. Thus, we also give an alternative definition of∼b.
3.3.1. Weaker branching bisimilarity
To avoid any confusion, in the sequel we refer to the relation↔b of [8] as aweaker branching bisimilarity orwb bisimilarity
in short. From now on, branching bisimilarity refers only to the∼b relation (Definition 5). The major difference between↔b
and∼b is the following: in↔b an one-step probabilistic transition can be simulated by a set of internal paths that end either
by executing an internal τ transition, or by executing a probabilistic transition, which is not the case with ∼b. As for the
simulation of an action transition, there are no essential differences.
We assume a PTS is given. Assume also that R is an equivalence relation on the set of states S of the PTS and that D ∈ S/R.
We introduce several abbreviations. Let c = s0 l1 s1 . . . lk sk be a finite path such that sk ∈ D, si ∈ [s0]R for all 1 ≤ i ≤ k− 1,
and li = τ if li ∈ Aτ . For a given a ∈ A, we say that c is of type s0 a⇒ D if lk = a. We say that c is of type s0 τ⇒ D if either k = 0
or lk = τ or lk ∈ (0, 1]. For a scheduler σ , by Pathsm(σ )/t a⇒D, a ∈ Aτ , we denote the set of all paths in Pathsm(σ ) that are of
type t a⇒ D. The probability function µR : S × S/R → [0, 1] is defined as:
µR(s,D) =

P(s,D)
1−P(s,[s]R) , if s ∈ Sp, D ≠ [s]R, and P(s, [s]R) ≠ 1
0, otherwise.
Intuitively, µR(s,D) represents the (conditional) probability with which state s reaches class D in one step, under condition
that it leaves its own class [s]R. Note that µR(s,D) = 0 whenever s ∈ Sn.
Definition 8 (WB Bisimulation [8]). An equivalence relation R ⊆ S × S is a wb bisimulation iff, for every (s, t) ∈ R the
following two conditions hold:
1. if s
a−→ s′ for some a ∈ Aτ and s′ ∈ S, then there exists a scheduler σ such that Prob(Pathsm(σ )/t a⇒[s′]R) = 1, and
2. if s ∈ Sp, then there exists a scheduler σ such that for all D ∈ S/R \ {[s]R}, µR(s,D) = Prob(Pathsm(σ )/t τ⇒D).
s and t are wb bisimilar, denoted by s ↔b t , iff there exists a wb bisimulation relation R ⊆ S × S such that (s, t) ∈ R.
We recap the conditions of the definition. An action transition can be simulated by a set of σ -scheduled paths, for some
scheduler σ , that traverse silently through the equivalence class of the initial state before the same action is performed, as
long as the probability of the set of all such σ -scheduled paths is 1. The probabilistic potential of a probabilistic state, to
reach equivalence classes different than its own, can be simulated only if a single scheduler can be found, which generates
silent paths through the equivalence class of the originating state before reaching other equivalence classes. Of course, the
probability of entering certain equivalence class must match the corresponding probability for the related state.
3.3.2. Comparing∼b and↔b
In order to compare the two notions of bisimulation relations, we reformulate the definition of our branching
bisimulation. The following lemma prepares the ground for the new alternative definition. Then, Theorem 6 redefines
branching bisimulation in terms of schedulers.
Lemma 5. Let R ⊆ S × S be a branching bisimulation relation and let s a−→ s′ for some a ∈ Aτ and s, s′ ∈ S. Let t ∈ S such that
(s, t) ∈ R. There exists a scheduler σ such that Prob(Pathsm(σ )/t a⇒[s′]R) = 1.
Proof. Since s a−→ s′ and (s, t) ∈ R, there exists at least one path of type t a⇒ [s′]R. From Definition 5 it follows
that all probabilistic states on this path are related to s. Moreover, by Lemma 2 it follows that they enter only their
own class with a probabilistic step. The proof goes by induction on the maximal number of nondeterministic states
that appear on a path of type t a⇒ [s′]R, not counting the last state. More precisely, for a given path c , we define
Nnodes(c) = {r | r ∈ Sn, r appears in c, r ≠ last(c)} and, for x ∈ S such that (x, s) ∈ R, we define maxn(x) =
max{|Nnodes(c)|,where c is of type x a⇒ [s′]R}. The proof is by induction on maxn(t).
Supposemaxn(t) = 0, inducing that t ∈ Sp. From (s, t) ∈ R it follows that P(t, [s′]R) > 0 and a = τ . As s is a nondeterministic
state P(s, [s]R) = 1. Thus, from (s, t) ∈ R is follows that also P(t, [t]R) = 1. From the last and P(t, [s′]R) > 0 we obtain
[s′]R = [t]R. Then scheduler σ , defined by σ(c) = ⊥ for every path c , satisfies Prob(Pathsm(σ )/t τ⇒[s′]R) = 1.
Suppose now that maxn(t) = m > 0. We distinguish the following two cases.
Case 1 t ∈ Sn. Then either t a−→ t ′, for some t ′ ∈ S such that (s′, t ′) ∈ R, or there exists t ′′ ∈ S such that (t ′′, t) ∈ R, t τ−→ t ′′, and
maxn(t ′′) < m. In the first case, the required scheduler is any scheduler σ that satisfies σ(c) = t a−→ t ′ when last(c) = t .
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In the second case, by the inductive assumption, there exists a scheduler ρ, such that Prob(Pathsm(ρ)/t ′′ a⇒[s′]R) = 1. The
required scheduler is now defined by
σ(c) =

t
τ−→ t ′′, if last(c) = t
ρ(c), otherwise.
Case 2 t ∈ Sp. Since (s, t) ∈ R and P(s, [s]R) = 1we have P(t, [t]R) = 1. Let U = {u | t  u} be the set of all states reachable
from t in one probabilistic transition. (u, t) ∈ R for every u ∈ U . Thus, for every u ∈ U , there exists u′ ∈ S such that either
u
τ−→ u′, (u, u′) ∈ R, and maxn(u′) < m, or u a−→ u′ and (u′, s′) ∈ R. The rest easily follows by the inductive assumption. 
Theorem 6. An equivalence relation R ⊆ S × S is a branching bisimulation iff for every (s, t) ∈ R the following two conditions
hold:
1. s
a−→ s′ for some a ∈ Aτ and s′ ∈ S, then there exists a scheduler σ such that Prob(Pathsm(σ )/t a⇒[s′]R) = 1, and
2. for all D ∈ S/R, P(s,D) = P(t,D).
Proof. One direction follows immediately from Lemma 5, while the other direction is trivial. 
The following lemma, in addition to Lemma 5, is necessary to establish that∼b is finer than↔b. It expresses that the second
condition of Definition 5 can be stated in the form of the second condition of Definition 8.
Lemma 7. Let R ⊆ S×S be a branching bisimulation. Let (s, t) ∈ R for s ∈ Sp and t ∈ S. Let σ be a scheduler such that σ(c) = ⊥
for all paths c. Then µR(s,D) = Prob(Pathsm(σ )/t τ⇒D), for all D ∈ S/R such that D ≠ [s]R.
Proof. Let D ≠ [s]R. If P(s, [s]R) = 0, since (s, t) ∈ R, it follows that t ∈ Sp, from which µR(s,D) = P(s,D) =
P(t,D) = Prob(Pathsm(σ )/t τ⇒D). If P(s, [s]R) > 0, then, since every probabilistic transition leads to a nondeterministic
state, there exists s′ ∈ Sn, such that P(s, s′) > 0 and (s, s′) ∈ R. Since P(s′, s′) = 1, we have P(s, [s]R) = 1. From
this, µR(s,D) = 0 and P(t,D) = P(s,D) = 0. Then Pathsm(σ )/t τ⇒D is the empty set, from which it follows directly that
Prob(Pathsm(σ )/t τ⇒D) = 0. 
Theorem 8. ∼b ⊂ ↔b.
Proof. ∼b ⊆ ↔b from Lemmas 5 and 7. The strict inclusion follows directly from the example in Fig. 1a, where s ↔b t ,
whereas s ≁b t . 
3.3.3. Proof that∼b is the coarsest congruence included in↔b
The following lemma is crucial for the coarsest congruence proof. It says that the states that, when put in a context, yield
states equivalent by↔b, are exactly those that are related by∼b.
Lemma 9. Let s, t ∈ S. Let x be a fresh action label, that does not appear in any path in the PTS. Let x be a new state such that
x
x−→ d (d is the deadlock state) and x has no other outgoing transitions. If s‖x ↔b t ‖x, then s ∼b t.
Proof. Define the equivalence relation R ⊆ S × S by
R = {(p, q) | p‖x ↔b q‖x}.
We prove that R is a branching bisimulation. Let (s, t) ∈ R.
(i) Suppose that s
a−→ s′ for some s′ ∈ S and a ∈ A. Then s‖ x a−→ s′ ‖ x. Since s‖ x ↔b t ‖ x, there exists a scheduler σ such
that
Prob

Pathsm(σ )/t‖x a⇒[s′‖x]↔b

= 1.
Now, by induction on the maximal number of transitions in a path in Pathsm(σ )/t‖x a⇒[s′‖x]↔b , it easily follows that there
exists a path of type t a⇒ [s′]R as required.
(ii) Suppose now that s ∈ Sp. We show that for all D ∈ S/R, P(s,D) = P(t,D). We distinguish the following two cases.
Case 1 t ∈ Sn. Since P(t, [t]R) = 1, it suffices to show that P(s, [s]R) = 1. We have t ‖ x x−→ t ‖ d. From s ‖ x ↔b t ‖ x it
follows that there exists a scheduler σ such that
Prob

Pathsm(σ )/s‖x x⇒[t‖d]↔b

= 1.
Assume that P(s, [s]R) ≠ 1, i.e. that there exist s′ ∈ S and π ∈ (0, 1] such that P(s, s′) = π and s ‖ x ↮b s′ ‖ x. Then
P(s‖x, s′ ‖x) = π . Therefore,
Prob

Pathsm(σ )/s‖x x⇒[t‖d]↔b

≤ 1− π
for every scheduler σ , which is not possible. We conclude that P(s, [s]R) = 1.
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Case 2 t ∈ Sp. The following two subcases are possible.
Case 2.1 P(s, [s]R) > 0. Then there exists s′ ∈ Sn such that P(s, s′) > 0 and s ‖ x ↔b s′ ‖ x. As s and t are related to a
nondeterministic state, similarly to the previous case, it follows that P(s, [s]R) = P(t, [s]R) = 1.
Case 2.2 P(s, [s]R) = 0. Assume P(t, [s]R) > 0. Then P(t ‖ x, [s ‖ x]↔b) > 0. This means that there is a t ′ ∈ S, t ′ ≠ t , such
that P(t ‖x, t ′ ‖x) > 0 and t ‖x ↔b t ′ ‖x. Since t ′ ‖x ∈ Sn, it follows that t ′ ‖x x−→ t ′ ‖d. From the last, and from s‖x ↔b t ′ ‖x,
it follows that there is a scheduler σ such that
Prob

Pathsm(σ )/s‖x x⇒[t ′‖d]↔b

= 1.
But this implies that there exists s′ ∈ S, s′ ≠ s, such that P(s ‖ x, s′ ‖ x) > 0 and s ‖ x ↔b s′ ‖ x. From this it follows that
P(s′, s) > 0 and (s, s′) ∈ R. This contradicts the assumption that P(s, [s]R) = 0. We conclude that P(t, [s]R) = 0.
Now, let D ∈ S/R be such that D ≠ [s]R. Then µR(s,D) = P(s,D). It easily follows that there exists a scheduler σ
such that Prob(Pathsm(σ )/t τ⇒D) = P(s,D). Since P(t, [t]R) = 0, it must hold that Prob(Pathsm(σ )/t τ⇒D) = P(t,D), i.e.
P(s,D) = P(t,D). 
Wenowprove that∼b is the largest equivalence included in↔b which is compatiblewith the parallel composition operator.
Theorem 10. Let R ⊆ S × S be an equivalence relation that is congruence with respect to the parallel composition operator. If
R ⊆ ↔b, then R ⊆ ∼b.
Proof. Suppose (s, t) ∈ R. Let x be as in Lemma 9. Then (s‖x, t ‖x) ∈ R because R is a congruence relation. Since R ⊆ ↔b,
we have s‖x ↔b t ‖x. From Lemma 9, it follows that s ∼b t . 
4. Branching bisimulation and pCTL
Properties of a system are usually expressed as formulae of a certain modal logic. While the modal logic CTL is used for
specifying only qualitative properties, its probabilistic extension pCTL can be used for specifying quantitative properties
of the system. Here we investigate whether the properties expressed in pCTL are preserved after a model of a system is
reduced by means of our branching bisimulation. This promotes use of the equivalence as a model reduction technique
prior to model checking. We show, thus, that branching bisimilar states satisfy the same pCTL formulae. To ease the proof,
we give an alternative definition of the branching bisimulation, based on colouring of the states [1,8]. Some results presented
in this section have appeared in [24], except for the results in Section 4.1, Lemma 12, and the proof of Theorem 13, which
are given here for the first time.
4.1. Colouring definition of the branching bisimulation
In [1] an alternative definition of non-probabilistic branching bisimilarity, exploiting colouring of the states, has been
given, which is easier to grasp and reveals how branching bisimilarity indeed preserves the branching structure. It is based
on a comparison of the coloured trace sets that the states generate, where a coloured trace is an alternating sequence of
colours of the states and actions. More precisely, two states are branching bisimilar (by [1]) if and only if they have the same
colour under some consistent colouring, where by a consistent colouring the same colour has been given only to states that
have the same sets of coloured traces. Here, we show that a similar result holds in the probabilistic case. However, for a state
in a PTS a blend of colours (rather than a single colour), representing the probability distribution of the subsequent colours,
is needed (see also [8] for use of blends).
Let C be a finite, sufficiently large set of colours. A blend is a function β : C → [0, 1] such that∑c∈C β(c) = 1. If there
exists a colour c ∈ C such that β(c) = 1, then β is called a pure colour. A PTS is coloured if a function χ is associated to
it, which assigns a blend to each state of the PTS. A concrete coloured trace is a (possibly infinite) path in the PTS, in which
probabilistic labels have been erased and the states have been substituted by their blends. A coloured trace is a concrete
coloured trace in which every subsequence of equal blends (possibly separated by τ -labels) has been replaced with the
blend itself. A colouring of the states of a PTS is consistent iff two states have the same blend only if they have the same sets
of coloured traces.
The notion of proper colouring of a PTS defined below is characteristic for our branching bisimilarity. A colouring of
a probabilistic state is considered proper only if the distribution of colours in a probabilistic state corresponds to the
probability distribution of the subsequent colours. As already elaborated earlier, a nondeterministic state cannot be related
to a probabilistic statewith a nontrivial probability distribution. Consequently, a nondeterministic state in a proper colouring
always has a pure colour.
Definition 9. A PTS with a colouring function χ is properly coloured iff for every nondeterministic state s, χ(s) is a pure
colour, and for every probabilistic state s, χ(s) =∑si:s si P(s, si) χ(si).
Definition 10. States s and t are coloured trace equivalent, denoted by s ≡c t , iff for some consistent, proper colouring, s and
t have the same colour.
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The following theorem gives the colouring definition of∼b. The proof follows the lines of [1].
Theorem 11 (Colouring Definition of∼b). Given states s and t, s ∼b t iff s ≡c t. 
From the previous theorem it follows directly that, given a PTS, there exists a proper, consistent colouring of its states, such
that two states have the same blend if and only if they are branching bisimilar. This colouring is called canonical colouring.
4.2. pCTL
We present the logic that we use to express properties of probabilistic systems. The logic we consider is a variant of
the pCTL logic of [17] and a simplification of the logic of [19], both defined on Kripke-like structures. However, we need to
interpret pCTL on process graphs (with labelled transitions), taking into account that τ transitions have special treatment. To
this end, we follow the approach in [3], where it is shown that CTL is in full agreement with the non-probabilistic branching
bisimulation of [1] by extending transition systems to doubly-labelled Kripke structures. In the latter, relations defined on
transition systems and on Kripke structures can be easily compared. We thus interpret the logic over a similar extension of
a PTS, called an EPTS. In fact, an EPTS is a PTS in which states have also labels.
Definition 11 (Translating PTS to Extended PTS). Let Φ be a PTS. EPTS(Φ), with a state labelling function L, is constructed
fromΦ in the following way:
(i) every transition s
a−→ twhere a ∈ A is erased and instead a state (s, a, t) and the transitions s a−→ (s, a, t) and (s, a, t) a−→ t
are created;
(ii) for every new state (s, a, t), L((s, a, t)) = a, and for every old state s, L(s) = Ď, where Ď is a new constant such that
Ď ∉ A.
The syntax of pCTL is generated by the following grammar:
ψ := Ď | a | ¬ψ | ψ ∧ ψ ′ | ∃P◃▹p(ψUψ ′)
where ◃▹ ∈ {<,>,≤,≥}, p ∈ [0, 1], a ∈ A. Note that we do not include the ‘‘next’’ operator [19], since we consider
branching bisimulation.
In the following definition we assume that a scheduler does not stop an execution if there is a step that can be executed.
In other words, a scheduler can stop an execution only in a deadlock state. This is to stay in line with the generally accepted
interpretation of (non-probabilistic) CTL formulae, based on maximal paths only, i.e. paths that are either infinite, or end
with a deadlock state [3].
Definition 12 (pCTL Semantics). For a given EPTS with a labelling functionL, satisfaction of a formula ψ in a state s, s  ψ ,
is defined inductively:
(i) s  Ď iffL(s) = Ď;
(ii) s  a iffL(s) = a;
(iii) s  ¬ψ iff s ̸ ψ;
(iv) s  ψ ∧ ψ ′ iff s  ψ and s  ψ ′;
(v) s  ∃P◃▹p(ψUψ ′) iff there exists a scheduler σ such that the probability measure of the set of all paths scheduled by σ
that start in s and satisfy formulaψUψ ′ is ◃▹ p, where a path c = s0l1s1 . . . satisfies formulaψUψ ′, c  ψUψ ′, iff there
exists n ≥ 0 such that sn  ψ ′ and, for all i < n, si  ψ .
4.3. Soundness of branching bisimulation for pCTL
We proceed with proving that branching bisimilar states in an EPTS satisfy the same pCTL formulae. It is easy to show
that two states in a PTSΦ are branching bisimilar if and only if they are branching bisimilar in EPTS(Φ) (see also [3] for the
proof outline). This justifies our approach.
Definition 13. Paths c1 and c2 are branching bisimilar iff, given the canonical colouring of the PTS they belong to, they induce
equal coloured traces.
Lemma 12. Let s and t be states such that s ∼b t. Let σ be a scheduler that generates the set of paths Paths(σ , s) starting at s.
There exists a scheduler σ ′ that generates a set of paths Paths(σ ′, t) starting at t, such that
(i) the set of coloured traces defined by the paths of Paths(σ , s) coincides with the one defined by the paths of Paths(σ ′, t) and
(ii) for every finite path c, the probability measure of all paths in Paths(σ , s) that are branching bisimilar to c is equal to the
probability measure of all paths in Paths(σ ′, t) that are branching bisimilar to c.
Proof. The first part follows from Theorem 11. For the second part, we calculate the probability measure of the set of
σ -scheduled paths, that are branching bisimilar to a given finite path c , by considering the blends in the coloured trace
generated by c. Letβ1, β2, . . . , βk be the non-pure-colour blends that appear in the coloured trace of c (they all come from
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Π:= {{S}};
Π_f:= ∅;
whileΠ ≠ Π_f do
Π_f := GV_standard_bb(Π);
Π := Π_f;
if exists (B, B’) = FindP_Split(Π_f)
thenΠ:= Refine (Π_f, B, B’ )
od
returnΠ
Fig. 3. Partitioning the state space according to∼b .
probabilistic states). Let γ1, γ2, . . . , γk be the (pure colour) blends that follow β1, β2, . . . , βk in the coloured trace generated
by c , resp. Let c1, c2, . . . , ck be the colours of γ1, γ2, . . . γk, resp. Then, the probabilitymeasure of the set ofσ -scheduled paths
that are branching bisimilar to c is equal to
1, if {β1, β2, . . . , βk} = ∅
β1(c1) · β2(c2) · · ·βk(ck), otherwise. 
Theorem 13. Branching bisimilar states in an EPTS satisfy the same pCTL formulae.
Proof. Let s ∼b t . For the purpose of the proof, we extend the syntax of pCTL with path formulae ψUψ ′, with semantics
given in Definition 12. The proof is by induction on the structure of the formula. The nontrivial step is for formulae of type
∃P◃▹p(ψUψ ′). By the semantics of the path formulaeψUψ ′ and by the inductive assumption, two branching bisimilar paths
satisfy the same formulae of type ψUψ ′. Let σ be a scheduler that starts in s and generates the set of paths Paths(σ , s).
By Lemma 12, there exists a scheduler σ ′ that generates a set of paths Paths(σ ′, t) starting from t , such that the set of
coloured traces defined by the paths of Paths(σ , s) coincides with the one defined by the paths of Paths(σ ′, t). LetψUψ ′ be
a path formula. Let Paths(σ , s)ψUψ ′ be the subset of (finite) paths in Paths(σ , s) that satisfy formula ψUψ ′. We partition
the set Paths(σ , s)ψUψ ′ into classes of branching bisimilar paths. By Lemma 12, and because branching bisimilar paths
satisfy the same formulae of type ψUψ ′, every class of Paths(σ , s)ψUψ ′ has a correspondent in the analog partitioning of
Paths(σ ′, t)ψUψ ′ , and their probability measures coincide. This completes the proof. 
Note that the opposite does not hold, i.e. if two states are not branching bisimilar they may still satisfy the same formulae,
as for instance, states s and t in Fig. 1. A general result about logical complete characterization of branching bisimilarity goes
beyond the scope of the work presented in this paper, as the purpose of the result presented here is to show that branching
bisimilarity can be used for reduction of a system prior to model checking w.r.t. a straightforward probabilistic extension of
CTL. In fact, we expect that a logic that characterizes branching bisimilarity would require new, rather artificial operators
for distinguishing between the above mentioned states. We conjecture that the logic presented in this paper completely
characterizes the branching bisimilarity of [8].
5. Deciding branching bisimilarity
In this section we present an algorithm for partitioning the state space of a PTS according to branching bisimilarity (∼b)
with polynomial time on the number of states. Part of the results presented here has appeared in [24], except for the proof
of Lemma 14, which is given here for the first time.
As the definition of ∼b does not need the notion of a scheduler, we take an approach that is rather different than those
taken in [7,8] for the same purposes. In fact, observe that the first condition of Definition 5 coincideswith the condition of the
non-probabilistic branching bisimulation [1], if a PTS is turned into an ordinary labelled transition system by replacing the
probabilistic transitions with internal τ transitions. Therefore, we can use an algorithm for the non-probabilistic branching
bisimilarity, denoted by ≃, as a step in our algorithm. We use the algorithm defined in [2], to which we refer to as
GV-standard-bb. For a given partitionΠ on a labelled transition system with a set of states S, the algorithm GV-standard-bb
refinesΠ to themaximal non-probabilistic branching bisimulation equivalence contained inΠ . However, due to the second
condition of Definition 5, we have to refine the output partitions of GV-standard-bb, by means of a P-splitter.
Definition 14. Given a PTS, letΠ be a partition of the set of states S and let B, B′ ∈ Π , such that B ≠ B′.
(i) B′ is a P-splitter of B iff there exist s, t ∈ B for which P(s, B′) ≠ P(t, B′).
(ii) Given a P-splitter B′ of B, RefΠ (B, B′) = {B1, . . . , Bk} (k ≥ 2) is a minimal partition of B such that, for all i, 1 ≤ i ≤ k, B′
is not a P-splitter of Bi. Refine(Π, B, B′) = Π \ {B} ∪ RefΠ (B, B′).
The algorithm, that takes as an input a PTS and returns the quotient set of its states by ∼b, is given in Fig. 3. Lemma 14
justifies the algorithm.
Lemma 14. For an input PTS with a set of states S, the algorithm in Fig. 3 outputs S/∼b .
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Proof. Let Π be the partitioning of S returned by the algorithm in Fig. 3. Clearly, Π defines a branching bisimulation. We
need to show thatΠ = S/∼b .
Let C ∈ S/∼b . We show that, after the n-th update ofΠ , there exists a block D from the current partitioningΠn such that
C ⊆ D. The proof is by induction on n. The case n = 1 is trivial, since Π1 = {{S}}. Suppose n > 1. Suppose first that Πn
is obtained fromΠn−1 via the first step in the while-loop, i.e. via GV-standard-bb. Then the proof follows from the fact that
GV-standard-bb yields the coarsest refinement ofΠn−1 that does not break the first condition of Definition 5. Suppose now
that Πn is obtained from Πn−1 via the second step in the while-loop , i.e. by refining B ∈ Πn−1 further into {B1 . . . Bk} by
the P-splitter B′. If C ⊈ B then the proof follows from the inductive assumption. Therefore, suppose C ⊆ B. We need to
show that there exists Bi ∈ {B1 . . . Bk} such that C ⊆ Bi. Without loss of generality, assume that there exist states s, t ∈ C
such that s ∈ B1 and t ∈ B2. Then P(s, B′) ≠ P(t, B′). By the inductive assumption, there exist B′1, . . . B′m ∈ S/∼b such
that B′ = B′1 ∪ · · · ∪ B′m. From this and from P(s, B′) ≠ P(t, B′) it follows that there exists B′j ∈ {B′1, . . . , B′m} such that
P(s, B′j) ≠ P(t, B′j), which contradicts the fact that s ∼b t and B′j ∈ S/∼b . 
We calculate the time complexity of the algorithm in Fig. 3. Let n = |S|, i.e. n is the number of states. The while loop can
be executed at most n times. GV-standard-bb has a worst-case time complexity O(n3) [2], when the action set is finite.
(More concretely, the time complexity of GV-standard-bb isO(nm), wherem is the number of transitions.) The procedure
FindP_Split, which finds a pair

B, B′

with B′ being a P-splitter of B, boils down to comparing elements (rows) in the
matrix representation of P. It is easy to show that this procedure can be performed in time O(n3). Thus, the following result
holds.
Theorem 15. ∼b is decidable in time O(n4), where n is the number of states in the PTS.
6. Related work
Many equivalence relations have been defined for probabilistic systems. As closely related to the present work we
consider the results concerning weak types of bisimulations for systems exhibiting both probabilistic and nondeterministic
behaviour. Weak and branching bisimulations for the alternating model of probabilistic systems have been defined in [7,
8] respectively. However, as shown in [10], none of these is congruence for the standard parallel composition of [6]. As
explained in the introduction, this was our motivation to define a new branching bisimulation. Ref. [10] notes that parallel
composition can be defined by giving priority to the internal actions [10] over the visible actions, so that the (weak)
bisimulations defined in [7,8] can be compositional. However, as it is already the case in the non-probabilistic case, by giving
priority to the internal action, full fairness cannot be achieved. This implies that the equivalences of [8,7] have to be made
divergence-sensitive. Thus, both the semantics of the parallel composition operator and the bisimulation relations have to
be changed. Another compromise that has to be made is that the CCS-style parallel composition [9,6], with action hiding
after synchronization, is not associative anymore. Namely, processes (a.b‖ a¯.c)‖a.d and a.b‖ (a¯.c ‖a.d) are not equivalent
anymore. Finally, note that giving priority to internal activity in a parallel composition does not yield conservative extensions
of the bisimulation-based process algebras, such as ACP [20] and CCS [9].
Recently, a branching bisimulation equivalence relation has been defined in amodel, which is inspired by the alternating
model, and where the probabilistic steps are timed [25]. Both action and timed probabilistic transitions are possible from
the same state. This allows flexibility of the parallel composition and, thus, relating e.g. states s and t in Fig. 1 does not break
the congruence property of the relation. On the other hand, an action transition cannot be simulated by a path containing
probabilistic transitions, e.g. the processes in Fig. 2b are not equivalent by the relation of [25].
The alternating model of probabilistic systems that we consider here allows full nondeterminism and internal
probabilistic choice. A closely related model is the non-alternating model [13], which also has the same modelling
capabilities. In the latter, each probabilistic choice is guarded by an action. A process makes a nondeterministic choice
among several, possibly equal, actions, and the execution of an action leads to a probability distribution over the next states.
Because of the similarities between the non-alternating and the alternating model, possible translating and embedding
functions have been studied [4,26,27]. One can map a process in the alternating model to a process in the non-alternating
model by introducing a special, invisible action for the probabilistic choice [27]. Alternatively, translation can be made by
‘‘erasing’’ each probabilistic state that comes between an action transition and a probabilistic transition [4,26,27]. However,
differences occur when composing processes. For example, the first mapping is not compositional with respect to parallel
composition: the image of the parallel composition of a.(b ⊔πc) and d is not equal to the parallel composition of the images
of a.(b ⊔πc) and d. The second mapping, as it can be anticipated, makes differences when composing in parallel, or with a
probabilistic choice, two initially probabilistic processes (e.g. a ⊔1/3b and c ⊔1/2d). The reason for the differences is the fact
that in the non-alternating model each probabilistic choice requires at least a silent action to guard it.
Branching bisimulation for the non-alternating model has been defined in [28]. For the weak versions of bisimulation in
this model to be transitive, it should be allowed for a single transition to be simulated by a convex combination of several
transitions. A side-effect of this property is that these relations are not decidable in polynomial time [29]. Interestingly
however, processes a.τ .(b ⊔πc) and a.(b ⊔πc) are not related neither by our bisimulation, nor by [28], when the second
(compositional) mapping is used.
S. Andova et al. / Theoretical Computer Science 413 (2012) 58–72 71
Logical characterization of various equivalences for Markov chains is treated in detail in [30,31] provides logical
characterizations of (weak) bisimulation relations for probabilistic automata (the non-alternating model) in Hennessy–
Milner style. In [32] the semantics of pCTL* of [17] is extended to treat internal steps. Behaviours, on which path formulae
are interpreted, ignore states with τ steps, together with the τ steps. With this semantics it is shown in [32] that the
notion of weak bisimulation of [7] is sound and complete for the presented logic. However, this semantics implies that two
non-probabilistic systems that satisfy the same formulae are not necessary branching bisimilar by [1]. On the contrary, we
extend the semantics in such away, that if two non-probabilistic systems satisfy the same formulae, then they are branching
bisimilar in the sense of [1] (recall that CTL characterizes non-probabilistic branching bisimilarity [3]). For these reasons, we
built on [3], rather than on [32] or [28].
7. Conclusion
We have defined a branching bisimulation for the alternating model of probabilistic systems that is congruence for
parallel composition, as well as for the rest of the standard operators.1 For the congruence result, an internal transition
that is immediately followed by a non-trivial probabilistic distribution is not considered inert, and, thus, is not eliminated
by a branching bisimulation reduction. We have shown that our branching bisimulation is the coarsest congruence for
parallel composition that is included in the relation of [8], which, together with [7] are the intuitive notions for branching,
respectively,weak bisimulation for the alternatingmodel. In addition,we have shown that branching bisimulation preserves
probabilistic CTL formulae. An algorithm that decides branching bisimilarity in polynomial time in the number of states is
given. As intermediate results, two alternative definitions of branching bisimilarity are presented: one based on coloured
traces, and another involving schedulers. In addition to the results presented here, in [24] a complete axiomatization of the
branching bisimulation has been given, together with several verification rules, which were employed for compositional
verification of the CAB protocol.
Having that the branching bisimulation enjoys the above stated properties, that are prerequisites for its practical use as a
reduction technique, in the futurewewould like to exploit whether, indeed, branching bisimulationminimization improves
the efficiency of the verification of large and complex systems, as results in this direction have already been shown for strong
probabilistic bisimulation minimization [33]. We plan also to investigate complete logical characterization of the branching
bisimulation presented here.
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