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ABSTRACT
Under this contract a umber of topics have been studied and 
analyzed in detail in order to bring together and somewhat extend 
the concepts of communication theory as they apply to some current 
problems in digital communication systems.
Radio wave channels are characterized by a model' which accounts 
for both multiplicative and additive disturbances, A large amount of 
experimental data pertaining to radio disturbances is evaluated and 
correlated. She. importance of the Rayleigh fading channel is emphasized 
and previous work is extended to determine the capacity and efficiency 
of the Rayleigh, channel.
Detection theory concepts have been extended to treat the problem 
of signal detection in the presence of statistically unknown additive 
disturbances. Several detectors based on non-parametrie statistical 
techniques are treated in detail. Obese detectors are compared to the 
conventional likelihood detectors. Design procedures are formulated.
 Signal design techniques are used to optimize transmitted wave- 
forms and the improvement in system performance is determined. The 
■criterion used in this' analysis is the minimization ,©f intersymbol 
influence and the minimization of transmitter power for a fixed pro- 
 bability of received, errors .
The tradeoffs available between transmitter power and coding 
complexity are thoroughly investigated for the binary symmetric channel. 
Results are obtained for both Hamming and Bose-Chandhuri codes.
Recommendations for further work in promising areas are made, fhe
need to supplement theoretical work with experimental work is pointed out
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by the Communication Sciences Laboratory of Purdue University for the 
Aeronautical Systems Division, Wright Patterson Air Force Base during 
February 1962. The purpose of this program was to help unify present 
■diversified aspects of- statistical communication'theory, stressing the 
interrelation which exists between information, decision and coding 
.theories. .
Hie majoremphasis of this research is placed on the connecting 
of a number of theories to stress the roles which they play in 
determining the performance of a communication system. Although the 
major portion of this study was originally to be a collecting, simpli­
fying, and integration of previous studies into a gross framework, it 
soon became apparent that considerable extensions were needed in a 
number of areas before this could be accomplished. Four primary areas 
of investigation were chosen for further study. These include:
a) a discussion of channels, their characteristics and capacities, b) the 
use of non-likelihood detection to combat non-Gaussian noise sources, 
e) the application of signal design teehnifu.es to channels which have 
memory, and d) the trade-off in system parameters in a coded system.
This report contains the results of studies made in the above areas.
Manuscript released by authors in ^arch 1963 for publication as an AS® 
Technical Documentary Beport 
AS®-Sffi-^3-li6 .
Sie principal problems andresults derived from this study are sum­
marized in Ms 'first chapter. fhe detailed discussion is presented in 
the remaining chapters of the report,
1.1-- -'%ahael.i
Bie characterization of radio nave channels is treated in detail in
II. A simple model, useful in analysis, is presented which accounts 
for degradation in the received signal in terms of hoth multiplicative 
and additive disturbances. Additive and multiplicative disturbances com­
monly encountered in typical channels are discussed, fflie importance and 
applicability of the Rayleigh fading channel is pointed out. Die chapter 
"brings together and correlates a great deal of experimental data and 
results that were previously only to he found scattered throughout the 
technical literature. r
1.2 Capacity of the Rayleigh Fading Channel
In Chapter III the capacity of the Rayleigh fading channel is derived. 
The results are compared with the capacity of the unity gain channel for 
different received signal-to-noise power ratios. In order to compare the 
Rayleigh channel to other channels, the efficiency factor p (defined as the 
required received energy per information "bit received in the presence of a 
given Gaussian disturbance) is also evaluated. 
::l..:3-y^ten#iara^tr,iellete;ctioh ■"
The problem of detection of a signal in noise of known statistical 
properties has been investigated thoroughly in the past. However, these 
methods are scapletely inapplicable and inappropriate whenever these
3-
noise statistics are unknown. In Chapter I? a detection criterion "based 
on the methods of non-parametric statistics is utilized that permits the 
design of detectors on the basis of much less a-priori information. Several 
detectors "based on this detection criterion are investigated and their 
properties obtained. A comparison between the optimum (likelihood) de­
tectors and these new" (non-likelihood) detectors is'made ■ on'the.-basis.'of ■ 
information efficiency. Also, a practical design procedure is formulated 
for the design of these new (non-likelihood), detectors,.
1.4 Optimization of Signaling Waveforms
In Chapter ¥ the application of Signal Design to digital communica­
tions is considered. Shis essentially involves two basic questions;
(l) how can the transmitted waveform be optimized! and (2) how much 
improvement in system performance may be achieved in this manner. It is 
pointed out that many factors combine to determine the best signal to be 
transmitted in any particular situation, among these being the character­
istics of the channel and the criterion of performance.
In the work performed thus far, a dispersive channel with additive 
feussiaa. noise .Is considered.- Bail© transmissions through - or reflected 
or scattered by - the ionosphere are examples of such channels, where the 
dispersive .nature, arises from the . existence '.of some continuous range 'of 
path lengths through the inhomogeneous medium due t© finite antenna aper­
tures. Digital communication over such channels is-usually limited'to. 
certain maximum transmission rates because the transmitted pulses appear 
-.smeared out at the receiver and thus require at least a certain minimum 
spacing t® be .iistiaguishable.at the .receiver.. Bie performance criterion
•which is# therefore, applied to the Signal Design problem is the minimiza­
tion of intersymbol interference and the minimization of transmitter power 
required for a specified probability of received errors.
In order that numerical results may be obtained, a particular channel 
model is considered on which most of the discussion in the chapter is based. 
Ihe method of approach is quite general, however, and the results obtained 
indicate the advantages to be gained by the proper design of signals.
l.f> -Barformanee :ofe.:Brrog‘forrectimg ■jodes;
Chapter YI deals with a quantitative analysis of the relative advan­
tages of increases intransmitted power versus the use of error-correcting 
codes for binary symmetric channels. Ihis analysis is subdivided into three 
major sections. Ihe first section deals with the characterization of 
binary communications channels by the transitional or error probabilities, 
given the signal-to-noise ratio at the receiver and the modulation system 
usedj the channel disturbances are restricted to additive white Gaussian 
noise..
Ihe second section considers the determination of the bit error pro­
bability at the decoder output as a function of the channel error probability 
and the code characteristics. Ihe analytically derived expression for
codes is entirely newj the proof pf the derivation is included as
Ihe final section presents, in graphical and tabular form, detailed 
results for the error rates and figures of merit for Hamming codes, based 
upon both constant transmitted binit rate and constant information binit 
rate. Ihe results obtained by computer analysis for two of the shorter 
multiple-error correcting Bose-Chandhuri codes are also presented.
-5-
1»6 Becommendations
Sie final chapter of this report brings together the results and 
recommendations of the problems considered in this effort. Areas that 
look particularly promising are discussed in greater detail and specific 




The specification, and design ©f a reliable eomunication system 
requires fairly accurate knowledge ofthe channel through which ©he desires 
to transmit signals.* In the past a. large varietyof different types of ■ 




.;©) Systems employing reflection from the ionosphere
d) Ionospheric-scatter
e) Meteor-trail-reflection 
'-f) Beyond-line-of-sightsystems employing diffraction
g) Sropospherie-scatter 
Although the transmission characteristics of these channels vary widely, 
the simple model shown in Fig. 2.1 can be used to analyze the
of each of the channels. Note that the amplitude and phase distortion
CHANNEL MODEL’ ' ' ' / " //
FIGURE 2.1
is attributed to both the
■■ ■%■ ’ tod theadditive;.noise,
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This chapter presents a brief survey of the types of additive ami. multi" 
plieative disturbances commonly encountered in Epical channels*
2.2 Additive Disturbances
Additive noise is frequently assumed to be Gaussian. For many systems 
the Gaussian assumption appears to be a good one* Yet, there are many other 
systems (for example, those which employ ionospheric channels) in which the 
Gaussian assumption does not lead to a .satisfactory prediction of system 
performance.,
A literature survey on the statistical characterization of radio noise 
repealed that intensive work in this area has just begun, most of it having 
been carried out within the last four or five years. The initial meas­
urements have been made at frequencies below 10 mc/s. Very little data is 
available above this frequency* Kae statistical data which has been ob­
tained thus far pertains to the envelope of the noise as measured by a 
linear envelope detector, and not to the noise itself. Since a knowledge 
of the statistics of the envelope is not sufficient to deduce the 
statistics of the noise, much more statistical data remains: to be taken 
before the noise can be adequately characterized so as to enable accurate 
prediction of system performance.




c) noise from precipitation, blowing snow or dust 
' d) ' noise from corona
e) atmospheric noise
Each of these types of noise is briefly discussed in ‘Mae following sections *
2.2.1 Thermal Boise^ 2> 3? )
From thermodynamical reasoning it can "be shown that all materials 
•which are capable of absorbing radiation are sources of thermal noise.
In fact, good, absorbers of radiation are good thermal noise sources while 
poor absorbers of radiation are poor sources of thermal noise. Hence, 
thermal noise is generated by the ground, the troposphere, the ionosphere,
;,ahS extra-terrestrial sources. '
While the ground may act as a good reflector of radio waves at 
glancing incidence, this is typically not true at steeper angles of 
incidence, particularly for vertical polarization. The two obvious ways 
of reducing ground noise (which is rarely serious below about 200 mc/s) 
are to limit the sensitivity of the antenna in the direction of the 
ground, and t© increase the reflection coefficient of the ground. She 
former may be achieved by minimizing side lobes in the downward direction; 
the latter may be achieved by using an artificial ground plane of radial
wires, or sh, or is special eases by taking advantage of the very high 
reflection properties of sea water. '
Under some circumstances, and particularly at 
l*,g . cm, the troposphere can act as an;‘absorbing1 
constituents responsible for this
wavelengths less then 
medium* .She two 
are! water vapor
and oxygen*.
fH3f radio mves.. can, .under eertaineireumstances, undergo significant. '
absorption in the ionosphere; on these occasions the ionosphere will aet.
as a .source"of thermal "noise. ' Since the number of decibels of attenuation
in the ionosphere at YHF is proportional to ~ , the ionosphere contri-
T
bution to thermal noise tends to decrease rapidly with increasing frequency
Extra-terrestrial thermal noise originates from the various galaxies, 
the sun, the moon, ant the planets. galactic noise imposes a very important 
limitation to communication systems in the HP ant TIP hands (3 - 300 mc/s). 
The intensity of thermal noise generated hy the sun varies considerably, 
especially in the 1/HP hand, and during years of high sunspot number, The 
contributions due to lunar and planetary thermal noise are likely to he 
negligible compared to that of the sun.
2.2 .2 Man-Made Noise ^ ^
Man-made noise is generated by almost all types of electrical de­
vices and machinery . Since it is almost always propagated along power lines 
or by groundwave, the propagation is not affected appreciably by ionospheric 
conditions* However, there is some experimental evidence that man-made 
.noise may also be received from distant sources via ionospheric propaga­
tion.
The noise is usually impulsive in nature. When many sources are in­
volved, the envelope probability density is similar to that of atmospheric 
noise. However, the dynamic range is usually considerably less than that 
encountered in atmospheric radio noise. The radiated energy often has 
strong components 'which extend far into the radio-frequency spectrum (up 
to tens of megacycles per second).
2 .2 .3 Boise Prom Precipitation. Plowing Snow or Bust , and Corona
The radio noise caused by precipitation, blowing snow, or blowing 
dust or sand is the result of charged particles actually hitting the 
antenna. These particles become charged as they move through the air, and 
as these contact the antenna, the charge is transferred to the antenna.
Corona noise is caused lay the presence of a low, highly-charged cloud 
.passing over the .antenna, causing an actual corona.discharge at. the tip. 
of the antenna. lot much is known, quantitatively about the levels en­
countered under these two conditions. When these conditions have been 
observed at various noise recording stations, the level of the noise has 
increased on all frequencies up to 20 me/s to the top of the recorder 
seale.,■■which has. been in several cases as much as 50 db above the level 
prior to the occurrence of the phenomenon.
2.2A Afroherie Mol3e(1’ 6> 7> 8)
She principal sources of atmospheric noise are the lightning dis­
charges which occur during thunderstorms. Approximately tt,000 thunder­
storms occur somewhere in the world every day. Due to these storms there 
occur on the average 100 lightning strokes per second, She amount of 
charge involved in a lightning stroke is about 10 coulombs and the peak 
current is in the region of 50,000 amperes. Lightning energy, like ordinary- 
radio signals, reaches a receiver by all of the well-known mechanisms of 
propagation, including surface wave, tropospheric wave, and ionospheric 
sky wave. In addition, there is the whistler mode of propagation for fre­
quencies below. 35 kc/s in which the lightning energy.is guided.by the 
earth’s magnetic lines of force up to distances half way around the world. 
She spectrum .of the .radiated energy covers a wide frequency, range, from as 
low as a few eycles to tens of megacycles per second.
A typical amplitude probability density distribution of an atmos-
. (a) -
pheric noise envelope is shown in Fig. 2.2V^ . She coordinates are plotted 
as noise level in decibels above the root mean square, voltage versus.the






OOOI .1 I 10 20 40 60 80 90 95
PERCENT TIME ORDINATE IS EXCEEDED I
FIGURE 2.2
A TYPICAL AMPLITUDE PROBABILITY DENSITY DISTRIBUTION 
OF AN ATMOSPHERIC NOISE ENVELOPE
used so that a distribution of the form 
■ f(X5x^ *;.e''x-'
plots as a straight line with a negative slope of jj*. In particular,
the Bayleigh distribution plots as a straight line with a slope of - l/2. 
She lower portion of the curve, representing low voltages and high
■Yniy a small portion of the total energy, She Central Limit theorem 
states that if several independent events of this type are superimposed, the 
Siam tends rapidly to a Gaussian process as the number of components (of 
roughly equal power) is increased. Hence, we would expect the lower portion 
of the curve to approach a Rayleigh distribution since the envelope of a 
Gaussian process is Rayleigh. Shis is seen to be the case, the slope
of the lower portion of the curve being very dose to - 1/2.
She section representing very high voltages exceeded with low pro­
babilities is, in general, composed of nonoverlapping large pulses oceur-
distributions, this section has been found to be well represented by a 
straight line on Rayleigh graph paper with values of m in the range from 
+0.1 tO +Q.kS12^ :
On this graph paper, the remaining section of the distribution has 
been found to correspond quite closely to an arc of a circle tangent to 
the above two straight lines. She Rational Bureau of Standards has 
developed a graphical method for constructing the entire envelope ampli­
tude probability distribution from only three measured statistical
©ie dynamic range, of the distribution, as measured between the
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0.0001 per seat and 99 per cent intercepts, has been observed to vary from 
a low of 59 db to a high of 102 db. to average dynamic range appears to 
be around 73 db. She variations in dynamic range for frequencies above 
35 kc/s agree with expectations based on the distribution of distances to 
thunderstorms mere it is apparent that small dynamic ranges will result 
if the range ©£ distances to the effective thunderstorms is small. She 
above statement does not necessarily hold for frequencies below 35 fee/® 
because ©f the whistler mode of propagation.
tee envelope amplitude distributions for the highest and lowest 
observed average power levels show a difference of h6 db between the 
root mean square values ©f voltage. She high-level curve was obtained 
on a day with, a large number of local afternoon mountain thunderstorms 
while the low-level curve ms obtained during the morning ©f a relatively 
quiet day.
It should be pointed out that the distributions mentioned above are 
strictly valid only for the bandwidth in which the measurements are made, 
lypieal baadwidths. used were on the order ©f 110® cycles per second... tee 
principal effects of redueing the predetection bandwidth are a reduction, 
in the dynamic range with a greater and greater portion of the distribution 
curves becoming a straight line of slope, equal t© - l/2. Measurements ,in 
an 0.2 cycle band yielded a Rayleigh distribution over the entire range 
measured, teese results are reasonable since as the observing bandwidth 
is. reduced, the .energy from all the. received impulses is spread out over 
a greater period of time with a resulting decrease in the amplitudes ©f 
the impulses.
generally, the additive noise encountered on ionospheric channels is 
atmospheric noise. Montogmery has shown that in a binary narrow-band
frequency modulation system the errors can "be calculated as one-half the 
probability of the noise envelope exceeding the carrier envelope. Hence, 
the envelope statistics described above can be used in calculating the 
probability of error for a narrow-band FSK system utilizing an ionospheric 
channel. Experimental curves have been obtained which overlap the theore­
tical curves quite closely, Fig. 2.3 shows the large discrepancies which 
can occur in system performance if Gaussian noise is assumed rather than 
atmospheric noise. For signal-to-noise ratios larger than 6 db the error 
rates experienced with atmospheric noise are much larger than those 
experienced with Gaussian noise.
2.2.5 Concluding Remarks
The Gaussian assumption is likely to be a good one for thermal noise 
internal to the receiving system, solar, lunar, planetary, and cosmic 
noises. In terms of frequencies, all noise above 150 mc/s can usually be 
assumed to be Gaussian. It should be pointed out that above 300 me/s 
the thermal noise generated internally in the receiving system is usually 
the controlling noise. Between 30 and 150 mc/s the major noise is most 
often of galactic origin. Below 30 mc/s atmospheric noise and man-made 
noise predominate over the other types of noise for a greater percentage 
of the time. Shis is shown in Fig.
2.3 Multiplicative Disturbances
Multiplicative disturbances are responsible for such phenomena as 
fading, dispersion, multipath, phase distortion, and time delay. Since 
these disturbances vary widely, depending upon the frequency of the trans­
mitted radio wave, they are most easily discussed by making reference to
-15-
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FIGURE 2.3
COMPARISON OF SYSTEM PERFORMANCE FOR GAUSSIAN AND 
ATMOSPHERIC, NOISE
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-17-
2.3.1 3-30 kc/s YLF^1'
VLF propagation, occurring in the fora of waveguide modes between the 
earth and the ionosphere, is often referred to as ducting. Propagation in 
the YLF range is characterized "by low attenuation to very great distances, 
with great reliability and stability of transmission. Because ©f the 
large physical structure required for transmitting antennas (one wave­
length is 3© kilometers at 10 ke/s) antennas are electrically small, and 
either costly or inefficient. The Q of many typical transmitting antenna 
systems in this frequency range limit the modulation bandwidth to less than 
1©§ eps.
The amplitude of Y1F signals ..is highly , variable at short distances.
The amplitude also has a tendency t© change rapidly during the period ©f 
sunrise or sunset along the path. At these distances, the amplitude 
generally goes through a rapid maximum or minimum, before tending toward 
the more steady value characteristic of midday or midnight.
At distances beyond about 100© km, attenuation is typically 2 t® k 
decibels per 100© km. Penetration of YLP energy into conducting earth 
or even sea water makes the frequency range useful for eomrauaicat!on 
between buried antennas ©r submarines. The constancy ©f phase of the 
received signal at distances beyond about 5©© km allows communication 
systems to use stored reference phase information.
YLF systems are commonly used for reliable long-range communication, 
navigational aids, and frequency and timing standards,
2.3.2 30-300 ke/s LF^
The LF spectrum is characterized by higher path attenuation, lower 
background noise levels, and more stable propagation time delays relative
less than those of the usual VLF station, ana in addition the bandwidths 
available are greater. The higher path attenuation results from the fact ■ 
that ..as the frequency increases, the ionosphere behaves less and less as 
a sharp boundary. Hence, the radio waves reach the receiver only after 
they have penetrated into the ionosphere and lost energy in absorption.
The fading speed said the depth of fading depend on the frequency, 
the transmission distance, and the time of day. Daring the daytime the 
amplitude is substantially constant. The fading daring the nighttime 
is much more irregular. The amplitude fluctuations are approximately 
Rayleigh but assume large values more often than would be expected on a 
Baylei^.’.diatribution,
As with YLF the transmitting installations are characterized by their
large physical size and high construction and maintenance costs. LF
waves are not adversely affected daring periods of ionospheric disturbance
. and the phase stability of transmission, permitting frequency comparison
’ 10 '
within a few parts in 10 , makes possible long range radio navigation
utilizing phase comparison between spaced phase-locked transmitters.
2.3.3 300 kc/s — 3 me/s MF^
The medium frequency range is a transition range in which the 
importance of the ground wave at the lower frequencies gives way to the 
importance of the shy wave at the higher frequencies. Ground-wave attenu­
ation increases with frequency, so that in the higher part of the frequency 
range only short distance services are possible, especially over paths of
-19-
r-wave propagation via the E and F regions of the ionosphere is
only during the night hours; it is sometimes observable 
i, hut is usually highly absorbed in the D region of the 
ionosphere, transmission in this frequency range, especially above about 
500 kc/s, is very susceptible toabsorption, and, even at night, sly 
waves are often attenuated belowuseful levels.
Because of the unreliability of the shy ware, the frequency range is 
probably most useful from the low end up to about 1 me/s, where the ground 
wave enables broadcast coverage out to several hundred miles.
2.3.4 3-3® mo/s HF^
IF propagation is characterized by the ability of high frequency 
waves to penetrate the lower ionosphere and be reflected from the F region 
of the upper ionosphere. Absorption is of minor concern and transmission 
loss, even for a long transmission distance (10,000 km or more), may be 
quite low. Useful signal-to-noise ratios are obtainable out to very 
great distances with very low power and simple antennas *
Because of considerable variability of propagation conditions, trans­
mission is very unreliable. The consequence is that for optimum results 
the transmitter must be capable of changing to four or five different 
frequencies, hoping that one wiU work.
Multipath is a serious problem* At HF there are a large number of
\ • ■
possible propagation paths with multipath time delays ranging from a few
microseconds to a few milliseconds. Multipath propagation imposes a 
limit on keying speeds in digital systems since if the multipath delays 
are such that during the sampling tips there is still energy arriving 
from the preceding pulse, there is a high probability of error* False 
durations should be somewhat more than twice the length of the;
significant multipath, delay. At IF it usually occurs in the range of 
from 1 to 5 milliseconds for paths longer than about 100 km. Multipath 
can be reduced by operating at as high a frequency as possible. At the 
WF (maximum usable frequency) only one geometric mode is possible.
In addition to multipath effects, dispersion may cause important dis­
tortion Of the transmitted -waveform in the case of short pulses, She 
first-order effect is a lengthening of the pulse* Under worst conditions 
pulses’, on the orderof Imicrosecond in widthare stretched to 13 micro- . 
seconds'.
Both fast and slow fading are observed in connection with the trans­
mission of IF radio waves, She fast fading is usually due to the inter­
ference of two or aoi«. uhrosol?ed,pn©Bagation.m0des.i She slow fading is 
attributable'to variations in absorption, or changes in' the'affective 
gains of the transmitting and receiving antennas resulting from changes in 
the angles of departure and arrival of the signals. In fast fading,
. fades'tend not to oeeur simultaaeously at nearby frequencies. Shis effect' 
is called selective fading. Slow fading tends to occur across a broad 
band of frequencies .and is .referred to as flat fading;.-. She fading distri­
butions of the amplitudes approximate the well-known Sayleigh distribution 
■when the wave arrives via several modes with approximately equal amplitude 
and randomly -varying phases. Fading rates from 1 cps to 15 eps are commonly 
observed.
Phase and frequency stability is very poor at IF. Shis imposes genuine 
limitations on minimum modulation excursions for FSK and PSK systems. Phase 
perturbations up to 140° and frequency shifts up to 5© cps have been observed
In spite of the 'difficulties mentioned.above.,.'there.is a great density 
of radio services in the high frequency range* A substantial part of the
-21-
world' s frequency assignments are concentrated in this small fraction of
the -whole speetrum.
2.3.5 30-if mc/s flg: Ionospheric Scatter^1 ^
Irregularities in electron density in the lower ionosphere gire rise 
to incoherent scattering of radio waves in the frequency range "between 
30 and 60 me/s. leHahle transmission is obtainedin the 1000 to 2000 
hm distance range, The scattered radio waves are extremely weak and 
system losses ranging between 1^0 and 210 db are commonly experienced. 
Typically* ionospheric scatter suffers around 15® db more loss than does 
ionospheric reflection. To compensate for the large losses* extremely 
large high gain antennas are employed.
..".fading is observed at 'rates''varying from 0.2 to 3 cps.' During most 
of the day the envelope, fading is approximately Kayleigh distributed* 
though amplitude distributions indicate peaks fro® meteor reflections 
during ' the night;, hours. The fading characteristics depend upon the beam- 
width of the antennas, employed. For a 60° horizontal beamwi&th* the fading 
rate has been observed to be four to five times greater than for a 6° 
beamwidth system* and, the depth of fading several decibels greater for
the wide beam system.
Multipath caused by reflections from meteor trails usually displays 
delays varying from 6 microseconds to 1 millisecond.: The time delays
of multipath due to auroral ionization are typically between 0.1 and 4 
milliseconds. During times of high solar activity* distant ground back-
scatter can be propagated by the Fg layer of the ionosphere resulting in
delays up to 80 milliseconds. Typically* the delays from this source 
are between 12 and 60 milliseconds. Because of the intersymbol inter­
ference caused by such multipath* an upper bound is placed on the keying 
rate of'digital systems!* '
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As with HF signals, the frequency and phase stability is poor. At 
50 mc/s Hie expected Doppler shift is 6 kc/s. The large Doppler shifts 
are due mainly to meteor reflections. Often these signals are stronger 
than the direct scatter signal.. Large phase shifts are experienced.
During night hours l80° shifts occur approximately 1 per cent of the time. 
Instantaneous phase shifts of JO occur about 0.2 per cent of the time. 
2.3.6- 30"300 ac/s Meteor Scatter at VHF^
Each day billions of meteors enter the earth’s atmosphere. In burning 
up they form long columns of ionized particles. These columns diffuse 
rapidly and usually disappear within a few seconds. However, during their 
brief existence the ionized columns will reflect radio signals, giving 
rise to what is called meteor scatter or meteor propagation.
Meteor-burst communication systems are basically weak-signal systems 
because ;Hae signal^l©ss:''a&s@diated:.;wiHh-;;the';met®@n"'fepil reflection is ■
a I3OO hm path with a transmitter power of 2 kw was commonly set to trans-
. . _|]k
mit messages whenever the signal at the receiver exceeded 2x10 w 
(2 microvolt open-circuit voltage for a 50 ohm source). This corresponds 
to a system, loss, of 170 db. Of this total about 90 db represents the ; 
attenuation associated with the length of the transmission path and 80 db 
the scattering loss, tinder similar circumstances ionosphere scatter 
propagation would exhibit a system loss of the order of 180 db. Messages 
are transmitted only during the brief intervals when meteor propagation 
■ is' present;* .■
At 50 mc/s Doppler shifts as large as 5 ke have been observed.
2.3.7 50-10.000 mc/s Tropospheric Scatter^
Tropospheric scatter results from irregularities in the refractive 
index of Hie atmosphere. The signals are much weaker than Hie VLF and LF
signals which employ tropospheric duct propagation. They are very reliable 
and are found to be'present bn a given path with substantially the same 
average intensity day and night, week in and week out, regardless of 
surface meteorological conditions. They also exhibit rapid fating, char­
acteristic of multipath transmission.
fee dominant feature of tropospheric scatter signals is their rapid 
fading. If aeonstant intensity signal isemitted at the transmitter, the 
level of the received signal varies erratically in time with an amplitude 
distribution that often closely approximates the Rayleigh law. ©cessions 
have occurred, however, when this is not the case. Spectra of the rapid 
signal fluctuations elosely approximate a Gaussian distribution.
Measurements made at frefuencies of bOO, 3,670, and 5,050 ae/s 
utilizing antennas with several degrees beamwidth indicate that time delays 
of about 1 microsecond at distances of about 200 miles earn be expected.
At 3,70© mc/s 1 microsecond pulses were not substantially widened after 
transmission over distances up to 285 miles. It appears that modulation 
bandwidths of several megacycles may be used.
2.3.8 Space Communications
fee frequency of the transmitted signal must be above 3© mc/s to 
enable the radio waves to penetrate the ionosphere. Between 3© to 
6© me/s the wave experience considerable amplitude and angular scintil­
lations. Above 10© me/s radio waves propagate into space fairly well. 
Severe fading has been noticed at certain frequencies and multipath has 
been observed which eannot be explained by current theories . Many 
measurements are currently being made to ■understand the radio wave propa­
gation involved in space communication.
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fhe results of this section are summarized in fable 2-1. The
tabulated disturbances and propagation characteristics must be taken into
account in developing a cowronication system, fhe remainder of this
report is an effort in that direction. In particular, the capacity of a 
/ ' ; / . ' ' .. 
Bayleigh fading channel^thedesign of systems uhen the statistics of the
additive ■ noise, are- unavailable, the process ofsignal designandseleetion,
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CAPACITY OF THE RAYLEIGH FADING CHANNEL
3.1 Introduction
As was discussed in Chapter II many of the communication channels 
commonly used experience Rayleightype fading. In this chapter the follow­
ing asstmptioas are made concerning the parameters of the channel model 
giyen injftg. 2.1.
l) The multiplicative disturbance A(t)ed is equal to A, where A




2) The additive noise n(t) is assumed to be a stationary Gaussian 
random processwith zero mean and uniform power spectrum overinforma- 
tion bandwidth W, If J? [n (t)3 = i, then the noise spectrum is
- No : ■
3) The signal s(t) is h sa®#le function frcm a statibnafy random 
process and has a finite power P. The power spectrum of the signal 
is © (f) and the signal is bandlimited to W cycles per second.
In this chapter the channel capacity of the Rayleigh fading channel 
is derived. The results are then used to evaluate §, the required received 
energy per information hit received in, the presence of a given Gaussian
noise spectral density.
/ ■ ... • ; . ••••:• • . ■ '
3.2 Calculation of Channel Capacity
Gapaeity is defined as the maximum information, on the average, 
that an observer at the output of the channel can obtain about a signal 
transmitted from the channel input. Themaximization of the information
-27-
rate "being carried out through the variation of the input signal char­




To solve for the capacity of the Bayleigh fading channel using the 
Eq. (3-2) is a very difficult non-linear problem.






It is easier to solve for the capacity of theRayleigh 
using the above Eq. (3-3) since maximizing over the power 
signal is maximizing under less restrictive conditions.
Using Eq, (3-3) for the conditional information rate (assuming A the 
attenuation factor is known) results in
max = max fn+W
&{ (3-*)
, Since the attenuation factor A is a random variable it is necessary 
to average over all possible values of the random variable. Thus,
0 = max = max
l(S/X,A) p(A)dA
f +WO A






Integrating with respect to A, (see Appendix I for details)
Applying calculus of variations to maximize the above integral with 
respect'’ to.'©" (f)yields;.
where X is the
f +WOV/::
G Jf )df * P
for the power constraint,
Carrying out the above differentiation and simplifying results in
(3-10)
X ) ^Gg(f) - Gn(f) exp WLl r, r -Bn(f)t^(f) i
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From this result it is observed that if the additive noise power 
spectrum is uniform over a bandwidth W, then the power spectrum. of the 
signal s(t) must also be independent of f. The signal power spectrum 
therefore equals,
®s(f) = 2¥
Therefore, it has been proved that in order to transmit at a maximum 
rate through a Rayleigh fading.channel the input signal s(t) must be 
from a stationary process with uniform spectral density. It is shown in 
Appendix II that the input signal must also be Gaussian with zero mean.
Dae eapaeity of the Rayleigh fading channel is therefore
o = -(IBS)'1 w {J-} a {■3^-.}:
Betermination of the P Factor
One way to compare communication systems is to compare their 
efficiency in terms of p, the received signal energy required per informa­
tion bit received in the presence of a given uniform Gaussian noise spec­
tral density—
Emin
“ “ 2H •
© '
E min = minimum received energy required per information bit 
received.
e noise spectral power density.
Equivalently, p may be expressed as
P min
p = 21 I
.-■■vo"'
P = minimum received power required per bit of information 
received,




Letting H be equal t© the maximum received information rate, on the 
average/forthe Rayleigh fading channelone obtains for p
(3~15)
(3-15*)
She lower bound ©a p occurs as the received signal-to-noise power 
rati© goes to zero. ■ (See Appendix III and graph 3.2 for proof .) Shis
lower bound on p is shown to be given by
lote that this lower bound onp is the sameas that obtained by 
Sanders for the.single path channel having no fading. In faet the lower bound, 
on p win always equal ln2 and is independent of the typeof probability 
density function for the attenuation factor A. So see why this is so one 
notes that the conditional lower bound on p (conditional in the sense that A 
is fixed) is independent of the value of A, Averaging over the different 
values of A will therefore yield the same value as for the unity gain channel.
Another way of defining p in order to bring out the dependence of the 
channel is to define p as the minimum required energy transmitted per bit 
of information received. Under this definition the lower bound on p can 
be shown to be
-31-
ijhe.re this lower hound on § is obtained hy letting the signal-to-noise
2 ' '
power ratio approach zero. Since o- £1 fOr all passive channels, the lower
_2
hound of ^ is increased hy a factor a- over that of the single path with
gain equal to unity. In other words, assuming thetransmission rate Is the
_2same, the minimum power that must he transmitted is increased by q~ in 
Order to maintain the same probability of error.
3.4 Discussion, of Besults
The capacity of the Bayleigh fading channel is a function of the 
information bandwidth W and of the ratio of received signal power to the 
received noise power.
C = -Wln2 Jp J ;.i









The capacity may therefore he approximated hy 
C»W log |- - 
2■ Where P* s «- P
Comparing the above equation with that for the unity gain channel-one
obtains
(3-19)
C »,log (1 + ~) (3-20)
■ >3^. ■
■ o-^P
If the; signal-to-noise ratio « 1 then
„ - , W •- f Jp ] ¥ P' —■
^lnP \;Jt Ia2 |T ........... (3-21)
However, the unity gain channel having a signal-to-nolse ratio
I ■«1, has the capacity
(3-22)
Hence, for small sigpal-to-noise patios, i.e., ^j-^l, the
of the Rayleigh fading channel is identical to that of the unity gain 
channel.
Prom Hg. 3*1 it is observed, that the capacity of the Rayleigh fading
channel is never less than 83$ of the capacity of the unity gain channel.
■ ' 2
It should, be noted that the channel variance <*- earn be determined 
experimentally by transmitting a known carrier sin <sQt, and measuring the 
average power at the receiver.
Fig. 3.2 illustrates that p = ——-is a monotonically decreasing 
function of the received noise to the received signal power ratio. Qual­
itatively this implies that the received signal energy refaired per inf ©na­
tion bit transmitted (assuming that the bandwidth is constant) varies as
E . a IT ran © k < 1
RAYLEIGH FADIN G CHANNEL CAPACITY
CAPACITY of UNITY GAIN CHANNEL
m o
NOISE POWER RECEIVED 
MINIMUM .SIGNAL POWER '.RECEIVED
Uij-mjmCT FACTOS B. V3. m BA3JO OT BOTSE
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HOHLIKELIHOOD DETECTION THEORY 
PART I GENERAL THEORY
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%.l Introduction
The problem of detection of a signal in noise of known statistical 
properties has "been investigated thoroughly in the past. However, these 
methods are completely inapplicable and inappropriate whenever these noise 
statistics are unknown.
In this investigation, a detection criterion based on the methods of 
non-parametric statistics is utilized which permits the design of detectors 
on the basis of much less a-priori information. Several detectors based 
on this detection criterion are investigated and their properties obtained. 
A comparison is made between these new (non-likelihood) detectors and the 
optimum (likelihood) detectors on the basis of information efficiency.
Also, a practical design procedure is formulated for the design of these 
new (non-likelihood) detectors. 
k,2 Statement of the Problem
Given a signal immersed in noise of unknown distribution function, a 
detector is to be designed based on a detection criterion that does not 
require knowledge of the noise and of the mixture ©£ signal and noise 
probability densities.
4.3 Inadequacy of Present Methods
Detectors which determine the presence or absence of a signal in 
noise have been investigated extensively in the past. These investigations, 
however, have been based on the assumption that a great amount of a-priori
-36- .
information is available concerning the probability densities of the noise
and of the mixture of signal and noise. Biese detectors aye 'baaed on the 
likelihood ratio.
However/ these likelihood (optimum) detectorsareeompletely inadequate 
and inappropriate ■whenever these noise probability densities are not known. 
Bits is so, sincethesedeteetors are optimum only for a particular pair of 
noise and mixture of signal and noise probability distributions for which 
they have been designed. In general, the probability of error (reliability 
of transmission of information) of the likelihood detectors depends ©a the 
functional fora of these distributions. Therefore, if a likelihood detector 
which is ©ptiaua foraparticular pair of probability distributions is used 
in another situation in which the distributions are different from the.
pair of distributions for which the detector is optimum, then it is 
possible and quite probable that the probability of error of the detector 
(unreliability of transmission) may increase t© such an extent as to make 
the detector completely inapplicable. Moreover, due to this lack of a-priori 
information of the probability distributions, it is not possible to predict, 
and evaluate theoretically the performance of these likelihood detectors.
'. Hence:,, the.,; likelihood detectors are inappropriate;; whenever there , is; in-, 
complete ;imf©rmatibn.. concerning- the functional form of the underlying 
distributions:.:' .
if-.k She; Hon-likelihood Detection Criterion
In this investigation a detection criterion is used which leads to 
the design of detectors on the basis of much less a-priori information. 
These detectors, hereon called non-likelihood detectors, are based on 
Statistical tests known in the statistical literature as non-parametrie
statistical tests,
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In order to state this detection criterion we will introduce some 
assumptions and notation:
s





Ihere S(t) is the signal, N(t) and H’(t) are sample functions of the noise
random process-j®(t)j-
It is assumed that:
1) -jx{t)j- is a stationary continuous parameter stochastic process 
Since . ^Z(t)*j- is identical to |when the signal is absent, it 
can beconeludedthat -jll(t)j- is also stationary;
2) It is possible to obtain n independent samples Y^, Xg, ... X^ 
from the sample function X(t) of
3} Xhere is available a sample function N'(t) from the stationary 
continuous stochastic process of the noise;
4) It is possible to obtain a independent samples x^+^, Xa+g,
... X , from the sample function TiT’1 
©a the basis of the samples X^, .. 
decision procedure fordetecting signals in noise is formulated by testing
., X and X , . .
I*^: cumulative distribution function (cdf.) of X^ is Pq(X) i=l, ..., n+m 
signal is absent, against
1%: eif. of X. is P (X) 1=1, ..., n and the cdf. of X .. is fjx) for 
j=l, ..., m, signal is present.
where Pq(Y): is the distribution function of any of the data elements 
(since -jl(t)j- is stationary) ■when signal is absent, and Pz(y) is the 
cumulative distribution function for any data element when the signal is 
present. lot© that P (Y) depends both on Y and On the signal-to-noise 
rati© z. ’
Ihe above decision procedure simply states that; if the signal is
absent then the edf. of the Y., is P (Y) and must be the same as the cdf.l ■ o
of the Y 's since both sets of observations were obtained from, sample n+j ■ ,
functions of the same continuous stochastic process -jl(t)j-. If the
signal is present, then the cdf. of the Y^*s is-P (Y). which is not the same
as the edf. pIy) of the Y . .’s.o n+j
In a practical case, the sample function Nf(t) of the noise process 
must be obtained from the noise entering the receiver during a time 
that no information is transmitted (signal absent). If the noise process is 
stationary then (t) can b© obtained ©ace ahd for all before the trans­
mission of information begins. From N*(t), the m samples will then be ob­
tained and stored in the receiver, to be compared later with the n samples 
obtained from Y(t), If though the noise random process is hot stationary, 
then, before the transmission of information‘commences, one Obtains the m 
samples from the noise entering the receiver and uses them only for as long 
as the noise random process remains fairly stationary. Whenever the noise 
process varies considerably then the transmission of information must be 
interrupted for a sufficient time to enable one to obtain a new Set of m 
samples to be used subsequently. If the noise process variations are of 
a permanent nature, a periodic sampling of the noise is necessitated.
Daring sampling, the transmission of information must cease to permit the
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aequisition of the m samples from the noise entering the receiver.
A practical example of a stationary type of noise is the case of con­
tinuous jamming ■with stationary noise. In this case, the m samples need 
he obtained only once, prior to commencing the transmission of information. 
A practical ease of non-stationary noise is the ease of on-off jamming where 
the jamming is on or off for periods comparable to the sampling interval 
required to obtain the n samples. in this ease two sets of m samples must 
be available, one to be obtained and used when the jamming noise is off and 
the other set to be obtained and used when the jamming noise is on.
The theory of non-likelihood detection would be useful if it satisfies 
the following requirements: l) it suggests the structure of the detection
systemj 2) it specifies procedures for, evaluating the performance of such 
systems (information rate, probability of error )j and 3) it specifies tech­
niques of system comparison. It will be seen subsequently that the non­
likelihood theory of detection does satisfy all of the above requirements. 
k.5 general Properties df Mon-parametric Detectors .
In this investigation a restriction of the level of generality 
will be made by considering the detection of weak signals in noise.
This means that the peak-signal-to-rms noise ratio and thus z is assumed 
to be very close to zero. This is appropriate since the weak signal ease 
is the most troublesome and least amenable to solution and the case one 
usually desires to solve in practice. This is also expedient since it 
simplifies the -analytical expressions found.
Many of the non-paraaetrie detection test statistics satisfy the
-tO-
1) The non-parametric detection statistic IT (the subscript mn is 
to show dependence on the samples ® and n) is asymptotically Gaussian 
mnder I' (no signal). The mean and standard deviation of this 
limiting distribution are denoted by ETB] and <f fU 1, respectively,
O Dili O Hjlll
2) is asymptotically normal under H'^ (signal present). The







I [U ] E [U ] + z ' ■,^,1'V 






dE [U 3 zL mnJ





where K is a constant independent of m, n, z and defined by Eq. (^3)> K
depends only on P@Cl) and Pz(Y).
6)
dE [U ] zL mnJ
dz





©a the basis of the above properties it can be shown that the non- 
parametric detection tests possess the property of consistency. A detection 
test of against of probability of false alarm << is said to be consistent if
/ o (b~k)
■where p is the probability of false dismissal. Note the dependence of (3 
on m and n shown by the subscript an. The property of consistency is an 
extremely important one since it states'that for fixed z and a the 
decisions on the presence or absence of the signal beeome more reliable as 
more observations are obtained.
According to property (l) above the following general character of 
non-parametric detection: statistic U . obtains when m and n are moderately
PROBABILITY DENSITY OF tJ FOR LARGE VALUES OF m AID n,
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•where
erf x = 2(«) - 7 exp (-u ) du (4-7)
and




expjj- •E [U ])2/ <f2[U ]
zL mnJ' ' z ■ mnJ dy (4-8)
When z is sufficiently small then using properties (3) and (4) we obtain:
%
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and from (4-8) there fop
X<*. =- erf-1 (1 - 2f
Adding Eq.. (4-6) to Eq..
dz 1 z=o
2A/“ or[U 1o mn i:





dE [U ] z mnz dz . . Z=S©/ :
21 <r[? ]
= erf‘1(l-2o^n) + erf"1 (1-20^) (4-12)
Using property (5) the following relation obtains
■*** ^ 11-2^ * ”*'1
The above relation states that
a) for decreasing signal-to-moise ratio z, the number of samples
a mast increase in order to maintain a constant probability of error 
(constant °( and 3). If proportional sampling is used, then an in­
crease in the number of samples means an increase in the sampling 
interval and consequently a decrease in information rate.
b) for increasing signal-to-moise rati© and constant number of 
samples (constant information rate) the probability of error 
(or , p) decreases
e) for increasing signal-to-noise ratio and constant reliability 
(constant probability of error) the number of samples m required 
decreases and thus the information rate increases.
The above relation is an extremely important one. It permits the de­
sign of a system that will guarantee a certain desired and p for the mini-
. «]j. *.0
mum possible z. That is, if an <\ « 10 , p = 10 J is desired and a signal
-■3
is to be detected so weak that z = 10 , the only thing we need to know
is K in order to determine the required samples 5-jjj—. It is also possible 
thereby to obtain the performance characteristics of the detector in question 
To facilitate comparison between the mon-likelihood detectors and 
the likelihood detectors the following limiting properties of the like­
lihood detectors are stated.^^
The likelihood statistic satisfies the following relations:
(l*) asynptotically normal under H@ (no signal). The mean
and standard deviation of the limiting distribution are denoted by
~kk-
(2*)Is asymptotically normal under H^. The mean and standard 
deviation of this limiting distribution are given "by Ez|¥al 
cT{ir] frespeetivelyj '
(o’) ff\ [Wn]
liiait ■ - r;.... ~ X-
z_*o <r^ [u ]
o ■ n-
cie ruj^ SJU.J - irji + 2-^-^




<3£ [U ] z at'.limit, _ _ / rT.[¥„] . ■ . = Kn
2* ^ © —
where K is a constant independent of n and z and dependent only
on Pq(Y) and Pz(Y).
>') «3E[Unj
z=*o /£ ©
’») limit ^ [u ] = o
(^-17)
(^18)
On the basis of the above properties, it can be shown that the 
likelihood tests are consistent. Also similarly to the proof for 
the case of non-likelihood detectors is the proof for the following 
property of the likelihood detectors:
Kz2m «.Elerf"1{i4<^} + ertrl |[1-2Pl)32 (h-19)
It was stated previously that a detection theory to be complete 
must also incorporate a means of comparison between different detectors. 
Toward this end the asymptotic relative efficiency [A.E.E.] of a non­
likelihood detector U* ~ # with respect to the non-likelihood detector














2) the W and U* „ „ detectors are for the detection of the same 
signal in the same noise and for the same small signal-to-noise
ratio (weak signals)
nFor B#?>n* and m??n, E^^ = limit ^
z-—*0
Thus, the A.E.E. of one non-
likelihood detector with respect to another is an indication of how many 
more observations one non-likelihood detector requires than the other to 
detect a given weak signal with a prescribed accuracy ; oC, § when
m*»n# and m?>n.
From the given properties (l) - (7) of the non-likelihood statistics,
e(U* )
it can be! proven that'E v = —7=r-—r-
e'hmr
where e(U ) v mn7
rdE [U ]zL mn / <r[w ]











It is also useful to define the A.l.E. of a non-likelihood detector







in the direction of the same weak signal (same z) and with the same o(, 
and p. So since
(4-22)
K*z2 —“§ = 2 [erf-1 (l-2c<) + erf"1 (l-2p)]2 (4-23)
for.the .non-likelihood detector . 
and
Iz2 n = Eterf"1 (l-2«<) + erf"- (1-2PH2 (4-24)





Since K* and K are independent of z, m, n, m* and n*, B is indepen­
dent of z and depends on the sample sizes only through the ratio that
is the ratio of sample sizes used hy the non-likelihood deteetor. Thus, the 
A.l.E. of with respect to Un is as high as possible if m* >> n*.
That is, the number of observations from the auxiliary noise source H*(t) 
should be mch larger than the number of observations from Z(t ),
Thus, one design criterion for the non-likelihood deteetor is,
;«*• •>> n*,..and" so.;
E „ u*u
m
It should he stressed that K* and I? are dependent on P0(X) and 
¥ Cl), The comparison of a non-likelihood detector to a likelihood 
detector is valid only for a particular pair of cdf*s, Togain some 
insist on the physical significance of the asymptotic relative efficiency 
consider the following: one of the most important considerations in a
detection problem is the length of time required to detect the signal with 
a certain accuracy o{ , 0. In most cases the m* observations obtained 
from l*(t) by the non-parametric detector can be obtained before the a* 
observations are obtained from Z(t), and can be stored in the non-likeli­
hood detector. So, the only time consumed is that used in obtaining the n* 
samples from Z(t). Similarly, the only time spent by the likelihood de­
tector is that used in obtaining the n samples from Z(t). If periodic 
sampling is employed, then n* and n are proportional, respectively, to the 
time required by the non-likelihood and likelihood detectors to detect the 
same weak signal -with the same accuracy <^, 0. Thus, the justification for 
the criterion of A.R.E. (asymptotic relative efficiency) is that for 
periodic sampling it gives an indication of how much better the information 
rate of the non^likelihood detector is than that of the likelihood detector 
in the detection of the same weak signal for a prescribed probability of 
error.
h.6 Summary of Important Properties of lon-likelihood Detectors
The following are the most significant properties of the non-likelihood 
detectors for their design.
1) Asymptotic normality under signal and under no-signal conditions
2) The performance relation for weak signals
2 rs r „-l ,, , \ . „-l 2
-k$-
3) Ho knowledge of the edf fs Fq(Y) and Pz(y) is refaired other than 
some fractional of P. (Y) and P (Y) e.g. max. P (Y) - P„(Y) for the 
determination of K, Hotethat K depends only on P.(Y) and P (Y).
4) Ihe efficiency of the non-likelihood detector is highest when 
m» n.
k.7 A Practical Besjgn Procedure '
In apraetical situation a certain reliability (o(., p) fs ..specified ' 
and the weakest signal (or smallest z) to be detected is known. A ease 
of the latter is the ease of radar detection where z is a function of 
among others the range of the radarsystem. So the smallest z for the
if the range is known. Se first step in the design of a suitable detection 
system, is to choose a non-likelihood detector from the many available e.g. 
a Mann-Whitney detector, or a Kolmogorov-Smirnov detector based on the 
Mann-Whitney and Kolmogorov-Smirnov statistical tests, respectively .
She non-likelihood statistical detection tests are asymptotically 
normal under signal and no-signal conditions and there the situation is 
as depicted in Fig. t.2. How, the threshold that will ensure the 




where since p (H ) is Gaussian the only constants required are the mean
. 0 Bp. ' •
and standard deviation of the random variable U under no-signal condi- 
tions. Shese constants can be obtained experimentally, so that
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oC «=
I 2rt cr O mn tJL
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erf X « 2 (a)-1/2 exp (-u2) du
it follows that
oL ~ ~Lfz (l - erf
or
so
XoC = erf"1 (1-2 oC )
= «il»J [erf_1 ft'2 + Es [0«3
(4-29)
(4-30)
Therefore, if <3'Q[W_a] and lyf^l are found experimentally and the required 
o(, is specified then the threshold can he obtained. If U|i(i exceeds 
!<* the decision that a signal is present is made. If is. less than 
the decision that no signal is present is made.
Having insured the required value of d through the proper selection 
of ¥oC ? a value of p smaller or equal to the specified value is to he 
obtained. To do so, we employ the relation
Iz2 jg~ = 2 [erf-1 (1-2A) + erf"1 (l-2p)]2
It is taken that m»n to insure 
that
KSt2 a = alert”1 (1-3 «<,) + erf-1 (l-2g)J
(4-31)
SO
Hae right side of the equation is a known number and so is z, being the 
smallest signal-to-noise ratio for -which a detection is to he affected.
.. She constant K can he obtained theoretically or most often by experiment. 
Therefore> since everything else is known the number of observations n 
that will give ms the specified <<and a maximum p equal to the specified 
false dismissal probability, is obtained. Thus, the whole design problem 
has been completed. For the case of periodic sampling the number of 
observations n will give also the time required for detection and conse­
quently the information rate.!
From the above design procedure it is seen that the following 
quantities need to be known:
1) the constant K that depends on some functional of P (y) and P (y)
si; ® Z
2) the mean E rwj and <T ru ] of the statistic IJ under no-signal
0 Wm Q Wm IBB.
conditions.
Experimental work must be done to obtain these quantities . A detailed 
description of this experimental work is given in another section of 
this report.
4.8 general Conclusions
It was stated previously that, for a detection theory in general to 
be complete,
1) it must suggest the structure of the detection system
2) it must specify procedures for evaluating the performance of 
such systems (information rate, probability of error)
3) it must specify techniques of system comparison
In Part II of this report inhere particular non-likelihood detection
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criteria ( e. g., Mann-Uhitney, Kolmogorov-Smrncv, etc.) are investigated, 
it is shown that the criterion itself suggests the structure of the de­
tection system. These detection systems can he easily implemented using 
digital techniques*
An evaluation of the performance of the non-likelihood detectors 
ean "be made through the relation.
lz2 n » 2rerf“^ (1-2 ^ ) t erf"1 (l-2^)32 
Through it a lower hound for the information rate may he obtained when 
c< , p, and the smallest z are specified. Also, when the information 
rate (or a) and the smallest z are specified, an upper hound for the pro­
bability Of error can he had. ;
Using the concept of asymptotic relative efficiency a comparison 
can he made between the different systems. The A.R.E. for periodic samp­
ling becomes a comparison between different systems on the basis of in­
formation rate for the same probability of error and same signal-to-noise 
ratio..
Thus, it is seen that the theory of non-likelihood (non-parametric) 
detection is complete.
Moreover, the non-likelihood detectors are the only ones appropriate
for the case where little is known about the probability distributions. In
fact, the only quantities that need to be known are the mean and standard
deviation of 1 under no-signal conditions and the constant K. These mn .
quantities are easier to obtain than the probability distributions.
Another extremely important advantage of the non-likelihood detectors 
is that, no assumption is required on the nature of the channel, e.g., 
whether the noise is additive, multiplicative or both. The only thing it
requires is that P (y) and P(y) havedifferentmeans.
4.9 Experimental Work Heeded
Experimental work is needed to obtain the means and standard devia­
tions of different non-likelihood detectors under different noise densi­
ties. Also, the effect of the dependence of the observations on the 
performance of the system should be ascertained. An experimental set-up 
can be easily made to do that . Another quantity that has to be experi­
mentally determined is the constant K that depends on Pq(Y) and FZ(Y) 
and the partieular detector used. A procedure to obtain K is the 
following: using the same noise and signal and noise probability densities 
a plot of n vs 2 [erf (l-2<*) + erf (1-213)] for the same z is obtained.
From the inverse of the slope of the line that is obtained, K for the 
detector under consideration and for the particular noise and signal 
used can be deduced, fhis experiment is repeated for different noises 
and signals, if the experiment is done in the laboratory, or it can be
done only once in the field for the actual noiseand signal that pertain 
to the particular communication problem of interest (ionospheric trans­
mission, etc.)*
PAKS II SPECIFIC NOHLIKELIHOOP BElEeTORS) EXAMPLES
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k,10 Optimum (Sub optimum) Likelihood Beteetor
To facilitate comparison of the non-likelihood detectors with the 
likelihood detector certain results will he obtained pertaining to the 
likelihood detector. In particular the asymptotic relative efficiency 
of the likelihood detector will be obtained for various noise and signal 
and noise distributions, 
k.H She Optimum Beteetor •
It is well-known that the optimum detector bases its decisions on 
a statistical test known as the likelihood ratio
. . pz(yi) 
z) = FT (4-33)
Bxe important assumption that P (y) can be expressed as a series of
ascending powers of the signal-to-noise ratio z is now made. In so
^rvfng it is assumed that P (y) has derivatives of all orders with respectz
to z at z = 0. It is also assumed that the series converges for all y
and for all z, So#
P (y) = P (y) + zb(y) + 0(z2} 0 4. z 4 «
-°® ^ y 4 00 (^34)
where
Ef. (%-34) is differentiated with respect to y to obtain
»-pJy) + zb’(y) +..©(z2). . . .© ^ z <'«







If P (y) is absolutely continuous, then exchanging differentiationin
?f. (^-37)






When a strictly increasing relationship exists between two test statistics, 
then these statistics are eguivalent for a given detection problem. If
/ ■ o - ■ -
z is sufficiently small the term 0(z) inEq. (4-39) may be neglected.











h }_, ■ ipS|T C1*-^1)
i=l 01
The test L n is known as the locally optimum detection criterion since it 
is optimum only for values of z close to zero. It should be stressed 
that the L n - test is optimum only for the particular pair of cdf*s
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'S
P (y) and P (y) for •which it has "been designed. She statistic L is0 Z E
different for different detection problems with different edf’s PQ(y) 
and P (y).
It is shown in reference (16) that L satisfies properties (l*) -
■ XI
(7') if the integral
b ■ (y) / P0(y) dz c oo
is bounded. It is also shown that
d Es tL„3












has been named by Pitman as the efficacy of the test statistic D^.
The efficacy of is
/ * \e<1 J - t'2 (y) / pQ(y) dz
4.12 leteetioa Problems
The first problem, that of detecting a constant signal in additive 
normal noise, is known as the DC detection problem. The random process 
l(t) is assumed to be a normal process. Thus, when S(t) is absent the
(4-45)





where m and 6 * are the mean and variance of the noise. 






where A is the magnitude of theconstant signal.
Thus,
0z(y) - 0o(y-z) (4-48)
So for the above problem p (y) and p (y) are related as followsQ Z
p0(y-z) = Pz(y) (4-49)
Whenever HQ specifies a pdf po(y) and specifies apdf Pz(y) such that 
Ef. (4-49) is valid, then the detection problem is known as a test for 
translation alternatives.
The optimum test statistic L n for the DC detection problem hereon 







It is seen that t is independent of z and that the optimum detector is
(4-51)
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summing device. The efficacy of-t is obtained as
e(tn) = n Jy2 0q (y) dy = n (4-52)
Thus,
k = 1
The second problem to be examined is the noncoherent detection of a 
sine-nave in additive normal narrow-band noise, hereon known as the nonco­
herent detection problem. The pfocess {h(t)} is a narrow-band normal random 
process with mean zero and N(t) is a sample function of this process. 
j(b) is the same as M(t) when signal is absent and is the sum of l(t) and 
a sine-wave when signal is present. The is a random variable which is 
obtained from the envelope of a narrow-band normal noise when signal is 
absent and from the envelope of a narrow-band normal noise plus sine- 






= 0 y ©
where I is the modified Bessel function of first kind, zero order, A iso ■ •" * ■ ■ ■
2
the peak of the sine-wave, and is the mean square value of the noise.










V0{y) = 2y exp (-y“; y 2 0
= 0 ® ■■■ (4-57)
fz(y) = 2y ejxrp (-y^-z) Iv(ysX^2), y ^ ©
= 0 ■■; y <- 0 ■ .-. . (4-58)
The optimum test statistic for the noncoherent detection problem denoted
. tar t* is • m n
*£ (yx; yn) = £ £ (y* - i) ■
" ’ ii " ■;
The t^ test is a locally most powerful test for the noncoherent detection 
problem since it changes for values of z other than those close to zero.
The detector is a simple square-law device. The efficacy is given by
e(t^) = a J' (y2 «l)2 ^0(y) dy = n
thus, k = 1
figA
It can be shown' J that in general for translation alternatives
e(tn> = n ■ ' '
and
k = 1
It should be stressed that while the likelihood detector L is
■ n
optimum for all values of z, the modified likelihood detector L* may
n •











4.13 The Mann-Whitney Detector
The Mann-Whitney test was introduced by Mann and Whitney'1 ' ahdis 





e(x) > 1, if x > 0
= 0, if x l. 0
The ease x = © is not considered since if P(y) and P^(y) are continuous, 
the probability is zero that ai^y one of the y^’s is equal to any one of
tlleyn+J,3^
The statistic V essentially counts the number of times the mag- mn
nitude of an observation y^ exceeds the magnitude of an observation yn+^.
This detector can be implemented using digital techniques .
Mann and Whitney have shown^^ that has asymptotically a normal
distribution when H* is true if P(y) is continuous and limit of —o n
exists as m, n approach infinity. Lehmanhas shown that T ' has
asymptotically a normal distribution when 1* is true if P(y) and P (y)x ■ z
are continuous and if the limit of ^ exists as m, n approach infinity.
In reference (l8) it is shown that
W1 - J ar.W




c<=| - J = |- JHy) <3Pz(y)








12n if m >^n 
m »-l
Thus, the false-alarmprobability of theMann-Whitney detector is indeed 
independent of P(y), since depends only on the mean and variance of
the test statistic under Hq, if the test statistic satisfies conditions
(!*)■ - (?’)* It is shown in reference (16) that ? „ does satisfy conditions
(!’) - (7*) if the series expansion for P (y) and P (y) can he performedz z
and if the efficacy of ¥ is not zero.mn
The efficacy of ¥^w is given by
,) - 12ms
mn' m+n
~r ~|2J V (y ) P(y) dy
12n v (y) P(y) ay if m »a
(4-68)
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The Mann-Whitney detector is particularly -well suited to detection 
problems in which one of the random variables is stochastically larger 
than the other. Thus, the Mann-Whitney detector is very effective when­
ever the y. *s are stochastically larger than the y '’s e.g., translation 
alternatives, noncoherent detection problems.
4,11,1 The Detection Problem of Translation Alternatives
For translation alternatives
pz(y) = p(y-z) (b-69)
where, the mean and variance of the random variable with pdf p(y) are
zero and one, respectively.
It should be noted here, that the asymptotic relative efficiency of 
any deteetor with respect to the likelihood detector must necessarily be 
less than, or at most, equal to unity. That is, any detector that has the 
same oC and p as the likelihood detector must use a larger number of 
samples or it must take a longer time for it to decide*
However, if the ABE of the non-likelihood detector with respect to 
the modified likelihood detector L n is obtained, for those cdf's for which 
L is not the optimum test statistic, then the ABE can be anything from
zero to infinity.
(16)For translation alternatives the effieaey of Y isv ■Ml
e(? ) =v irnr m+n
p2(y) df C^-70)
« 12n if m»n
Hence, the AHE of the V detector with respect to the t detector for 9 mn. n
translation alternatives is, if m »n
12
^.(p) — d2 p2(y) <3y (k-71)
In particular for the DC detection problem, p(y) = 0Q(y), thus,
12
ViW -12 -1 , 2% exp (-y ) (¥72)
= 0.955 •*
It is seen that the A1E is very high for the DC deteetlon problem for 
which the tn modified likelihood detector is Optimum!!
Ey. ^(p) can be very large ¥ 7 and the minimum possible value of it




For the case of the noise having a Rayleigh distribution that is when
-y2/, 2
JL e 2 e 
pT
when signal is absent
and









\t =12 J p2(y) dy,t
= 3^8
Shus, the use of the Mann-Whitney detector instead of the modified 
likelihood detector for the problem of translation alternatives does 
not entail a serious loss of information rate.
(k-76)
4.13.2 The Noncoherent Detection Problem 
For the noncoherent detection problem efV^) is
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= O.75 n if mv^n
Thus, the ARE of the Mann-Whitney detector with respect to the t^ modified 
likelihood detector is
. , = ©.75 f@r m»n
Since the Mann-Whitney detector satisfies conditions (l*) - (7*) then 
for z—>0 (weak signals) it obeys the performance relation
a4 -a- = 2
m+n
erf”1 (l-2a ) + erf-1 (l-2Sm)
or for maximum information rate m»n and
Kz2 n = 2
The above relation Ef. (4-80) has been plotted in Figs. (4.3), (4.4) 
and (4.5). In particular, Pg defined as
P = a + p (4-8l)
e
is plotted vs . the signal-to-noise ratio z (or S/N), for various values of 
the number of samples (observations) n and for m>?n.
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4.13.3 Detection of Nonstationary Signals in Noise 
In all the detection problems thus far considered it was assumed that 
the peak signal-to-nas-noise ratio remained constant in time* In many- 
practical situations as in scatter propagation this assumption is not 
justified. The noise N(t) introduced in the channel is a sample function
of the continuous stochastic process Here it is still assumed that
is stationary. Thus, the edf of yn+^ j=l, ..., m is still P(y).
The continuous stochastic process Cl(t)} is not stationary when signal 
is present when the signal strength varies with time. Thus, the edf of 
y^ i=l, . .., n differs from the edf of yy j=l, » n and j / i.
The detection criterion for the detection of nonstationary signals 
in noise (e.g. when Eayleigh fading is present in the channel) is equi­
valent to testing
Hq*: edf of y^ is P(y) i = 1, ..., m+n signal is absent
against
H’ ’ : edf of y. is ? (y), i = 1, • ♦.** n and the edf of y , is
X X Z^ **•’ J
P(y), j - 1, ..., m signal is present
where some but not all of the are allowed to be zero. The above
(E2 )hypothesis testing problem is discussed by Noether.v *
The mean and variance of the Mann-Whitney detector for the above
n
^ >V - I I /p(y)*4 w
i=l 1
assuming the series expansion of P (y) is
zi " '
then
Pz>(y) = p(y) + b» (y) + o(zi)2
(4-82)
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/ h'(y) P(y) dy
where
n
\ + z f V(y) P(y) dy1 \ 1 . r
n
i=l
= TL + Z Vfr) Hy) dy
a
- 1 t z = — 7 z.a L i 
i=l
(4-85)
The mean and variance of the Mann-Whitney statistic remain as "before,
thus,
W -5
.2 r„ -j _ m+n 





, for m »n
and in the weak signal case when the are very small, then it can he 
shown that y
< <T*> - (4-88)
It is concluded from the above that all the results obtained previously 
and pertaining to the Mann-Whitney detector are applicable when the signal 
is nonstationary (e.g., Bayleigh fading in the channel) by substituting 
for z the average z defined by 
n
— 1 




Kz2 n = 2 erf’1 (1.20^) + erf'1 (X-2^)
Bin'
for m>>n
where K has been defined as







If Jb*(y) P(y) dy is known, then the only information needed to obtain 
the sample size n in order to detect a nonstationary signal in noise with 
accuracy a, $ is the average signal-to-noise ratio parameter z. Bie 
parameters z’ and K may be obtained experimentally for any particular 
pair of signal and signal and noise distributions. 
b.lb Bie Kolmogorov-Smirnov Detector





The functions Ta(y) and S^y) are the empirical distribution functions of 
thO/saraples y1# .y&, and yQ+1, • »., yn+m, respectively, and are defined 
as. .'follows
3L(y) = 7 number of y*s in the saa®leyli,;..,y that are less ©rXX ■ XX JL JL* X X
equal to y
1S (y) = — number of y , . 's in the mw / m n+j * • *s y . , that * •'n+nr :
are less than or equal to y




= 1-2 j (-l)^"1 exp (-2,32x2) (h-93)
5=1
if x 2 0
= 0, if x < 0
provided P(y) is continuous and that the limit of ^ exists as a and n
approach infinity. It is noted that the limiting distribution in lq* (h-f3)
is independent of the form of P(y), so that the false alarm probability
©f this test is independent of P(y).
The asymptotic distribution of (y) when signal is present has not
yet been investigated and in general, it is extremely difficult to obtain*
(2h) ' " '
However, Masseyv ' has shown that an upper bound for the false dismissal 





(xQ)[l-P(xJ^ ( Pz(*Q)[l-Pz(xo)j TW
m m
h -
d - max P
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and determines the critical region of false-alarm probability <* and 
is given by
Prob. (2£L)l/2 k (y) > K 'nrHr mnw' °v “ *
The 
Smirnov
distribution given in Eq. (4-93.) has been published 
. This table permits one to find the critical values K
very easily.
The largest p occurs for Xg being largest and X^ being 
possible. When m and n are very large 
smallest X^ for fixed d occurs when








So the upper hound of p is given by
*2
6^ £ (2«) J e?P(^/a)dx (4-98)
•where is given hy Eq. (4-97)
It is seen from Eq. (4-97) that X1 approaches infinity as m and n approach 
infinite. Thus,
$m - 0
/ Bin v1/2 (4-97)
n—»» (4-99)
which means that the Kolmogorov-Smirnov detector possesses the important 
property of consistency. Hote that thisis true for all continuous cdf's
?(y) and Ez(y),
The statistic does not satisfy condition (l) so it is not possible 
to use the methods developed in tart I to obtain the asymptotic relative 
efficiency. However, one may proceed as follows* The relation between £<* , 
and << is given by Eq. (4-93)
<X>
2 Y (-l)'3"1 exp(-2j2 K2) = << (4-100)
When is small then is large so that in the series expansion of 
Eq. (4-10©) the only significant term is that for j = 1»
Sms,
K = 1 , 22 ln a
1/2
She upper "bound for the false dismissal probability £ is
00
6 il (2tf )-1^2 F exp (-x^/2) dx
or
^ 2 ll - erf
= | {l - erf







* —•"■■■» erf"1 (l-2£)
(2)
adding Eqs. (4-101) and (4-103) yields
1 1/22 _mn_^ 
m+n
1 n 2
2 111 5 + —^172
‘Ehe quantity d can be obtained for translation alternatives and for very 
small z, (weak signals), as 
d = max] P (y) - P(y) |
-oo < y < oo
= max I P(y-z) - P(y) |
-«> < y <“
ztei :j












exists for all y, then
d s z max p(y)




Mf = max p(y)
-oo <1 y < oo
Thus, Eg,.. (4-104) becomes
vy m f{:ik£'*l>1/2 ^ }2
For the likelihood detector it "was found that 
e(tn) = n for translation alternatives
or K = 1
thus for the t - test and for translation alternatives the following 
relations Obtain
z^ n = 2
In Part I, it was defined that 
= Unit if
z —► 0
where both tests are for the same value of z and accuracy a, fj. Thus, 
a lower bound for ^ may be obtained as follows
where m*, n* are the number of samples for the Kolmogorov-Smirnov 
detector, and










[Gf n |)1//2 + erf"1(l-2p)]^
HiuSj for the various problems discussed "before it follows that 
%.1%.1 DO . Detection Problem
p(y) = %Cy) Jtg 1/2
s.o
\M)' I = m <z(c*,e)
For a value of a = p = 10 
^tteo)>°.50
„5
and for & = J3 =10 ^
B^) > 0.55
Bie above values are sufficiently high to warrant use of the Kolmogorov- 
Sraimov detector whenever this detector is appropriate.
4.14.2 Translation Alternatives
It is shown in reference (16) that a lower bound for ^ for trans­
lation alternatives exists, and it is
I, -a. - :>hj,t 3 **¥*






k.It.3 Rayleigh Hoise Detection Problem
For 'Mai? problem one obtains
4j « £.2 8
.and, therefore,
t (Rayleigh)> 9.28 Q(a,p) 
which for cc - ^ = 10 "becomes
^^(%-leigb)> 7*3
t.lt.t noncoherent Detection Problem
(3M)It earn he shown easily for'1 /the noncoherent detection problem that
\^t>(§)2Q(a,p)
-•3
which for ex = p =» 1© becomes
and for a = f3 —5r ■10 ^ becomes
m»n
k.15 lank Detectors
fhe rank detectors to be discussed in this section are optimum in 
the sense that for a given a, m, and n they have the smallest £ among 
all size -a rank tests. It should be stressed that these detectors are 
optimum only for a particular pair of cdf’s P(y) and F (y ).
Z
It has been shownv 'that if p (y ) is greater than zero whenever 
p(y) is greater than zero, then the optimum rank detector of I’Q against 





RmJ%L; *“ } yOT: ^
I
=
TP p y± / p(z± )
i=l z yNi yHi J
(4-120)
where y^ is the i-th smallest of the combined sample y^,
j„. is defined as•'Hi
* yn+m and
7m = 1, if 7± falls in y^ yfi
= 0, if yt falls in y.^,, .... yn4m
Where 1 = n+m .
for weak signals, z is very small and substituting the series expansion
for P (y) in Eg.* (4-12©). we obtain an equivalent expression z
. I
®*hb 7m = a X ail yMi • ' . (4-121.)
.. ... ■ i=1
Where
°m =,E© (y^J/pCy^)
In order to use. 1* we must know the numbers ql_.. Shese are very mn in
difficult to eampute. -vSie function b’(x;)/p(x) is found from the particu­
lar pair of edf’s P(y) and P (y) for which the rank detector is optimum, 
Bie complexity of the function b’(x)/p(x), and of the cdf P(y) determine 
Whether it is feasible to obtain the numbers a^ .
It can be ; showa^1^ that satisfies conditions (lf) - (7*) if the
V2(y.)/p(y) dy
is bounded and if b’(y) is not identically zero
Hie mean and variance of R* are
WEI
=./ V - o
'’%%)■ ‘ fs fh's<-yVp(y) _
Also the efficacy of R* can be shown' 'to heIBEX
_ mn rh|2(y)
dy




Hie asymptotic relative efficiency of 1* with respect to the like-
(16') ■lihooddetector L* was provenv, 'to hen ,
5=1 ^ (*-125)
Eg.. (4-125) above states the extremely important fact that the rank 
detector based, on R* has the same information efficiency as the like- 
lihood detector based on L*, when the efficiencies are calculated for the 
particular pair of cdf *s P(y) and P (y) for which both detectors are op- 
timum. Moreover, the rank detection has the additional advantage that its 
false alarm probability does not depend on the actual cdf of the y^1 s 
under no signal conditions.
4.15.1 DC Detection Problem
For this detection problem the statistic R* takes the form
N
Rmn ^Kl; = n X E0 ^ yUi (4-126)
i=l
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where EQ(y^) is the expected value of the i-th. smallest observation of a 
sample of I from the standard normal distribution.
(16)It has been shownv - that Eg# always, greater or equal to one
mn,
and equals one only if p(y) is the standard normal density. Ihus, it is
always more efficient to use R* than the likelihood detector based on' ■■ ■ . ML
for the problem of translation alternatives.
4.15.2. translation Alternatives
It can be shown^^that an upper bound for the sample a exists, and it is
n^~- (erf’1 (lna ) + erf"1 ..{l»2g )]2 m»n (4-127)
z - .
for translation alternatives and for K* as given by Eq. (4-126).■ 3330EI ■
4.15.3 Noncoherent Petection Problem
For this problem an equivalent statistic for 1* is f defined as
1 i
fmn ***: yHp " n ^ yIi X (4-128)
1=1 ,5 =1+1-1
According to Eq. (4-125) the nonlikelihood detector based on has the 
same information efficiency as the likelihood detector based on th In 
addition, the rank detector based on I has the decided advantage that'• THT1 ■ •
its false alarm probability is independent of F(y).
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CHAPlIIf
OPTIMIZAIIOH OF SIGNALING WAVEFORMS
5-1 Introduction
In coramuni cation systems, the transmitted signal seems to he that 
part -which has until now received the least scrutiny in the light of 
modern communication theory* Instead, most communication system analysis 
usually begins by taking for granted one of the conventional modulations, 
or a choice of signals is made from a number of traditional types, on the 
basis of past experience.
Actually, all other factors being fixed, a suitably designed signal 
holds the promise of transferring to the transmitter some of the signal 
processing operations now called for at the receiver in order to achieve 
near-optimum reception. This would be of particular interest in ground-to- 
air and ground-to-spaee communication. Aside from this, an improvement in 
performance (error rate) of any given system is indicated if the trans­
mitted signal is optimized with respect to the characteristics of the 
channel.
In order to determine the extent of possible improvements and to 
examine some of the problems involved in effecting such improvements, this 
investigation of Signal Design was initiated, and the work performed in 
this area thus far is reported in this chapter.
First comes a discussion of the signal design problems which arise 
in digital communication systems, with a breakdown into various categories, 
according to the constraints imposed by the system requirements and the
channel. Then follows a discussion of the specific problem investigated 
so far and the results obtained*
The work so far has been concerned with the determination of optimum 
waveshapes which will not give rise to intersymbol interference in a 
dispersive channel — i.e., a "channel with memory” — if the channel 
characteristics are assumed known. This differs from other published 
work in signal design, as indicated in section 5.2. A very simple channel 
model is considered in order that specific results may be discussed.
In section 5*3> reference is made to recent literature on waveforms 
which eliminate intersymbol interference, and several simple examples of 
such waveforms are presented. If the channel, transmission rate, and 
transmitted energy (per waveform) are specified, many such waveforms can 
be found, but they will generally result in different values of received 
energy. Therefore, in section those waveforms are found which 
maximize the received energy, given a certain channel. Such waveforms 
are optimum if the receiver contains a matched filter.
The elimination of intersymbol interference is accomplished at the 
expense of signal energy. This trade-off is examined in section 5-5 •
How accurately must the channel parameters be known in order to make 
possible near-optimum performance? This question is investigated in 
section $.6. In section 5*7 it is shown that further optimisation is 
possible if the transmitted waveforms are permitted to overlap somewhat.
Although the results obtained thus far are very interesting, it is 
clear that considerably more work is required t© illuminate the problem con­
sidered here as well as other applications of optimum signal design,
5.2 Outline of Problems
5.2.1 General Discussion
toe ©f the problems involved in the design of a. communication system 
is the specification of waveformsto he transmitted. It is a difficult 
problem for the following reasons:
1) Often the most important faetor determining the optimum trans-
■ mission' mvef ©rm is- the - exact . nature, of the- transmission: channel, which, 
in theease of radio communication, is usually only vaguely known, and 
-in'general- als©;'varies\eoasi^®fahly'."wi®i'time. - -
2) . All portions' of the system impose requirements — some conflicting 
on the signal waveform, making the optimization of the signal wareform 
often a difficult, if not impossible analytical problem! also* a mathe- 
matieal solution, . ifsuccessful, 'may ..Still not be very useful if it. 
resultsin a waveshape that is difficult to generate.
Of recent interest are feedback communication systems. • 3Sae.se 
could be arranged to measure charmelparameters -- continuously, -if. 
necessary -- and then to use the channel estimates thus obtained at the 
transmitter for proper signal shaping, fhis is a way of overcoming the 
difficulty, no. .-.I)'.above*,'
She purpose of the current study is to investigate the maximum 
improvements which can be obtained by proper: signal design and thus 
pertains to itemno. 2) above. "'For this .reason in"’;all..:subse'q.uent -.-discus-- 
sion it: will be assumed that the transmission channel is completely speci­
fied)..
-:3Db.;. should also be' pointed out. that the. ..scope' of this program-is 
restricted to digital communication systems. !Ehe situation under con­
sideration may thus be represented by the simple diagram in Fig. 5*1*
■waveform
observer
COMMUNICATION SYSTEM, AS OONSIDEBED IN THIS CHAFTEI
: ITGUBE 5,1 ':
The waveform generator produces a train of waveforms e^(t) which are 
selected from a signal alphabet. The channel is completely specified; it 
may contain sources (noise, interference), delays, and non-linearities.
The "waveform observer" is a suitable device for deciding on the trans­
mitted symbol from the observed waveform, eQ(t). Note that filters and 
other networks followipg the waveform generator and preceding the wave­
form observer can be conveniently lumped into the channel.
5.2.2 Factors 'Which Determine the Transmitted Waveforms
In any given communication system, a number of requirements restrict 
the types of signals to be considered for e^t). Often the requirements 
combine to limit e^t) to only a single pair of (binary) waveforms. These 
requirements can be grouped for convenience into three basic categories:
A) The exact nature of the channel
B) The performance criterion
C) Specified constraints concerning the transmission and reception 
. processes.
Typical examples of each category follow.
5.2.2 .1 fhe -Channel -
Various ways in which a channelmay act on a signal are; ?
a) Mspersloa, representable by transmission through a lumped 
constant network
b) Dispersion^ representable by transmission through a distributed 
constant network
e). Multipath
d) Nonlinear operation* as in the case of Soppier
e) Some combination of: the .abate'., ; :
ihese effects are present to various extents, regardless of the noise; so 
that in conjunction with any of the above cases might be. considered,
a) ®o appreciable noise or -interference present
b) loise of specified statistics,present
e). Specified interfering signals present . :
.5»2.»2>2; Hhe Performance Criterion
Biis must be determined in the case of any communication system 
design and depends on the nature and purpose of the, system. Sometimes 
several criteria are to be satisfied., ,
Ibcamples of such criteria are s •
a) Minimization of intersymbol interference . ,
b) Minimization of adjacent channel interf erfnee
e) Minimization of error rate ; :
d) ffinlmisation of cost* if suitably defined ; ■
5.2.2»3 Constraints , -; •
Shese are additional retirements for the, communication system which
Id) Signaling rate. A certain fixed, rate may be specified.
c) Restrictions regarding the generation of waveforms maybegiven, 
such as maximum bandwidth, maximum average signal power, maxi­
mum peak power.
- d) the detection system may be specified as coherent, or incoherent; 
maximum perjaissihle delay or storage capacity at the receiver may 
he’ specified.
e) ®e maximum allowable degradation in system performance resulting
from specified changes in certain system parameters*
5.2.3 ErphleBO Investigated in the Past .
Considerable work has already been done for some of these cases by 
a number of investigators. ,
Optimum signals to be used in the presence of white and colored 
Gaussian noise have been determined for channels representable by linear 
constant parameter networks for the case where the duration of eaeh signal­
ing element is substantially larger thanthe significant part of the channel 
impulse response, as discussed, by Middleton (Ref. 27, Chapter 23) and 
Lemer (Sef, 28,-:.Chapters 8 and ll). Signals suitable for use; with multi­
path channels have been found to be maximal length binary shift register 
sequences, as discussed by '3Prl.ee. and Green (Ref. 2$). transmission with 
Doppler has primarily been investigated in connection with Radar (Refs. 30 
and 31) which gives rise to different refuirememts than a communication 
linkbecause the pertinent information in the received radar signal Is
5.2.4 Specific Problem Considered in this Chapter
Discussion henceforth Is limited to channels representable by linear 
lumped constant networks* with additive Gaussian noise of constant spec­
tral density. lorestrictlon on signaling rate is imposed. The criterion 
a)* minimization of intersymbol interference is applied first* This is 
then combined with criterion c)* minimization of errorrate* which in the 
presence, of interfering white Gaussian noiseimplied maximum energy trans­
fer through the channel. An arbitrary fixed signaling rate is assumed.
5.3 : Gorelete■ Elimination of Intersymbol Interference
It has been shown by Gerst and Diamond (lef . 32) that in the case of 
pulse transmission through linear lumped constant networks* intersymbol 
interference can be completely eliminated by the use of appropriate 
signaling waveforms. They also show how to find such waveforms* given 
the transfer function of the network under consideration. Section 5*3*1 
is a summary of the results obtained by Gerst and Diamond which are 
pertinent to the problem under consideration. The word "puls© " is used 
in the following and subsequent sections to mean a waveform which is non­
zero only in a specified finite time interval.
5.3.1 Waveforms which Achieve Complete Elimination of Inter symbol
' interference;: :r;,r ■■■
a) For any lumped-element constant parameter network, there exist 
input pulses of arbitrary length a* such that the corresponding outputs 
of the system are pulses of the same length a.
b) Fttlses which satisfy a) may be eonstrueted by one of the 
following methods:
Method I:
The Laplaee-transform E^s) of the desired input pulse of duration
a
E1(s) = G(s) * I 1 1 - exp [-
a - max^) (°- V1} 5 (5-1)
* " l k ■ _a s ■
where #(s) is an entire function of the form jj^gJ ^ e ~ i ^(s) ,
1-1
f^s), i = 1, ..., k, and
D(s) being polynomials in s, with the F^(s.) of lower degree than
a^, i =1, k are non-negative real numbers mailer than a, and
$■., j * 1, ..., n are the n poles of the network transfer function. 
<3
The simplest function satisfying the requirements for G(s) is, therefore,
a
"n+le
» - 1-6 S (5-2)
Method II:
i=?o
is the transfer function of the net­
work where m — n and h = 1,n ’
then we have for the input pulse, e^(t), and the associated output pulse
®©(t)?
* Jm entire function is a function of a complex variable which is analytic 
and has a© singularities in the finite plane.
^■b0e1(t) + hiei(t) + ....... + h^e^^Ct),
■© (.*&X == kxe£(t) ♦•*♦*** ■+
to e^t) U . pulse eh has the speeifieft toatlem and is differ- 
enviable n times. ..'■
5*3.2 Specific Examples
5.3.2.1 1C Low-pass network ;,"""J"V";: """
a) Given the following network, whieh has the transfer function
l(s) ...* ow s J-s+ot * "* M
(5-3)
o------r/vw\r--- —< I—--- —0
A ! ^ A
f*' ’"*■
o----—— -----  ■ 1
e (t) o' ■
RC LOW-PASS REWORK
Wimm 5.2
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the following input and output functions are obtained, where u 
the unit step?
is
- Sola - f?**
:&■
(t)~(l-e ) d(t" §) + « u(t-a) .
W0**) u(1;)-(!-€ 2 <* Cfe - | a)u
2'
- |oCa




Sketches of these functions for typical values of a are shown in 
Fig. 5.3.
h) If, instead, E^s) is chosen to he 
-■ -as/3 ■
Ei(s) , (i4—-f (l-c-'^X^)), (5-7)
then a typical pair of input-output waveforms is the one shown in 
Fig. 5.4 for the case a** « 1. fhe input pulse is now continuous*
c) Applyingmethod II to the RG low-pass network, one notes that 
the input and output waveforms are of the form 
ei(t) s^e^t) + e|(-t> ,
e^ft) =^(1) j
where e^(i) Is a pulse waveform which must he a differentiable function 
of time. .
A suitahle function to he used forest) is
/-1 __ 2rtt \2(l-cos—; , Oi t ± a 
otherwise . (5-9)
With this choice for e1(t), the following input and output functions 
resultt
ex(t) s c<(i-eos2|i)2 - (sinr^ - 2 sin——) ,
y0± a
eQ(t) =oi(l-cos~^)2 ,
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5.3.2.2 RLC Low-
a) Bae network shorn Lelow is considered next
is' assumed.*
So he specific
IU£ LOW-PASS REWORK 
FIGURE 5.6
9
*Ehe transfer, function is H(s) = -where <*. »■■.«?• ='-«srr~- .
s^+2s«>c+2or — /yiES
Ly method I, using
- $&■
E. (s) = 3sSLu_4 ) t >3 J fi_e - fa/3) )
theinputand output pulses are:
(t) = u(t)- (l+2e”a<><^coS“)u(t- |p+ ( e"2ao(/3+2e~a<3^^coS“)u(t- ™|)
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where
h = u(t)[l-e ^(eos dt + sis dt)]
Atypical waveforms are shown in Hg. 5*7*
b) Method II is now applied to the same network, and the same 
auxiliary function e^(t) is chosen as was used in section 5*3«2.1» 
The resulting input and output functionsare:
eiCt )=(2c<2 )(l-coS“^)2+8^(sin~^ - ii 
e@(t) * 2^(l-eos ~}2 ,
c^)+8~(cos^~ - cos^) 
a
0 — t - a.
Oa t a a.
She waveforms are again plotted for several values of ad in Fig. f .1.
5.3.3 Pulse Transmission Efficiency
Since for any given network a wide variety of input pulses result in 
output pulses of the same duration, which of these input pulses are to he 
preferred over other such input pulses? The answer to this question in 
general depends on additional specifications regarding the communication
such as are listed in section 5*2.2 In the specific ease under
consideration as outlined in section 5*2.3# however, it is desirable to 
maximize the received energy, which will minimize the error rate in the
case of a matched-filter receiver.
A convenient concept for this purpose is the ’’pulse transmission 
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FIGURE 5.8
output and input pulse waveforms, each on a "one-ohm "basis'
a 2
■ '©« o dt
J o
■^p ”■ /'a 2 / e. dt
(5-
Hie implication is that the network representing the channel does in 
fact not present a frequency-dependent input impedance to the -waveform 
generator, (Fig. 5*1) and the waveform observer does not load the channel 
output. ®ie latter condition can always be maintained by incorporating 
in the network representing the channel any loading at the channel output . 
Hie former condition, however, applies only if the waveform generator is
suitably de-coupled from the channel, as would be the case in a radio 
transmission. Fig. 5.1 might, therefore, be specialized to the following 
normalized form where the amplifiers have unit gain, infinite input im­
pedance, zero output impedance:






REF1HEMEKT OF FIGURE 5.1 
5-9
pa- o
Using this representation, / e. (t) is the energy supplied by the
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pa 2
waveform generator, and / e~_ (t) is the energy delivered to a waveform
0
observer which has 1 ohm imput impedance.
5.3.3.1 t] for the Waveforms Considered in Section 5.3.2.1
____ ___________ I,,?, — ....... m 1, 1...-i.'.; .1 11 ..I. ,1........ii-.ji ; —................... ............
Haree types of input-output #ulse pairs were considered for the 
EC low-pass network, under a), b), and e) in section 5*3*2.1. She pulse 
transmission efficiencies for these three types are plotted in Fig. 5*10 
as functions of the pulse duration (a) expressed as a multiple of the 
time constant (j). It may be noted from these curves that the rectangular 
shaped input pulse (type waM) results in the greatest energy transfer 
through the channel for all but very long pulse durations (longer than 
five time constants).
5.3.3.2 ri for the Waveforms Considered in Section 5*3*2*2
. .. P . ..-..-...... .................. . .......... ........... ...... :............... . .................
Sie values of rj for the two types of waveforms considered under
a) and b) of section 5.3.2.2, for the ELC low-pass network, may be 
plotted as function of the pulse duration similar to the above, and the 
graph in Fig. 5*11 results. It can be seen that for this network, the 
rectangular shaped input pulse also results in the greater energy trans­
fer through the network.
5.k Optimum Waveshapes for Complete Elimination of Intersymbol Interference
In section 5.3, it was seen that a number of pulse shapes may be 
applied to a given network so that the output is a pulse of the same 
duration, but these input pulse shapes in general differ in their ability 
to transmit energy through the network.
©f the many pulse shapes of specified duration which, when applied
98-
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FIGURE $.10
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if fOR THE WAVEFORMS OBTAINED IN SECTION $.3.8.8
-99-
to a specified network, produeea pulse output, can one "be found which 
maximizes ri_ ?
• ‘ - ...• ; / , . . ,
5.4.1 Maximization of n
If ‘Method II" of section 5*3*1 is used to describe the input-output 
pulse pairs of specified donation associated with a given network, then
tj can he seen to depend only on the choice of the relatively unrestricted
P * •
auxiliary function, e^Ct). She only requirements on e^(t) are that it 
he a pulse which has the specified duration, and it must he differentiable 
n times,, where n is the order of the denominator of the network transfer
function..
She Calculus of Tariations can, therefore, he applied to find that 
pulse shape for e, (t) which maximizes a, hut with the limitation that 
in general only 2n-times differentiable functions are admitted as possible 
solutions-.
She expression for is
(5-19)
Shem the first variation of -JLd :■
n
D 51 - i s®
..Jl. ,.H..... ILJ1 - must' vanish. for
Jr
n
all variations Se^ vanishing at t = 0 and t = a. Let X = maximum value
©f t | then for all such 5en , the following condition must hold for
*p "'-'-vl ■'
the optimizing function e^\t
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5E -X8D * 5n n ' (5-20)
©ten the optimizing function e^t) must satisfy Euler's equationof order 
2n, in the interval 8> - t £= a:
(*o - li„) - (i§ - Xb|)] e” (t) +
+(-l)n(k2 f: Xh2) e1(2a)(t) « 0,; k± ■;* 0 for 1 > mj (5-21)
■with the boundary conditions
e^(0) = e1(a) » e£(0) = e£(a e (®-l)®1 V; *1(“-1)(a) (5-22)
Because boundary conditions are specified, at both end points, equation 
(5~2l) is readily solved only for simple eases.
5A.1.1 1C Low-pass Network
For the network of section 5.3.2.1, Euler’s equation becomes
e^ +eC^(— -l)e^ = 0.
She solutions of this equation, satisfying e^(0) = e^(a) = 0, are of the
2
{%$$).
form e^(t) = c sin«< (^j~) t, where = (—■) , n = 1, 2,1-X
©e value of. n which results in the largest X is clearly a = 1, so that 





and the optimum •waveforms are




& optimum waveforms are shows in Fig. 5*12 for the ease a^ = x, 
and % is plotted in Fig. 5*13# ‘with the results obtained in sections
5.3.3.1 shown as dotted lines for comparison. For small a < 3 this optimum 
signal can he seen to result in about a 1 db improvement over the best 
signal of seetion 5*3*2.1.
In this first-order case, the variational solution represents an 
optimization overall those functions e^(t) whose first derivative exists 
and is continuous, oyer the pulse duration. It therefore takes into 
account all permissible functions e^(t) except those which contain abrupt 
changes of slope for 0 - t £ a. Shat no function of the latter type ean be 
the optimum e^(t) can be surmised from the fact that it could be approxi­
mated arbitrarily closely by a function with continuous derivative, while 
the above solution has no suggestion of corners in the interval 0-£ t ^ a.
5.4.1.2 BLC low-pass Network
If the variational method is applied to the network considered in 
seetion 5*3*2.2, the Euler differential equation becomes:
4* \l-X) e^(t) = 0 (5-27)
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«i('t) = e ^[2d?-(~p)2]cos ~p(t- |) - 9.b6 ~ sin ™p(t- |) +
.133[2ct2-(M2)2] cosh ^p(t- §) + 1.26 I sinh ^p(t- |)| (5-29)
eo(t) = c(2^2$ [cos • ~) + .133 cosh —^2(t- Jr) 3 (5-30)
Jig. 5.15 also shows the results obtained in section 5 *3* 3*2 as dotted 
lines for comparison. It can he seen that for small a<*, the optimum 
signal (Eg.. 5-29) results in an improvement of about 2.5 db over the 
3-step signal of section 5*3*2.2.
The above solution represents an optimization over the restricted 
class of pulse waveforms e^(t) whteh are four times differentiable in 
the range © z t a.
5oh.2 Bandpass Channels
Although only low-pass networks have been considered up until now, 
the above results may be generalized to bandpass equivalents if the 
,!high-Q assumption" is valid, that is, if the response of the bandpass 
network is effectively zero at zero frequency* In -feat ease, the optimum 
pulse waveforms are modulated carriers, with the carrier frequency equal 
to the center-frequency of the network and the envelope equal to the 
pulse shape as obtained for the equivalent low-pass ease.
-101!-
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5.5 Comparison -with Simple Rectangular Pulse transmission
The complete cancellation of intersymbol interference has of coarse 
heen achieved at the expense of a reduction in received energy for a 
fixed transmitted energy (per pulse). For instance, it can easily he 
verified, that the gated sine wave signal in section^.1.1 re stilts in 
a smaller received energy than would a rectangular pulse of equal duration 
applied to the same channel, given a fixed transmitted energy. But full 
use of the energy of the rectangular pulse can only he realized if a 
single pulse is to he transmitted, so; that the receiver may observe the 
exponentially decaying transient over a suitable length of time (which 
depends on the channel time constant)—i.e., no chance for intersymbol 
interference,
Thus it is clear that a meaningful comparison must include a con­
sideration of intersymbol interference and transmission rate. For this 
purpose, a "conventional1* transmission consisting of rectangular pulses 
is appled to the EC low-pass channel, and the performance of this 
system is compared with the one in section 5«t»l*l«
5.5.1 Simple Rectangular Pulse System
bet the transmitted signal element of duration a consist of a 
rectangular pulse of duration d, where d fr a. This signal element and its 
opposite polarity counterpart comprise the binary signal alphabet. The 
duration d is fixed but not initially specified, in order to permit some 
control over the intersymbol interference by selection of a suitable value 
for d. Channel input and output waveforms for a typical transmission 
of this type are shown in Mg. 5-l^s
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SIMPLE RECTANGULAR PULSE SYSSEM 
ISSUE 5*16
It can be seem that it may be desirable to make d smaller than a, in 
order to. reduce the intersymbol interference. Am expression for this 
interferencewill mow be obtained*
First it is necessary to give a quantitative definition for the 
imtersymhpl interference. As previously stated, the waveform observer 
is assumed to be a matched filter. Its output after every received 
signal element, and in the absence of interference of any kind, is one of 
two possible voltage levels of equal magnitude and opposite polarity, ly 
intersymbol interference will be understood the fractional contribution 
to this voltage level, due to signal energy transmitted prior to the 
particular sigaal element intended to be indicated by this voltage.
She inter symbol interference experienced by any received element 
may thus depend on the polarities of several preceding signal elements.
In the computations which follow, the maximum intersymhol interference, 
denoted by will always be considered? i.e., the interference which —
-107-
for the system being considered — arises from a string of equal polarity 
pulses,
EQ1, the energy received in the interval 0^ t < a, due to a signal 
element transmitted during 0<ta, is: (assuming pulse amplitude = 1
at channel input)
a-
S01 (i-s-0*)2 at *J Ui-^) at
- d 1_2a
/ 2ad - ad , ~ \ -2aa (e -2e + 1) e (5-31)
The value of the output voltage at t = 0, due to a single transmitted 
pulse initiated at t = -a, is eQ(0) = (e0^ - l)e~C2a. After another 
element length this voltage decays to e (a) '»• - 1) e ^eea; etc* The
maximum possible interfering waveform, in the interval t<a, due to 
a string of equal-polarity input pulses preceding t = 0 is therefore
00





Contribution by this interference to the output of the matched filter is
E = 7 e (t) e (t) dt 
ox J o' ' x- ' u o
l£jz12 -aa
-aa
/- ^-at\ -at(l-e ;e dt
L u O
o
e (o) _a(a-d) -aa• O € ■. . . — €• ,
2a , _ -aaS
(l- dt
(5-33)
She latersymbol interference is therefore
x V 4(e )(^)-^)
m E@1 [2a&+Z<faA-2-eo(0)] (l-e_Q!a)
As in earlier sections, it is again convenient to normalize with respect 
to a and thus to make a® one variable in the above equation, while d ean
be written as a fraction of a.
The solid eurves in Fig. 5.I7 are contours of constant plotted 
in the a®, 4> plane. Some incidental facts about the rectangular pulse
system may be noted. It can be seen that as aa decreases, increases 
rapidly. For small values of a®, changing d has little effect on the 
maximum intersymbol interference. However, for any given value of a® 
(given channel time constant and transmission rate), 1^ is always mini­
mized by making d = ©. Unfortunately, this means no transmission.
The pulse transmission efficiency of the rectangular pulse system, 
Tjr(d), is given by the expression
ME
d ' Cs
This may be compared with tj for the transmission system in section 5*4,1.1.
5.5.2 Comparison of the .Transmission of Ueetion 5.1)-.1.1 with that of
-"Section- 5.5*1 "
An Si low-pass channel with a certain time constant — is assumed 
given, and it is desired to transmit at acertain rate ~ through this 
channel; i.e., aa is assumed specified. In addition it is specified.
that, the intersymbol interference may not exceed a certain value .
Two types of transmissions are considered for use in this situation,
the gated sinusoid transmission of section 5.4.1.1 and the rectangular
da
CONTOURS OP CONSTANT 1^ and ~ FOR THE PEKFORMMCE COMPARISON IN SECTION 5.5
FIGURE 5.I7
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pulse transmission of the previous section, the latter 'With arbitrary- 
value for d, 14a. For the specified, conditions, how do the pulse trans­
mission efficiencies for the two types of signals compare?
It is merely necessary to consider the ratio; "Tp"'''
■P
If this ratio
is greater than 1, the rectangular pulse transmission is more efficientj 
if it is less than 1, the gated sinusoid transmission is more efficient. 
Contours of constant values for this ratio are shown as dashed lines
in Fig... 5.17. To the left of the contour
%
s= 1, the rectangular puls©
'P
transmission is more efficient. Mote that this is possible only if about 
b^o maximum intersymbol interference,or more, is permitted. Kras, if the 
allowable maximum inter symbol interference is greater than about and 
also is such that it can be satisfied by the rectangular pulse transmission 
for a specified value of aa, thendean be a&justedto mahe the rectangular 
pulse transmission more efficient. For instance, if aa = 1.8 and X^ = kGfo 
maximum are specified, then transmission of rectangles of duration ais 
50$ more efficient than thegated sinusoid transmission.
What happens as the product of transmission rate and time
constant ■— is to be increased, while the maximum tolerated I is held 
constant, earn be seen by sliding along the appropriate 1^ contour in 
Fig. 5.17> or by referring to Fig, 5*l8> where 1^ is read along the 
vertical axis. let the specified maximum intersymbol interference be 
The performance of the rectangular pulse system can be seen to be as 
follows?
aa >6.$: I < 0.1 always, for d<a (greatest efficiency ism
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3.0 < as<6 *5
I < 0.1 by suitable selection of d; n slightly less 
than n•p ■
I ^ 0.1 and ti -2. ri "by suitable selection of d m r p
2.h< aa <3.0: I ^ 0.1 hut ti <ii for all allowable d
m *r p
as<2.h: I exceeds 0.1
5 ♦ 5♦ 3 Summary of Comparison
In summary the following conclusions may be drawn from the above 
comparison. Consider a fixed channel time constant:
1. If the time allotted to one signal element is sufficiently 
long (compared to the channel time constant), the gated sinusoid signal 
is very slightly superior to the rectangular pulse signal.
2. There is a range of element durations in whieh the rectangular 
pulse transfers more energy through the channel than does the gated 
sinusoid, and yet does not produce excessive intersymbol interference.
For instance, if no more than 10$ maximum intersymbol interference is 
tolerated, this range is about 2:1, corresponding to 3.0 <aa<6.2.
3* For short durations (high transmission rate) the gated sinusoid 
transmission becomes much less efficient than the rectangular pulse trans­
mission, but the latter results in very large intersymbol interference.
In other words, as the transmission rate is increased, the intersymbol 
interference produced by the rectangular pulse system increases, and it 
takes an increasing fraction of the transmitted energy to achieve elimina­
tion of the intersymbol interference.
5.6 Sensitivity of the Optimum Performance to Ohamges in Channel Parameters
After the optimum Input pulse - one which maximizes the energy trans­
fer through, the given channel - has been found, it is of interest to determine
the effect of slight changes in the channel characteristics. In such a 
ease, the output is generally no longer a pulse, and consideration must 
he given to the energy received during the intended pulse duration, as 
well as the energy received thereafter due to the remaining transient, the 
sum of the two being the total received energy for t>0.
A ehange in the channel parameters (or their inaccurate determination) 
thus affects system performance not only by a change in the received energy, 
but also by the introduction of intersymbol interference which had been 
thought eliminated. Besides, the received waveform also changes, so that 
the '‘waveform observer" would have to be matched to a new waveform in 
order to utilize fully the received energy. This latter problem is not 
considered in this section, but the received energies have been computed 
for a particular ease.
5.6.1 The Pul.se of Section 5.t.l.l Transmitted Through an Arbitrary RC
Lowlpass letwork
In section 5*t.l.l the input pulse waveform of specified duration was 
found which effects the most efficient energy transfer through an 1C low- 
pass network of time constant ^ and results in a pulse at the output. If 
this input waveform is applied to an SC low-pass network with time constant 
~ , then the following observations can be made?
a) The output waveform is a pulse only if a = y. (Kg. 5*19)
b) For a given transmitted energy the energy received during the 
interval 0^t^a increases with y, but for y > a it is less than 
it would be if the transmission were optimized for y , whereas 
for y< a it is greater than what it would be if the transmission 
were optimized for y. (Fig. 5*20)
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TRANSMISSIONPULSE OPTIMIZED FOB CHANNEL TIME CONSTANT
THROUGH A CHANNEL WITH TIME CONSTANT
t» 0.05
O 0.03
2.0 3.0 5.0'at o;2 013 05
CVI® ENERW DURING (0, a) WHEN THE CHANNEL TIME CONSTANT* 
ANt) THE PULSE IB OPTIMUM FOR A CHANNEL TIME CONSTANT 
5.^0 ■
e) For 0.5^ ^12.6, approximately, the energy received after the 
time interval (©, a) is always less than 10$ of the energy re- 
eeived during (o,a). For 0.8^ 21 £1.3, approximately, the 
energy received after the time interval (o, a) is always less 
than 1$ of the energy received during this interval* (Fig. 5*21j 
More detailed information may he taken from the accompanying graphs 
which give the results of the computations performed. It may he con­
cluded that the performanee of the system of section 5,h,l.I is not very 
sensitive to small changes in Channel time constant.
5.7 Transmission of Overlapping Pulses
to this section, a mode of pulse transmission is eonsidered which 
differs from the one implied in the diseussion up till now* It will he
shown that a further Improvement over the optimum transmission of section 
is possible*
So far, it has heen assumed that signal energy which istransmitted 
during the interval (©, a) hut received after time t == a causes inter- 
symbol interference, i.e., the next signaling element is transmitted and 
received in the interval (a, 2a). Instead, pulses are now transmitted 
so that their durations partially overlap, the region of overlap being 
specified, toe receiver is assumed to make no observations during the 
interval of overlap.
toe same kind of channel is assumed as has heen considered In previous 
sections..
to order to make the results obtained here commensurate with those
of the earlier sections, the transmission rate, — , should remain the 



















































is, therefore, taken to he a + b, where h is the interval of overlap, 




PULSE TSMSMISSION WITH OlEBIAB 
PXGU1E 5*22
Since the waveform observer is only operating during the interval 
(b, a), the performance criterion beeomesthe rati©
received energy during the interval (b, a)
averagetransmitted energy per pulse (5-36)
Because the waveforms also overlap at the transmitter, the denominator 
of the above expression requires some additional assumptions. Let it 
be assumed that successive transmitted pulses are selected independently 






f e2(t)dt + |r f [ei(t) + ei(t-a)]2dt+ ^ F [ei(t)-ei(t- 








5.7.1 Bae Poise of Section 5.b.l.l transmitted with Overlap .
As a specific example* the optimum system of section 5 A.1.1 will
now he called upon to transmit at some rate — with some overlap b*
0 ^h< a. Is it possible to achieve am improvement over the performance 
obtained in section 5.4*1»1?
For this





A plot of this expression* for different values of as* is given in Ilg, 5.23 
and indicates that a non-zero value for b can improve the energy transfer 
through the system* in spite of the fact that some of the received energy 
is deliberately discarded.
pds shows that further optimization of the transmitted signal is 
possible (beyond the optimum obtained in section 5.4) while still avoid­
ing intersymbol interference.
5.8 Conclusions
Bie investigation reported in this chapter shows that definite
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improvements can "be achieved in the performance of a comnaini cation 
system by giving suitable consideration to the design of signals. An 
alternate benefit to be derived from an application of signal design 
would be the-easing of codingrequirements while maintaining the same
system performance*
Optimum pulse signals have been found for non-overlapping trans­
mission . which satisfy the requirment. of zerointersymbol iaterference'.' at 
the receiver; This optimization has been made for arbitrary signaling 
rates, ike signals obtained in this manner for a given channel can be 
used for transmission at rates that are sufficiently high to prohibit the 
use of si®!© rectangular pulses because these cause excessive smearing 
of the received waveforms .
It has been shown that for a simple channel model the performance 
obtained with signals that are optimized for* this channel does not 
degrade rapidly with changes in the channel characteristics, This is 
of particular interest in establishing requirements for channel identi­
fication measurements .
finally it has been shown that further performance improvement 
is possible by permitting successive transmitted waveforms to overlap 
somewhat.
Only very specific cases have. been examined,,in;some detail in this 
preliminary study. However, the results obtained give some insight into 
the properties and behavior; of signals in digital communications. They 
also point,,out,.the need' for .much,, were work in -this area, .lore, theory 
must be developed to treat the problem of signals design* while the 
results to be obtained are almost certain to greatly benefit the com­
munications art. •
-121-
Further investigations should specifically he concerned with the 
following topics:
1) Continuation of the work presented in this chapter, that is, 
the optimization of transmission for the system model as des­
cribed in section 5*2.3*
2) The application of other performance criteria, such as given 
in section 5.2.2.2, suitably related to practical system re­
quirements,
3) Consideration of models for more general types of channels, as 
listed in section 5.2.2.1, which also includes the problem of 
specifying appropriate channel models on the basis of specified 
practical system parameters.
CHAPTER ?I
PERPGRMMCE OP ERROR CORRECTIIO CODES
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6.1 Introduction
Asa important method of increasing the reliability of digital data 
transmission systems is the coding of the information to he transmitted 
in such a manner as to enable the receiver to detect and possibly correct 
the more probable error patterns that the channel may introduce. A brief 
heuristic discussion of the philosophy of coding for error reduction 
appears later in this chapter.
Jfany coding/decoding schemes, of varying complexity and capabilities, 
have been proposed; it is standard to express the capability of a code in 
terms of the types and magnitudes of. the error patterns which that code 
will detect, or detect and correct. However, such expressions of capa­
bility are useful in the analysis of the "goodness" of the code only with 
reference to other codes of similar complexity; they do not allow compari­
son of the performance of an uncoded channel to that of a channel utilizing 
the code.
It is .the intention of this chapter, then, to explore the relative 
advantages (principally, an increase in reliability) of eoded versus 
uncoded systems, and the costs (in the most general sense) of attaining 
these advantages. Although the form of a general solution valid for all 
codes of the type studied is presented, analytic and numerical results 
are obtained only for the more easily implemented codes.
6.2 Outline
.Shis chapter is divided into several sections. A brief outline of
the contents of each section follows.
Section 6.3 presents "briefly a discussion of the field of error reduc­
tion coding. Mach of the mathematics involved in the formulation of error 
correcting and error detecting codes is omitted; however, sufficient 
detail is included to enable the reader unfamiliar "with the terminology 
to follow the remainder of the chapter.
Section 6.h discusses the parameters involved in assessing the 
quality, from performance standpoint, of coding schemes; a measure of 
code merit is postulated and discussed in the last part of this section.
Section 6.5 presents and discusses the restrictions introduced upon 
the systems to he analyzed in detail. There are: a binary system, a
symmetric memoryless source and a symmetric memoryless channel disturbed 
by additive white Saussian noise.
In section 6.6, a brief resume of the relationships between channel 
signal-to-noise ratio and the binit rate is presented.
Section 6.7 relates the channel probability of error to the binit 
probability of error at the decoder Output. The general solution is a 
variation of a form found in the literature, as is the philosophy of the 
computer simulation method of solution; the analytic solution for the 
Hamming codes, however, is new.
The numerical results are presented in detail in Section 6.8; the 
accompanying text explains the exact interpretation of the graphs, and 
includes examples of their use.
Mathematical derivations in the body of the report are reduced to 
a minimum; when these are available in other publications, reference is 
made through the bibliography. The derivation of the Hamming code error 
rate equations is new, and is presented in detail in Appendix If. The
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results of computer simulation are presented in Appendix V. Tables of 
coefficients for the Hamming code error rate equations are included as 
Appendix TI.
6.3 Coding for Error leduction
6.3.1 Introduction
It is the intention of this section, not to detail with mathematical 
precision the various methods and philosophies of error reduction coding, 
hut to present heuristically, with a minimum of such mathematics, a general 
discussion of the fields For detailed or mathematical discussions of
coding theory and specific codes, many excellent references are available.
(33)
Shannon- ■* in his treatment of the theory of communication, proves : 
that information may he transmitted over a noisy channel with arbitrarily 
low;error rate provided the rate at which such information is supplied 
to the transmitter is lower than the channel capacity, or, in other 
words, providing that there is room for the insertion of redundancy.
• A very simple example of such redundancy insertion is a system that 
transmits every binary digit, or "binit", three times; the observer (i.e., 
the decoder) at the receiver assumes that the actual transmitted biaits 
all had the same value as that of the largest numberof identical received 
hinits. Such a system interprets correctly, then, any error pattern which 
results in either zero or one error in every block of three hinits corres­
ponding to a single transmitter input hinit.
However, in this example, three hinits are used to convey the in­
formation originally contained in one — obviously a very high sacri­
fice of channel capacity. The search for better codes may be described 
as a search for efficient methods of introducing redundancy into the 
information to be transmitted.
6.3.2 Group Codes
Shis coding review will deal with group codes only. Group codes 
hare several interesting characteristics; their main distinguishing 
feature, however, is the general encoding and decoding method, The 
information bimits supplied to the transmitter are accepted in fixed 
length "blocks. To each such "block is adjoined a fixed number of check 
binits, whose values are determined "by the information binit values, 
forming a eode word. Similarly, at the receiver, the incoming stream 
of binits is broken up again into code words (note that synchronization 
is required — each received word is a transmitted word, except for 
hinits changed, and thus in error, "by the noise in the channel). Each 
eode word is then interpreted, after the correction procedure is com­
pleted, as a representation of a particular block of information hinits>
Another characteristic of group codes is that the set of all code 
words forms a vector spaee, where the individual elements of each vector 
(code word) are elements from the modulo 2 field (in the modulo 2 field,
0 + 0 = 0; 0 + 1 = 1; 1 + 1= 0). Thus, the vector addition of any two 
code words is also a code word.
6.3.3 She Decoding Table
- There are many ways of representing a particular group code; perhaps 
the most straightforward and complete, however, is the decoding table.
The decoding table is a rectangular array of all possible received words 
the code words appear in the top row, with the all-zero word (always a 
member of the set of all code words) at the top of the first (left hand) 
column. The remainder of the words appear exactly ©nee each in the re- 
aminder of the array.
ffiie rules for setting up the array are as follows; to form the 1 
row (assuming rows 1, 2, ..., i-1 are already formed), place ary word, 
not yet used in any previous row in the first column. Shea, in each 
of the other columns, place the word resulting from the vector (modulo 2) 
addition of this first column entry and the eode word heading each cloumn, 
0©nsider the possibility of a word appearing more than once in the 
table. Allow f to represent vector (modulo 2) addition; set e^ = the word 
in column 1, row i, with similarly defined, and i <. J. Set also, ©^ * 
any code word, and = also any code word. Assume now, that some word 
appears twice in the table; in particular, let the entry in row i under 
- the entry in row j under cd^; then $ ca^ = :.e © ©g . 
lotiee, now, that ©g © ©g= 0, where 0 represents the vector (word) 
with all zero entries; also, o>2 ©0 = ©2J 'Mien, '‘adding” ©g to both sides
% = 6i* CD2
but, for a group code, «l. © ca - , some eode word; then e. = e.® ca_± 4 i 3 3, ■ 3
t ' *$■’&*i.e., already appears in a previous row (in particular, in the i 
row under ©~) . Such a ehoiee of e. as the first word of the 4^* row
v 3 v ±J
would violate the rules for forming the table. Thus, the situation of 
si® “l ~ ©g> with i / j,
cannot occur. Also, if i = j, then ©^ = co^ — and this defines one and 
the same,position in the table.
The rows of the decoding table are normally given the name "eosets"; 
the entry in the first column in eaeh row is termed the "eoset leader”. 
Note, now, that a received wort must1 be either a code word or the "sum” 
I©).of a: eode word..and. a coset leader. !Ehus, if the decoder is designed 
to search this table for a given received word and change the received
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word to the eode word heading the column in which the received word was 
found, the decoder is, in effect, making the assumption that the error 
pattern introduced in the transmitted word by the channel is the coset 
leader for the coset containing the word actually received. In "brief, 
the error patterns corrected by any given code are coset leaders of tbe 
corresponding decoding table, ,
When, in the formation of the decoding table, the additional rule 
is introduced that the word chosen for a coset leader is a word of least 
"weight11 (weight = number of l's) among those yet to be used, the table 
is said to be in standard array,
6.3.4 Perfect, Quasi-Perfect Codes
A perfect t-error correcting group code is a code that corrects 
all patterns of t or fewer errors in a code word, but no others. A 
quasi-perfect t-error correcting code is one that corrects all patterns 
of t or fewer errors and some patterns of t+1 errors, but no others.
Equivalent definitions would be that perfect t-error correcting 
codes have as coset leaders all patterns of weight t or less, and no 




fhe basic lamming codes of length n = 2m - 1 binits correct any 
word received containing, at most, one error; they are perfect codes 
and, as sueh, have all eoset leaders (other than the first) of weight 
one. Bias, an n binit word length lamming code has a + 1 cosets. The 
number ©f information binits is k = n-m, leaving m check binits.
One particularly interesting way of encoding the message results 
in a simple decoding scheme without using a decoding table. Consider
the ordered "binary numbers from 1 to n, written with m places 
(i.e., for m = 3: 001, 010, Oil, 100, 101, 110, 111). 1ft the ith
jui-
number correspond to the i binit in the n-plaee code word. lotie© 
that there are mbinits whose binary position representation contains 
exactly ©me 1; let these he the m check hinits.
low select all those hinits whose binary position equivalent 
contains a 1 in the "first” (right hand) position — namely, 1, 3, 5,
7, ..., n-2, and n; let this be the first "cheek sequence". Similarly 
the second check sequence is to be made up of those whose binary 
equivalents contains a 1 in the second position,; and so on. low each 
check sequence contains, as its first binit, one of the cheek hinits, 
and no other. Form the code word, then, by filling in arbitrarily all 
except the eheek binits; sum (modul© 2) the value of the hinits in each 
cheek sequence, omitting the check binit, and enter this sum as the 
corresponding check binit. The sum over any complete cheek sequence is 
them;zero,
Then, in decoding, again sum the binits in each eheek sequence. 
Interpret each sum (modulo 2) as the entry in the corresponding position 
of an m plaee binary "cheek" number.. If one error (I.e., a 0 changed 
to a 1, or a 1 t© a 0) hadpccurred during transmission, a little Investi­
gation will show that the resulting cheek number is the binary position 
equivalent of the binit in error.
The basic SEC (Single Error Correcting) Hammingcode may be modified 
so as to detect, without, correction, all double errors as well as many 
of higher order. Consider adding another check binit to a Hamming SIC 
code word; the value of this binit is 1 if the weight of the basic word
is odd, and 0 if the weight is even * low, for 'any datable error, the 
check word may be non-zero (thus locating the error) or zero (indicating 
that it is the overall cheek binit that is in error).
6.3.6 Bose-Ghanflhuri Codes 36)
A full treatment of these codes would not be in keeping with the 
intent of this report. Suffice it to say that Bose and Chandhuri have 
devised a general method for constructing codes capable of correcting 
up to and including t errors, t being any positive integer, and that it
(37 ) 'has been shown ■■ that two-error B-C codes are quasi-perfeet, while B-G 
codes with t -£• 3 are not.
6.4 Characteristics of Code Performance
She characteristics of performance referred to are not those tech­
nical details associated with the coding-decoding .processes; these 
details are characteristics of the code itself and, although they indicate 
in a general sense the correction capabilities of the code, they cannot 
be used as measures of merit or performance. What is meant by the code 
performance characteristics are the overall measures of the advantages 
gained by the use of the code, the cost of attaining these advantages, 
and the merit of the code. (A measure of merit is defined below.)
6.4.1 Costs
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Associated with any code are the mathematical manipulations re­
quired to code the input information, and to correct, as applicable, and 
. ■ ■ ■ . . • . ■
decode the coded messages at the receiver. Generally, the coding schemes
may be implemented with relative ease; the decoding/correetion methods, 
however, range from the relatively simple to the extremely complex.
6A.1.2 Information Bate Reduction
The information contained in a received sequence of independent 
digits is a function of the a-priori transmitter probabilities for the 
digit values and the probability of an error being introduced during 
transmission. It may appear that, for fixed a-priori probabilities for 
the information digits, a code designed to reduce the probability of error 
would result in an increase in the information rate; however, for a fixed 
digit transmission rate, this increase is, for the low initial error 
probability case of interest, negligible compared to the reduction in the 
rate caused by the code redundancy* Thus, for the fixed bandwidth (or 
constant transmitter rate) case, the net change in the information rate
is a decrease, and must be considered as a eost.
6.4.1,3 Omissions
This cost arises only when error-detecting codes are used with one­
way channels. In such a situation, a message received in error may be 
assumed to fall into one of three categories; the error pattern is either 
one which the eode is designed to correct, one which the code is designed 
t© detect without correction, or one which is beyond both the correction 
and detection abilities of. the code. In this latter ease, the pattern
will normally be interpreted incorrectly by the decoder as being a differ­
ent correction or deteetion-without-correction error pattern. Thus, insofar 
as the decoder is concerned, all received patterns are either correctable, 
or non-correctable. Although the action to be taken by the decoder 
upon the detection of a non-correctable error pattern is part of the 
decoding procedure, those actions will have significant effects on code 
performance. In the analysis to follow, it is assumed that those re­
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ceived words containing detectable but non-correctable high order error 
patterns will be discarded; the resulting probability of an information
binit being discarded, or the omission rate, is investigated in detail
... . K ' . ■
in this chapter*
6.4.1.4 Belay
The decoding of any group code requires that the complete code word 
be available; thus, there can be no output from the decoder until the 
entire word is received* Except in special situations, this delay is too 
short to be of significance in the evaluation of code performance.
6.4.2 Advantages
6.4,2.1 Reliability
Ignoring the insignificant increase in information rate resulting 
from a reduced probability of error (as discussed in 6.4.1.2), decreasing 
the probability of error for the received information binits at the 
decoder output, and thus increasing the reliability to be placed in 
the received data, is the only reason coding would be used.
6.4*3 Measure of Merit
In general, under the constraint of fixed energy/binit and fixed 
binit transmission rate, coding will buy an increase in reliability at the 
price of a reduction in information rate. Having two parameters of per­
formance for each code makes comparisons of the value of different coding 
schemes difficult.
Mother system eliminating this difficulty may be postulated. Con­
sider the application of coding to a channel for which the average power 
and the maximum allowable error rate are specified as design require­
ments. The error rate required then may be used to calculate the re­
quired ratio of the energy per binit to the noise spectral density,
E/jSy for coded as well as uncoded systems. From these ratios and the 
fixed average power limitation, a maximum rate of information bimit 
transmission, relative to that forthe uncoded system, may he obtained. 
Such a quantity is well suited for use as a criterion of comparison among 
different coded, as well as uncoded, • systems; it yields directly the 
./changes., in the rate of transmission of information binits resulting from 
the use of error correcting codes.
It should he rememhered that for the small error probabilities of 
'interest, the information binit transmission rate ls very nearly the 
information transmission rate of the system. Thus, another proposed 
criterion, the rati© of information rate to bandwidth, is a function, 
of the number of redundant binits per code word only; these values are 
supplied in tabular form.,
6.5 , lestrletlons Introduced
As is implied in the chapter title and in the preceding discussions, 
the major restriction imposed is that of a binary system. In addition, 
the following .restrictive..: assumptions are made.
6*5.1 Symmetric Memoryless Source
It is assumed that the information to be transmitted has already 
been coded for maximum content per binit; this infers that the source 
emits a series of independent binits, each of whose two values (usually 
0 and l) are equally probable.
6.5.2 Symmetric Memoryless Channel
The most efficient modulation system is the phase-reversal keyed; 
for such a system, the transmission of a 0 or a1 requires an equal amount 
of power, and maximum transmission rate (and minimum average probability 
of error) is obtained when the receiver decision system is adjusted for 
equal transitional probabilities, 0-transmitted to 1-received, and
1-transmitted to 0-received. A similar situation occurs ■with all symmetric 
modulation systems. ,
By memoryless channel, it is implied that there is no intersymbol 
interference. The solution for the error rate of a channel having 
symbol smearing is, for all practical purposes, an unsolved problem; 
treatment of this situation is beyond the intended scope of this chapter.
6.5.3 Additive White Gaussian Hoise
'There are two main motivations behind the assumption of additive 
Gaussian channel perturbance. The first is a practical one, from the 
viewpoint of analysis; such an assumption greatly facilitates the analysis 
of system behavior. Greater justification, however, is provided by con­
sideration of the type of system for which error correcting codes hold the 
greatest benefits. As mentioned in 6.¥.1.1, coders are easily imple­
mented, can be made light in weight, and draw little power; decoders, 
however, can be extremely complex. One of the most critical applications 
of communication links, so far as minimizing transmitter weight and power 
requirements while maintaining high information rates and low error rates 
are concerned, is transmission from space vehicles and satellites to ground 
stations. In the discussion of channel characterization of Chapter II, it 
is pointed out (2.3.8) that the frequencies of value for space communi­
cations lie above 100 me. It is further advanced, in 2.2.5, that the 
majority of the additive disturbances in the 30 to 15© me range - indeed, 
virtually all such disturbances, for frequencies above 150 me - are in 
fact Gaussian In nature.
6.6 Reliability of Symmetric Mode Binary Modulation Systems
6.6.1 Introduction
The formulae and relationships quoted in this section are derived 
and/or collated by Hancock and Sheppard in a previous report, "information
Efficieney of Binary Communications Systems", Contract AF 33(6l6)-8283. 
They are preseated here only in the interest ©f providing an analytic 
basis for the graphical presentation t© follow.
6.6.2 PSK/MF - Coherent Detection
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ahis system represents the best possiblebinary system attainable, 
with respect to probability of error. The graphical results to follow 
are based upon this system.
The filter output is described by the conditional probabilities
p(x j ®^)
and
p(x J lt )
SjiI E0 : '
-A- e








where x = filter output
E = energy per binit
Eo - noise spectral density (double-sided)
For Symmetric operation, the resulting probability of error is
p 1
e ~'2 1 —
( /— )
V v 2U1; © .
6.6.3 Summary of Other Systems
-XASK - USD: F@ = e , where X is the solution to the integral
x r i i„ - a + J- ,—
-XJ © V da = e
(6-4)
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6.7 Performance of Binary EC/ED Codes
6.7.1 Introduction
(6-14)
This section is concerned specifically with the derivation, analytically 
and/or experimentally* of what is termed the ’’error rate equation”.
The error rate equation is defined to "be the equation for the bimit 
probability of error at the decoder output given, as the independent 
variable, the channel word or digit error probability .
It is assumed throughout that the transitional probabilities for the 
channel are equal, and that the probability of a single error in the channel 
is independent of the past history of the channel.
It should be noted that errors at the output of the decoder no longer 
occur independently. All simple error patterns received by the decoder 
are corrected, while those of higher order are not; hence, the output 
errors occur in bursts..
1.7.2 general Error late Equation
I .1 r. "II i iViMMFlywijWTH.iirn.iiii 11 ■ —Tiiw iliiir rmi.r-i ni mi nynw Hi I ■ ii ,11 ill i ij» 11. i ■ ■■ n HI i in. hi
In the derivation of an error rate equation, the first logical step is 
to express the decoder output error probability P^ as a summation:
all input
error
P(arbitrary information binit in error at the 
decoder output[the specific input error pattern) 
P(a specific input error pattern) (6-
For a symmetric channel with independent errors and error probability p, 
and for group codes ,
■’f • • ■'PI—F{speeifie input error pattern) = P^ (l-Pe) (6~
where
n = word length
i = number of errors in the pattern 
since each word Is decoded independent of the other words received*




binits in the 
code word
that an arbitrary information binit is in error
P{an arbitrarily chosen info binit = a specific info 
binit in the code word}
P{the specific info binit in the previous condition is 
in error at the decoding output}
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Define k = number of information bimits in the code word. Arrange these 
Mnits in a sequence so that "the ath binit", reads as "the ath binit 
in the sequence of k information binits in a code word", refers to a 
■unique binit .
low, I aa arbitrarily chosen info binit = a specific info binit = ^
thus.
PI .=- P{the ath info binit at the decoder output is in error} (6-19)
a=i
Consider the set of all binits in the code word; with each binit
associate a number lid. in, so that by referring to "the d.^ binit",
J <3 J
reference is i&ade to a mlqiie limit in the
Erery imf©rmati©n limit is also in the set) let d = the code word
thbinit corresponding to the a information binit, as previously defined. 
Baem, k
P' = k P{d is in error at the decoder output}wt (6-20)
a=l
Define (e!) as the specific set of binits in a word in error at the 
J
decoder output, with l^-^&i*, i* = total number of errors in the word at the
decoder output, then.each ecorresponds to a d in error.
. d
Define (e.) in a similar manner, but for the set of errors at the 
decoder, input resulting in the set (el) at the output. Here, l^j^i, 
and i is not generally the same as i*. Ihen, with "e" read as "belongs 





P(dae(ep} P ((e^)} (6-21)
low, P {(e^.)} - Pj (1-Pe)n-i (6-22)
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lote, however, that P {d_.e(el)) is, for a given (el), such that either 
dae(ep and P(dae(ep) = 1, or dQ / (ej) and P{dae(ep } = 0.
Define 1^ = the number of received error patterns (e^) containing i errors 
each for which d@e(e^). Then 
k n
*■; = i I I v/ («-«)
. a=l i -l









.. © '• . ; e ■ (6-2k)
low, for error correcting codes, 1. = the number of received error patterns
(e.) containing i errors for which the associated d is in error; then
•k® a
1. is justthe total number of information binits in error at the 
CC=1 ■
decoder output as a result of all of the i-fold error pattern inputs, and
/ k . ■
1 V"1
k / ^iec is "k*1® avera€e number of times an information binit is in error
oSl






the probability that an arbitrary information binit is in 
error
given that some i-fold error pattern occurred at the decoder input 
and
(f) P 1 (l-P )n 1 * probability of an i-fold error pattern input.
Returning to (6-23), a method of solution "by computer simulation is 
obvious. Set up a decoder on the computer and, with an assumed "transmitted" 
all-zero code word, simulate all possible error patterns (by generating all 
2n n binit binary numbers) and apply these to the decoder- Then for each 
value of 1 ones (i,e., errors) in a code word, record the total number of 
ones (errors) in the information binits at the decoder output for all such
■v ; k ' . 7'. ■ V/
i-fold patterns. This number is, then, ^
(X—l.
This method of solution, although straightforward, is quite lengthy,
For a code of length n, the number of error combinations that must be 
examined is 2n -- and the method of examination (i-e., the decoding process)
can. be quite complex. Maly tic solution, where possible, is preferred- 
6.7-3-2 Analytic Approach; Ramming SEC Codes
Several simplifications are possible when dealing with Hamming codes; 
these arise, basically, as a result of these codes being perfect* .(Although 
this property is not used explicitly, the results implied by this property
are
The first simplifying property is the relationships between the:(e^) 
and (e!)- For any received error patterns, (e.), the "corrected" error 
pattern (e^) must fall into one of three categories i it is identical with 
(©'»■); it, is'(e .) with one error deleted; or, it is (e.) with one error added. 
Secondly, it is possible to show (see Appendix If) that the number of 
error patterns (e.) of fixed length 1 for which the corresponding (el) is 
such that (el ) = ,. (e. ) with p adjoined S^(e.), for some fixed p, is 
independent of the value of £ considered; a similar condition exists for 
all (ej) formed by deleting p from an (e^) of length i (and here pe(ej) 
is implied).
It is also proved in Appendix IV that the number of (e.) of length i
• . ' 3
for ^ieh the aasociate4 (e*) = (e.) and aefe1,); for which (el) = (e.)
with s ome £ /(e .) ad joined, and ae(e; and for which (el) = (e.) with 
<3 ■_ 3 3 • J
some J5 del<sted., Me j) , and ae (el)i are each indepen<
. Vj/l'-■
lent of the a








A. P i ■ i
Ml-P )n”i (6»
A^ 5= the number of received; error
i for which the "corrected" error 
chosen from the full code word.
(e.) of weight (number of errors) 
(ej) contain some specific hinit
6.7.3»3 Analytic Approach: Hamming SEC/PED Codes
For these codes, the original definition of P'must "be examined. In 
this report, it is assumed that those' error patterns ©f order large enough 
to he detected hut not corrected are to result in the entire word being 
discarlod l^e., the complete lack of reception is preferable to accept­
ing as valid a group of information, binits known to contain large numbers 
of errors. With reasonably small channel error probabilities, the average 
number of words discarded is shown to be an extremely small fraction of the 
total received words, while the multiplicative increase in reliability is
of the order of 10 to 100, compared to the SEC codes.
■ . - - ■ ■ '
fben, P^ = Probability of an arbitrary information binit being in error 
after decoding, given that the word in which the hinit was contained was
not discarded.
In Appendix I?, the indicator y is defined as having a value 1 for 
words that are not discarded, and 0 for those that are, Then
= P{arbitrary information binit in error after decoding ly = 1} (6-26)
The actual analysis and the resulting computations are simplified by 
working with the formulation
£»
•e
P{arbitrary information hinit in error after decoding and y = 1.
p{y = 1} ——— — ■27)
The numerator may then he expanded as discussed previously, and





e v ■ ..s (6-28)■ JUU. j VZ- •
1=1 ~ a=l
with n' = 2m = code word length (= n + l) and IiQ, * = the number of received 
error patterns of weight i for which y = 1 and the associated d is in error.
Two different conditions for discarding the received word are studied.
The first of these, and the more common, is that the overall parity check is 
satisfied, but the internal cheeks are not — this corresponds to the 
number of received errors being even, and (el) f '(®^).* Shis discards all 
double errors, as well as most even weight error patterns,
She second condition considered is that for which the criterion of the
first applies and, alternatively, the condition that the informal parity 
cheeks are satisfied while the overall eheck is not. This then detects
and discards many of the odd-weight error patterns as wellj unfortunately, 
it also discards the one weight=1 pattern for which the error occurs in 
the overall eheck hinit.
For a
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code operating under the first condition of
word-discard.? the errors patterns of interest (for even i) are those for 
which (e^) is such that (ep = (ep, lengfeh = 1, and length = 1-1 
(i-1 corresponding to the i-veight error patterns with one of the errors 
in the overall check binit). As previously discussed, the relationships
required are shown in Appendix If , to he independent of the particular a 
under consideration..
6 .7 A Summary ©f lamming Code Error Bate Equations
Ehe following results are derivedin detail in Appendix If.
For the SEC codes of length n = 2m-l,
a
“E tCi-1) + Wt +. (i+1) Lj ,y/(l-^)a^,
" i=®.. 1
where = number of error patterns of weight i for which (ep has
weight i-1 deletion of some member of (e.) to form (e'));
<3 :
I;. = number of error patterns of weight i for which (et) = (e.); 
x , tJ ' 3
= numher of error patterns of weight i for which (ep has weight
(i + l) (i.e., adjoining some p^(e.) to (e.) to form (e*.),
d 0 d
lot© that this form preserves the physical meaning of the parameters.
With SIL, EL and as defined above, the probability of .receiving a word 
©f error-pattern wei.ght i satisfying the conditions defined for M. is 
just )n 3' If the assumption is made that the probability of
; error for a binit after "correction" is independent of that binit being.
an informati on - binit 8 then the probability of an arbitrary information 









The probability of (e^) having weight i is just
L. .p1"1 (1-P )n"i+1+N.p1(l-P )n”i+M. nP i+1(l-P )n-i-1 , 
i~-re e- i eN e' l+l e v e/ *
aM P1 *becomes ■ e
n
i=o
now, L_1 = © and Mn+1 = 0, obviously. Thus
P' = ) [— L. PX(1-P )n_:L+ - K.P1(l-P )n"1+ —M. Pi(l-P )nm±], (6-32)
e l_j L n 1 e e n i eA e' n i e e J'
i=o
as before.
It is shown in Appendix IV that the parameters L, M and K are related 
by the Iterative equations,
l± = (n~i+l)li_1
Mi * i Li-1 
\ ■ (i; -Ht -Mi
(6-33)
with initial values M = L = 0; I = 1o o o
For the SEC/BED codes of length n' = n+1 = 2m, operating under the first 
word-discard conditions discussed above,
■ ®- ■■■■' {
n+l




1*■ > =111-2)1.^ (14^ + (1-1)%^ + ill + iL^ + im%t 3
1=1,' ' ' V' ' ■ '':v
(i ©dd) re(1
n+l





— the "physical interpretation" analysis,, along the lines of that for 
equation (6-3Q)> is obvious.
the eoniitioa, for discarding the word in this case is that (el) £ (e .)
v •: , _ " <J  ' r <3
. and 1 = even.





P?.y= 1} \ Z_i n
• ' i=2
1
n I (i-2)^_1+ (i-l)M.+ iL._1+ (i+l)L.
1=1.





p ty=D [st+ H^ppjft-p^)^1-1. ^
i=©; 1=1.
pi(l-p )n+1_i
a • •, e.
with the conditions for discarding a word being (e*) f (e.) and 1 = even,<3 o
or (e‘) = (e^) and i = odd.
la all cases, for i<© or i>n, - 1^ = ©.
6.8 Be gaits
litis section contains detailed numerical analyses of the performance
of lamming SE© codes of lengths J, 15, 31, 63, 127, 255 and 511 binits; 
SEO/PEB codes of lengths 8, 16, 32, 64, 128, 256 and 512 binits; and the 
Bose-Ohandhmfi (15, 5} and (15> 7) eodes; in all eases, the modulation- 
detection system used is phase-shift keying with matched filter reception. 
A comparison and conversion graph is supplied for use with other symmetric 
systems . A brief introduction to each subsection, with examples of the
use of the graphs, is included.
Baring the compilation of results, it was found that the probabilities 
of error for the SEG/DED codes operating under the second set of word- 
discard conditions was only marginally better than those for such codes 
operating under the first, more common set, while the probability of word- 
discard was greatly increased. For this reason, numerical results for the 
second set of conditions have been omitted*
6.8.1 Fixed Bandwidth Analysis
fke graphs included in Figs. 6.1 through 6.12 are based upon a fixed 
bandwidth restriction - i.e., the information binit rate of the coded 
system is reduced in proportion to the redundancy of the code, maintaining 
a constant transmitter rate.
fable 6-1 lists the information binit rate of each coded system, 
based upon an uneoded rate of unity. For low error probability, this
rate is very nearly the information rate.
As an 3, consider a PSK-MF system for thick the latio
1
is 9*5 db. She bandwidth of the channel is fixed; however, a reduction 
in information hinittransmission of 8$ is permitted. What decrease in 
error probability is attainable?
From Sable 6-1, the shortest Hamming code that can be used is either 
the (127, 120) SEC code, or, if binit rejections are permitted, the 
(128, 12G) SEC/EEB code. The uncoded error probability is l.t x 10~^ ; 
(Fig. 6.3). With the SEC/lED code, the factor is 52, reducing the error
■''' • «er... •
rate to 2.7 x 10 J (Fig. 6.7), but this introduces information binit 
rejections by the receiver with a probability of 1.2 x 10~2 (Fig. 6.11).
6.8.2 fixed Information Binit late
Figs* 6.13 through 6.24 provide a code performance analysis under 
the restriction of constant rate of information binit transmission. To 
provide a criterion of comparison, the ordinate of the graphs is the
ratio is db, where E’ is the energy per information hinit (for the
- ;• .% ■ ;
snooted, ease,, this is then the energy per transmitted hinit).
In this ease, then, the actual energy per transmitted hinit is 
reduced from the graphed value in proportion to the redundancy of tee code 
under consideration. .
Example: APSK-MF system is to he used under a transmitted-power
' - ' '' 32restriction that results in an uncoded ~ of 11.0 db. If tee informa-
■ ... o ■
tion hinit transmission rate is to he maintained, what is the shortest
-4
Hamming 8E0 code that will result in an output error probability of 10 i 
f© hold both the information hinit transmission rate and the average 
power constant, the energy per information hinit must he held fixed
y "ra j
- i.e., y* is to remain at $.0 dh. Reference to Figs. 6.13 through 6.16
© •
shews that the shortest code that satisfies the error rate requirement
-5
is the (15, 11) code and this results in am error rate of 3*5 x 10 *
Am interesting pheaomenom is emphasized by the constant information 
hinit rate graphs — teat the "best" code, in terms of lowest probability 
®f error, is not always either the shortest or the longest code permis­
sible. The .longer codes lose less power due to redundancy, hut have . . _ ! • *
greater inherent error rates, while the words of the Shorter codes, al­
though inherently less prone to multiple errors, sacrifice much of the 
transmitter power in tee cheek hinit transmission. Generally-, then, at
any fixed power level, constant information binit rate operation will
result in an optimum eode in a particular set of codes.
In particular, for all of the Hamming SEC codes investigated, no
E'
improvement at all is possible below any ratio of 7*0 db. From J.O dh
' o
to 10,1 db, the (31, 26) code results in the lowest ; from 10,1 to 
approximately 11.2 db, the {63, 57) code is best, while from 11.2 db to 
approximately 1> db, the (127, 120) code is optimum. From 15 db out to 
the maximum ratio studied, both the (255, 247) and the (511, 5^2) codes
give approximately efual, and lowest error probabilities. & comparable
situation exists for the SEC/DEB codes.
Am interesting feature of the SEC/DED codes is that the probability
E
©f rejection is asymptotic to 0.5 as they- rati© drops. This is a
■ o
natural outcome of the fact that, for high channel error probabilities, 
the probability of a received word containing at most one error becomes 
very smallj for the remaining error patterns, all of those with even 
parity (neglecting those for which the check word is zero) are discarded—
i.e., the probability of rejection approaches the probability of an arbi­
trarily chosen set of binary digits having even parity.
6.8.3 Merit
The merit graphed in FLgs. 6.25 through 6.31 is arrived at by cal-
E*eulating the rati© y required to obtain a given error rate for the
® E * E
coded system, and dividing this into the corresponding gr- = jj-- for the
o o
umeoded system. She resulting figure indicates l) the factor by which 
the transmitted power may be reduced (while maintaining a constant informa­
tion binit rate) by the use of eoding, or 2) the increase in information
binit rate attainable at a fixed average transmitter power.
Example: la uncoded PSK-MF system is operating with an error rat©
_kof ©.15 x I© • .With no restrictions on 'bandwidth., how much faster may 
the information he transmitted, with the same average transmitter power 
and error probability, if a Hamming S1G code with H = 63 is used? If an 
increase of 30$ is desired, how much power can he saved while simultan­
eously achieving this inerease, using this code?
Heferring to Fig, 6,26, the merit of the (63, 57)"code at 
P! = 0,15 x 104 is l.kOj thus, the information binit rate may he 
increased by this factor. If an inerease to I.30 times the original 
rate is desired, the average power may he reduced by l.ko/l.30 = l.©8, 
or 0,3 db.
$he existence of an optimum length code for a given error probabil-
■' tpity/uneoded ™- ratio range, when operating under a fixed information binit
iX6 ■ ■ : ■
rate constraint, as discussed in 6.8.2, is again illustrated by the merit 
graphs. (Meeall that these graphs are based upon either the increase in 
the information binit rate at a constant average power, or, alternatively, 
the allowable power decrease at constant information bimit rate.) More­
over, these graphs expand this information, making a more accurate de­
termination of the crossover points possible. These are listed in 
Table 6-2.
Error Probability Range Optimum Length
SEC codes: above 1.2 x 10~ Uncoded
1.2 x 10“2 to 8.5 x l©"3 15
8.5 x 10“3 to 2.0 x _k10 31
_k
2.0 x 1# to 3*5 x 10-7 ' 63 ' ■
3,5 x iO"7 to 10~12 127
io~12 to io“18 255
l©"*1® to below 10-2C) 255/511
above 0.12
0.12 to 1.4 x 10“2
Uncoded
■ 8
1.4 x l@"2 to 6.5 x 10-4 16
6.5 x 10’^ to 1.4 x _ ^-610 ■ 32 :
1.4 x 10"6 to l©"11 64
10-11 to 2 x 10"19 128
2 x 10~^ to below 1 .-20.0 256 . . ;
JEABEM-2
OPTIMUM CODE EEHGTH PSK/MF SYSTEM
It should "be noted that the two Bose-Chandhuri codes analyzed never, 
in the range for which the merit exceeds unity, out-perform the optimum 
Hamming codejthis is a natural result of the high redundancy of the 
Bose-Chandhuri codes.
Finally, it must he realized that the increases ininformation rate
permitted hy coding are conditional upon the effeets of increasing the
transmitted binit rate and the system bandwidth, other than the resulting 
energy-per-binit decrease already considered.
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Shis chapter contains a brief summary and recommendations for future 
work in the areas studied.
7.2 lonlikelihood Detection teeory
She common!cation engineer has been frequently faced in the past with 
the detection of a signal in noise of unknown statistics and will continue 
to do so in the -future, with the increasing importance of outer space 
travel and of jamming of communications by an enemy. In both of the above 
eases, it is most difficult to obtain these noise statistics. lo detection 
method presently available will.guarantee the required reliability. tee 
theory of nenparametrie detection is the only theory applicable and 
appropriate for these problems. Moreover, nonparametrie detection theory 
is complete in the sense that
, (l) It suggests the structure of the detection system which in most 
cases can be implemented digitally*
(2) It specifies procedures for evaluating the performance of eueh 
systems (probability of error, information rate, etc.).
(3) It specifies techniques of system comparison.
tte properties of and results concerning nonparametrie detectors 
obtained thus far, were obtained under the severe assumption of independence 
of the observation samples, fhis independence is hard if not impossible tp 
be guaranteed since the appropriate sampling times that will result in 
independent samples are unknown, whenever the probability density and 
spectral density of the noise are unknown. If one attempts to hopefully
obtain independent samples by sampling at very long intervals, this would 
decrease the information rate to such an extent as to render the system 
useless for the transmission of information.
It is, therefore, imperative to establish the validity or not of the 
results thus far obtained, for the practical case of dependent samples■
If the results are valid for dependent samples, this would guarantee a 
practical and reliable communication system of high information rate even 
in the presence,of noise of unknown statistics. Farther extensive research 
is•required to obtain the constant K for the various nonparametrie (non- 
likelihood) detectors and for various actual or simulated channel conditions 
(tropospheric scatter, ionospheric, line-of-sight transmission, etc.). 
Knowledge of these constants would permit the quick design of a communi­
cation system appropriate to a particular channel condition.
7»3 Optimization of Signaling Waveforms
She investigation reported shows that definite improvements can be 
achieved in the performance of a communication system by giving suitable 
consideration to the design ©f signals. An alternate benefit to be derived 
from am application ©f signal design would be the easing of coding require­
ments while maintaining the same system performance.
Optimum pulse signals have been found for non-overlapping transmission 
which satisfy the requirement of zero intersymbol interference at the 
receiver. 'This optimization has been mate for arbitrary signaling rates.
The signals obtained in this manner for a given channel can be used for 
transmission at,rates that are sufficiently high, to prohibit the use of 
simple rectangular pulses because these cause excessive smearing of the 
received waveforms.
It has been shown that for a simple channel model the performance 
obtained with signals that are optimized for this channel does not
degrade rapidly with changes in the channel characteristics, This is 
of particular interest in establishing requirements for channel identi­
fication measurements.
Finally it has been shown that further perfo3^Qance i^rov'®j|ent is 
possible by^permitting successive transmitted waveforms to overlap 
.somewhat:.
Only very specific cases have been examined in some detail in this - 
preliminary study. However, the results obtained give some insight into 
the properties and behavior of.signals is digital communications. They 
also point out the need for much more work in this area. More theory 
must be developed to treat the problems of signals design, while the 
results to be obtained are almost certain to greats benefit the com- 
munications art. :
Further investigations should specifically be concerned with the
following topics:
(1) Continuation of the work presented in this chapter, that is, 
the optimization of transmission for the system model as described in 
section 5.2.3*
(2) The application of other performance criteria, such as given in 
section 5.2.2.2, suitably related to practical system requirements.
(3) Consideration of models for more general types of channels, 
as listed in section 5.2.2.1, which also includes the problem of speci­
fying appropriate channel models on the basis of specified practical 
system parameters.
7Performance of Error Correcting Code0
The results contained in Chapter VI cover only the Hamming SEC
and SEC/DEB codes. Although these codes are the most practical, insofar
asimplementation is concerned, there are many other codes -whose character­
istics warrant farther study. Of these, the Bose-Ghandhuri t-error correcting 
codes are particularly important.
Another type of group code is the hurst-error correcting code. 
Unfortunately, standards of comparison of performance for these codes are 
rather difficult to formulate; and analysis of the causes of hurst noise, 
the duration of the noise, and its effect on binary transmission channels 
wouldbe a prerequisite to a. definitive analysis of a hurst-error coded 
channel. However, one application of hurst-error correcting codes for -which 
the basic channel disturbance may he assumed normal is that where the hurst 
code is used in conjunction with the more standard group codes.
Consider a channel using a (15, 11) Hamming SEC code. The information 
binits at the decoder output are either error free, or contain three or 
more errors in each group of eleven derived from a single transmitted 
word - i.e., the errors introduced by the channel, including the coder/ 
decoder, occur in hursts of eleven or less (excluding the possibility of two 
words both being decoded in error within a short time period). Thus, a 
further reduction in the error rate may heobtainable by the encoding of 
the original message by a burst-error correcting code capable of correcting 




Encoder Channel |> Decoder
Burst Error
Of course, the Hamming code may "be replaced by a Bose-Chandhuri 
group code. It is anticipated that such a system would he capable of 
reducing the error rate to am extremely low value; in. fact, such a system 
would correct the high^order error patterns resulting from a complete 
channel fade, providing such a fade aid not last longer than one Hamming 
eode word.
Another class of codes worthy of study are the sequential codesj 
these have the advantage of "being, in general, easily implemented. Ho 
work, so far as can he determined, has yet been done on assessing these 
eodes.
finally, codes designed around the use of limited feedback channels 
have not yet been analyzed. Coding forsueh system is quite different from 
one way channel coding, and is deserving of separate and complete treatment.
Hie field of error-correcting code design is so new, and is progressing 
at such a rate, that very few codes (except for the Hamming codes - in this 
report) have been analyzed in detail. At this stage, communications 
system design problems relating t © the possible use of error correcting 
codes cannot, in general, be answered by reference to the existing literature 
It is hoped that farther research into code performance will fill this void.
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APPE33DIX I
WAHSATIM OF A CEEEABI IHTE&RAL 
Consider the integral (Eq.. 3~&)
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V¥ .• 2,2 : f A2 Grg (f)
-A /<f In -jit Gn(f ) j
C =? max
i& if) z 0.S
df / dx ™ e
a
a O2
Making a change of variable y = A results in
(l-l)
f+W





yGg(f)f 3TU.Vr; ^l1 + _® J (1-2)
Integrating -with respect t© y hy parts yields
1@w> let














which is identical to Eg.. (3-7).
(1-5)
amtoix ii
DEUVATIOH OF THE OmMUMs(t)
So show that the input signal must he from a stationary Gaussian 
random •process for the layleigh channel to obtain capacity, consider 
the following channel.
s (t) — rxi---- >©—— x( t)
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Ga(f) = |S s>(t)
Gaussian 
E[n2(t)] = I
E[n(t)] = 0, G (f) = J_ « I
■■ ■' 2W
I[S/X, A - A-jJ is defined as the average conditional information 
rate averaged over all x(t), given that A = A^.
So see that the average conditional information rate is a maximum
when s(t) is Gaussian, let A s(t = k)x rfc, he a random variable with
O O
power constraint A ] and n(t = k^n^., a Gaussian random
k) - x^, then
The average uncertainty of x^ is equal to that of x(t) since x(t) 
is a stationary process, . , .
variable with = 0, and '] = I. Also denote x(t =
(Il-l)
H(X) = | log 2* e(P* + U) 





H (X) - \ In 2«e [P' + N]
op 00







•-op [2*(p; + w)]x/pC^)
Using the fact that lnt £ t-1, equality if and only if t = 1, one 
obtains




equivalently equality if and only if
+H)
[2«(p' + jrXr'*
It has, therefore, been proven that H(X) obtains its maximum when 





will be Gaussian with zero mean and ECx^ ) = P* + M if is 
Gaussian with zero mean and a variance equal to P'. Hence, -
C = max l{l/x) = max-<
p(sk) p(r.kJ (II-7)
= sax \r{x) ~ H(X/l)
P(rk) '
She ma.yl rnirm h(x) has teen obtained above. It must further be shown 
for rk Gaussian distributed, H(X/h) is a minimum.
Solving for l(x/r=rk)
r 21





r=rk) p(rk) drk (11-9)
«log 2jteU
It has, therefore, been shown that rk and hence sk must be Gaussian 
with zero mean and variance P* =» p/ in order for the average conditional 
rate to be a maximum.
The average information rate is
I(S/X) ® / I(S/X, A = AL) pCA^) dA^
To maximizel(s/Y)the integrand must be maximized for every value 
of V irtesrand is maiiMsed if .I(S/X, A = A^ is nursed for
every value of A^. In order for l(s/x, 
proved that s(t) bad to be a stationary Gaussian random process with zero 
mean, and a variance
A = A^) to be maximized it was
APPENDIX III
EE3WIIIIG THE LOWER BOOT! OF 0
' . M
Starting with Eg.. (3-15') and letting a » '"y./" ■1
^n
S may he expressed as
To find the minimum £ calculate
=? In2
c -a -a ' - -2a >1J..+ . ,eV, I
\EjT-aT a2E> (_a) a2(e.(-a))2 i






-*0 as a —* «
cT®-e
a
& . = lim - ln2 -rr -1-vKw, E.(-a;
a—*°°.
Ising I’Hopital's rale
6 . = ln2 lim -*mn
a->°o
-QJ -C£e , e__„





fhis is the restilt stated in Ef * (3-16)*
APPENDIX IV
DERIVATION OF THE HAMMING ERROR RATE EQUATION
1. Glossary of Symbols
This glossary is intended to aid the reader in following the 
proofs presented by obviating the necessity of searching the Appendix 
for symbol definition*
©j Written a © b, •where a and h are m hinit binary numbers.
Treat each of a and h as an m-dimensional vector with 
elements from the modulo 2 field (Modulo 2 field: contains
two elements, 0, 1, with 0+0 = 1+1 = 0, and 0+1, = l) and 
add, component by component.







Written a U "b> where a and b are sets, a U b is then the 
set of all elements belonging to a or b or both.
The set of all elements belonging to one or more of the 
sets being united.
Written aeb, where a is an element of the type found in 
set b (for example, a itself may be a set, and b a set 
of sets of the same type as a). Meaning, "a is a member 
of the set b,"or "belongs toi"
See edoes not belong to."
Probability Of a.
Binary number, l£d.£n = 2^-1,3
m "binits; member of the
set-5 (d.)-'1
d
Binary number, 0— £ n = 2m-l, m binits| the binary re'
presentation of the position number (l, ..., n) for a 
binit in error in a received code word, not including
the overall cheek binit of the BED/SEC case; member of
the set (e^)
As for efor the code word after the error correction
procedure of the decoder has hee& applied
lumber of sets (d.) belonging to X. (0)j shown to be con- 
<3 ' 1
stamt^ =1^ for all
mSee 1^
lumber of sets (d.) belonging to U X. (7)1 shown to be
J 7=1 A.-■■■
equal to nl^.
Length of the binary numbers d^, e^, e^, 0 and 7, 
lumber ©f sets (d.) belonging to fi.(p); shown to be eon- 
stani, =su, for all 0.
See rn^Cp). . n '
lumber ©f sets (d.) belonging to U ^(7); shown to be
equal to nm..
7=1
Length of aSEC code word, in binits; the number of values 
that may be assumed by d., e., e*, 0 and 7• (lote that







Length of a DED/SEC code word; n = n'-l for such codes. 
Humber of errors in the first a binits of a received word. 
Number of errors in the first n binits of a received word 
after "correction"«
Number of sets (d.) belonging to v..
Number of errors in total received word, .= a for SEC










Number of times p is used as an element in the sets (d.)
t)
’ ‘ - tl




Number of times p is used as an element in the sets (d.) 
n
belonging to U ^(7); shown to he constant, N^),
1; ' K ' : / :
for all p.
See _
Number of times p is used as an element in the sets (d.)
belonging to v^; shown to he constant, = N(v^), for all p.
See N„(v.). p' x7
Channel probability of error; for symmetric channels, 
transitional probability.
emission index. (SEC/EED codes only), y = 0 if the re­
ceived error pattern can be detected but not corrected, 
and, therefore, the whole code word is discarded; y * 1 
if the code word is not discarded.
p»; Decoder output binit error probability0
z: Cheek index (Sie/JJEB codes, only), z =1 if the overall
check hinit; is received in error, and z = 0 if the over­
all check binit is received correctly (at the decoder , 
input in both cases).
p: Binary number, 1 p n = 2m-l, m hinits in length.




Set of unique binary numbers d. (see d.).
U J
Set of unique binary numbers e , each e. corresponding
J J
to an error in the received code word (see e.)9
J
Set of unique binary numbers e' each e’ corresponding .
0 v
tor an error in the received, "corrected" code word
i-jte):
(see e*, e.) .
J J
Set of all (d.), where the number of elements in (d.)
0 «
s
is i satisfying d^ = p £ 0, and p/(d^). 
j=l
Set of an (d.), where the number of elements in (d.)
j
V. ! 3. ■'
is i, satisfying J © d^ = Se(e^) .
: 3=1




For all non-repetitive sets (d.) of elements d., each such element
1 3
being the binary representation of a number from the set (l, 2, n),
n = SEC code word length =. 2m-l, m an integer, form the sets of sets
^(o) and V£ thus:
i'*- The set of all sets (d.) containing i elements and satisfying
,3=1
d, = 0 / 0, with pe(d.);
J J
pt. (p) = The sets (d.) containing i elements and satisfying
<5=1
a; * (implying £ £ 0 as well);
v = Hie set of all sets (d.) containing i elements and satisfying 1 3
d. = 0 
3
4=1
Define, then, 1, (o) = the number of distinct sets (d .)e X. (p)
m. (0) - the number of distinct sets (d.)e p.(o)
** - t) • 4»
n. = the number of distinct sets (d.)e v
and
i ’ ” * 'i
the number of time? p is used as an element in
n
the distinct sets (d.)e
<3 U \(7)•7=1
V*i ) = the number of times p is used as an element in




N (v.) =>. the number of times 6 is used as an element in thep i
distinct sets (d.)sv.
0 3-
Then it is postulated that 11 '), ^(p), and ^(i^) and
-203-
I. (Vi) are each independent of p, 1£ £^n » 2m-l, for a fixed i.P
BU m-1+1-a a * -tx-1
. n. x a i,i 1-1
1.x
i (n)n 4' *i “mi
.) = il. i' x




,)> and l(v.) are the constant values taken on
by m. (p), 1.($), 1.(1.), Ic(|i. ) and S (v. ) respectively, for a fixed i and
1 1 p X p X p 1
any £,
Proof: The method of proof to be used is mathematical induction.
Parts (l) and (5) establish that, if the theorem is true for i 1, it is 
then true for i. Part (5) shows the theorem to be true for i =1, com­
pleting the proof.
It is implied throughout the proof that each set (or set of sets) 
referred to is non-repetitive in its elements (or sets).
.Assume, now, that the theorem is true for i-1; the inductive proof
follows.
(1) Colder the sets (<9, y since a given g shears once,
at most, in any one (d^), the number of sets (d^.)e such that
p/(dj), is • Adjoining £ to each such set results in
the formation of [n. ,-l_(v. n)] distinct sets (d!), each of whose sumX-X p X—X J
is p, and each containing Thus, each such (d! )e p.. (p), and 
’ J
Conversely, for every set (d')e p. (p), deletion of p from each
t) . X
(d*) results in a set of distinct sets (d.), with (d.)e v. and
v 3 t) X—l
.) - i*
Ihus, m^Cp) = ni_^-Kp(v;j,_1)j since n^-^ and are independent
of p, m^iP/ is similarly i
With each (d^)e v^_^, containing (i-l) elements, associate the 
a-{i-l) sets (d’) formed hy adjoining 5. to (d.), for each 5, ^(d.);
tJ J & J
each (d*) so formed has the property that (dt)e p.(Sv). Conversely,
*1 1 X -K
every (d’)e u. (5) may he associatedwith exactly one (d.)e v. n hy
deletion of 5, and that (d.) has the property that 5/(d.)*
. <3 , , ' <3 :
Ihus, associated -with each of - the H (vi_1) sets in v. ^ containing
a given p are (n-i+1) unique sets belonging to y H^(t) [note that none
. . ■ 7=1
of these sets can belong to p.(p)]. Also, with each of the [n. ,-W.(v. .)]
x x-i p i-l
sets in ^ not containing p, there is associated exactly, in one-to-one
■ n
correspondence, one set in \J ^(7) [in particular, belong to ^(p)],
. 7=1
such that each such set contains p. Finally, then, the total number of 
n
sets in U u.(7) containing 0 is (n-i+l)lL(v. , ) + a. .-H0(v. .} — or, 
y-sl ' P X-X 1-X p x-l
{-DVW + "i-l
With Np(vi_1) and n.^ independent of p, 1^(1^) is similarly independent. 
(3) Consider the sets (d*) such that (d’)e v. and pe(dl) for a given 0.
o X J
iy deleting p from each (dt), a set of new distinct sets (d.) is formed,
v J
' ■■■-. i-l
Converselyy every (d,)e X. -. (p*) ifley fee associated "unicpiely tsdtli
exactly one set (d!) - (&.* p) in vi#
«j ***
Thus, ■ ' ■
V1^ -
Since 1i_1(p) is independent of p, ^(vi) is similarly independent.
(k) The sets of sets X. (7), p,. (7) and v . are disjoint and exhaustive 
in the set of all sets of ibinary numbers chosen out of the binary 
numbers (l, 2, .n = 2m-l) — that is, any set of i binary numbers 
(and there are (^) such sets) ‘belongs to exactly one of the (2n+l) 
sets X^y), l^r^n, ^(r), and v±,
Also, in the set of all i-element sets, each p, 1-p£n, is used as 
an element an equal number of times — specifically, each p is used
-(?), or {^“ib times. It is established in (2) and (3) that, given a 
ah." , vi-l ■ n
P used SL(tt.) times as an element in the sets of (J fi-C?) and lft(v. )
^ p i ■ . y^l x ■ & ■
times in the sets of v±, N^C^) and N^v.^ are independent of p. It 
follows that
with 1L( .) independent of p.P X;
(5.) Consider a set (d.)e X.(p)j form a new set (d.^) "by deleting 
from (d.), 'l*k M, and adjoining p.
fhen, recalling that, in modulo 2 vector arithmetic, a © b = a ® b 
(@ = vector "subtraction," elements from the modulo 2 field), then
Thus, it is demonstrated that, for each (d.)e X.(p), there are
J 1
exactly i associated sets, one each in each of X.(d.), 1 J i, con- 
taining P; it is obvious that no two different (d. )e X. (p) can he so 
associated with the same (d^) in some X^Cd^), and that ©very
(d!)e X. (§) with ps(d!) must be associated with exactly one (d.)e X.
J ■*“ 3 ^ J - . I -
Since the total number of sets in U X. (7) containing p is N-(X.),
: f 'V. r=l 1 ; ' ■ P 1 ■
the number of times p is used as an element of these sets, it follows
that the number of sets in X^(p) is given by 
K (X. )
■ l^P);—', i £ 0 .
Since H^(Xi) is independent of p, similarly l^p) is independent of p.
(6) finally, consider the case for i = 1. 
of a single element d^. For every such set,
Then every set (d.) consists
i ■- 0 •
J© dj = d1 e(d^); thus
every set
,5=1
1, for all p, lep^n. Also,
^(s) = 0 ead I^(X^) =I^(v^) « ©, ^ independent of p.
(?) Since l^(p), m^{p), 1^(X^)> and ^(v^) are all independent
of the p chosen, redefine
if = ^.(p)* \ = m.(p)j and
ip(xi)y*&th = *(%)} ip(vi>>= i(v.).
Summarizing then, it has been shown that
mi - 3ai-l"^^Vi-1)
= (n-i)H( vi.i) + ni.i
= 1. ,1-1 (iv-1)
K^) = f*1-1) - vi-l' 1^) - 1^)
ii » ;Kr(x± )/i
Also, in the set vj[ of all i-length sets whose sum is zero, the
total number of elements is in^j hut each of the n elements (l, ..., n)
is used an equal number of times, so that the number of times any one
element appears in these sets is given by 
in
Using (JV--1) with (IV-2), it follows that 
(n-i+l)n^_^
m. = x n
n 1
ni =
1. «. - 1 n
i-1
ni - ^
5(3^) = i lj










(9) The following lemma results immediately: 
lemma
The probability that an arbitrary non-repetitive set (d.) of i
<J
binary numbers chosen from the set (l, 2, n=2m-l) is such that
(a) (d^)eX ±(p),' is given by lj/(J)j
(b) (dj)e|xi(p), is given by m^^),-
(c) (d )ev , is given by n/(“).
j x x
3« Error Bate Equation, SEG Hamming Codes
For these codes, the length n = 2m-l. Then,
-f-'U '
Probability that the £ “ binit is in error after correction =
P {pe(ep} = ^ P{pe(ep |ne=i}P (he=i)
(1' r v-1 'i
P {pe(e ’) |ne=i} = P| pe(e^), e . f p|ne=ij-
> ^ >j = P IV1}
- P jeS6(c,),(e,)c-T[(J n<r)] U [ U \(7)} U v,}i»e=;l
7=1
+ P{ (e^)e ^(pjln^i }
— with the Xi(y), 1^(7) and all disjoint, this becomes 
P(£e(ej)|ne=i} = P{pe(e^), (e^)e v± Ue=i)
+P| pe(e^), («j)e U ^(7) 'ne=1
7=1
irb)




P{0e(ei) |n =i} 
J ©■

















r n+P -ipe(e ) | (e )e (J 1.(7)
I 0 0 Ly- i
(r/p)














Total number of (e^)
•with the |i. (7) disjoint;











-- hut m. (7) = m.; independent of 7 ♦ Thenumerator then becomes (n-1. 
1 x

















P ( (ej)e Vi(p)|ne= i) =
'X









b[,pe (ep | (e^) e
nu
7=1
n = i e •














Number of (e.)e 











- Number of (e .)eft. (p) with pe ( e .).
v i <3
Number of (e. )e 
<3 U ^(7)
7=1
with pe(e^) = N^), while
all (e^e^Cp), (==0^) satisfy pe(ej). Thus, the numerator of 
(IV-18) "becomes
JfCftjL.) ^ = (l-l^
Again, since the (1.(7) are disjoint,
Total number of (e.)e
J
ftft n
U 1*4(7) = / Number of (e.)en (7)























\(r). > V 1













r r n -> H(x )
P[ p€(ej)| (ea)€|_ U V7>J , y ij - -
irh)




























Define: L. = nl. x 1





(i+l) l± + iHj, + (i-l) MjL
and the parameters are given "by
Mi » (n-i+1) Ii_1
H. = v L. .. x l i-l
L. = (“) - H. - M. 
1 • 1 X
with initial values = n, = 0
(or, alternatively, Mq = Lq = 0, Kq = l),
(5)










(i+l)L± + ±Si + (i-l)Mi P ^i-p )n-i e ' e (IV-29)
the
Pg = probability that an arbitrary information binit is in error at 
decoder output = ) (Prob. that the arbitrary binit = a specific info.
info bits binit in the code word) (Prob. that the 
in the code
word specific info, binit is in error).
Since the probability that any specific binit (3 in the code word is in 
error after correction, P{£e(e')}, is independent of p, this is also
d




P* = - e n
a
i=0
(i-l) & + il± + (i-l)li. P i(l-P ) a . a7
H-X (it-30)
la actual computation, the coefficieats of the terns for 
i = Q, i = 1 are hoth zero; the summation may start at i = 2.
b. Error late Equation; SEC/SEB Hamming Codes
For these codes, P' is defined as the prohahility that an arbitrary 
information binit is in error after decoding given that the code -word 
was not discarded by the decoder, Then, the desired probability, anal- 
agous to 3., is
Probability that the £ binit is in error after correction, given 
that the code word is not discarded =
1




(ep» y = !> 2 = at = >}
i=0
(e*), y = 1, z - 1, n = i)
i=l
where the length of the code word is n = n+1 = 2331; z=0/z=l indicate 
that the overall cheek binit is not/is in error, respectively, and 
y=0/y=l indicate that the code word is/is not discarded.
n
(eP y-u = ?Iy3T (e»), y-lln^psi, z=0} P{z=o)nt=i} P{nt=i}
i=0
n+1




For a code word to be discarded, two sets of conditions may be 
imposed.
(a) The overall parity cheek is zero, while the check 
word is not. Shis detects and discards all double errors, 
as well as the majority of patterns of all other even 
numbers of errors.
(b) The conditions of (a) are satisfied, or the cheek 
word is zero while the overall check is not. This detects 
and discards a large number of error patterns with odd, 
>1, errors; however, it will also discard the single 
one-error pattern in whieh the error occurs in the over­
all cheek binit.
The error rate equation under conditions (a) is 




P{pe(e’), y = l|nt = i, z = 0}
* p -Jpe(ej), J®:e^ 0, y = l|nt = i, z = 0 
+ I -lW(e..), y© = 0, y = l|nt = i, z =
= i and z = 0, then n = i.e— with n, t (IV-33)
Following the 
P(pe(e’), y =
For odd n , y e
or X (7) for




method of 3*(l)> this "becomes 
l|nt = i, z » 0} ..
P{pe(ep, (eJ)evi, y = l|he » i)









+ PUe^eX^p), y = ljne= i}
= 1; for even n , however, y = 1 and (e.)eu (7) 
e 0 ne
some 7 cannot "both occur simultaneously. For
1 for all n , even and odd.






P{£e(e^), ne= 1) = P{pe(ej)| (e^)€vt, »6* 1} PCCe^JevJag^}
(U-36)
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^pe(«j}#’(e^)« U^> |ne= i
= p[p.(ej)f(ea)e[ UM?)] , ne= i} F{ U^Cr)] In.- tj- J
(rM (7 fa) .'(ir-37)
and
P-jpe(e^), (epe \(7) |ng= ij-
■7=1 
(7 fa)
= P -fpe(e^.)J(j9.j)6 U ^(r)
^ “f “”1
, n = il pJ (e .)e 




n = i 1 e
(IY-38)
Using these, with (lf-l4) through (lV-23), (IV-35A, B) become
in.
Ptpe(e*), y = ifn^. = i, z = 0}
’ r.(“) , i even (IV-39A)
P{pe(eJ), y = ijn^ i, z ~ 0}
■ 1
'in,
[TT + (i-l)“i+ (i+1>1ij , I odd
(I?-39B)
(b)
In a similar manner, with n, =t i, z = 1 (then n = i-l),
Pt0®(ej), y ~ l|nt= i, z =1} :
= P{pe(e^5, (e<j)ev1_1, y = l|ne= i-l)
-217-
+ p(Me' ), (e .)e[ U |i, ,(r)
l J J \-7-X 1 x ■
bh)
+ _PC(e1)€X ^(p), y = l|ne= 1-1}
obtaining
P{pe(ej), y = llnt= i, z = 1}
y = l|ne= 1-1
(17-40)
n( “ ) 
1-1
, i even
1 f (l-!)11^ _i \ 1
= —=-r-4 ------- —^ + (i-2)m. . + il. -k i odd
/ n \ \ n v J l-l l-lj ’
>1-1;
(5)
For an arbitrary received error pattern containing i errors,
P{z = o|n^.= i) 
and
n * -i ^ n-i+1 
n' ~ n+1
p{z =llnt= i} = ^
Also,







Finally, substituting (I7-39A, B) through (17-43) into (17-32),
P{pe(ep|y = l) =
11” JL1 r y r in.1 ' n-i+1
p(y=i) \ L Ln(“)J . n+1 .
(^T1) P. 1(i-P f*1"1 
















-(i-l)ni_1- " i ’
m v n+l"1 / —
(T> Vti-Pe^1
4
i v ii(a+i-i)i 
n+l
n+l " n! n+l




(i-l)![n-(i-l)] U “ 
n-1 '■■
n+l ( n )
'i-1'










































(i even) (i even)
— since the first term in the left summation is zero. For w
note that, although it is implied that the L^, M^, and 1^ are defined
only for O^-i^n, setting (®) « 0 for i<0, i>n, allows the iterative
equations (17-28) for L^, M±, and ^ to he extended to values of





^1 = (?) - h-i -h,i •>
for i< 0; a brief examination reveals that the values obtained for 
Lf , M^, and are identically zero for i-<0 and i >n. In particu­















An argument identical to that of 3.(6) results in the conclusion that 
Pf m P {arbitrary info, bit in error after decoding)
= P{pe(e*)|y = 1} (IV-51)
or n+1





' + ^ [ (i-2 )Mi_1+(i-l)Mi+(i-l)Wi_1+ilIi+iLi_1+(i+l)Li] P^(l-PefTX'Aj^ (IV-52)
1=1 
(i oic
Elis may be reduced slightly by using Eg.. (IV-28) if desired; how­
ever, the present symmetrical form is illustrative of the principles 
involved, and is convenient for computer programming.
^ n+1
P(y = 1} = ; P{y = l|nt = i) P{nt = i) 
1=0
low, P{y = l|n. = i) = 1, i odd ;
(rr-53)
but P{ y = l|n+ = i)= 0, i even and )© e^ f 0 ; (l?-5^)
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Hms, for i even,
P{y = l|nt = i) = P{y = 1, z = o\n^ = i) ,+ P(y - 1> z » l\\ = 1} 
= P(y = ljnt = i, z = 0) P{z = 0|nt = 1}
+ P{y = l|nt = i, z = 1} P(z = ifn^ = 1}
» PCCe.j^v.j. ng'= i} P{z = 01^=1)
+ P{(e^)sv1_1|me - i-1) P{z = l|nt = i}












P{y = l|n^ = 1).: .n+i.
■ 1 '
/ n \ n+1 *
>i-l; i
even
[ny+ ni_1] , i even (17-56)
Using (17-55)/ (I7-56), and (17-^3), (17-53) becomes
n n+1
Pty = 1) •• 7 C"1) + 7 tV Vl3 Pet1^e)n'1+1
i=l i*>
(i odd) (1 even)
where, as before, H.= 0, $<0} j>n.
(ii)






P* = . e
i=2
[iK.+ (i 1)1^3 pj:(i
(i even)
n














RESULTS OF COMPUTER SIMULATION ~ BOSE-CHANBHURI (15,7) AMD 0-5,5) CODES 
Bie tables included in this appendix show the numerical results of 
computer simulation of the Bose-Chandhuri (15,?) 2-error correcting code 
and the (15,5) 3-error correcting code. The tables are arranged so that 
the entry in the ith column and jth row is the number of i-weight error 
patterns resulting in 3 errors in the decoded information binits. The 




k 0 ij , -where B. . is the i column, j row entry,
,5=0 1J
and k is the total number of information binits in the code word (k = 7 
for the (15,7) code; k » 5 for the (15, 5) code).
0 1 2 3 4 5 6 7 v. 8 9 10 11 12 13 14 15
0 1 15 105 135; 0 0 0 •0 0 0 0 0 0 O' 0 0
1 0 0 0 65 273 364 471 362 218 41 0 0 0 0 0 0
2 0 0 0 105 387 891 1176 1211 966 474 135 29 0 0 0 ,0
3 0 0 0 105 452 1083 1635 1969 1709 1208 530 224 45 0 0 0
4 0 0 '.O'. 45 224 530 1208 1709 1969 1635 1083 452 105 0 0 0
5 0 0 0 0 29 135 474 966 1211 1176 891 387 105 0 0 0
6 0 0 0 0 0 0 41 218 362 471 364 273 65 0 0 O'
7 0 0 - 0 0 0 0 0 0 0 0 0 0 135 105 15 1
Table V-l. Computer Simulation, B-C (15,7) Code
IDODO
0 1 2 3 4 5 6 7 8 9 10 11 12 23 14 15
o 1 15 105 455 420 28 o 0 0 0 0 0 0 0 0 0
1 0 0 0 0 161 616 984 1083 1062 721 , 339 154 0 0 0 0
2 0 0 0 0 322 1147 1773 2166 2124 1527 873 308 0 0 0 0
3 0 0 0 0 308 873 1527 2124 2166 1773 1147 322 0 0 0 0
4 0 0 0 0 154 339 721 1062 1083 984 616 161 0 0 0 0
5 0 0 0 0 o 0 0 0 0 0 28 420 455 105 15 1
. ' . CO
, . ■ : «•; . . t.;. ' -; '■ 'CO
Table V-2. Computer Simulation, B-C (15,5) Code Y1
c
MPESMX ¥1
HAWW CODE ERROR RATE EOPATIOI COpmCIEHfS 
Hals appendix contains tables of the error rate equation coefficients
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previously postulated sets of word rejection conditions as calculated by 
the IBM 7090 Digital Computer. . ~
Although each coefficient is an integer, the sis© of most of the 
coefficients is beyond the integer storage capabilities of most computers. 
For this reason, the coefficients are presented in the form 
x,xxpxxxEpx
where the symbolic "EXEC" is to be read as "x 10+XX^”. Again, as a 
result of the characteristics of the computer, numbers such ©as 
"7.0000000x10°" often appear as "6.9999999E 0".
The coefficients presented are "A(l)", to be read as "a^", where
for the Hamming SEC codes, and the SEC/iEB codes operating under the two
and \s.-
i=0






and to be read as "b^", where
P{word accepted} = 1 - P {word rejected}
SEC/!)®!! codes.
“227“
ERROR RATE EQUATION COEFFICIENTS 
HAMMING SINGLE ERROR CORRECTING CODES
I Ail) 1 A ( 1 > 1 ---------- AULI
N a 7
0 0# E 0 3 1.8999999E 1 ' 6 6 #99999995 0
1 0 # E 0 4 1.5999999E 1 7 1# OOOOOOOE 0
2 8.9999999E 0 ' 5 1.2000000E 1 ■
N a 15
0 0# E 0 6 2.0929997E 3 11 9 # 7299995E 2
1 0# E 0 ■ • 7 3•0669997E .3 ' 12 3.3599998E 2
2 2 #0999998E 1 • - ' 8 3#3679997E 3 -•^7.13" 8.3999997E 1 ■
3 1t1900000E -• 2 - ■ . . 9 2# 9119997E 3 14 1.5000000E 1
. . ■■■ 4 3.9199997E 2 10 1d9669998E ' 3 15 1 .OOOOOOOE ■ 0
5 1o0360000E 3 ■ ■ ■'
N = 31 *v > .
0 ’ 6. E 0 11 3 d0817054E 7 - 22 1#40448725 7
2 4.4999999E 1 13 8d 7527003E 7 '24 1.9900398E 6
i 0. E 0 12 5# 5619190E 7 23 5#7343643E 6
3 5.7499997E 2 \ .■ 14 1•2056762E 8 25 5.7948793E 5
4 /4.7599996E 3 15 1#45732245 8 ; 26 1.3908298E 5
5 3.0827997E 4 16 1•5480789E 8 27 2.6704997E 4 ■
. 6 1.5679297E 5 17 1•4461485E 8 ^ 28 3.9199998E 3
7 6.3953493E ••5 18 1 ».l 872603E 8 29. 4 41999990E 2
' ' 8 2.1543597E 6 19 ‘8.550131 IE : 7 30 3 # 09999985 1
9 6.1151993E 6 20 5# 3855249E . 7 31 1#OOOOOOOE 0
10 I.4800927E 7 21 2•9551231E 7
N a 63
0 0. E 0 ■ 22 1#8661421E 16 43 9.1295317E 15 'V".
1 0# E; 0 23 3# 4711347E 16 44 4.2440660E 15
2 9.3000000E 1 24 6#0261134E 16 45 1.8317456E 15 -■ '
'•■3 ? .5 109998E 3 PS 9 # 7765238EL 16 . 46 -Uk________________
4 4 • 587.9995E 4 26 1 § 4837992E 17 47 2 # 7052537E 14
5 6•493Q793E 5 ; 27 2# 1086189E 17 48 9 #2053K33E 13
6 7#3313442E 6 28 2.8078501E 17 49 2#8754434E 13
•7 A a -7 PQ , «<=:«g5742E 1 7 • - 50 - -8 #2 122160E--4-^—___ ____—______
8 5•3693306E 8 36 4 •1053458E 17 51 2 #1343423E 12
9 3.6451927E 9 31 4#5111079E 17. 52 5#02009195 11
10 2•1649648E 10 .32 4 § 6520090E I7 53- 100615585E 11
1 1 ' 1•1378094E 1 1 33 4•5024307E 17 54 2 # 0022493E 10
12 5 #3408157E 1*1 34 4.0895226E 17 ■v . 55 3.335961OE 9 ; ;■ .
13 2#2562160E 12 35 3.4852302E 17 > 5*6 4.8506437E ■ 8 '......
14 8 .'6328226E 12 -V. 36 2.785999IE 17 '. 57 6#0614169E 7
15 3.0078571E 13 37 2.0879491E 1 7 58 6•3794584E 6
16 9 #5869747E 13 38 1.4661755E 17 59 • 5.4978495E 5
17 . 2«8062814E 14 39 9.6394503E 16 60 3.7I99997E 4 ‘
18 7.5696746E 14 40 5* 9282036E 16 61 1•8599999E 3
19 1.8870963E 15 41 3.4066S75E 16 62 6.3000000E 1 '
20 4.3590252E 15 42 1 * 8269100E 16 63 1.OOOOOOOE 0
21 9.3503265E .15 ; •"
T
1 ■ . ■'■'■AX li 1 - .. .AH ) ; • . ' ■ • i . ; : • 1 *< l)
Ns 127
0 0. E 0 43 5*1322422E 33 86 2*50689065 33
1 0# E 0 44 1•0020557E 34 </ i 87 1 • 1949864E 33
' 2 1 •8900000E ' 2 \ . ' 45 . 1*8893005E 34 - 88 5*4934755E 32
■■■ 3 1f0478999E 4 46 3.4410860E 34 ; 89 2*43429885 32
; 4' 4.0101596E 5 47 6.0565392E 34 90 1.03923425 ■32
5 1•1835178E . -7 ; 48 1 * 0304493E 35 -‘V T 91 ' 4*27168726 31
. : 6 2.8079643E' 0 49 1•6952360E 35 ^2 1*68977626 31
7 5*546372IE 9 50 2.6974512E 35 ' • 93 6.4277472E 30
8 9•358338IE 10 51 4.1524651E 35 = i 94 2.349661 IE 30
9 U3747458E 12 52 6.185681OE 35 ■ '■ ' : 95 8.2478876E 29
. 10 1•7842929E 13 53 8.9184543E 35 . . 96 2.7779318E 29 i
-'ll 2•0702452E 14 54 1*24478776 $6 97 8*96944396 28
1
12 2•1670964E 15 55 1.6822080E 36 98 2*77376376 28.
, 13 2*065184 OE 16 ' 56 2*20145556 36 99 8*20723242 27
14 1*8016995E 17 57 2 * 7902652E 36 . 1 00 2*32100366 27
is 1 .4477179E 18 58 3.4256150E 36 ioi 6.2660908E 26
16 1 * 0767087E 19 59 4*07412066 36 102 *1.6128968E 26
■■ 17 -7*4436275E 19 60 4.694282IE 36 103 3*95280306 25
■ v 18 4.8014877E 20 61 5.2405285E 36 104 9*20955676 24
* 19 2 *0994527E 21 62 5* 6685934E 36 : 105 2.0365427E 24
20 .1 *6439586E 22 63 5*94137126 36 ' 106 4.266659IE 23
21 8*775084IE 22 64 6*0341936E 36 , 107 8 * 452Q7146 22
22 ■■ 4*4201073E 23 •; 65 / 5* 9384926E 36 108 j*57968996 .22 ■
‘7 23 2 * 10557852 24 ■ • .< 66 5.6630976E 36 109 2.77SQ484E 21
.■ 24 9 *5042216E 24 67 5.2329003E 1 10 4*5885419E 20
. ■ 25 4 *0723190E 25 68 4.6851578E 36 v 11 1 7•0908030E 19
26 1•6590295E 26 69 ' 4.0642031E 36 . : 112 1*0220155E 19
. 27 6*43578362 26 70 3.415584OE 36 113 1*36866296 18
28 2*38055982 27 71 2.7807052E 36 1 14 1•6955570E 17
"■ 29 8.4068946E 27 72 2*19280596 36 115. 1*93338266 16
; 30 2.8377697E 28 73 1*67474336 36. ? 116 2*01729166 1 5
3i 9•1658343E 28 74 1*23862326 36 117 1*91280826 14
: 32 2 * 8356588E 2.9::.,',; --76 ' 8*86963136 35 7 1 18 1*63476066 13
' ; 33 8*4105718E 29 76 6*148538IE 35,' 1 19 1 .2467625E 12
. 34 2 *3936507E ■30 . • 77 ' 4*12529126 35 ' 120 8.381002SE 10
35 6*54195282 30 78 2•67831696 35 ; 121 4*888582IE 9
3 6 1*71826192 31 79" 1•68226076 ,35 122 2.4239656E 8
37. 4 <>340187 IE 31 ; 80 1*021972IE 35 ; 123 9*93360836 6
38 1•0549844E 32 81.. 6*00316426 34 124 3*2269597E 5
39 2•4692474E 32 82 3* 4086933E 34 125 7*8119997E 3
■ 4o; 5 *5681260E 32 ; : 83 1* 8703507E 34 ; 126 1*2700000E 2
41'- 1 .2103413E 33 . v. 84 9.9136964E 33 ' ■ 127 1#0000000E 0
\ 42 2.5373143E 33 85 5.0741606E 33 ,;.r ■: . i. • • ■ r
V M r: 255 ’ "■ ’> :
, ■ , • - • L
- ' Q O'* E o 10 1*1471 76.7E 16 i 20 2* 1128190E 28 . ;..:v
■ - v ' 1 0* v .. ' E b-‘': li 2»7872717E ^ 21 2.476911BE 29
• ■ .2- 3*80999992 12 , 6.1395853E 18 ,22 . 2*754264 IE 30
: - .3 ' 4*27989962 .4- 13 1*2358827E 20 1 ': | 23 .: 2.9114812E 31
■ 4 3.3497516E 6 14 2*288862IE 21; ■ i i 24 2.9316B04E 32
5 2*0176387E 8 : • 15 S.9225366E 22 :.■■■ :25. 2*8172105E 33
' ' 6 9.8078245E ; 9 16 6*2514522E 23 , 26 2.5879850E 34
7 3.9869002E 1! . 17 9*3056751E 24 : ‘ 27 2.2762789E 35
. 8 1.3903531E 13 , 18 1*2987585E 26 28 1.9197300E 36
9 ' 4.239S332E 14 / . ■> 19 1•7052775E 27 —jg9_. 1*5544948E 37
I A < I ) I Alt! l : A ( I ■) ---------------- ;
1©2100827E 38 87 2.1549805E 69 >44 . 1 .932107.0L-JJt____
31 9 « 066 1405E 38 88 4.1608024b 69 1 45 1 .4892618E
74
32 6 e 5445957E 39 89 7.895Q674E 69 1 46 _ 1.1291317E
33 4.556561 IE 40 90 1.4723806E 70 147 8.4339062E
73
34 3 *0626610E 41 91 2.6990372E 70 148 6 • t.9_60.5‘4.S£L
73
35 1©9890983E 42 92 4*8636219E 70 149 4.4793781E
73 1
1©2493220E 43 93 8.6i60688E 70 150- 3.1865295E— 73^ u
37 7.5944690E 43 94 1.5006931E 71 151 2.2304724E
73
38 4«4714683E 44 95 2.5700502E 71 152 1.5361527E_J3l—^
39 2.5517584E 45 96 4 « 3280337E 71 153 1.0409010E 73 ' - !
40 1®4123949E 46 97 7.167541 IE 71 154 6.9390461E 72
41 7.5870889E 46 98 1•1673743E 72 155 4.5507427E
72
42 3.9578368E 47 99 1.8A99897E 72 156 2.9358420E
72
43 2.0060988E 48 100 2.9463547E 72 157 1.8630546E 72
44 9 ©8854057E 48 101 4.5664002E 72 ; 158 1.162879IE
72
45 4.738151 IE 49 102 6•9619583E 72 159 7.1389108E 71
46 2 e 2100882E 50 103 1•0441949E 73 160 4.3101168E 71
47 1.0036924E 51 104 1•5408048E 73 161 2.5590327E 71
48 4 ©4 399375E 51 105 2.2369263E 73 162 T.4940364E 71
49 - 1*9139225E 52 106 3.1953234E 73 163 8.5765524E 70
50 8.0430552E 52 107 4.4911457E 73 ' 164 4.8405729E 70
51 3.2963797E 53 108 6*2115171E 73 165 2.6B58286E 70
52 1©3180623E 54 . 109 8.4538506E 73 1 66 1.464944 IE 70
.53 5 ©1436738E 54 . 110 1.1322567E 74 : 167 7.8539355E 69
54 1©9597441E 55 111 ' i»49239'85E 74 168 4.1384535E 69
55 7.2921824E 55 . 112 l« 9359297E 74 169 2•1430524E 69
56 2.6508538E 56 113 2.4715729E 74 >70 1 # 0905095E 69 ,
■. . 57 9.4170877E '56 114 3.1056304E 74 17 1 5•4523603E 66
58 3.2702226E 57 115 i3.8408828E 74 r 172 2©6782616E 68
59 1.1104276E 58 116 4.6755085E 74 173 1 .2923736E 66
60 3.6878497E 58 1 1 7 5.6021379E 74 1 74 6.1254986E 67
61 1 . 1982278E 59 118 6.6071735E 74 175 2.8514318E 67
62 3 .8097619E 59 1 19 7.6704965E 74 1 76 1.3034694E 67
63 1•1856423E 60 120 8.7656705E 74 177 5.8506129E 66
64 3.6125006E 60 121 9.8607030E 74 , 178 2.5781546E 66
65 1.0778494E 6i 122 1.0919380E 75 179 1.115234 IE 66
66 3.1499109E 61 123 1.1903124E 75 : 1 80 4.7349257E 65
67 9 © 01 81 81 8 E 61 124 1.2773250E 75 181 1.9728253E 65
68 2•5299256E 62 125 %1.3493454E 75 182 8.0654503E 64
(.9 . 6.9558280E 62 126 1.4032305E 75 ; 183 3 © 2349463E 64
70 1©8746651E 63 127 . '1.4365513E 75 1,84 1 © 2727280E 64
71 4.9534854E 63 126 1.4477740E 75 185 4.910926IE 63
72 1.2834716E 64 129 1i4363766E 75 186 1.8581343E 63
73 3.2615423E 64 ' 130 1.4028891E 75 187 6.8928814E 62
74 8©1300257E 64 131 1« 3488530E 75 108 2.5064312E 62
75 1 • 9882054E 65 132 1« 2767033E 75 .,189 8 ©932243OE 61 ; • . , ‘ .
76 •4 © 7708636E 65 133 1.1895878E 75 190 3©1191093E 61
77 1 .1234736E 66 134 1.09U400E 75 .; 191 1.0670343E 61
78 2.5966922E 66 135 9* 8522884E 74 , . 192 3.5753057E 60
79 5.89,1 5462E 66 136 8.7571144E 74 1 93 1.1731155E 60
80 . 1.312341 IE 67 137 7.6620655E 74 194 3.7684564E 59
81 2.8703068E 67 138 6e 5990953E 74 195 1«1848937E 59
; 82 6.1649237E 67 139 5.5945947E 74 196 3.6457379E 58
83 1.3004590E 68 140 4 »6686313E 74 197 1©0974130E 58
84 2.6945435E 68 141 3.8347535E 74 198 3d230879QE 57
85 5.4845586E 68 142 3.1002846E 74 199 9.3007822E 56
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ro‘ A3 A3 AD
■*+ ■«— t—» §-» >-» +0* O O o o O o C o O' e-o
yQ m -4 © © A to ro O yQ OD -4 © © A; U ro —
-4 A ro — -4 CO - yQ A A3 yQ A - ^4 CO © >-*
si /i
■0-- ■ • 0 • - • ■ .0. :0 ■ 0 ■ . • 0 • a • ; '• ’ • a •
A CO A tO A m yQ -1 © m (0 m AD ro, C vO •—
ro -4 vo m A m © — © -4 -i © m ro; A yQK CO yQ l
-4 © vO A O to yQ O © (0 A yQ A m yQ (0 CO -4 >
-f A A) A3 to © © © m ro A) yQ © © AO © AD
A to ro — to si -J © o ro ro © vO © -4 ©;*— to to
to -4 m -i o A O A) to to o -4 A3 © A .o' -4 © O
to A vc m m O o m A m (0 NO A yQ © m: -J vO yQ
m m m m m m mm m m m m m m m mim1 m m t
A A A A A A A A A © © © © © © ©!© © ©
CO .A © © © -i mo yQ o o A3 ro co A A © ©
A) A3 A) ro ro ro ro A3 ro AD AD A3 Ad A) A3 A3 A) A3
(0 to to to to to to CO A3 AD A3 A) A) ro A) A) ro AD —
-4 © © A (0 ro — O >0 m -4 © © A tojro c
A) A3 A) ro ro ro A) ro m © A; A3
:0 ■ . 0 - • '• o • ■ ■ o ' •. 0- • •• •. -a ■0-'
© o co © m m -j © A3 m © m u A ; vO yQ A)
ro ro -4 A o ro ro o O © O -4 ro •4 A 1 m A A)
O' O A © © o A3 A vO © o CO ' m A3 O >
© CO O to -4 — A) © A3 A ►— >0 vO xO i A) A vO
© mo © to A yQ A A) O A) © A -4 ►- -1
© vOO to »— -4 -4 © © O' O © -4 O A m CO w
© © © —I yQ O A) m *— AD O A m CO A3 -4 O ©
m m m m m mm ra m m m m m m m m m m
ro ro ro to to to to (0 to to to to u to A A A A
-j m vo o A3 to A © © -4 OD m \0 O ro u
ro ro ro
■l . ;
A) to A) A) A3 A> AD AD- A) A3 AD ro A) A) ro
© © © © © ©A A A A A A A A A A to to
© A © ro O aO O -4 © © A to A) *— o yQ m
ro to A3 m to to A: © 0-* ro to © QD
•' • • 0- ■ • 0. • • • • ' • -• -- 0 ■ ■0 •"
O © ro © © A © AD m O © © © ’yQ m A3
o © o m m to O A AD A © m © A vO O AD to
o o G m -i © o O NO © A cr ad ;a ►- © CO © >
6 o to u -4 m CO © —4 © vO c ! © -J \yQ © to
o O VC to ro -j AD m © A; o ro i-4 m © <r CO
o OaO © -4 A) A yQ O >C -4 A A) IC m to c -4
o 0x0 -4 to ©to m sc ro to © © i m © :-J yQ C
m m m m m m mt m m m m m m m m m m m
w *-» »-* A) ro AD ro ro ro
o ro a © a vG — to A © -4 m o A) to A ©
-2
l AM) I AM) i ALU ......
1 08 2 «6187607E112 165 4.8359080E137 222- 1 .26679895150----------------.
1 09 9.7710332E112 166 1.014Q384E138 223 1.64908785150
110 3 a 6033302E113 167 2. 1074136EJL38 224 2 ._JL29Z2i 15.1.5.0
111 ~i .3134707E114 168 4 « 3408656E138 225 2.72865125150
112 4 » 7328501E114 169 8.8.62.26975138 2.ZL6 , 3.4.68.3.50.6Eli}0
113 1©6859455E115 170 1.7933715E139 227 4.37372005l50
11 4 5.9378512E11'5 1 7 1 3.5971690E139 228 5.47166155150
1 15 2 © 0676042E116 172 7 * 15202365139 229 6* 7916983b150
116 7.1192202E116 173 1.4095668E140 230 8.36341735150 ..........
117 2.4240396E117 174 2.7538601 El40 23 i 1 .02177235151
118 8 #1624180E117 175 5.3334510E140 232 1.23848875151
1 19 2.7183078E118 176 1.0239894E141 233 1.48936195151
120 8.9538025E118 177 1 . 94 90084E 141 234 1.7769744E151
121 2*9172478El 19 178 3.6776735E141 235 2.1034742E151
122 9 o 4 C2065QE119 179 6.8799270E141 ; 236 2.47041895151
1 23 2•9976739E120 180 1 .2760140E142 237 2.8786147E151
124 9 » 4 554609 E120 181 2.3463762E142 238 3•3279597E151
125 2 ©9508296E121 182 4.2777941 El 42 239 3.8172987E151 i
126 9 91 1 15866E121 183 7.732704OE1 42 240 '4 .3442978E15.11----- ------ -
127 2 « 7839229E122 184 1.3859299E143 241 4.905351 5E 151 . ...
128 8.4170158E122 185 2.4629663E143 242 5.49552795151
129 2 # 5183773E123 1 86 4•3400204E143 243 6.1085615E151
1 30 7*4570 780 E12 3 187 7.5831517E143 1 244 6 • 7369009E151 _ _
131 2»1853698E124 1 88 1.3138349E144 245 7.3718136E151
132 6•3388764E124 1 89 2 » 2572170E144 246 8.003550 5E. 151
133 1*8199226E125 190 3.845522 IE 144 24 7 .8.6215694E151
134 5•1721233E125 191 6.4967299E144 248 9.2148064E151
135 1»4550621E126 192 1 .0884278E145 , 249 9.7719957E151
136 4•0523979E126 193 1.8083288E145 250 1 .0282015E152
137 1#1173293E127 194 2•9794468E145 251 1.0734253E152
138 3.0500673E127 195 4.8683492E145 252 1.11189715152
1 39 8.2435949E127 196 7.88901635145 253 1.14276525152 '
140 2.2060866E128 197 1.26784485146 254 1.16533145152
141 5•8458350E128 198 2 « 0207772E146 ; 255 1.17907705152
142 1.5339372E129 199 3 «1943800E146 256 :1«18368285152
143 3.98580O8E129 200 5.0081488E146 25 7 1.17904115152
144 1.0256875E130 201 7.7874783E146 258 1 . 16526045152 i
145 2.6139542E130 202 1.2010243E147 259 1.14266085152
1 46 6.5976707E130 203 1.8371658E147 260 - 1 . 1117616E152
147 1 •649341 1 El 31 204 2.7873566E147 261 1.0732618E152
148 4 » 0Q38960E131 205 4.1945986E147 262 1.02801355152
149 1•0016130E132 206 6.2610579E147 263 9.7699111E151
150 2 * 4 3334 07E132 207 9.2697959E147 264 9*21255935151
151 5•6559826E132 208 1•3613298E148 265 8.61920345151
152 1•3960678E133 209 10983O454E148 266 8.00110965151
153 3.2971504E133 210 2©8653881 El 48 267 7.36933955151
154 7.7145751E133 21 1 4 ®1069639E148 268 6 •73443365151
1 55 \ .7883042E134 212 5.8391550E148 269 6.10613725151
156 4.1071616E134 213 8.2352298E148 270 5.4931781E151
157 9.3460455E134 214 1.1521336E149 271 4.9031032E151
V 158 2.1072403E135 21 5 1« 5989546E149 272 4*3421729E151
159 4 * 7077615E135 216 „ 2•2013042E149 273 3.8153139E151
160 1♦0421806E136 217 3.0063468E149 274 3.3261267E151
161 2 ©2861953E136 218 4.0730291 El 49 275 2.87694025151
162 4 o 9698001E136 219 5.4741867E149 276 2.46890535151
163 1•0706141E137 220 7.29876435149 277 2.10212025151
164 2©2856430E137 221 9.6540754E149 278 1.7757753E151
-232-
I a (n I A U > I All)
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1___’ A ( I ) V- ■ ' 1 A < 1} ■•■I-'-'-. ■ A ( l.L
450 6.7S62936E 79 471 5»10aB740E 59 492 1.6237257E 34-
451 9.19915325 78 472 4 e 3387268E 58 493 6.27045964 32 \
452 1.2238281E 78 473 3•5849489E 57 494 2.2894079E 31 i
4 53 I.5974670E 77 474 2•8800732E 56 495 7•8784955E 29 ':V>: ■!
454 2.Q453120E 76 475 2.2481484E 55 496 2jl5465l74£EL PR " ' •I
455 2.5678903E 75 476 1»7038523E 54 497 7*701301 BE 26 "\.j
456 3.1604653E 74 477 1•2528271E 53 498 2•169371 9E 25
:V 457' 3*8119467E 73 478 8.9299655E 51 499 5.66299688 23
4 58 4 *5042481E 72 479 6*1650122E 50 500 1 .3618374E ^2 ,:
459 5.2123148E 71 480 4 «1185706E 49 501 2.9960305c 20 ■ V.'-'!
460 5.9049912E 70 481 2.6598987E 48 502 5.9800774E 18 - -v: - ■- -1
461 6.5468072E 69 482 1•6589734E 47 503 1.072121 IE
462 7.1006257E 68 483 9*9813323E'45 504 1.7051562E 15
463 7 *5309313E 67 484 5•7862550E '44:' "v.^ 505 2.3682633E
464 7.8074092E 66 485 312278560E ^43-., 506 2.8137678E u ■■■■>..
465 7.9083306E 65 486 1.7303896E 42 :■ 507 2.7803922E : 9 -i
466 7.8232586E 64 487 8*9011443E 40 508 2*1935438E
..;■ 467 7.5546145E 63 488 4•3865824E 39 509 1.2953999E ■ 5 . ■
4£8 7.1178055E 62 489 2#0674381E 38 510 '5•1099998E 2
469 6.5398343E 61 490 9. 3013185E 36 511 ' 1•OOOOOOOE o
470 5*8565418E 60 491 3r9862629E 35
ERROR RATE EQUATION COEFFICIENTS
HAMMING SINGLE ERROR CORRECTING 
/DOUBLE ERROR DETECTING CODES
—DETECTION WITHOUT CORRECTION OCCURS IF CHECK WORD IS NON-2EHO AND 
overall parity CHECK IS SATISFIED.
A< * — B( I ) A ( 1 ) ; 0(1)
0 . o, ■ 'g:: 0 0. . 'E 0 : 5 2•7999999E 1 0* '. ■ E 0: 1 0* E 0.- ' E. 0 6 Or' E 0 2.799996QF ■ i . . ■
'■ " 2 E 0/ 2•7999999E 1 7 7 6 9999999E 0 ■: b#..--/. E 03 2 . 7999999E. 1 0# E 0 8 1 •OOOQ.OOOE 0 Or E. 0
4 6•9999999E 0 5 • 5999998E ■ /1-"
N =; - 16
■ e 0 0# ' - E 0 9 6•2799993E 3 0 • ^ . .E 0
1 Of' V E 0 0.. : ' E 0 1 0 2 •7999997£ a 7•5 699993 E 3 .
2 0« ' E 0 1.2000000E 2 , 11 2♦9399997E 3 o* ; • 0
3 ’ 1.3999999E 2 Or . E; •■O-■ 12 1» 0500000E 2 :1 • 6799998E .'3 . . .4 3•4999998E 1 1•6799998E 3 , 13 4.1999998E 2 0..'. : e, ■ 0 -
5 . 1•4279999E 3 0 • ■ E 0 : 1 ^ o* : ' E': 6 1•2000000E 2 \6 1.6799999E 2 7•5599995E : 3 . ■ 1 5 / 1•600 OOOOE 1 d* ■ . E- 07 5.1599994E 3 0. ■: E '■ 0 V; 16 1•OOOOOOOE 9 o. \ 08 4.3499996E 2 1 . 1999999E ' 4
’■ N = 32
\ 0 ' o. E ;° o • . , E' 0 17 2•9942274E 8 . 0. ", . E 0■ : / 1 ;.0:.e ' '0 o • ; e 0 . 18 8 • 28071 87r. 6 4.5671424E 82 ■ 0* 0 4•95 99999 E ■ 2 ' 19 2.0422734E 8 0* • E 0' . 3 6 •1999997E 2 0* E '■ 0 20 4.4148644E 6 2•1872902E 8 '•4 1•5499999E 2 3.4719996E 4 : 21 8•3406479E 7 O'. . . E 0■■■ 5 3•5587997E ,4 0. E • 0 22 :■ 1•3830958E 6 6.2500456E 76 5•2079994E 3 8.7841592E ■ 5 ■ . 23 1.9779237E ■ 0* E' 0. ■ 7 7•9632 791E 5 0 . . / ..... E ■■ 0 24 2•4784497E 5 1•0187838E 78 8.2614992E 4 1 .0187838E ■ '7 25 2•5695277E 0 • E 0■ 9 8.2695589E 6 0. E 0 26 2.2567998E :4.''- 8*7841591E 5io 6 • 2867992E 5 6.2500456H 7 27 1.6578798E 5 0. E 0'• ii : 4.5617980E 7 o..' :: ■ E 0 28 1•0850000E 3 3•4719996E 412 2•6489185E 6 2 • 1872902E 8 29 4.3399997E 3 0 • E o13 1 •4314619E 8 “..by e o- 30 0. E b 4.9599999E • 2 ■ ,14 6 • 4405589E 6 4#5671424E 8 31 3*1999999E 1 0. E 0IS 2•S629986E 8 0* E 0 32 1.OOOOOOOE 0 0^ E. 01 6 9.3981135E 6 5.8228405E 8
N = '64
' ’* o o. ;..;ie.; 0 0. E 0 9 4.1821257E 9 o • fn 01 0 • E 0 0* E 0 1 0 3.6977662E 8 1.4910661E 112 ' 0*. . ■ E 0 2.0159999E 3. 11 1.3543059E l i •0. E d3 ; 2•6039998E 3 0 • E 0 12 9.62188B2E 9 3.2328973E 12 ■ ■. 4 6.5099998E 2 6 *2495995E 5 ■ 13 2 *7902975E 1 2 0. t o5 6.9526793E 5 0« E 0 14 1.6356852E 1 1 4•7107946E 136 1.0936798E 5 7.3807768E 7 15 3.871I394E 13 0# -r E o. 7 7.5537566E 7 0« E 0 16 1•9083105E 12 4.8089387E 14, 8 ; 8.6492779E 6 4.3569705E 9 17 3 • 764 9789E 14 0
“235-
I A ( I ) B ( I ) 1 A(!) 8< 1 )
1 8 1•5827722E 13 3.5454114E 15 42 8 ® 2387484E 1 4 7.9091995E 16
19 2.6440636E 15 0 ft E 0 43 2•7398631E 16 0. E 0
20 9 ® .5799435E 1 3 1 .93 1 31 61 £ 16 44 2®1075875E 1 3J_6JE_JL.6
21 1.J709352E 16 0. . E 0 45 6 • 075 81 1 7E 15 0. E 0
22 4•3155349E 1 4 7.9091995E 16 46 4 « 0448622E 1 3 3.5454114E J-5
23 5.3372767E 16 0. E 0 47 1•0028719E 15 0. E 0
24 1•4686466E 1 5 2 ®4673263E 17 48 5•7249314E 12 4.8089357E 1 4.... -
25 1•5802637E 17 0. E 0 49 1.2080757E 14 0® E 0
26 3 *8184809E l 5 5 ®9215830E 17 so 5•8417331 E ,.U_ 4•7107946E l 3
27 3.5924182E 17 0. E 0 51 1.0346558E 1 3 o. e 0
28 7 #6478410E 15 1•1012890E 18 52 4.1694847E 10 3.2328973E 12 ...
2 9 6.3134243E 17 0. E 0 53 6.0816503E 1 1 0. E 0
30 1.1867338E 16 1.5949704E 18 54 1.9967937E 9 1 .4910661E 1 1
31 8•6164534E 17 0. E 0 55 2.3358453E 1 0 0. E 0
32 1.4317370E 16 1®8039887E 18 56 6.054-4945E ■■. 7; 4.3569705E 9
33 9•1544397E 17 0. E 0 57 5.4567853E 8 0. E 0
34 , 1.3449650E 16 1.5949704E 18 58 1.0572236E 6 7.38677676: 7'
35 7.5747529E 17 0® E 0 59 6.9292433E 6 0. E 0
36 9•8329383E 15 1•1012890E 18 60 9.7649993E 3 6.2495995E 5
37 4®87394Q3E 17 0. E 0 61 3.9059997E ; a 0. E 0
38 5.5808567E 1 5 5•9215830E 17 62 0. E 0 2.0159999E 3
39 2 .4301206E 17 0. E 0 63 6.3999998E 1 0. ■ E 0 !
40 2•4477445E 15 2 ®4673263E 17 64 1 .OOOOOOOE 0 0.' ' ■ E 0
41 9.334861OE 16 0 • . * ■ E 0
N = 128
0 0® E 0 0® E 0 31 1•2003604E 29 0. E 0
1 0® E 0 0® E 0 32 2•8863401 £ 27 1.466261 IE 30
2 0® . E 0 8®1279998E 3 33 1 • 124 6232E 30 0. E 0
3 1®0667998E 4 0® E 0 34 2.4927482E 28 1®1918272E 31
4 2•6669998E 3 1•0582655E 7 35 8•9356035E 30 0 • E 0
5 1.2236194E 7 0® E 0 36 1•8312272E 29 8.2690103E 31
6 1 •9842 478E 6 5•3812798E 9 37 6 ® 0584490E 31 0® E 0 " J.
7 5.8271685E 9 0® E 0 38 1®1509788E 30 4.9237662E 32
8 6.9813629E 8 1.4185322E 12 39 3.5242318E 32 0. E 0
9 1 ® 4683292E 12 0 ® E 0 40 ' 6•2208773E 30 2.5281645E 33
1 0 193845528E 11 2 ® 25 07387E 14 41 1•7671539E 33 0. E 0
11 2 » 2486746E 14 0 ® E 0 42 2•904 0875E 31 1•1240201E 34
12 1.7377477E 1 3 2 ©3540680E 16 43 7.6695566E 33 0. E 0
13 2 « 2819737E 16 0 ® E 0 44 1 • 1754639E 32 4•3428050E 34
14 1«4859963E 15 1 ® 72 54542 Ey 18 45 2.8913562E 34 0. E 0 ' ;,
15 1 ® 3278879E 18 0® 'E 0 46 4.1390579E 32 1.4627070E 35
1,6 9®1155268E 16 9 ®2613750E 19 47 9 • 4976252E 34 0. E 0
17 8•5203363E 1 9 0. E 0 48 . 1 •2715828E 33 4.3064273E 35
18 4.1663318E 1 8 3.7626604E 21 49 2.7256853E 35 0® E 0
19 3•3796015E 2 I ‘ 0 • E 0 50 3.41683Q2E 33 1•1108824E 35
20 1.4606526E 20 1 * 1872184E 23 51 6.8499163E 35 0. E 0
21 1.0419043E 23 0® E 0 52 8•0476589E 33 2.515822OE 36
22 4.016881OE 21 2•9695877E 24 53 1.5104135E 36 0 • E 0
23 2.5475892E 24 0® E 0 54 1.6644285E 34 5•0105467E 36
24 8.8399496E 22 5.9875923E 25 55 2•9269957E 36 * 0. E 0
25 5 ®0227412E 25 'O'. E 0 56 3 ®0273547E 34 8.7879781E 36
26 1•5782256E 24 9.8675520E 26 57 4•9917207E 36 ■ o. ' ■ e 0
27 8.0948132E 26 0. E 0 58 4 ®8483197E 34 1.3588670E 37
28 2.3160797E 25 1 .3446496E 28 59 7 ® 4997357E 36 0. E 0
29 1.0787453E 28 0® E 0 60 6.8431865E 34 1.8540473E 37
30 2.8237916E 26 1®5301185E 29 61 9.9348105E 36 0. E 0
f
-236-
'* I' ■ A < I ) B ( I) I A( I ) BM )
62 8•5184579E 34 2 V2334847E 37 96 8.6590204E 27 1•4662611E 30
63 ■ 1 . 1609964E 37 0. E 0 97 3•6748762E 29 0. E 0
V.V 64". 9 • 3559102E 34 2 .3764012E 37 98 9.2243860E 26 1.5301185E 29
. 65 ' 1•1972686E 37 0. E 0 99 3.5944870E 28 0. ■■ e 0.
66 9•068036OE 34 2•2334847E 37 100 8.2717134E 25 1.3446496E 28
67 1.0895997E 37 0. E 0 101 2.9476126E 27 0. . E 0
68 7 • 7556114E 34 1 .8540473E 37 102 6.1915003E 24 9.8675520E 26
69 8 •7493608E 36 0. E 0 103 2.0081771E 26 0. E 0
70 5.8514204E 34 1.3588670E 37 104 3.8306447E 23 5.9875923E 25
71 6•1962892E 36 0. E 0 105 1.1246100E 25 0. E 0
72 3•8923132E 34 8.7879781E 36 1 06 1.9363699E ^2_ 2 « 9695876E _2A____
73 3.8675492E 36 Oo E 0 107 5.1118663E 23 0. E 0
74 2•280Q837E 34. 5•0105467E 36 108 7•8875237E 20 1.1872184E 83...—
. 75 2 • 1255863E 36 0# E 0 109 1.8575748E 22 0. E 0
76 1.1761962E 34 2.515822OE 36 1 10 2.5460916E 1 9 3•7626604E 21
77 1•0273829E 36 o* ; E 0 111 5.2976223E 2 0 0 • E 0
78 • 5♦3302675E 33 1•1108824E 36 112 6.3808686E 17 9.26i3750E 19
/ : 79 4.3605776E 35 0. E 0 11 3 1•1588818E 19 0. E 0
80 2#1193047E 33 4•3064273E 35 11 4 1•2100256E 1*6 1.7254542E 18
V. 81 1•6222885E 35 0. E 0 1 15 1.8808952E 1 7 0. E 0
82 ■ 7•3783206E 32 1 .4627C)70E 35 1 16 1 .6798228E 1 4 2 *3540680E 16
83 5•2790442E 34 ; 0 . ;.'-.;e; 0 1 17 2.2085725E 1 5 . 0>;'-; ■ E >0
84 2.2440675E 32 4 * 34 2 8050E 34 118 1 .6337723E 1 2 2 *2507387E 14
85 1•4987856E 34 0. £ 0 119 1 .7594368E 13 0. .• E/ 0
86 5•946465OE 31 1♦124020 IE 34 120 1.0472044E 1 0 1.4185322E 12
87 3.7018770E 33 0. E o' 121 8.869861 IE id 0* E 0
88 1 .3685930E 31 2*5281645E 33 122 4•0346372E • 7 5.3812796E 9
89 7•9277742E 32 Om E 0 123 2.5233017E 8 •0. E 0
90 2•7260025E 30 4.9237662E; 32 124 8.2676995E 4 1•0582655E 7
91 1•4664229E 32 0. E 0 125 3•3070797E 5 0* E 0
. 92; 4•6798030E 29 8.2690103E 31 126 0. E 0 8.1279998E 3' •
93 2•3325509E 31 0. E 0 127 1 .2800000E 2 0* E 0
94 6 *8917156E 28 1.1918272E 31 128 1.OOOOOOOE 0 0. E 0
9:5 ' 3•1744498E 30 0* E 0
N = 256
0 0* E 0 0. E 0 21 2.6881936E 29 uj
|
■o 0
1 0* , E 0 0 • E 0 , 22 1•1300992E 28 3.3533137E 31
2 Oo E 0 3.2639999E 4 23 3.1869075E 31 0. E 0
' 3 4.3179997E 4 0. E 0 24 1.2176934E 30 3.3121260E 33
4 1•0794999E 4 1.7410174E 8 25 3.1103785E 33 0. ■ E 0
.. , 5 2.0511360E 8 0. . "E 0 26 1•0876437E 32 2•7308223E 35
6 3*3732213E 7 3.6709350E 11 27 2•5350774E 35 0« E 0
7 4.0849783E 1 1 0. • E 0 28 8.1604264E 33 1.9025451E 37
‘ . . 8 5.0008099E 10 4.0806335E 14 29 1 .7464678E 37 ' 0. E 0
7 9 . 4•3785686E 14 : 0. E 0 30 5.2013671E 35 1•1318174E 3 ?
10 .4•2545484E 13 2.7773698E 17 31 i» 0276223E 39 0. E 0
n 2.9019893E 17 Oi E 0 32 2.8439732E 37 5.8017053E 40
12 2.3311063E 16 1 .2681218E 20 33 5.2110206E 40 0. E 0
13 1•2972785E 20 Oi E 0 34 1.3452854E 39 2.5829480E 42
1 4 8•8599968E IQ 4•1312897E 22 35 2 « 2953644E 42 0 • E 0
15 4.1514229E 22 .0..V'' e 0 36 5.5464196E 40 l.0057507E 44
16 2.460631 BE 21 1.0039377E 25 ■-,'37 : 8 • 8437908 E 43 0. ;vv e'' 0
17 9•930820 IE 24 0. .'y:' . E 0 38 2.0062049E 42 3.4464487E 45
18 5 • 1890383E 23 1 .881891 IE 27 39 2.9989053E 45 0. E 0
V--'.- 19 1.8351534E 27 ■■■ 0 40 6.4038818E 43 1.0451134E 47
8.5582713E 25 2.7934197E 29 -- 41 8.9994839E 46 0. E- 0
237“
I ■ A (I ) B (I ) I a <1 y BCI)
A? 1 *8133917E 45 '?.8185290E 48 99 3.037364IE JL2_ Q« ■
43 2 * 4018825E 48 0. E 0 100 1 •877278 0E 70 1.2254871E 73 1
4 4 4 * 5768562E 46 6.7903902E 49 101 7.5127550E 72 0. _ E 0 '
45 5~. 7266917E 49 0. E 0 102 4.4943151E 70 2•8763616E 73
46 1•0339997E 48 1 .4673802E 51 103 1.74Q39Q7E_Z3__o_. ■ e_ 0
47 1.2247012E 51 0. E 6 104 1.0079483E 7 1 6.3268140E 73
4 8 2 * 0990860E 49 2.8547570E 52 105 3.777731OE 73 0. E o
49 2#3579161E 52 0. E 0 106 2.1185374E 71 1.3046992E 74
50 3*8426127E 50 5*0169149E 53 107 7.686469 IE 73 0. E 0
51 4.1006853E 53 0. E o 108 4.1746880E 71 2.5233669E 74
52 6•3636675E 51 7.9888502E 54 109 1.4665367E 74 0. E 0
53 6. '+617362E 54 0. E 0 110 7.7152997E 71 4.5786796E 74
54 9 • .5621 262E 52 1*15595475 56 1 111 2.6246551E 74 0. ..E 0
55 9.2519264E 55 0. E 0 112 1.3376977E 7 2 7.7968667E 74 ■]
56 1 .307210 I E 54 1.5238335E 57 113 4•4075025E 74 0. E 0
57 1.2067941E 57 0 • E 0 114 2.1765068E
cvj
r- 1.2463365E 75 ,
58 1V6299175E 8‘5 1.8345002E 58 115 6.9465133E 74 0. ’■ o : ;■
59 1.4374500E 58 0. E 0 1 1 6 3.3240289E 72 1.8706259E 75
: 60 1 e 8578772E 56 2.0213703E 59 1 17 1.0277646E 75 .. 0. ■ .. E 0
61 1 * 5670127E 59 0 . . E 0 118 4.7661068E 72 2.636707 I E 75.
62 1.9401105E 57 2-. 04 27494 E 60 1 19 1-.4277669E 75 0. E 0
63 1.5666186E 60 0. E 0 120 6.4170356E 72 3.4908672E 75 ■ '
64 1•8597451E 58 1 .8969402E 61 121 1 . 862637.2E 75 0. . ..E... 0 .'-"I
65 1•4390995E 61 0 • E 0 122 8.1 14 1 027E 72 4.3417099E 75
66 1 .6394 365E 59 1 .6215523E 62 123 2.2822504E 75 0 • E 0
67 1.2168092E 62 0. E 0 1 24 9.6367806E 72 5.0732986E 75
68 1.3313474E 60 1 .2780935E 63 125 2.6266704E 75 0. E 0
69 9 « 4857537E 62 0. E 0 126 1.0750917E 73 • 5.5699987E 75
70 9•9754578E 60 9 * 3028268E 63 127 2.8397818E 75 : o. e 0 'I
71 6.8281505E 63 0 . E 0 128 1 . 1266896E 73 5*7461170E ,75.
72 6•9065492E 61 6*2619379E 64 129 2.8841506E 75 0 * E 0
73 4.5450138E 64 0. E 0 130 1.1092216E 73 5.5699987E 75
74 4.4246065E 62 3.9032204E 65 131 2.7517422E 75 0. E 0
75 2.8012078E 65 0* E 0 132 1 . 0258508E 73 5.0732986E 75 '; ^
76 2.6262232E 63 2•2557875E 66 1 33 2.4662912E 75 v 0. V E 0 ■ ...-f
77 1*60056005 66 0. E 0 1 34 ' 8.9122109E 72 4.3417099E 75 .. i
78 1 * 4459486E 64 1.2101476E 67 135 2.0763688E 75 0. E 0
79 8*48823865 66 0 • E . o 136 7.2726403E 72 3 *4908673E 75 . ;i
80 7•3930629E 64 6*0327392E 67 137 1.6419179E 75 0. E ’ 0 :
81 4.1826479E 67 0. E 0 1 38 5*5739216E 72 2.6367071E 75
82 3.5139865E 65 2.7974760E 68 139 1*2193689E 75 0. E 0
83 1*9169514E 68 0 • ■ " E 0 140 4.0117590E 72 1.8706259E 75 j.
84 1.5541877E 66 1©2078259E 69 14 1 8 ♦ 5033846E 74 0. . E : o .
85 8.1791022E 68 0* E 0 . 142 2.7110875E 72 i • 24-63365E 75
86 6•4022087E 66 4 *05972295 69 143 5.5672915E 74 •0*. V"' :- ■ E 0
87 3.2517434E 69 0* E 0 144 1.7198970E 72 7.7968667E 74
88 2.4583727E 67 1 .8236655E 70 145 3.4213695E 74 0. ' E- 0
89 1 .2055869E 70 0. E 0 146 1.0240306E 72 4.5786796E 74 . .
90 8•8064485E 67 6.3876106E 70 ; 147 1 .9731223E 74 0. ' E 0
91 4*1714176E 70 0. E 0 148 5.7-208687E, 71 , 2.5233669E 74
92 2o9451602E 68 2•0897832E 71 149 1•0675433E 74 ‘ 0. •' : E o
93 1.347969IE 71 • 0 . E 0 , 150 2.9979303E 71 1•3046992E 74 i--
94 9 *2017323E 68 6.3903092E 71 151 5.417002IE 73 0* E 0
95 4.070743IE 71 0. E 0 152 1.4731552E 71 6 * 32681*4. O E 73 -
96 2.6875653E 69 1.8275443E 72 153 2.5770537E 73 ■: ■■ E ■ o ‘"■■.'..■I
97 1 .1495575E 72 0 • • E 0 154 6•7855346E 70 2.8763616E : 73 ..
98 7 * 3423172E 69 4•890882IE 72 155 1 *'148.97895 73 6 . E ' 0
-.............. ....... . ..  ... . ~.... ........... ....... -----——---- —---- -—■■ --------- >■■■"■ ■— ~ ....—
-23$*. • ■ ' .. ' '. ■ • --- -—•' ■ ---- ■- ' •—
I A ( I ) B ( I V I A < I > B< I.)
156 2.9285538E 70 1 .2254871E 73 207 9.8077582E 52 0 • c. Q
157 4.7988966E 72 0. E 0 208 9 • 0960398E 49 2*85475705 52
1 50 1 •1837613E 70 4.890882IE 72 209 5.3573698E 51 0» 5 0
159 1.876770IE 72 0. E 0 210 4.7204331E 48 1.4673802E 51cr r\
160 4.4792754E 69 1 .8275443E 72 21 1 2.63890425 50 0 • 5 0
161 6.8691495E 71 0 • E 0 212 2.2052125E 47 6.7903902E 49
1 AO 1 .5858304E 69 A.3903092E 71 213 1 .1680222E AS— 0. E 01 O
163 2.3516917E 71 0. E 0 214 9.2396629E 45 2.8185289E 48
1 AA 5iP50068IE 68 P .0897832E 71 215 4.6276072E 47 0. E 0*. OH
165 7 * 5264015E 70 Q * E q ; 216 3.4580961E 44 1.0451134E 47
1 66 1 « 6P43005E 68 6.3876106E 70 217 1.6341407E 46 0. E 0
167 2.2503375E 70 0 * E 0 218 1.1509280E 43 3.4464487c 45 ’
i Afl 4.6932571E 67 1 .8236655E 70 219,_ 5.1192119E ■A&- o»    —fe—,Q—
169 6.2815060E 69 0 • E 0 220 • 3.38947856 41 1.0057507E 44
1 70 1o2655528E 67 4.8597229E 69 221 1.4152153E 43 0 • 5 0
171 : 1.6357455E 69 0. E 0 222 8.783922BE 39 2*58294795 42
1 72 3.1823844E 66 1.2078258E 69 223 3.4324687E 41 0. E 0
173 ' 
i 74 :
3.9706352E 68 0. E 0 224 1 .9907813E 38 5*8017053E 40
7.4565080E 65 2.7974760E 68 225 7.2560499E 39 0. E 0
175 3.9769303E 67 0 • E 0 226 3*9183633E 36 1.1318174E 39
176 1 .6264737E 65 6.0327392E 67 227 1-.3270130E 38 0. E 0
177 1 . 8885307E 67 0. E 0 228 6.6449186E 34 1.9025451E 37





66 0. E 0 230 9.6214638E 32 2.7308223E 35
63 2•2557875E 66 231 2 » 7746685E 34 0. V E 0
181 6.7077610E 65 0. E 0” 232 1.1771036E 31 3.3121260E 33
182 1 .0882140E 63 3 •9032204E 65 233 3.1Q63202E 32 0. ' E 0
;'183 1.1300396E 65 0 • E 0 234 1.2020147E 29 •3.3533136E 31
1 84 1 .7650070E 62 6.2619379E 64 235 2.8827637E 30 0. E 0
1 85 1.7638206E 64 0 . E 0 236 1.0098760E 27 2.7934197E 29
186 2.6506216E 61 9.3028266E 63 237 2.1 830452E 28 0. E 0 .
187 2.5474225E 63 0. . E 0 238 6.8610615E 24 1.881691 IE 27
188 3.6807840E 60 1.2780935E 63 239 1.3235738E 26 0. E 0
189. 3.3996553E 62 0. E 0 240 3.6909477E 22 1•0039377E 25
190 4.7195902E 59 1 .621S523E 62 241 6 •27614252 23 0. : E 0
191 4.1861436E 61 0. E 0 242 ' 1.5315136E 20 4.1312895E 22
192 5.579235 IE 58 1 .8969402E 61 243 ,2.259773 IE 21 0. E 0 _
193 4.7484212E 60 . 0. E 0 244 4*73991605 17 1.266121 BE 20-
■ V.' 194 6.0706685E 57 2.0427494E 60 245 5♦9453675E 1 8 0. E 0
' 195 4.953352 I E 59 0. E 0 246 1 .0466188E 15 2.7773698E 17
V 196 6.0690656E 56 2.0213703E 59 247 1 .0850651E 1 6 0. E 0
•197 4.7431509E 58 o« E 0 248 1.5502510E 12 4.0806335E 14
198 - 5.5642010E 55 1 .8345001E 58 249 1.2753386E 13 0* ,. : E 0
199 4.1609579E 57 o»; . E 0 250 • 1 .4055088E 9 3.67-09350 E 11
200 4.6686078E 54 1 .5238335E 57 251 8.604 4 343E. 9 0. E 0
201 3.3369629E 56 0# E 0 252 6 * 8008495E 5 1.7410174E .8
202 3.5769435E 53 1.1559547E 56 253 2*72033975 6 0. E ' Q
' : 203 2.4408386E 55 0 . 0 254 0. . ■' E 0 3.2639999E 4
204 2.4965158E 52 7.9888502E 54 255 2.560000OE 2 '■ 0. E 0
205 1*62431845 54 ... 0* ■ E o 256 1•QOOOOOOE 0 ; 0. • ■ E 0
206 1.5831564E 51 5.0169148E 53
■■■; . ■ . , ; ' ' . ' . ^ . ‘ ; ■■ - : . -
I AM)AM )■■
”239“
B( I ) b c i)
n = 51 a
0 0* E 0 0. E 0 55 • J3 3_Q.6.80-2.E_X3 0.#____ ___________ E_ .0
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