Simulación numérica de sistemas de polímeros en fase condensada by López Rodríguez, Antonio
UNIVERSIDAD COMPLUTENSE DE MADRID
 FACULTAD DE CIENCIAS QUÍMICAS
TESIS DOCTORAL
MEMORIA PARA OPTAR AL GRADO DE DOCTOR
 PRESENTADA POR 
 Antonio López Rodríguez
Madrid, 2015
© Antonio López Rodríguez, 1992
Simulación numérica de sistemas de polímeros en fase 
condensada 
UNIVERSIDAD COMPLUTENSE DE MADRID 
Facuttad de Clencias Quimicas 
Departamento de Qui'mica Fisica I
BIBUOTECA UCM 
5302454987
y _  ~  5 ' 2 ^ 0 — ^
SIMULACION NUMERiCA DE SISTEMAS 
DE POLIMEROS EN EASE CONDENSADA
UNtvaBDM BOIW BBK • « A M »  
F M M A I
BiaUlOTECA
/f-tgt
M.” RegMtto— /  —
Antonio L6pez Rodriguez 
Madrid, 1992
Colecciôn Tesis Doctorales. N.® 323/92
© Antonio Lôpez Rodriguez
- #ï
Edita e imprime la Editorial de la Universidad 
Complutense de Madrid. Servicb de Reprografia. 
Escuela de Estomatologia. Ciudad Universitaria. 
Madrid, 1992.
Ricoh 3700
Depôsito Legal: M-37228-1992
UNIVERSIDAD OOHPUnTKSE DE MADRID 
FACULTAD DE CIENCIAS QÜINICAS 
DEPARTAMEKTO DE QUIMICA FISICA I
SIMULACION NUMERICA DE SISTEMAS DE POLIMEROS 
EN FASE CONDENSADA
AinOflO LOFEZ RODRIGUEZ
Director: Dr. Juan J. Freire Cônez
Profesor Titular de Quiatca Fisica.
MADRID. 1991

A Cristina.
Este trabajo ha sldo realizado en el Departamento 
de Quimica Fisica I de la Facultad de Ciencias Quinicas 
de la Universidad Complutense de Madrid, bajo la direc- 
ciôn del Dr. Juan J. Freire G6mez. a quien deseo expre- 
sar mi màs sincere agradecimiento por su colaboraciôn y 
estimulo durante estos anos.
También me gustaria agradecer a las personas inté­
grantes de este Departamento por todas las facilidades 
que me han dispensado.
A les Dres. Kurt Binder y Hans-Peter Vittmann con 
les que tanto he aprendido y a les que tanto debo.
Al Dr. Arturo Hcr ta Zubiaga por su inestimable 
ayuda en la interpretaciôn de les resultados de disper- 
siôn de luz.
A mis compaHeros del Laboratorio y amigos, Ana M. 
Rubio Oaparrôs y Antonio Rey Gayo que tanto me han 
animado y comprendido a lo largo de estos aSos.
A Carlos Vega de las Heras por la gran amistad que 
compartimos y que va afianzAndose cada dia màs.
Al resto de mis companeros de Doctorado del Depar­
tamento que de una u otra forma han contribuido en la 
realizaciôn de esta Memoria. Con ellos he coopartido 
esos gratos momentos que representan los Concilies.
No puedo olvidar el apoyo incondicional y la con- 
fianza plena que continuamente me ha sabido demostrar 
mi gran f ami lia. Sin Cristina ninguna de estas lineas 
podria haber sido escrita.
Por ûltino. agradezco al Nlnisterlo de Educaclôn y 
Clencia la conceslôn de una beca correspondlente al 
Plan de Fonnaciôn del Personal Investlgador, asi como a 
la Direcclôn General de Invesclgaclôn Clentlfica y 
Técnlca por su ayuda PB89-0093.
INDICE.
1.- Introducclôn..................................................... 1
2 - Nétodos de Slmulacito de Pollaeros...............................  9
2.1.- Objetivo de la Siaulaciôn................................... 10
2.2 - El Método de Monte Carlo.................................... 11
2.2.1.- El Algorltmo de Metropolis..........................  13
2.2.2 - El Método de Monte Carlo Dinânico...................  18
2.3 - Simulaciôn de Polimeros..................................... 19
2.3.1- Modelo de Cadena Flexible.................... 20
2.3.2 - Modelo de Red. Algoritmos.  .................. 23
3 - C&lculo de Propiedades de Polimeroe Flexibles...................... 35
3.1.- Dimensiones................................................  36
3.1.1- Distancia Extreno-Extremo............................  36
3.1.2- Funciôn de Distribuciôn del Vector Distancia Extremo- 
Extreno.............................................  38
3.1.3 - Radio de Giro........................................ 40
3.2 - Difusiôn. Teoria de Kirkwood-Risenan.......................  41
3.3.- Dispersiôn Estàtica de Luz.................................  46
3.3.1.- Factor de Forma.............................  49
3.3.2 - Factor de Dispersiôn Colectivo...............  50
3.3.3 - Diagrama de Zimn..................................... 52
3.4.- Separaciôn de Fases en Sistemas Po1imero-Diso1vente. Relaciôn 
con la Técnica de Dispersiôn de Luz...........................  54
II
3.5.- Propiedades DinAnicas......................................  62
3.5.1.- Funciones de Cor relaciôn Temporal.................... 63
3.5.2 - Modelo de Rouse para una Cadena...................... 65
3.5.3 - Modelo de Reptaciôn para Sistemas No Diluidos........  73
3.5.4.- Dispersiôn DinAnica de Luz........................... 78
4 - Désarroi lo PrActlco del Método de C&lculo.........................  84
4.1- Modelo de Cadena Flexible Eapleado en la Simulaciôn.........  85
4.1.1.- Movimientos de Cadena en una Simulaciôn de Equilibrio.. 86
4.1.2.- Movimientos de Cadena en una Simulaciôn DinAnica. 88
4.2 - Generaciôn de la Configuraciôn Inicial y su Equilibrado.....  91
4.3 - Periodicidad............................................... 95
4.4 - Estudio de una Simulaciôn de Equilibrio....................  97
4.4.1.- CAlculo de Propiedades............................... 101
4.5 - Estudio de una Simulaciôn DinAnica.......................... 107
4.5.1.- CAlculo de Propiedades............................... 109
5 - Propiedades Gonfomacionales de Equilibrio........................ 119
5.1.- Resultados de Dimensiones................................... 120
5.2.- Resultados de la Funciôn de Distribuciôn del Vector Distancia 
Extremo-Extremo.............................................125
5.3 - Resultados del Coeficiente de Difusiôn Traslacional....... 130
5.4.- Resultados del Factor de Forma de una Cadena................ 133
6.- Dispersiôn de 1,^1» por Sistemas No Diluidos Poliæro-Disolvente.
Separaciôn de Fases...............................................136
6.1.- Dispersiôn de Luz por Sistemas Pol imero-Di so Ivente........... 137
6.1.1.- Aplicaciôn a la Obtenciôn del Diagrama de Zimm......... 139
6.2- Obtenciôn de la Curva Espinodal y Comparaciôn con la Teoria
de Campo Medio..............................................H 8
Ill
7 - Propiedades Dindaleas............................................. 165
7.1.- Resultados DinAmicos del Coeficiente de Difusiôn Traslacional.167
7.2.- Resultados del Tiempo de Relajaciôn del Vector Distancia
Extremo-Extremo............................................. 169
7.3.- Resultados de los Tiempos de Relajaciôn de las Coordenadas 
Normales....................................................172
7.4.- Resultados del Factor de Forma DinAmico de la Dispersiôn
de Luz......................................................178
8.- Orden Orlentacionai de Polimeros en Dos Dimensiones................190
8.1.- Introducclôn................................................ 191
8.2 - El Método del Enlace Fluctuante............................ 193
8.2.1.- Modelo Original...................................... 193
8.2.2- Modelo de Enlace Fluctuante con Energia Dependiente de
la Longitud de Enlace................................ 195
8.2.3- Modelo de Enlace Fluctuante con Energia Dependiente del 
Angulo de Enlace..................................... 197
8.3- Extensiôn de la Teoria de Flory al Modelo del Enlace
Fluctuante con Energia Dependiente del Angulo de Enlace....... 198
8.4.- Detalles de la Simulaciôn................................... 204
8.5 - AnAlisis y Discusiôn de Resultados......................... 206
9.- Resumen y Conclusiones............................................ 226
10.- Bibliografia..................................................... 231

1. INTRODUCCION.
El descubrlmlento y sintesls de sustancias qulmlcas de alto peso 
molecular conpuestas por un gran nûmero de unidades repetitivas (polimeros) 
ha constituldo une de los avances =6s significatives de la Quimica en el 
présente siglo. tanto por sus inmensas aplicaciones pràcticas. como también 
por sus especiales caracteristicas. que han supuesto retos muy importantes 
en diverses campes. Desde el primer montento. une de los problemas que aca- 
parô mayor interés fue el comportamlento de los polimeros en disolucién. 
Este interés se explica por varias razones. En primer lugar. el désarroilo 
inmediato de técnicas de caracterizaciôn fisicoquimica para disoluciones 
pollméricas (osmometria. viscosimetria, dispersiôn de luz. etc). Por otra 
parte, moléculas cos» el ADN. las proteinas y otros biopolimeros de impor- 
tancia capital, se encuentran de forma natural en medio acuoso. Es también 
de destacar que gran parte de los procesos de preparaciôn. separaciôn. 
purificaciôn. etc. de polimeros de interés industrial tienen lugar en pre- 
sencia de disolventes.
Desde un punto de vista microscôpico. una de las caracteristicas 
màs importantes de los polimeros en disoluciôn es su flexibilidad. es de- 
cir. la propiedad de adoptar distintas confomaciones en el espacio. carac- 
terizadas por diferentes valores de los ôngulos de rotaciôn interna, que 
definen la posiciôn de unos grupos repetitivos respecto a otros a lo largo 
de la cadena polimérica. La mayorla de los polisteros dlsueltos se comportan 
como total o al menos parcialmente flexibles.
Las primeras descripciones de sistemas poliméricos en disoluciôn 
se realizaron adoptando modèles en los que la cadena de polimero se encuen- 
tra ocupando varias posiciones vecinas dentro de una red. Los modèles de 
red eran también utilizados por entonces en el estudio del estado liquide. 
Sin embargo, aientras que este ùltimo désarroilo fue pronto abandonado por 
no corresponder adecuadamente a los sistemas reales. el use de modèles de
red ha seguido siendo de particular utilldad para sistemas poliméricos 
flexibles hasta nuestros dias, debido a que su descripciôn de la flexibili­
dad es totalmente consistente con la de un polimero real en el limite de 
peso molecular alto (muchas unidades en la cadena).
La teoria de polimeros en disoluciôn fue abordada de una manera 
global por primera vez por Flory*. utilizando un modelo de red y la aproxi- 
maciôn de campo medio. en la que las interacciones entre unidades poliméri- 
cas se descrlben de forma promediada. Pese a su simplicidad este tipo de 
descripciôn ha permitido obtener una buena parte de las caracteristicas 
fondamentales de los sistemas polimero-disolvente. Por ejemplo. la varla- 
ciôn del tamano de una molécula de polimero con el peso molecular o la 
temperatura. es descri ta bastante satisfactoriamente. También se predicen 
de manera adecuada caracteristicas m&s globales de los sistemas. como la 
variaciôn de la tempe ratura critica de una disoluciôn con el peso molecular 
del polimero disuelto.
Mucho m&s recientemente se han estudiado los sistemas poliméricos 
desde un enfoque muy distinto. pero en el que también subyacen los mode los 
de red. En efecto. la observaciôn de un compléta paralelismo entre estos 
modelas y los empleados para la descripciôn de fenômenos criticos en ferro­
magnétisme^. ha llevado a la aplicaciôn a los sistemas poliméricos de las 
técnicas de escala y de renormalizaciôn^ désarroiladas para dicho fenôme­
nos. De esta manera. se ha demostrado que el caràcter universal de los 
fenômenos criticos (no dependientes de la naturaleza de las sustancias en 
las que se observan m&s que a través de constantes de proporcionalidad) 
puede aplicarse también a los polimeros. El uso de las mencionadas técnicas 
teôricas ha permitido un considerable avance en el désarroilo de la teoria 
de disoluciones poliméricas, logr&ndose justificar los resultados predichos 
por la teoria de campo medio, en unos casos. y dar por primera vez una 
buena descripciôn para comportamientos en los que las aproximaciones de 
campo medio no eran adecuadas.
Por otra parte, es también de destacar la importancia creciente 
que han ido alcanzando los métodos numéricos de simulaciôn en ordenador^. 
Estos métodos permiten obtener resultados de numerosas propiedades. sin màs 
limitaclones que el modelo fisico en el que se basan y los errores estadis- 
tlcos Inherentes al càlculo. De esta manera. es posible estlmar la influen- 
cla de las aproximaciones utilizadas en las teorlas sobre las predicciones 
de estas propiedades. En otros casos. en los que no existe teoria debido a 
la cosq>leJldad del problema. las simulaciones pueden constituir el ùnico 
método de predicciôn.
Los modelos de simulaciôn empleados en sistemas poliméricos pue­
den ser de red o bien las posiciones de las unidades pueden definirse en el 
espacio continuo. Sin embargo, los métodos de red son bastante m&s eficien- 
tes desde el punto de vista del c&lculo numérico, al poderse detectar muy 
f&cilmente la presencia de unidades prôximas espacialmente a una dada, 
facilit&ndose enorroemente el c&lculo de interacciones. Por otra parte, 
estos modelos son consistentes con buena parte de los planteamientos teôri- 
cos. que también se basan. de acuerdo a lo explicado. en modelos de red.
En una parte apreciable de los modelos de red para simulaciôn se 
impone la condlciôn de que sôlo pueda existir una un idad de polimero en 
cada punto de red. Esta situaciôn es coherente con el denominado efecto de 
volumen excluido*. en el que dos unidades reales de polimero no pueden 
encontrarse muy prôximas al existir repulsiôn entre ellas. Los sistemas 
reales que representan estos modelos corresponden a polimeros en buenos 
disolventes. en los que el balance final entrôpico y energético de interac­
ciones polimero-disolvente es m&s favorable que el de las interacciones 
polimero-polimero. que tratan de ser evitadas. Sin embargo, cuando el di- 
soIvente no es tan bueno. las interacciones polimero-polimero pueden ser 
capaces de compenser o ser m&s favorables que las polimero-disolvente. Con 
el fin de poder représenter esta situaciôn. algunos modelos en red incorpo-
ran un potenctal atrsccivo cada vez que doe unidades no consécutives de 
polimero se encuentran en posiciones vecinas de la red*. Esta condiciôn y 
la de no ocupaciôn mùltiple permiten. mediante variéeiones del valor del 
parémetro que da cuenta de las interacciones atractivas. représenter los 
diversos tipos de sistemas polimero-disolvente. o bien la evoluciôn de un 
sistema determinado al variar la tempe ratura (que influye en el peso de las 
Interacciones atractivas a través de las correspondientes exponenciales de 
Boltzmann).
Has ta el présente se han utilizado simulaciones numéricas para 
estudlar propiedades de una cadena (dimensiones médias, principalmente). o 
bien aislada (disoluciôn diluida) en funciôn de la calidad del disolvente y 
del nûmero de unidades*. o bien para sistemas con distintos valores de la 
concentraciôn^ también en funciôn del nûmero de unidades. pero ûnicamente 
en condiciones de buen disolvente. Adem&s. se ha estudiado el fenômeno de 
la separaciôn de fases en el caso de mezclsis de dos polimeros distintos*. 
Por razones técnicas. la obtenciôn del diagrama de fase para estos siste- 
mas. aparentemente màs complejos. es màs sencilla que para sistemas 
polimero-disolvente. También se han realizado simulaciones de la dinâmica 
de sistemas diluidos y màs concentrados en condiciones de buen disolvente 
para el estudio del coeficiente de difusiôn traslacional y de los movimien­
tos internos de la cadena*.
En el présente trabajo se ha utilizado un modelo de red con las 
condiciones de no mûltiple ocupaciôn y potencial atractivo entre eslabones 
en posiciones vecinas para obtener una serie de propiedades que no habian 
sido abordadas anteriormente por procedimientos de simulaciôn. Asi. se han 
calculado las dimensiones de una cadena en funciôn de su longitud para 
sistemas no diluidos y varios grados de la calidad del disolvente. 
Igualmente se ha calculado la distribuciôn de la distancia extremo-extremo 
en funciôn de las distintas variables (nûmero de unidades, concentraciôn.
calidad del disolvente). Esta distribuciôn tiene forma de funciôn de Gauss 
en ausencia de interacciones polimero-polimero o polimero-disolvente para 
una cadena de muchas unidades como una consecuencia de la f lexibilidad del 
polimero*. pero su estudio numérico en funciôn de la calidad del disolvente 
es miy reciente**, y su estudio en funciôn de la concentraciôn no habia 
sido abordado prevlamente.
También se ha procedido al càlculo de propiedades globales de la 
disoluciôn. Este estudio se ha centrado en la funciôn de dispersiôn colec- 
tiva, que debe ser proporcional a la intensidad de radiaciôn dispersada por 
el sistema real. Un anàlisis numérico muy detallado de estos resultados ha 
permitido finalmente obtener diagramas de fase polimero-disolvente en fun­
ciôn del nûmero de unidades de la cadena polimérica. La forma de estas 
eurvas del diagrama de fase se ha comparado con predicciones de las teorlas 
de campo medio y de fenômenos criticos.
Asimlsmo, se han realizado simulaciones de la dinâmica para los 
sistemas.correspondientes a buenos disolventes. Este tipo de simulaciones 
està ûnicamente Justificado si los cambios conformacionales que se introdu- 
cen en el procedimiento de simulaciôn son consistantes con la dinâmica del 
sistema real**. Analizando la correlaciôn de las posiciones de las unidades 
a lo largo de la simulaciôn se han calculado coeficientes de difusiôn tras­
lacional y tiempos de relajaciôn de movimientos internos de la cadena. 
Estos resultados se han comparado con las predicciones teôricas para diso­
luciones diluidas, de acuerdo al denominado modelo de Rouse, que se basa en 
considerar las cadenas como un conjunto de osciladores armônicos aco- 
plados*^. Por otra parte, los resultados para disoluciones màs concentradas 
pueden contrastarse con las predicciones de la teoria de reptaciôn. elabo- 
rada para dar cuenta del movimiento de las cadenas a través de la marana de 
entrecruzamientos fisicos del sistema. y de otras explicaciones alter­
nat ivas* '*'**.
Igualmente se ha obtenido una funciôn de correlaciôn temporal 
dependiente de la radiaciôn dispersada. que corresponde a la funciôn que se 
obtiene de los eiqiwriawntos de dispersiôn cuasiel&stica de luz**. El anàli­
sis de los tiempos de relajaciôn que caracterizan esta funciôn es espe- 
cialmente interesante en el caso de disoluciones no diluidas. al no existir 
teorias elaboradas que predigan el comportam!ento de estos tiempos con las 
distintas variables de los sistemas**. Por otra parte, se han realizado 
estudios expérimentales exhaustivos. aunque no concluyentes con dicha téc­
nica para disoluciones semidiluidas**.
Ademàs. se ha procedido al estudio de sistemas concent rados de 
polimeros en dos dimensiones. que sôlo puede realizarse mediante un algo­
rltmo de càlculo màs cooqilicado como el método del Enlace Fluctuante**. 
Asi. se analiza el orden orientacional en estos sistemas. comparando los 
resultados con la teoria de Flory* y màs recientes resultados de simu­
laciôn*
La organizaciôn de la Memoria en los capitulos que restan corres­
ponde al siguiente esquema:
En el Càpitulo 2 se describen brevemente los fundamentos del 
método de Monte Càrlo. detallàndose distintos algoritmos de Monte Càrlo en 
red utilizados en la simulaciôn de sistemas poliméricos.
El Capitulo 3 recoge las bases teôricas y datos expérimentales 
relacionados con las magnitudes que se evalûan en la presents Memoria. El 
capitulo no persigue una descripciôn esdiaustiva de las teorias. que puede 
encontrarse en la bibliografia*'******’**. centràndose màs en presentar las 
distintas exprèsiones que sirven para determinar las magnitudes de interés. 
asi como sus dependencias màs destacables.
En el Capitulo 4 se presentan los modèles empleados para las 
simulaciones de equilibrio y dinàmicas en este trabajo. También se comentan 
los distintos procedimientos de optimlzaciôn seguidos a lo largo de la
simulaciôn. Finalmente. se incluyen los trataaientos numéricos utilizados 
para la evaluaciôn de las diferentes propiedades.
En el Oaq>itulo 5 se analizan las propiedades de equilibrio de 
cadenas individuales obtenldas en la simulaciôn de distintos sistemas en 
funciôn de la concentraciôn. la longitud de cadena y la cal idad del disol­
vente. Los resultados se contras tan con las distintas teorias y experi- 
mentos.
El Capitulo 6 aborda el estudio del problema de la separaciôn de 
fases en sistemas polimero-disolvente. a partir de la evaluaciôn de la 
funciôn de dispersiôn colectiva obtenida de la simulaciôn de un experimento 
de dispersiôn cuasielâstica de luz. Los resultados se comparan con la teo­
ria de campo medio*’*. asi como con mâs recientes resultados expérimentales 
y teorias de renormalizaciôn*. Se detallan especialmente los distintos 
métodos numéricos empleados para la obtenciôn de dichos resultados.
En el Capitulo 7 se estudia la dinâmica de estos sistemas polimé­
ricos. tanto en disoluciôn omy diluida como concentrada. Los valores se 
Interpretan dentro del marco del modelo de Rouse**’** y del modelo de rep­
taciôn*’**. También se analiza el factor de forma dinàmico para sistemas de 
una cadena y para sistemas concentrados.
En el Capitulo 8 se describe un algorltmo màs complejo de simula­
ciôn en red. el método del Enlace Fluctuante, mostràndose ademàs los deta­
lles de una simulaciôn de este tipo. Con este algorltmo. se procédé al 
estudio del problema del orden orientacional de sistemas poliméricos en dos 
dimensiones. Los resultados se comparan con la teoria propuesta prevlamente 
por Flory*.
El CEq>itulo 9 resume los contenidos de la présente Memoria y 
detalla las conclusiones màs notables obtenldas de la misma.
Por ùltimo. en el Capitulo 10 se incluyen las principales refe- 
rencias bibliogràficas consultadas durante este trabajo.
2. METODOS DE SIMULACION DE POLIMEROS.
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2.1. OBJETIVO DE L& SIMULACION.
En el désarroilo clentlflco de las ùltinas décadas, la simulaciôn 
de sistemas mediante ordenador ha llegado a ser una herramienta indispensa­
ble, inequlvocamente situada entre el método teôrico y el experimental**.
Debido a que la tradicional comparaciôn entre anbos métodos no es 
capaz de mostrar resultados concluyentes. la simulaciôn sirve no sôlo como 
comprobaciôn de la bondad de las aproximaciones realizadas en la teoria 
analitica_ sine también como verificaclôn de que un determinado modelo es 
capaz de representar al sistema real**. Asi. en la comparaciôn entre teoria 
analitica y simulaciôn se puede estudiar directamente el mismo modelo en el 
que se basa la teoria, pero sin las aproximaciones matem&ticas. En este 
sent ido, se considéra a la simulaciôn como una herramienta necesaria para 
la comprobaciôn de las aproximaciones teôricas. Por otro lado. la compara­
ciôn entre experimento y simulaciôn permite el estudio del modelo y su 
proximidad a la real idad, siendo éste un camino de obtenciôn de los paràme- 
tros adecuados que hacen al modelo màs cercano al sistema real.
El método cientifico propuesto se indica en la Figura 2.1.
MODELO Y 
a p r o x im a c io n e s
MATEMATICAS
APROXIMACIONESN
M A TE M A TIC A S
MODELO
TE O R IA EXPERIMENTO
Figura 2.1- Relaciôn entre la técnica de simulaciôn en ordenador y 
los métodos teôrico y experimental.
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Por ùltimo. homo# de s«Salar que las simulaciones por medio de 
ordenador pueden aportar nuevos resultados "expérimentales" en aquellos 
sistemas cuyas condiciones flsicas hacen dificil o imposible la medida 
directa de la magnitud de interés.
2.2. EL NETCXX) T3E MONTE CARLO.
Las técnicas de Monte Carlo son métodos de estimaciôn de los 
valores de intégrales mul tidimensionales mediante muestreo del espacio de 
integraciôn con la ayuda de nûmeros aleatorios*”. Por esto. son métodos 
adecuados para el estudio de propiedades de equilibrio mecano- 
estadisticas.
Si se supone un sistema en el colectivo canônico formado por n 
par ti eu las en un vo lumen V a una tempe ratura T. conocidas las coordenadas 
de éstas. { r ,^ r^ r^ }, que definen el estado microscôpico del sis­
tema, se describe una conf iguraciôn o punto r" del espacio de fases. Asi. 
dado el observable A(r"), su promedio viene dado por*
<A> = f  A(r") f(r") dr" (2.1)
h
donde f(r") es la funciôn densidad de probabil idad del colectivo en el 
espacio de Ists variables r^ r^ , cuyo valor es:
^ exp[-H(r")/kî] 
f(r") = -------------  (2.2)
siendo Q la integral de configuraciôn.
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Q -  f  exp[-H(r")/kT] dr" ( 2 . 3 )
•'n
Las Interacciones entre particules estàn contenidas en cl hamiltoniano 
H(r").
De esta manera, el promedio termodinânico del observable A(r") 
dado en la Ecxiaclôn 2,1 se transforma en
f  A(r") exp[-H(r")/kT] dr"
Jn
\ exp[-H(r”)/kT] dr"
-"n
(A) = — ------------------------- (2.4)
La resoluciôn de la Ecuaciôn 2.4 implica obtener numéricamente el 
valor de las intégrales del espacio fàsico, 0, lo que es posible gracias a 
las técnicas de Monte Carlo (las rutinas esténdar de integraciôn numérica 
no pueden ser usadas cuando la dimensiôn del espacio de integraciôn es muy 
al ta). Asi, para resolver estas intégrales se elige al azar un Juego de 
puntos (r"), o configuraciôn, en el espacio de fases. Un càlculo con este 
simple muestreo aleatorio de los puntos. constituye un método de Monte 
Carlo y permite resolver la Ecuaciôn 2.4 en el sentido màs general^*.
Desgraciadamente, este càlculo es imposible por dos razones si- 
tuadas dentro del màs estricto marco mecano-estadistico:
a) En primer lugar, el factor e%p[-H(r")/kT] tiene una ràpida varia­
ciôn con H(r"), lo que da lugar a un cambio brusco de mucho s ôrdenes de 
magnitud sobre las temperatures de interés (en las que H(r’^)SlcT). Por eso, 
sôlo una pequena parte del espacio de configuraciôn es realmente importante 
al evaluar el promedio. La soluciôn al problema es concentrar el muestreo 
en la regiôn del espacio que contribuye al promedio con màs peso, es decir, 
en la regiôn "importante". De esta manera se llega al establecimiento del 
llamado "muestreo de importancia", en el que no se elige un muestreo de
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conflsuraciones de forma uniformeaente aleatoria. slno de acuerdo a una 
cierta probabilidad P(r”) que hace que una gran cantldad de las configura- 
clones auestreadas tengan una contribue 16n significativa al promedlo de- 
seado***.
b) El segundo problema consiste en la imposibilidad de evaluar la 
funclôn densidad de probabilidad f(r"). ya que no se conoce el valor de la 
integral de configuraciôn. Sin embargo, este problema se évita si el mues- 
treo sucesivo de configuraciones del sistema se lleva a cabo con la forma 
de una cadena de Markov**
2.2.1. El Algoritmo de Metropolis.
El método de Monte Oarlo introducido por Metropolis y 
col.** es un algoritmo de muestreo basado en la idea del "muestreo de im- 
portancia". En éste los puntos del espacio de fase {r||} no son elegidos 
totalmente al azar, sino de acuerdo a una probabilidad P(r"). Asi. la Ecua- 
ci6n 2.4 se transforma en
I A(r;[) P(r;)-^ exp[-H(r|;)/kT] drj
(A) = — ------------------------------------  (2.5)
P(r;)-^ exp[-H(r;)/kT] dr^
En el caso en que las variables r  ^ puedan tomar sôlo valores 
discrètes (como ocurre en una red), las intégrales sobre el volumen 0 del 
espacio de fases se convierten en sus respectivas sumas
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M
I P(r;)-^ exp[-H(r;)/kT]
<A> =   (2.6)
I P(r^)-^ exp[-H(r;)/kT]
Ual
siendo M el nùmero de configuraciones del espacio de fases.
La màs simple y lôgica elecciôn para la probabilidad P(r^) es
P(r") » ~ exp[-H(r;)/kT] (2.7)
siendo P^(r„) distribuciôn canônica del sistema. Con esta elecciôn. la 
Ecuaciôn 2.6 se transforma en un promedio aritmético :
M
<A> s Â = ^ A(rj;) (2.8)
U=1
o de forma mâs general.
<A> a Â a x-Mo Y 9)
u=Mo+l
omitiendo del promedio las primeras Mo de las M configuraciones generadas. 
ya que la configuraciôn inicial generalmente no es representativa de la 
distribuciôn de equilibria**, como se detalla en el apartado 4.2 de esta 
Memoria.
Pues to que P(r^) no se conoce explici tamente en los casos de 
interés. la obtenciôn de la Ecuaciôn 2.9 no estâ plenamente justificada. 
Para hacerlo. Metropolis y col. construyen un camino aleatorio de puntos
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{r"} nedlante un proceso de Harkov, de manera que
u -  P({r;» - P^{{r;» (2.10)
Este proceso de Markov se define especlficando una probabilidad de tran-
slciôn W(r^— ► r )^ desde un pun to r^ del espacio de fases a otro r^. Asi. 
una vez que se tiene una configuraciôn r". se elige una particule al azar y 
se intenta mover a una nueva posiciôn. A continuaciôn se evalûa el cambio 
energético del sistema debido al movimiento intentado. AH. como la diferen- 
cia entre el valor de la energia para la nueva configuraciôn r^ y el valor 
de la energia para la antigua r".
AH » H(r")-H(r”) (2.11)
Si la energia disminuye. el cambio es aceptado. y el nuevo pun to 
del espacio de fases es r^ . Si la energia aumenta. el movimiento se acepta 
con una probabilidad exp[-AH/kT] y se rechaza con probabilidad 
l-exp[-AH/kT]. (Para llevar a cabo esta elecciôn. se compara el factor 
exp[-AH/kT] con un nùmero aleatorio uniformemente distribuido en el inter- 
valo (0.1). Si el factor de Boltzmann es mayor que el numéro aleatorio. el 
movimiento es aceptado y la nueva configuraciôn es r^; en otro caso es 
rechazado. siendo contabilizado de nuevo r" como punto del espacio de fa­
ses). Una vez que se tiene la nueva configuraciôn. ya sea r^ u otra vez r". 
se evalûa la propiedad de interés. A. Esto compléta lo que se llama ciclo 
de eslabôn o paso de Monte Carlo, tras el cual se comienza el proceso de 
nuevo. sorteando una particula al azar.
La cadena de Markov se construye de manera que la ûnica distribu­
ciôn limite es Pgq(rjj). mientras que la probabilidad de transiciôn de la 
cadena de Markov no debe depender de la integral de configuraciôn.
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Para que el proceso de Markov cumpla la propiedad de que P({r"}) 
converja hacia P^({r"}). es suficiente inponer la condiciôn de balance 
decallado*
' ( i -  O  <2.12)
que significa que la relaciôn encre las probabi1idades de transiciôn dépen­
de del cambio de energia. AH.
W(r;-» rj)
 ^ = e%p[-AH/kT] (2.13)
La Ecuaciôn 2.13 no especifica univocamente el valor de la probabilidad de 
transiciôn. La elecciôn mâs frecuentemente usada es**
r")
= T  ^exp[-AH/kT] si AH ) 0
(2.14)
= r'I si AH ( 0
siendo t un factor arbitrario que no afecta al balance detallado (nor- 
malmente r=l). Con esta elecciôn no es necesario determiner el valor de la 
probabilidad de transiciôn aisladamente. sino como un cociente entre proba­
bi 1 idades de transiciôn. Esto évita el problema del côlculo de la integral 
de configuraciôn. ya que al aparecer el cociente entre funciones densidad 
de probabilidad f(r*^ ) de dos configuraciones sucesivas, esta integral queda 
cancelada.
El que las Ecuaciones 2.12-14 cumplan la propiedad de convergen- 
cia se comprueba rigurosamente por medio de la teoria de la probabilidad**. 
Sin embargo, también se puede razonar con la ayuda de un argumenta intui- 
tivo**. Para ello, se supone un gran colectivo de sistenas. de forma que N
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sistenas se encuentren en el estado y en el estado r^ . eligiendo 
adem&s H(r") > H(r^). A continuaciôn se trata de realizar un movimiento en 
todos los sistenas del colectivo. definiéndose unas ciertas probabi1idades 
"a priori" (es decir. antes de llegar a la condiciôn impuesta por la Ecuz 
ciôn 2.12). para el paso del estado r" al r^ y para el opuesto. 
Taies probabi1idades “a priori” son iguales si los estados r" y r^ difieren 
sôlo por la posiciôn de una particula (dado que el proceso es una cadena de 
Markov, su memoria se extiende a un paso**). Como todos los movimientos a 
un estado de menor energia estàn permitidos.
*(r;-rJ)=W^ç (2.15)
La probabilidad de transiciôn del proceso inverso es
W(r"—  r^) = exp[-{H(r;)-H(r^))/kT] (2.16)
Teniendo en cuenta el nùmero de sistenas que se encuentran en cada estado. 
se obtiene el nùmero de transiciones de cada proceso. Asi.
f = W(r;-r^) = (2.17)
„ = Ng W(rJ—  exp[-{H(r;)-H(r^))/kT] (2.18)
De las Ecusu:iones 2.17 y 2.18. el nùmero neto de transiciones f — » u es
exp[-H(r")/kT] N„
u = exp[-H(r^)/kT] Ng
(2.19)
En la Ecuaciôn 2.19 se aprecia que si es menor que el valor canônico.
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AN^ , ^ > 0 y asi. N^/N^ aumenta. mientras que en caso de que N^/N^ sea 
mayor que el canônico. AN^  ^  ^< 0 y N^/Ng disminuye. Despuès de un nùmero 
suficientemente grande de pasos N^/N^ tiende a ser igual ai valor canônico.
2.2.2. El Método de Monte Carlo DinAmico.
Generalmente se considéra que el método de Monte Carlo 
conduce a promedios en el espacio de configuraciôn. en contraste con el 
método de Dinàmica Molecular que lleva a promedios temporales. Sin embargo, 
la técnica de Metropolis antes estudiada, mediante el proceso de Markov 
conduce inevitablemente a una secuencia de estados muy correlacionados. y 
asi. a promedios temporales anàlogos a los obtenidos por DinAmica Molecular 
(obviamente. la cinética procedente de la DinAmica Molecular obedece al 
hamiltoniano. mientras que la del Monte Carlo, a menudo artificial, es una 
cinética de tipo estocàstico).
Asi. el promedio canônico del observable A(r") dado en la Ecua­
ciôn 2.9. puede ser interpretado como un promedio temporal**
(A) = I A(t") dt“ (2.20)
Para esta interpretaciôn dinàmica del Monte Carlo se debe asociar una esca- 
la de tiempos a la escala de u conf iguraciones sucesivas**. Generalmente la 
normalizaciôn del tiempo viene Ha Ai de manera que nr~* transiciones de una 
particula se llevan a cabo dentro de la unidad de tiempo. Asi. a los numé­
ros de configuraciones M, y N les corresponden los tiempos to=(rMo)/n y 
t=(TM)/n. respectivamente.
Si se escribe P(r")=P(r”.t). la evoluciôn dinàmica de P(r”.t)
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està gobernada por la ecuaciôn de balance
W(r”-» r" ) P(r".t) + J W(r" -* r") P(r" .t) 
n** n (2.21)
donde W(r"— > r** ) es la probabilidad de transiciôn por unidad de tiempo. La 
Ecuaciôn 2.21 describe el balance dado en las Ecuaciones 2.17 y 2.18. donde 
el primer sumando da cuenta de todos los procesos en los que se parte del 
estado considerado (decrece la probabilidad) y el segundo los procesos en 
los que se llega a dicho estado.
En el equilibrlo térmico. P(r". t)=P^(r”). y estas sumas se can- 
celan por la condiciôn del balance detallado. Si todos los estados son 
mutuamente accesibles. el limite a tiempo infinite de P(r^.t) da lugar a 
P^(r^). que es la soluciôn de estado estacionario de la Ecuaciôn 2.21.
2.3. SIMULACION DE FOLIMEROS.
Las moléculas de polimeros flexibles son largas cadenas de àto- 
mos. mayores en cientos de veces que las moléculas simples. Un tipico valor 
para el grado de polimerizaciôn, o nùmero de unidades repetitivas constitu- 
yentes de la cadena. es del orden de 10*. Estas cadenas se forman a través 
de enlaces quimicos entre los que son posibles multiples rotaciones. dando 
lugar a una gran cantidad de conf iguraciones de cadena. cuya descripciôn 
debe realizarse mediante aproximaciones estadisticas. Se trata pues del 
estudio de un complejo problema de muchos cuerpos. de dificil tratamiento 
desde el punto de vista teôrico y de simulaciôn. que requiere de modèles 
sencillos para su comprensiôn**. Con estos modèles simples se intenta cap- 
car la fisica del problema. obteniéndose propiedades universales* que pue-
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dan apllcarse al material real. Los modelos no son. sin embargo, microscô- 
picamente realistas, sometiéndose su elecciôn a convenlencias de càlculo.
2.3.1. Modelo de Cadena Flexible.
La conformaciôn adoptada por un polimero flexible en diso­
luciôn diluida depende en gran parte de la calidad termodinômica del disol- 
vente. muy influida por la temperatura*. Asi. en presencia de buen di- 
solvente las unidades de polimero interaccionan favorablemente con éste. 
si tuaciôn que conduce a conf iguraciones expandidas que dan lugar a un màxi- 
mo de interacciones polimero-disolvente. Consecuentemente. las interac- 
ciones intramoleculares entre eslabones no prôximos (de largo alcance) se 
reducen al ninimo. apareciendo el llamado efecto de volumen excluido. En el 
caso de malos dlsolventes. es decir. cuando las Interacciones polimero- 
disolvente son desfavorables respecte a las interacciones intramoleculares 
de polimero. la cadena tiende a replegarse sobre si misma dando lugar a la 
formaciôn de un estado globular y. si no se trata de sistemas extraordina- 
riamente diluidos. a la separaciôn de fases en la disoluciôn.
Es de gran interés la tempe ratura 8. 1 igeramente superior a la 
temperatura critica de separaciôn de fases. para la cual las interacciones 
entre unidades poliméricas y moléculas de disolvente se compensan con las 
interacciones intramoleculares de la cadena. de forma que el tamano prome­
dio de la macrofflolécula résulta ser igual al predicho por la teoria esta- 
distica conformacionai para la misma cadena en ausencia de disolvente e 
interacciones de largo alcance. Se dice en este ceiso que el polimero se 
encuentra en condiciones sin perturber*.
Desde el punto de vista pràctico. los polimeros flexibles se 
describen convenientemente utilizando modelos en los que se pierden muchos
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decalles de la es truc tura quimlca local aanteniendo. sin embargo, la si tua­
ciôn fisica mostrada prevlamente. Esto se debe a que. aunque parece lôgico 
que la es truc tura quimica particular de cada polimero debe ser importante 
en la descripciôn de los fenômenos fisico-quimicos. el enfoque fisico mds 
actual, basado en el désarroilo de los conceptos de leyes de escala. consi­
déra que gran parte de las propiedades bâsicas pueden entenderse desde una 
perspectiva global en la que los detal les de la cadena se omi ten. estable- 
ciéndose relaciones simples y universales adecuadas para numerosos grupos 
de macromoléculas*.
De esta manera. si se tratan de representar cadenas suf icien­
temente grandes y flexibles en condiciones sin perturber, se puede utilizer 
un modelo conformacionai simple en el que fragmentes amplios de la cadena 
se sustituyen por eslabones idéales unidos por segmentes de longitud varia­
ble. teniendo ésta una distribuciôn gaussiana alrededor de su valor medio. 
siendo las orientaciones de los segmentes independientes entre si. Este 
modelo de cadena gaussiana se muestra en la Figura 2.2. La distribuciôn de 
Gauss es consecuencia directa del elevado nùmero de unidades quimicas repe­
titivas que constituyen cada eslabôn ideal, asi como de la flexibilidad del 
polimero. JustifIcândose por medio del teorema del limite central*^.
Figura 2.2- Modelo de cadena gaussiana.
El nùmero de enlaces reales que engloba un segmente teôrico no 
puede ser arbitrario. En general, va a depender de la flexibilidad de la 
cadena. Asi. para un polimero muy flexible, la rotaciôn alrededor de los
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enlaces reales de la cadena no va a estar inpedida por efectos estéricos o 
de otro tipo, bastando con tener un pequeno nùmero de grupos quimicos rea­
les para conseguir que la distancia global entre sus extremes siga la dis­
tribuciôn gaussiana. Por otro lado, si la cadena es muy rigida no se puede 
considerar que sus enlaces estàn distribuidos al azar si no es escogiendo 
zonas del polimero muy separadas entre si.
Sin embargo, el problema se complica al considerar interacciones 
de largo alcance. como se indica en la Figura 2.3. Esta es la si tuaciôn 
descri ta para un polimero flexible en un buen disolvente. En este caso, los 
segmentos teôricos no estàn distribuidos de forma totalmente aleatoria. 
debido a que dos eslabones teôricos no pueden ocupar el mlsmo volumen espa­
cial. Este es el motivo por el que la disposiciôn de los segmentos no obe­
dece una distribuciôn gaussiana. Para explicar esta situaciôn sôlo se nece- 
sita imponer la condiciôn de que dos eslabones no puedan ocupar el mismo 
volumen en el espacio dentro del modelo anterlormente descri to.
Figura 2.3- Efecto de volumen excluido.
Estos modelos asi definidos pueden ser estudiados en el continua 
o en una red (en cuyo caso se supone que los eslabones teôricos estàn sepa- 
rados por distancias fijas). Las ventajas de désarroilar una simulaciôn
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Monte Càrlo de los modelos en la red f rente al continue son numerosas* *. 
Por un lado, permite llevar a cabo los cAlculos con aritmétlca de enteros 
al menos un orden de magnltud màs ràpldos que los reallzados en el conti­
nue. y las interacciones entre un punto de la red y sus vecinos pueden 
obtenerse de manera sencilla. Adem&s. asegura rigurosamente que no se pro­
duce el cruce de enlaces en el sistema. Un^ motivaciôn mâs es que muchas 
teorias analiticas se formulan en el contexte de modelos en red (como la 
teoria de Flory-Huggins de mezclas de polimeros*). por lo que la simulaciôn 
sirve como comprobaciôn directa de las aproximaciones teôricas*. La desven- 
taja principal es el conf inamiento a la es truc tura de la red. por lo que 
debe verificarse que los resultados son congruentes con los obtenidos en el 
continue, y no corresponden a meros artificios de dicha estructura.
2.3.2. Modelo de Red. Algoritmos.
La simulaciôn por el método de Monte Carlo en red, consti- 
tuye un potente y extendido procedimiento numérico para investigar el com- 
portamiento de cadenas de polimero**'**'*"'**. desde que a principios de la 
década de los 50. Moptroll** y King** comenzaron con los primeros trabajos. 
Son muchas las redes utilizadas para la simulaciôn de polimeros. destacando 
de entre ellas la red tetraédrica. debido a que describe de forma realista 
el ângulo de enlace rigido de cadenas de n-alcanos. Otras redes muy usadas 
son la red cùbica simple y la cûbica centrada en las caras. mientras que 
para dos dimensiones se consideran la red cuadrada y la triangular. Desde 
un punto de vista general, lais propiedades universales de los polimeros 
deben responder so lamente de la dimensiôn espacial. el tamano de las cade­
nas. la naturaleza de las interacciones entre eslabones y la concentra- 
ciôn*. por lo que la elecciôn de la red es arbitreria. sometiéndose gene­
ralmente a conveniencias de càlculo.
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Los modelos de cadena flexible, anterlormente descritos. pueden 
introducirse dentro del marco de la estructura de red elegida. Asi. un 
modelo comùn de polimeros en red. capaz de estudiar la regiôn de buen di­
solvente. es el llamado Camino Autoevitante de N eslabones (en un sistema 
polimérico condensado se tienen n cadenas de N eslabones cada una). Estos 
se sitùan en los nudos de la red. siendo la distancia de enlace igual al 
espaciado de la misma. que normalmente se elije de valor unidad. De esta 
manera. dos eslabones consécutives de la cadena se encuentran en puntos 
vecinos de la red. La caracteristica mâs Importante del modelo del Camino 
Autoevi tante es el no permitirse la mûltiple ocupaciôn de ningûn punto de 
la red (los puntos vacios se consideran en realidad ocupados por unidades 
de disolvente). Por este motivo. el modelo del Camino Autoevi tante tiene 
z-1 posibilidades para dirigir cada paso. siendo z el numéro de coordina- 
ciôn de la red. Se trata de un modelo natural para la introducciôn del 
efecto de volumen excluido en un sistema polimérico.
Si se desprecian por completo las interacciones de volumen ex­
cluido. el modelo a considerar es el de Camino Aleatorio. en el que se 
permite la mûltiple ocupaciôn de los puntos de la red (asi. cualquier par 
de eslabones puede ocupar el mismo nudo. siempre y cuando no sean consécu­
tives. ya que se mantiene el valor de la distancia de enlace). Una variante
del Camino Aleatorio es el Camino Aleatorio No Reversible en el que se 
permite la multiple ocupaciôn de puntos de la red por eslabones de la cade­
na que no pertenezcan a enlaces consécutives de la misma (los très modelos 
descritos se muestran en la Figura 2.4).
La importancia de los aiodelos. Camino Aleatorio y Camino Aleato­
rio No Reversible, reside en que es posible conocer su funciôn de particiôn 
y sus promedios conformacionales (distancia extremo-extremo. etc.) de forma 
analitica**. Ademâs. por constituir cadenas flexibles rèproducen adecua- 
damente el comportamiento de un polimero en las condiciones sin perturber
7 6
B
Figura 2.4 - Modelos de cadena en red. (A) Camino Aleatorio.
(B) Camino Aleatorio No Reversible. (C) Qunino Autoevitante.
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en el limite de cadena large. Sin embergo. pere el modelo del Camino Autoe­
vi tante, que como se ha comentado da buena cuenta del comportamiento de un 
polimero en la regiôn de buen disolvente. sôlo se han obtenido resultados 
exactos de cadenas cortas (N  ^20) en redes tridimensionales por el método 
de enumeraciôn exacta**'**, siendo necesario recurrir al método de Monte 
Carlo*” para cadenas mâs largas (N > 20) con este ûltimo modelo.
No obstante, si se modifica el modelo de Camino Autoevi tante con 
la adiciôn de un potencial atractivo variable entre eslabones no vecinos de 
la cadena (o de otras cadenas si el sistema es condensado) que ocupan posi- 
ciones adyacentes en la red. no sôlo se puede es tudiar la regiôn de buen 
disolvente (e/kT=0). sino que también la zona de malos disolventes (en las 
proximidades de la tempe ratura 6). Asi. si h^j es el potencial atractivo 
variable o la energia de interacciôn entre los eslabones i y J considerados 
dentro de la configuraciôn u.
0 si djj>l
-eyTcT si d^y.1 (2.22)
si d,j<l
donde e/kT es un parâmetro energético introducido en la simulaciôn para dar 
cuenta de la interacciôn entre dos eslabones de la cadena vecinos no enla- 
zados y d^^ représenta la distancia que sépara los eslabones 1 y J de la 
cadena (o cadenas). La relaciôn de h^j con H(r||) en un sistema de polimeros 
en fase condensada (con n cadenas de N eslabones cada una) viene dada por.
n N
El potencial atractivo représenta, realmente. un balance neto negativo de 
las interacciones polimero-poliawro en relaciôn a las interacciones
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polimero-disolvente. Exactamente en la tempera tura 0. la condiciôn del 
Camino Autoevi tante y esta atracciôn se cancelan de forma que las cadenas 
cumplen las leyes universales de un Camino Aleatorio* (con ciertas correc- 
ciones de tipo logaritmico). Naturalmente, distintos valores del potencial 
atractivo permiten describir distintas condiciones termodinàmicas del sis­
tema polimero-disolvente.
Una vez adoptado un ondelo de red para la simulaciôn de polimeros 
se tienen varias posibil idades de generar nuevas conf iguraciones de cadena. 
Una de estas posibilidades constituye un amplio grupo de procedimientos 
llamados môtodos estâticos**. en los que se obtienen configuraciones de 
polimeros estadisticamente independientes unas de otras debido a que cada 
configuraciôn se créa desde el principio en cada paso del Monte Carlo. Otro 
gran grupo de procedimientos llamados mô todos dinàmicos. consiste en la 
generaclôn de conf iguraciones por medio de un proceso estocàstico de 
Markov, a partir de un estado inicial dado. En la présente Memoria se uti­
lize este grupo de procedimientos dinàmicos.
En los métodos dinàmicos. en cada paso del algoritmo se intenta 
realizar un movimiento de un eslabôn o grupo de eslabones que lleve de un 
estado r" a otro r^ . En estos mô todos. el paso de un estado a otro se rea­
lize slguiendo una serie de reglas para el movimiento de eslabones. pre- 
viamente establecidas (màs adelante se indlcan los ejemplos màs frecuentes 
de movimientos propuestos en las diferentes redes). Si se trabaja con el 
modelo realista del Camino Autoevitante con potencial atractivo. la proba­
bilidad de transiciôn de un estado a otro. dada en la Ecuaciôn 2.14. se 
puede reescribir como
. .xpC-lH/kT] «“ H > 0  1 SI no ha, rtUtpl.
s i  si AH < 0 J ocupaciôn.
= 0 Si se détecta multiple ocupaciôn 
en algûn punto de la red.
(2.24)
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donde AH viene dado en la Ecuaciôn 2.11 y représenta la diferencia entre 
las energias evaluadas por medio de la Ecuaciôn 2.23 para los estados nuevo 
y antiguo de la cadena de Markov. Unicamente se lleva a cabo el movimiento 
si el punto de llegada del eslabôn (o eslabones) estA vacio (ocupado por 
una unidad de disolvente) y adem&s, el cambio es aceptado segûn el algorit­
mo de Metropolis** introducido prevlamente. El intercambio entre unidades 
de polimero y disolvente es posible siempre y cuando ambas tengan un tamano 
similar*. (En este trabajo se estudian sistasas de polimeros en red en los 
que se presentan vacantes, que se suponen ocupadas por disolvente. para 
poder llevar a cabo los movimientos que dan lugar a los distintos estados 
de la cadena de Markov, frente a otro tipo de simulaciones de polimeros en 
redes totalmente ocupadas por cadenas de polimero que se basan en las ideas 
de ruptura de enlaces** y movimientos cooperativos*^).
Entre los mô todos dinàmlcos que se analizan. uno de los màs im­
portantes es el algoritmo de Saltos Locales, originalmente introducido en 
el campo de los polimeros por Verdier y Stockmayer**. El movimiento esto­
càstico de la cadena résulta de sucesivos saltos locales aleatorlamente 
distribuidos. de forma que cada uno afecta a una pequena parte de la misma. 
En las Figuras 2.5 y 2.6 se pueden ver los movimientos caracteristicos de 
estos algoritmos para las redes tetraôdrica y cùbica simple, respecti­
vamente.
El algoritmo de Verdier-Stockmayer**"**. usado en la red cùbica 
simple, sôlo considéra movimientos de un eslabôn. taies como los movimien­
tos de final de cadena y de flexiôn (Figuras 2.6.A y 2.6.C). Sus simulacio­
nes para un modelo de Camino Aleatorio de una cadena (por tan to simula­
ciones sin volumen excluido) fueron consistentes con el SKxielo dinàmico de 
Rouse** para polimeros flexibles sin perturber (formado por enlaces elàsti- 
cos y orientaciones al azar. que se describe en el apartado 3.5.2 de la 
présente Memoria) en lo referente a Itis propiedades a tiempo infini to. La
__
Figura 2.5 - Movimientos elementales de la red tetraédrica.
A B
E
é~--cr'
r
I
Figura 2.6.- Movimientos elemen taies de la red cûbica simple.
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equivalencia entre el modelo de Rouse y el de Verdier-Stocknayer puede ser 
exactamente probada para el swdelo de cadena flexible libreswnte unlda en 
el continue**.
Sin embargo, esta consistencia con los modelos dinâmicos no se 
mantiene cuando se utiliza el modelo de Camino Autoevitante. Para explicar 
la distorsién en los exponentes de las leyes universales. Deutch y col.*® 
analizaron el algoritmo utilizado por Verdier en sus simulaciones. Asi. 
encontraron que los movimientos de un eslabôn que se producen en el inte­
rior de la cadena (flexiones) no son capaces de crear ningûn vector de 
enlace nuevo. limitàndose ûnicamente al intercambio de dos vectores de 
enlace vecinos. Sôlo se crean vectores de enlace nuevos en los extremos de 
la cadena (movimientos de final de cadena). De esta manera. su difusiôn 
hacia el interior de la misma. retarda y distorsiona los movimientos inter­
nos y. por ello. los movimientos globales de la cadena. Este tipo de defec- 
to en el movimiento. estA muy relacionado con el de una cadena flexible en 
un sistema concentrado de obstàculos fijos. aleatoriamente distribuidos**. 
Para solucionar el problema. Deutch y col.*" propusieron modificar el algo­
ritmo original de Verdier-Stockmayer con la introducciôn de un movimiento 
de manivela fuera del piano (que impi ica el cand>io simultAneo de dos esla­
bones de la cadena como se aprecia en la Figura 2.6.D), capaz de generar 
nuevos vectores de enlace en el interior de la cadena (en la red tetraédri­
ca se necesitan movimientos de cuatro enlaces*"). Esta incorporéeiôn condu­
ce a los resultados esperados para la dinàmica de una cadena*^. coherentes 
con los obtenidos en las simulaciones tridimensionales de Caminos Autoevi- 
tantes en el continue con el método de Saltos Locales** (dado que el movi­
miento de manivela en el piano no es adecuado para alcanzar la dinàmica de 
Rouse**, la aplicaciôn del algoritmo de Saltos Locales en dos dimensiones 
no es eficiente. debiéndose utilizer otros modelos como el del Enlace Fluc­
tuante*") .
31
Un problema anadldo al método de Saltos Locales es el de la ergo- 
dicldad"®. Se pueden encontrar confIguraciones que no pueden relajarse con 
los movimientos permitidos en el algoritmo. Como ejemplos de alguna de 
ellas se puede ver la Figura 2.7. De esta manera. el método no muestrea 
todo el espacio de fases. sino sélo una subclase ergôdica del mismo. de la 
que se omiten las configuraciones prohibidas (el principio de balance deta­
llado impi ica que taies conf iguraciones nunca se alcanzan durante el trans- 
curso de la simulaciôn). Aunque en principio este problema es grave"*. sus 
consecuencias pr&cticas parecen ser irrelevantes. De hecho. para las longi­
tudes de cadena y redes en las que se aplica el modelo de Saltos Locales, 
el error sistemàtico (debido a la inclusiôn de las configuraciones prohibi­
das) parece ser menor que el error estadistico®*. Ademàs. todas las compa- 
raciones realizadas entre los resultados numéricos obtenidos por este algo­
ritmo y los de algoritmos estâticos®". no muestran diferencias debidas a 
problèmes de ergodicidad.
Figura 2.7 - Configuraciôn "atrapada" para el modelo de Saltos Locales 
en dos dimensiones.
Ias grandes ventajas del algoritmo de Saltos Locales estriban en 
su versatilidad para el estudio de propiedades de cadena dependientes del 
tiempo. asi como para el estudio de sistenas condensados de polimeros.
Como una altemativa a este método puede ci tarse el algoritmo de 
Reptaciôn. originalmente Introducido por Kron“* y por Wall y Mandel"®.
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apllcable al estudio de cadenas de polimeros lineales. Partiendo de una 
configuraciôn arbitraria. se selecciona al azar un final de cadena, se 
suprimm el ûltimo enlace y se arhde uno nuevo de orientaciôn aleatoria en 
el otro extreao de la misma. El estado résultante es aceptado como una 
nueva configuraciôn si cumple las condiciones de la Ecuaciôn 2.24. En la 
Figura 2.8 se incluye un ejemplo de mvimiento de reptaciôn. El método de 
Reptaciôn ofrece una descripciôn poco realista de los movimientos de cadena 
en una escala local, siendo los movimientos màs ràpidos que los descritos 
por el modelo dinàmico de Rouse"*.
Figura 2.8.- Movimiento de reptaciôn de una cadena.
El «létodo de Reptaciôn también sufre el problema de no ser es- 
trictamente ergôdico"*. Asi. no es posible el movimiento si todos los pun­
tos de la red vecinos a los extremos de la cadena estàn ocupados. Este 
ejesq»lo se ilustra en la Figura 2.9. De nuevo parece que el problema puede 
obviarse en la pràctica (probablemente podrla ser serio si el método fuera 
aplicado al estudio de la transiciôn al estado colapsado para una cadena). 
Por lo tanto. el método de Reptaciôn es una ràpida forma de obtener confi- 
guraciones de equilibria (muy usado en simulaciones de equilibria) y un 
eficiente algoritmo para el estudio de sistemas condensados de polimeros.
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Figura 2.9.- Configuraciôn “atrapada" para el modelo de Reptaciôn en 
dos dimensiones.
Un algoritmo que no sufre de problèmes de ergodicidad es el lla­
mado algoritmo "Pivot"**. En él, seleccionado al azar un eslabôn de la
cadena. se Intenta rotar el trozo de cadena comprendido entre este eslabôn 
y el extremo màs prôximo. La rotaciôn se lleva a cabo considerando a la
cadena como un objeto rigido y con origen en el punto seleccionado. El
movimiento se acepta si cumple las condiciones de la Ecuaciôn 2.24. En la 
Figura 2.10 se puede ver un ejemplo del llamado algoritmo “Pivot”. Aunque 
el método es muy eficaz para la simulaciôn de largas cadenas aisladas pare­
ce inadecuado en el estudio de sistemas densos de polimeros, debido a que 
impi ica un porcentaje de aceptaciôn de nuevas configuraciones muy bajo. si 
la densidad de eslabones es al ta.
?---
ô
Figura 2.10.- Algoritmo "Pivot".
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Indudablemente. existe gran interés en encontrar un método capaz 
de dar buena cuenta de la dinàmica de sistemas polimèricos en todas las 
dimensiones espaciales. que sea totalmente ergôdico y aplicable al caso no 
sôlo de cadenas lineales sino también de cadenas ramificadas. Estas parecen 
ser las caracteristicas que reune el llamado método del Enlace Fluctuante 
que se analiza con todo detalle en el Capitula 8 de la présenta Memoria.
3. CALCULO DE PROPIEDADES DE POLIMEROS 
FLEXIBLES.
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El objet!VO del presente capitule es el de introducir las dife- 
rentes magnitudes que se han estudiado a partir del anàlisis numérico de 
los resultados obtenidos con un algoritmo de simulaciôn en red basado en 
los descritos en el Cbpitulo 2. Entre las propiedades soowtidas a estudio 
se encuentran por una parte, propiedades de equilibria: dimensiones. coefi- 
ciente de difusiôn tras lac ional y dispersiôn estAtica de luz: y por otra. 
propiedades dinémicas: coeficlente de difusiôn traslacional. tiempos de 
relajaciôn y dispersiôn dinàmica de luz.
3.1. DIMENSIONES.
Como ya se esbozô en el apartado 2.3.1, las dimensiones de una 
cadena de polimero en disoluciôn (o equivalentemente. su disposiciôn con­
formacionai) van a depender de caracteristicas termodinàmicas de la disolu­
ciôn como la temperatura y la calidad del disolvente. Asi. una cadena en un 
buen disolvente se encuentra e:q>andida. mientras que en un mal disolvente 
està màs compactada (en la zona de la temperature 8) o incluso colapsada en 
su forma globular (por debajo de la temperature 8)**.
Tanto desde el punto de vista teôrico como experimental, en el 
estudio de las dimensiones de un polimero existen dos magnitudes fundamen- 
tales: la distancia extremo-extremo y el radio de giro.
3.1.1. Distancia Extremo-Extremo.
La distancia extremo-extremo es el môdulo del vector que 
une los dos eslabones terminales de la cadena. De la definiciôn se aprecia
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un signiflcado claro para estnicturas lineales. pero no tanto para anil los 
y estrellas. En el caso de una cadena lineal fomada por N unidades esta­
disticas. se define el vector distancia extremo-extremo como.
“ - V ' i  (3 1)
con r^ el vector posiciôn del eslabôn N de la cadena. Si se eleva la Ecua­
ciôn 3.1 al cuadrado y se promedia sobre la distribuciôn de equilibrio. se 
obtiene el promedio cuadràtico de la distancia extremo-extremo. magnltud 
sumamente importante en teoria de polimeros. Para el modelo de cadena 
gaussiana estudiado en el apartado 2.3.1. se obtiene
(R’> = (N-1) b* (3.2)
donde b^ es la distancia cuadrâtica media entre dos unidades consécutives 
de la cadena.
De gran interés en el estudio conformacionai es la dependencia 
del promedio cuadràtico de la distancia extremo-extremo con el peso molecu­
lar, que en general se expresa
(R=) ~ (3.3)
siendo u un exponente universal para valores de N grandes. Como se muestra 
en la Ecuaciôn 3.2, el modelo de cadena gaussiana que représenta a una 
cadena de polimero en condiciones 8. tiene un exponente u=0.5‘ . En condi­
ciones de buen disolvente. donde las interacciones entre eslabones de poli­
mero son repulsivas provocando el efecto de volumen excluido. el exponente 
aumenta hasta i>=0.588*^ . valor obtenido mediante argumentes de leyes de 
escala. Por ûltimo. las condiciones de mal disolvente por encima de la
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tenperatura 8. conducen a un valor manor del exponente. wml/3, ya qua sa 
forma una astnictura globular dabldo al gran auawnco da las Intaracclonas 
atraccivas antra aslabonas**. Estos axponentes ban sido planamanta conflr- 
nados dasde al punto da vista axpariswntal.
La varlaclôn dal axponanta con la concantraciôn tamblén ha sldo 
anallzada, y asi. sa ha obtanido un valor da uaO.5 para sistaaas concentra- 
dos. indapandiantamanta da la calidad dal dlsolvanta o la tamparatura^.
3.1.2. Funcl6n da Distribuclôn dal Vector Dlstancla Extrano- 
Extramo.
La funciân da distribuclôn dal vector dlstancla axtramo- 
axtremo describe la cadana flexible datarmlnando nuchas da sus propladadas 
conformaclonalas. Como an al caso dal vector dlstancla axtrano-extramo. 
dlcha funclôn da distribuclôn dapenda tamblén da la tamparatura o da la 
calidad dal dlsolvanta. En al caso da una cadana an condlclonas the ta. la 
funclôn da distribuclôn taôrlca que corresponde as la gausslana
F(R)
2»{R*>
3/3
axp
3R=
2<R*>
(3.4)
Sln embargo, si la cadena se ancuantra an un buen dlsolvanta, la 
funclôn de distribuclôn dal vector dlstancla axtrasm-axtramo se aparta dal 
conportamlanto gausslano, observéndose una dapraslôn de F(R) para los valo- 
res nâs bajos de R. Esta dapraslôn sa ha dascrlto taôrlcamanta por madlo 
dal llamado afacto de agujaro an la corralaclôn*, dabldo sln duda, al afac- 
to de voluawn axcluldo. En esta caso, para raprasantar a la funclôn F(R) sa 
han propuas to algunas acuaclonas. Una de allas, darlvada por des 
Clolzaaux** y basada an al formallsmo de layas de ascala, tlana la forma**
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F(R) = C<R’>-**^ * (R/<R*>‘^ ) P  exp[-(KR/(R*>‘^ ) ‘] (3.5)
donde d es la dlmenslôn espaclal, p y c se relaclonan con axponentes crl- 
tlcos* y K se obtlana como**
K = (r[(d+2+p)/t]/r[(d+p)/t]}'"^  (3.6)
siendo F(z) la conoclda funclôn gamma**. Asi. para el aspaclo de dlmenslôn 
d=3 (qua Impllca p=5/18 y t=6/2). se obtlana K=1.06. Por ûltlmo. C as una 
constante da normalIzaclôn cuyo valor vlane dado por
C = ( l / 4 x ) t K * ^ / r [ ( p + d ) / t ]  (3.7)
Para slstemas concentrados. la funclôn de distribuclôn debe acar- 
carse al comportamlento gausslano, Independlantemente da la calidad dal 
dlsolvanta.
La influencla del efecto da agujero an la correlaclôn es muy 
Interesante sobretodo en las proxlmldades da R=0. El estudlo da la funclôn 
F(0) se relaciona con las constantes da aqulllbrlos da clclaclôn*^. Asi, si 
F(0) as pequano la clclaclôn as muy poco probable, y mucho an caso contra­
rio. Una da las pradlcclones taôrlcas da modelos anallclcos es el exponente 
a de cierre del anlllo, qua para valores de N grandes se expresa
F(0) ~ N"“ (3.8)
A partir de la Ecuaciôn 3.4 se puede establecer que el exponente a para 
cadenas en el estado 8 tlene un valor de 3/2. La evaluaclôn del exponente 
en presencla de volumen excluldo medlanta câlculos en modelos dlscretos** 
1 leva a o=l,92, resultado tamblén predlcho teôrlcamente por de Gennes* y
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des Cloizeaux**. a partir de la Ecuaciôn 3.5. Para slstesas concentrados. 
el exponente a debe mantenerse en el mlsmo valor de 3/2 que se obtuvo para 
cadenas gausslanas.
3.1.3. Radio de Giro.
El radio de giro da una Idea clara acerca del taaano glo­
bal de la cadena de pollmero. Su promedlo cuadrôtlco se define como.
N
<S*> = (1/N) ^ (3 9)
j=l
o Introduclendo la defInlclôn del centro de masas.
N N
(S*> = (1/N*) J J <R*j> (3.10)
1 J)1
siendo el vector que une los eslabones 1 y J de la cadena. Para obtener 
el valor del promedlo cuadràtlco del radio de giro, baista con evaluar el 
promedlo <R*utlllzando para ello la distribuclôn de equllibrlo. En el 
modelo de cadena gausslana el resultado es.
<S*> = (1/6) (N-1) (1+1/N) b* (3.11)
y si N es muy grande.
<S*> a (1/6)(R*> (3.12)
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Este factor de 1/6 que aparece para una cadena en condlclones 9. varia 
llgeramente en un buen dlsolvente debido a los efectos de volumen excluldo.
3.2. DiniSION. TEORIA DE KIRKWOOD-RISEKAN.
La dlfuslôn de un soluto es la expreslôn nacroscôplca del despla- 
zanlento que experlmentan sus noléculas a través de la dlsoluclôn. Esta 
capacldad de traslaclôn de las noléculas depends de diverses factores. En 
primer lugar se pueden conslderar los fac tores tenmodlnàmlcos como la tem­
perature. concentraclôn. dlsolvente.... Sln embargo, el presents estudlo se 
centra en los fac tores que dependen de las caracteristlcas proplas de la 
macromolécula que dlfunde. taies como el tamano y la forma. Estos factores 
son. a su vez. funclôn del peso molecular, flexlbllldad. Interacclones con 
el dlsolvente. etc.. de manera que todas estas caracteristlcas contrlbuyen 
al estudlo del proceso de dlfuslôn.
Para expllcar la dlfuslôn desde un punto de vis ta macroscôplco es 
necesarlo contar con un gradients de concentraclôn en una dlrecclôn deter- 
mlnada. x. en la dlsoluclôn. Debido a este gradients se produce una dlfu­
slôn del pollmero bac la reglones de mener concentraclôn. lo que Impllca un 
transporte de mater la asoclado al proceso. Este trânslto de materla se 
représenta por un flujo. J. que define la masa que atravlesa por unidad de 
tlempo la unidad de superficie colocada perpendlcularmente a la dlrecclôn 
X. Asi. segùn la primera ley de Flck**.
J » -Dj(3c/3x) (3.13)
donde la constante de proporclonalIdad. D^. es lo que se denomlna coefl-
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dente de dlfuslôn traslaclonal. y mlde la capacldad de traslaclôn que 
tlene el soluto dentro de la dlsoluclôn.
La evaluaclôn teôrlca del coefIclente de dlfuslôn traslaclonal de 
una cadena de pollmero flexible (por tanto. en condlclones muy dlluldas). 
puede reallzarse siedlante la teorla hldrodlnôalca de Klrkwood-Rlseman**. (A 
través de esta teorla se evalùan en general propledades de transporte costo 
la vlscosldad. etc. }.
La teorla molecular debe descrlblr a las moléculas de cadena como 
constltuldas por eslabones que se conslderan centres de frlcclôn con el 
dlsolvente. Asi, en una macromolécula, la velocldad del fluldo en la posl- 
clôn ocupada por cada une de los segmentes de cadena. se perturba por la 
presencla de otros segmentes prôxlmos a él**. Kirkwood y Rlseman reallzaron 
el estudlo hldrodlnàmlco de dlsoluclones macromoleculares utlllzando un 
modelo para las cadenas de polimeros flexibles compuesto por un nûmero 
elevado de elementos de frlcclôn esférlcos. unldos unos a otros a modo de 
rosarlo, que se conslderan hldrodlnâmlcamente équivalentes a las subcadenas 
o eslabones censt1tuyentes del pollmero. Por tante, si se supone un pollme­
ro en dlsoluclôn formado por N eslabones o elementos de frlcclôn. cualquie- 
ra de sus elementos, por ejemplo el eslabôn 1, se desplaza en el dlsolvente 
con una velocldad u^ y actùa como centro de frlcclôn con él. Suponlendo 
que, en ausencla del eslabôn. el dlsolvente poseerla una velocldad v^ en el 
mlsmo punto, la fuerza de frlcclôn ejerclda por el eslabôn considerado 
sobre el dlsolvente es
Fi = f (Ui-Vi) (3.14)
siendo f el coefIclente de frlcclôn del eslabôn 1 que, supuesto esférlco y 
de radio a, tlene un valor dado por la ley de Stockes
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f ■ Grrtotr (3.15)
con T)o la vlscosldad del dlsolvente. Para determiner la velocldad del dl­
solvente han de tenerse en cuenta los efectos a los que dan lugar los es la­
bones prôxlmos del pollmero. denomlnados Interacclôn hldrodlnàmlca. Por 
este motive, la velocldad del dlsolvente v^ es la suma de la velocldad que 
poseerla si no exlstlese nlngûn eslabôn. v*. y de las perturbaclones debl- 
das a la Interacclôn hldrodlnâmlca:
V i = v J + v J  (3.16)
Estas perturbaclones al flujo del dlsolvente se pueden obtener medlante el 
método de Oseen**. basado en la resoluclôn de la ecuaciôn hldrodlnâmlca de 
Navler-Stockes. De esta manera.
jxl
donde T es el tensor de Interacclôn hldrodlnâmlca propuesto por Oseen.
1
SnjoRjj
B «B
“ij
(3.18)
siendo I el tensor unidad 3x3. La Ecuaciôn 3.18 describe correctamente las 
Interacclones hldrodlnâmlcas slempre y cuando los radios de los eslabones, 
y O y  sean mucho menores que la dlstancla entre ellos, ya que la
ecuaciôn provlene de un truncamlento en el primer térmlno del désarroilo en 
serle de potencies de a^/R^j. (En la Ecuaciôn 3.18 los eslabones se consl­
deran centres puntuales de frlcclôn).
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El acoplaaiento entre les fuerzas de frlcclôn se describe a tra­
vés de la sustltuclôn de las Ecuaclones 3.16 y 3.17 en la Ecuaciôn 3.14.
^1 * f I ■‘‘ij ^ ("r^^l) ('1.... N (3.19)
jXl
ecuaciôn que constltuye la base de la teorla hldrodlnâmlca de Klrkvood- 
Rlseman. Su resoluclôn proporclona valores rlgurosos para las propledades 
de transporte de polimeros en dlsoluclôn. El slstema de ecuaclones dado en 
la Ecuaciôn 3.19 se puede expresar de manera aâs sencllla como.
N
} Qlj Fj = f (Uj - V*) 1=1.... N (3.20)
j=l
donde los coefIclentes Q^j se obtlenen como
«IJ - 5,J I M l  - 5,j) f T,J (3.21)
siendo ô^j la funclôn delta de Kronecker. La resoluclôn de la Ecua- 
clôn 3.20, para obtener los valores de las Incognitas F^. se reallza Invlr- 
tlendo la matrlz de los coefIclentes. DefInlendo S=Q~*,se obtlene
'l » ^ f Sfj (Uj - v p  1=1.... N (3.22)
j=l
ecuaciôn que constltuye el punto de partlda para el câlculo de propledades 
de transporte. Sln embargo, el câlculo exacto de las fuerzas F^ en molécu­
las de cadena flexible, sôlo es poslble cuando se conoce la funclôn de 
distribuclôn ♦(R^j.t). Incluse para moléculas rlgidas*^’**. la resoluclôn 
numérlca de la Ecuaciôn 3.22 es sumamente costosa. Por lo tan to, para ello
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se enpiean distinta» aproxlnaclones. En 1963 Kirkwood** resolvlô el slstema 
de ecuaclones medlante una serle de aproxlnaclones matemàtlcas. Su procedl- 
mlento conduce a la slgulente expreslôn para el coefIclente de dlfuslôn 
traslaclonal.
ixj
(3.23)
en la que h es un paràmetro hldrodlnàmlco de uso comùn. deflnldo como
(3/w)‘^  2  (3.24)
Un valor de h =0 supone despreclar las Interacclones hldrodlnâmlcas y lleva 
a una predlcclôn para consistante con la del modelo de Rouse, que serâ 
Introduclda en el apartado 3.5.2 . El valor nâs usado es. sln embargo. 
h**=0,25 . ya que es adecuado para descrlblr el comportamlento hldrodlnàmlco 
de subcadenas gausslanas^*'**.
La varlaclôn del coeficlente de dlfuslôn traslaclonal de una 
cadena de pollmero flexible con su peso solecular puede obtenerse a partir 
de la Ecuaciôn 3.23. En condlclones de dlsolvente 8. el resultado teôrlco 
predice. D^~ N~*^. lo que es plenamente conf Irmado por los resul tados 
expérimentales de slstemas muy dlluldos**. Por otro lado. las medldas expé­
rimentales en buenos dlsolvente» conducen a una relaclôn del tlpo. N 
con 5 > 1/2 y ademâs del orden de 0.6**"**.
Por ultimo, es muy Interesante conslderar el coclente entre el 
radio de giro cuadrâtlco medlo de la cadena y el llamado radio hldrodlnâ- 
mlco, R^, ya que este paràmetro tlene una débll dependencla con la longltud 
de la cadena
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El radio hldrodlnàmlco se obtlene de la conoclda ecuaciôn de Stockes- 
Elnsteln.
con lo que
kT/D^ = SwtjoRjj (3.26)
D F <S*>‘^
P = — --------- (3.27)
kX a
3.3. DISPERSION ESTATICA lE LUZ.
La técnlca de dlsperslôn de luz constltuye uno de los métodos 
flslco-qulmlcos màs Interesantes en el estudlo de dlsoluclones pollmèrlcas, 
ya que es capaz de proporclonar un conoclmlento conformaclonal de las cade­
nas. ademâs del peso molecular y paràmetros termodlnâmlcos. Una molécula de 
pollmero en dlsoluclôn dispersa la radlaclôn lumlnosa en todas las dlrec- 
clones espaclales, cuando su indice de refracclôn (o su constante dleléc- 
trica) es dlstlnto al del medlo. En los experlroentos de dlsperslôn estâtlca 
de luz existe un volumen considerable de dlsoluclôn que Interacclona con la 
radlaclôn y se emplea un tlempo de registre prolongado. De esta marnera. las 
fluctuaclones résultantes del movlmlento de las cadenas quedan prome- 
dladas**.
Las fluctuaclones debldas a los camblos conformaclonales por la 
agltaclôn térmlca en dlsoluclones macromoleculares son de g ran Interés. 
Estas interferenclas Intramoleculares, despreclables en la dlsperslôn de 
moléculas pequenas, adquleren gran Importancla en el contexte de los poil-
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meros. ya que ofrecen Informaclôn relatlva a la forma y rotaciôn molecu- 
lares.
Desde el punto de vlsta teôrlco es necesarlo conocer las dlmen- 
slones de la partlcula dispersera. Asi, cuando éstas son del orden de la 
longltud de onda, X. de la luz Incidente, se pueden dar Interferenclas 
entre los rayes procedentes de las dlferentes partes de la molécula. Estos 
fenôroenos se descrlben en la Figura 3.1**. en la que se muestra la geome- 
trla de dlsperslôn. con un raye de luz Incldlendo en dos partes de la cade­
na. 0 y P. separadas por una dlstancla r^. Debido a los dlstintos camlnos 
ôptlcos recorrldos por la luz dlspersada. aparece una dlferencla de fase de 
valor
^  (AP + PB) - (k-r^ - kj.r^) = q-r^ (3.28)
El vector de dlsperslôn q es la dlferencla entre los vectores de la onda 
Incidente, k. y dlspersada. k^
q = k - kj (3.29)
Como la longltud de onda de la luz Incidente prâctlcamente no sufre camblos 
en la dlsperslôn. un simple câlculo geométrlco lleva a
|q| s q s ~  sen(8j/2) (3.30)
siendo 8^ el ângulo de dlsperslôn al que se reallza la medlda. El vector de 
dlsperslôn es un paràmetro utlllzado en la técnlca de dlsperslôn de luz. ya 
que permlte determiner la dlferencla de fase de la luz dlspersada entre los 
puntos dlspersores 0 y P. a dlstancla r^ . Asi. si |qTj| << 1 las particu­
les dispersan en fase. cosa que no ocurre en el caso de |q»r^ | »  1. Por
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es to. para trabajar en dlsperslôn de polimeros conviens conslderar como 
elemento bâslco de dlsperslôn a un segmente de cadena**. SI cada segmente 
tlene un tamano 1, pequeno coufarado con 1/q. es declr. ql «  1. se asegura 
la Inexlstencla de Interferenclas Intrasegmentaies. Para latitudes de onda 
del orden de la radlaclôn visible, esta condlclôn se cunple por las subca­
denas o es labones en los swdelos de cadena flexible anterlormente des­
cri tes.
Figura 3.1.- Ceometria de dlsperslôn.
Pues to que la Intensldad de luz dlspersada es una magnltud funda­
mental en el estudlo de la dlsperslôn estâtlca de luz. en lo que slgue se 
va a tratar de evaluar para dlsoluclones con dlferentes valores de la con­
centraclôn. Asi, si se considéra un medlo dlspersor constltuldo por n cade­
nas de N eslabones cada una, la Intensldad de luz dlspersada que se mlde se 
corresponde con
k m k m.I(q) ~ ( 2 2 2 2 a? a” exp[lq'(r"-r;)] > 
k n 1 J  ^ J ^
(3.31)
donde r^ es la poslclôn y la polarIzabllIdad del segmente 1 de la cadena
k.
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3.3.1. Factor de Forma.
Si la dlsoluclôn es sufIclentenente dllulda. los segmentes 
de dlferentes cadenas no estôn correlaclonados y. de esa manera. las sums 
correspondlentes a dlferentes moléculas se anulan. Asi. en una dlsoluclôn 
dllulda de segmentes y cadenas Iguales.
I(q) ~ <n> S(q) (3.32)
donde es la polarlzabllldad molecular y S(q) el llamado factor de form
o factor de estructura.
S(q) = (1/N*) < 2 2 exp[lq*(r.-rJ] > (3.33)
1 J ^
extendléhdose la sum sobre los segmentes de la mlsm cadena. El nombre de 
la funclôn S(q) se debe a su dependencla con la conformclôn de la cadena 
y, por ello. con la form de la mlsm. ya que las Interferenclas se produ- 
cen entre los rayes procedentes de los dlstintos eslabones de la cadena 
mcromolecular. SI el soluto es una especle de pequeno tamano molecular, no 
hay Interferenclas y S(q)=l. Como se muestra en la Ecuaciôn 3.33. para un 
pollmero el valor del factor de form dlsmlnuye al aumentar el ângulo de 
dlsperslôn. siendo mâxlmo si éste es nulo. S(0)=1.
El promedlo de la Ecuaciôn 3.33 se puede dlvldlr en dos partes: 
un promedlo orlentaclonal de (r^-r^) y otro promedlo del môdulo del vector 
(r^-r^). Analitlcamente se puede evaluar el promedlo orlentaclonal en la 
Ecuaciôn 3.33, de manera que**.
r r »en[q(r.-r )]
S(q) = (1/N*) < ) ) ------- 1— J—  > (3.34)
7 1
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La evaluaclôn analiclca del promedlo sobre el môdulo del vector (r^-r^) y 
consecuentemente. de la Ecuaciôn 3.34, sôlo puede reallzarse para modelos 
senclllos. Asi, para el modelo de cadena gausslana. el resultado se corres­
ponde con la llamada funclôn de Debye*.
S(q) « (2/x*) [x - 1 ♦ exp(-x)] (3.35)
siendo x una variable que tlene en cuenta la Influencla del tamano global 
de la cadena en la dlsperslôn. de valor
x = q*<S*> (3.36)
En general, para moléculas de forma arbitrarla la evaluaclôn de la Ecua­
ciôn 3.34 para valores pequenos de x conduce al désarroilo en serle,
S(q) = 1 - (q*/3)(S*> + ... (3.37)
3.3.2. Factor de Dlsperslôn Colectlvo.
En dlsoluclones concentradas, deben conslderarse las co- 
rrelaclones entre eslabones de cadenas dlferentes. Una compléta evaluaclôn 
de la Ecuaciôn 3.31 es, sln embargo, sumamente compleja, ya que la determl- 
naclôn de los factores de forma Intermoleculares Impllca un conoclmlento 
detallado de la estructura de la dlsoluclôn**. Segùn Van Hove, lo que re- 
almente se mlde es una funclôn de correlaclôn temporal de la concen­
traclôn*:
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ScoiCb ) * 2r j  exp(lwt) dt J exp(lqT) (c(O.O) c(r.t)> dr
—  ^  (3.38)
Binder y col.** han aplicado la Ecuaciôn 3.38 para obtener resultados con 
simulaciones estâticas en red de mezclas pollnero-polimero, proponlendo
®col^9) = < 2 Z expClq-(rj-rj)] 6(*^-*g)^ > L"* (3.39)
siendo L la longltud de arista de la caja utlllzada en la slmulaclôn de 
Monte Carlo en red y.
donde es la fracclôn en volumen de la componente A de la mezcla en el 
punto J de la red. Los sumatorlos de la Ecuaciôn 3.39 se extlenden a todos 
los puntos de la red. lo que Impllca una clara dependencla con el tamano de 
ésta. L*. o en definitive, con el volumen dlspersor teôrlco en la slmu­
laclôn.
En la presents Memorla se apllca de manera simple la Ecua­
ciôn 3.39 al caso de una dlsoluclôn pollsiero-dlsolvente. Para ello se 
plantea.
S^^^(q) = < I Z expClq.(rj-rj)] f^  fj > L"* (3.41)
donde f^ y fj son los llamados factores de contraste dados por
f l ~ V " m  (3 42)
siendo n^ el Indice de refracclôn del componente 1. y n^ el Indice de re-
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fracclôn del medlo. Los valores de estos indices de refracclôn en un slste­
ma pollnwro-dlsolvente vlenen dados por
‘ ** (3.43)
Dj = Op m n j + (dn/d#)
n, = n j + (dn/a*)* (3.44)
El subindice ”d” se reflere a dlsolvente y "p" se reflere a pollmero. Con 
las Ecuaclones 3.43 y 3.44 se pueden evaluar los factores de contraste y 
asi. si el punto 1 se ocupa por dlsolvente. f^ -~ -*. y si se ocupa por poll­
mero. fj~ 1-*. Ademâs, estos factores de contraste son coherentes con los 
Introducidos por Binder en la Ecuaciôn 3.39. de forma que
U  " (3.45)
Naturalmente existe una relaclôn entre el factor de dlsperslôn colectlvo y 
el factor de forma cuando la fracclôn en volumen de pollmero tlende a cero.
3.3.3. Dlagrama de Zlmm.
La determlnaclôn del peso molecular, N, del pollmero es 
una apllcaclôn muy Importante de la técnlca de dlsperslôn estâtlca de luz. 
Dado que las medldas expérimentales se reallzan a concentraclôn y ângulo de 
dlsperslôn finîtes y ambas variables afectan al factor de forma, Zlmm** 
désarroilô un método de doble extrapolaclôn a valores de concentraclôn y
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ângulo cero. capaz de evaluar con gran precisiôn el valor del peso molecu­
lar de la macromolécula. Para ello se parte de la expreslôn
Kc(l+cos*0.)
--------- —  = (1/M) (1 + 2AaMc + (q*/3)(S*> + ...) (3.47)
en la que K es una constante que reune todas las caracteristlcas ôpticas 
del slstema. R la relaclôn de Rayleigh deblda al soluto y A, el segundo 
coef Iclente del vlrlal osmôtlco. En la Ecuaciôn 3.47. obtenlda de la teorla 
de dlsperslôn de luz apllcada a polimeros de forma arbitrarla. aparece un 
doble désarroi lo: en concentraclôn (désarroi lo del vlrlal) y en ângulo de 
dlsperslôn (désarroilo del Inverso del factor de forma dado en la Ecua­
ciôn 3.37). SI se extrapolan ambos désarroi los a valor cero de forma slmul- 
tânea. la obtenclôn del peso molecular es Inmedlata. Ademâs. tras esta 
doble extrapolaclôn se llega al caso limite en el que no se tlenen Interac­
clones. de manera que KcM( l+cos*8j)R"*=l. Iiqx)nlendo las mlsmas condlclones 
en la Ecuaciôn 3.46. se obtlene que NéS~^^(0)=l. De esta manera se explici­
ta la conexlôn entre leis magnitudes expérimentales y de slmulaclôn para el 
estudlo del dlagrama de Zlmm. que es
KcM(l+cos*8.) N*
---------- — = ------- (3.48)
R «col^ *»)
En general, para confecclonar el dlagrama de Zlnmm se représenta 
la magnltud Kc(l+cos*8j)R"* frente a la variable coutlnada pc+q*. donde p 
es un paràmetro arbltrarlo cuya mlslôn es la de espaclar convenlentemente 
los puntos expérimentales representados. Las extrapolaclones se reallzan en 
el dlagrama de la slgulente forma: En primer lugar. los puntos correspon­
dlentes a las dlsoluclones de Igual concentraclôn se extrapolan a q — » 0. y 
los puntos correspondlentes a un mlsmo ângulo de dlsperslôn (con el mlsmo
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valor de q) se extrapolan a c — * 0. Es to da lugar a dos curvas extrapcladas 
en el dlagrama.
’Kc(l+co«*e^)
Kc(l+cos*0j)
= (1/M) (1 + 2A,Mc + ...) (3.49)
- (1/M) (1 ♦ (q*/3)<S*> + ...) (3.50)
Ambas curvas tlenen una ordenada en el orlgen comùn (de valor M"*) que se 
obtlene de la extrapolaclôn slnultânea. Por otro lado, el ajuste lineal de 
las curvas extrapoladas permlte determiner valores del radio de giro de la 
macromolécula, con la conslgulente informaclôn estructural, asi como valo­
res del segundo coefIclente del vlrlal osmôtlco, que Informan sobre las 
condlclones termodlnàmlcas del slstema.
En la Figura 3.2 se muestra un ejemplo concreto de un dlagrama de
Zlmm.
3.4. SEPARACION I£ FASES EN SISTEMAS POLIMERO-DI9CM.VENTE. RELACIW OON 
LA TECNICA DE DISPERSION DE LUZ.
Como ya se ha Indlcado anterlormente, para un determinado pollme­
ro a una temperatura dada, unos dlsolventes dan lugar a una ùnlca dlsolu- 
ciôn (fase homogénea) mlentras que otros sôlo dan una dlsoluclôn parclal 
(fase heterogénea con coexlstencla de dlsoluclôn y pollmero hlnchado).
En el présente apartado se anallza el equllibrlo de fases en 
dlsoluclones pollmèrlcas en el marco termodlnâmlco de la teorla de campo 
medlo dada por Flory^ugglns*. Como punto de partlda se utlllza la ecuaciôn 
de la energla libre por cada punto de la red para una mezcla de pollmero.
•o*si
c » 0,007 g/cm'
0,005
0,003
o
0,002
q:
<
r 0,001
0 0.8 1.2 1.5
100 r s e n 2 (f .)
Figura 3.2- Dlagrama de Zlmm del slstema poll(àcido L-làctlco) en 
broroobenceno. obcenldo a partir de la técnlca de dlsperslôn de luz 
(Xo=546l A).
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con un nùmero de puntos de red por cadena N y fracclôn en volumen y 
dlsolvente. con fracclôn en voluawn 1-*.
CF/(kT)]j^jo " (*/M)ln* + (l-ô)ln(W) ♦ xô(l-f) (3.51)
siendo x el parénetro de Interacclôn pollmero-dl sol vente que représenta el 
balance awdlo de Interacclones po1Imero-d 1so1vente y pollmero-polimero. y 
que puede expresarse coao.
X » 1/2 - ^j(l-0/T) (3.52)
ecuaciôn en la que se muestra expllcltamente la dependencla del paràmetro 
de interacclôn con la temperatura. y donde es una constante adlmenslo- 
nal. mlentras que 9 es la tenqwratura que corresponde a las condlclones G 
en la que estas Interacclones son nu las. como se descrlbiô en el Capitule 
anterior.
El problema de la separaclôn de fases se discute desde el punto 
de vlsta de la energla libre introduclda en la Ecuaciôn 3.51. La propledad 
fundamental es la curvatura de la representaclôn de la energla libre teôrl­
ca en funclôn de la fracclôn en volumen de pollmero, que se muestra en la 
Figura 3.3. Para x=0. o de valor muy cercano (Figura 3.3.A), la curva de 
esta representaclôn es slempre convexa, ya que los efectos entrôplcos son 
dominantes y se favorece la mezcla. Sln embargo, cuando x es mayor que un 
clerto valor crltlco. x >^ que se define màs adelante (Figura 3.3.B). apare­
ce una reglôn de curvatura negatlva y se produce la separaclôn de fases.
Otra forma de visualIzar el problema es medlante el potenclal 
qulmlco de Intercamblo. deflnldo como^
U = (3.53)
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La representaclôn de esta megnltud se muestra en la Figura 3.4. Las Isa ter- 
mas teôrlcas correspondlentes a un slstema hoawgéneo se determlnan por una 
curva de pendlente positiva en cada punto (Figura 3.4.A). Esta pendlente 
decrece cuando la temperatura de la Isoterma dlsmlnuye. Asi. se alcanza una 
temperatura en la que dlcha pendlente es nula en un punto. Tal tesqwratura 
es la conoclda como temperatura crltlca. mlentras que la Isoterma corres- 
pondlente es la Isoterma crltlca. Ademâs. el punto de Inflexlôn de pendlen­
te nula es el punto crltlco del slstema. El conoclmlento de sus caracterls- 
tlcas crltlcas provee gran Informaclôn sobre el dlagrama de separaclôn de 
fases. Para temperaturas superlores a la crltlca. el slstema se mantlene 
homogéneo a cualquler concentraclôn, mlentras que para temperaturas Infe- 
rlores a ella hay un Intervalo de concentraclones [*' .*"] en el que el 
slstema se sépara en dos fases. Preclsamente, en la separaclôn de fases 
para una temperatura dada el potenclal qulmlco de IntercasAlo para las dos 
fases coexlstentes. y ô". tlene el mlsmo valor. Ademâs. los puntos que 
constltuyen la curva de separaclôn de fases se obtlenen por la régla de las 
àreas de Maxwell (Figura 3.4.B). Este comportamlento teôrlco del potenclal 
qulmlco està en concordancla cualltatlva con los dlagramas de fases expéri­
mentales observados en dlsoluclones pollmèrlcas, como el mostrado por llne- 
as continuas en la Figura 3.5. las llneas discontinuas de dlcha figura 
reflejan la separaclôn de fases obtenlda teôrlcamente de acuerdo con la 
teorla del campo medlo*. Como se aprecla en la figura, la teorla del campo 
medlo no es capaz de predeclr el comportamlento cuantltatlvo de la curva 
experimental. Sln embargo, en la actualldad es la ùnlca teorla que da una 
vlslôn global del fenômeno de separaclôn de fases en slstemas pollmero- 
dlsolvente (las teorlas de renormal Izaclôn dan resultados màs exactos pero 
no son c^>aces de abordarlo completamente. estudlando el fenômeno de forma 
fragmentarla^).
Preclsamente con p=0 se obtlene la curva representada en la Fl-
F/kT F/kT
(A) IB)
Figura 3.3.- Representaclôn de la energla libre en funclôn de la 
fracclôn en volumen de pollmero. (A) Mezcla estable. (B) Mezcla 
1 nés table. Los puntos *' y f" per tenecen a la curva de coexlstencla 
entre fases.
p/kT
(A)
p/kT
18)
Figura 3.4.- Representaclôn del potenclal qulmlco de intercamblo 
frente a la fracclôn en volumen de pollmero. (A) Mezcla estable. 
(B) Mezcla Inès table. Los puntos y * " per tenecen a la curva de 
coexlstencla entre fases.
6000000
45
285000
^  40
H-
22700
0.20 0.1 0.3
Figura 3.5.- Dlagramas de fase para très fracclones de polilsobutileno 
en dllsobutllcetona (los nùmeros corresponden con los pesos 
moleculares de cada fracclôn). Las llneas continuas unen los puntos 
expérimentales y las llneas a trazos se determlnan medlante la teorla 
de campo medlo.
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gura 3.4, a partir de la que se determlnan los puntos de la llnea de coe­
xlstencla entre fases.
(1/N)(1 ♦ In*) - [1 + ln(l-*)] + x(l - 24) - 0 (3.54)
El estado de equllibrlo sôlo se alcanza lentamente en slstemas 
muy concentrados de polimeros con alto peso molecular. Esto facilita cier- 
tos experlmentos de cruce en los que el slstema se lleva repentInamente 
desde la reglôn de una fase a la reglôn de dos fases. Dentro de la reglôn 
de dos fases se define Vin clerto userai, la llamada curva esplnodal. m&s 
al là de la que el slstema de una fase se rompe espontàneamente en muchos 
pequenos dominios de fases separadas. Como ya se ha vlsto. la inestabllldad 
corresponde a la zona en la que la representaclôn de la energla libre fren­
te a la fracclôn en volumen de pollmero es côncava. Asi. la curva esplnodal 
se corresponde con los puntos de Inflexlôn de esta representaclôn. esto es. 
a la condlclôn
a’ (F/lcT)
-------  = 0 (3.55)
a
obtenlendose asi la curva esplnodal dada por la teorla del campo medlo:
= 0 (3.56)
El punto crltlco slempre se corresponde con el valor mlnlmo de \ en la 
curva esplnodal:
a*(F/kT)
-------  . 0 (3.57)
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con soluclones.
(1 +
2N
(3.59)
Como 1 << N, estas expreslones se reducen a:
♦c - (3.60)
- 1/2 ss N (3.61)
Mlentras que la teorla de Flory-Hugglns expllca correctamente la varlaclôn 
del paràmetro con N. los valores expérimentales de no decrecen tan 
ràpldamente con N como prevee la teorla. Asi. los resultados expérimentales 
conducen a una dependencla del tlpo. N*®’®*. formulaclôn que no se
somete a nlngûn désarroilo teôrlco®.
De las expreslones obtenldas para medlante la teorla del campo 
medlo se puede obtener la varlaclôn de la temperatura crltlca. T^. con el 
peso molecular del pollmero (relaclonado dlrectamente con N). Para ello, si 
se Iguala la expreslôn de dada en la Ecuaciôn 3.59 con la correspondlen- 
te de la Ecuaciôn 3.52, se llega a
l/l^ = 1/0 [l + ♦î‘[l/(2N) + 1/(N‘^ )]] (3.62)
donde la temperatura 8 corresponde al valor aslntôtlco de la temperatura 
crltlca de un pollmero de peso molecular Infinite. Tamblén se puede Igualar
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la expreslôn de x dada en la Ecuaciôn 3.61 con la correspondience de lac
Ecuaciôn 3.52, obtenléndose
I/Tg = 1/0 [l + ♦?(1/N‘'^)] (3.63)
Aparté de otras consideraclones teôrlcas, la curva esplnodal es 
muy Interesante ya que se puede accéder a ella medlante experlmentos de 
dlsperslôn de luz.
a*(F/kT)
con S^^(O) el factor de dlsperslôn colectlvo. Introducldo en la Ecua­
ciôn 3.41. para un valor nulo del môdulo del vector de dlsperslôn. La Ecua­
ciôn 3.64 surge de un câlculo completo de correlaclones entre particules 
con el método de fase aleatorla®. que consiste en una apllcaclôn de métodos 
autoconslatentes a las propledades de dos cuerpos. como las correlaclones 
pares entre las partlculas.
3.5. PROPIEDADES DINANICAS.
En este apartado se describe el tratamlento de propledades dlnà- 
mlcas o de no equllibrlo medlante el formallsmo de la funclôn de correla­
clôn temporal"®. Ademâs. con ayuda de los modelos de cadena flexible para 
polimeros. Introducidos en el apartado 2.3.1. y una vez anallzadas sus 
propledades estât (cas en los apar tados 3.1 a 3.4. se aborda el problema de 
modelar la dlnâmlca de estos polimeros. Para esto se Introduce el desarro- 
llo teôrlco del modelo de Rouse^® para slstemas muy dlluldos. y el del 
modelo de reptaciôn®*para slstemas concentrados. que permlten la predlc­
clôn aproxlmada de dlchas propledades dlnâmlcas.
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3.5.1. Funclones de Correlaciôn Temporal.
En la década de les 50. Green y Kubo moscraron que les 
coeficientes fenomenolôgicos que descrlben muchos procesos de transporte y 
fenôinenos dependientes del tlempo podian estudiarse con las llamadas fun- 
ciones de correlaciôn temporal**, que desempenan un papel en la mecénica 
estadistica del no equillbrio similar al de las funciones de particiôn en 
la mecânica estadistica del equillbrio. Estas funciones de correlaciôn 
temporal caracterizan el llamado movimiento browniano que. visto como un 
tipo de proceso estocàstico. domina diversos fenômenos dependientes del 
tiempo en disoluciones de polimeros*^.
Para introducir las funciones de correlaciôn temporal se supone 
la medida de una propiedad fisica A de un sistema de particules brownianas 
(que bien puede ser un sistema de pollmero en disoluciôn). siendo A(t) su 
valor en el instante t. Normalmente A(t) présenta frente a t un patrôn de 
ruido como el mostrado en la Fig^ ura 3.6. La funciôn de correlaciôn temporal 
de esta magnitud. C^(t). se define como
C^(t) = <A(t)A(to)> = lim A(t"+t)A(t")dt* (3.65)
expresada en los mismos términos que la Ecuaciôn 2.20. La forma tipica de 
C^(t) se muestra en la Figura 3.7. En el instante inicial t=t@ (una vez 
realizado el proceso de equilibrado que se estudia en el apartado 4.2). 
CAA(to) positive y su valor es el cuadr&tico medio del equillbrio, (A*). 
A medida que el tiempo aumenta. C^(t) decrece bas ta que A(t) no estâ co- 
rrelacionado con A(to). de forma que <A(t)A(to)>=<A>*. El tiempo caracte- 
ristico con el que C^(t) se aproxima al valor asintôtico se denomina tiem­
po de correlaciôn.
A ( t )
<A>
Figura 3.6.- Variaclôn temporal de la propiedad de no equillbrio A(t) 
en un sistema de particules que se mueven en un fluido.
<A(0)A(t )>
<A>'
0
Figura 3.7 - Funciôn de correlaciôn temporal de la propiedad de no 
equilibria A(t).
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La funciôn de correlaciôn temporal descri ta por la Ecuaciôn 3.65 
se llama funciôn de autocorrelaciôn ya que expresa la correlaciôn de la 
misma cantidad fisica a diferentes tiempos. También. se pueden définir 
funciones de correlaciôn cruzadas en las que entran en Juego diferentes 
magnitudes fisicas como la dada por. C^(t)a<A(t)B(to)>.
3.5.2. Modelo de Rouse para Una Cadena.
La forma natural de estudiar la dinâmica de una cadena 
flexible es mediante la resoluciôn del movimiento browniano de los eslabo- 
nes correspondientes. Asi. si se define la posiciôn de los eslabones de
cadena con las variables {R^....RQ^={R^}. la ecuaciôn del movimiento de
éstos viene dada mediante la expresiôn de Smoluchowski * * :
= lm:  I  "ij
i=i ‘ j=i
ôR. (3.66)
Esta expresiôn représenta en realidad la ecuaciôn de difusiôn del modelo,
en la que * es la funciôn de distribuciôn del mismo, H es el tensor de
movilidad y U es el potencial intramolecular del modelo. En la présente
formulaciôn no se han considerado campos externos de ningûn tipo.
En forma matriciel y sabiendo que el operador derivada parcial
T
con respecta a R se représenta como, V “(^o ••• siendo el super in­
dice T indicative del vector traspuesto, la Ecuaciôn 3.66 se puede expresar 
como
d*/dt = H [ *vU + k T W  ] (3.67)
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En estas ecuaciones. el témlno -kTv* es la llanada fuerza dlfusiva. sene- 
jante a un valor estadlstico promedio que sustltuye a la fuerza fluctuante 
de la ecuaciôn de Langevin". De esta manera. si se realiza la identifica- 
ciôn A(t)=-kTv*. ctuaple que su distribuciôn es gaussiana*'*. y asi
<A(t)> . 0
(3.68)
(A(t)A(f)) » 2fkTÔjj.
En el modelo de Rouse*’ se trata de resolver la ecuaciôn de difusiôn para 
el caso de una cadena aislada de polimero. En él. no se consideran los 
efectos de volumen excluido (se resuelve para el modelo de cadena gaussiana 
introducido en el apartado 2.3.1} ni de interacciôn hidrodinàmica (por lo 
que los términos que estén fuera de la diagonal principal del tensor de 
movilidad son nulos). Asi. el tensor de movilidad se define en el modelo 
como.
H = (1/f) I (3.69)
donde f es el coeficiente de fricciôn de un eslabôn.
El potencial de interaciôn entre eslabones del modelo de Rouse es
armônico.
N
U . (K/2) I (*i-R,_i)' (3.70)
i«l
con la constante de fuerza. K=3kT/b’. Este potencial es consistente con la 
distribuciôn de distancias de equilibrio entre unidades vecinas seguida por 
el modelo de cadena gaussiana. Dado que en el désarroilo de Rouse se consi­
déra una cadena de este tipo (prescindiendo de cualquier otra clase de
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Interacciôn). la fuerza elàstlca que actûa sobre cada eslabôn. F=-vU. sigue 
la ley de Koocke,
Fj = K (Rj-Rj)
Fj = K (-R^_i+2Rr^+i) 
* K (-Ru_i+Rn )
si 2Si<(N-l) (3.71)
o. equivalentenente
F = - K À R (3.72)
donde R^=(R^ Rg .. R^) y A es la matrlz de Rouse que représenta la forma 
en que se unen los eslabones segûn la topologia del modelo. En el caso de 
una cadena lineal su valor es:
A =
1 - 1 0  0 
-1 2-1 0 
0-1 2-1 
0 0 - 1 2
0 0 0 0 
0 0 0 0
0 0 0 
0 0 0 
0 0 0 
0 0 0
-1 2 -1 
0 -1 1
(3.73)
Una vez introducidas las condiciones del modelo, la ecuaciôn de 
difusiôn se expresa.
d*/dt = [K*AR + kTv*] (3.74)
El problems que plantea la Ecuaciôn 3.74 es el del movimiento browniano de 
un sistema de osciladores acoplados. Para encontrar su soluciôn se necesita 
transformar el sistema original de 3N coordenadas cartesianas en otro sis-
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tem en el que las comyonentes de la velocidad estén desacopladas (la apli- 
caclôn de a los sunandos de la Ecuaciôn 3.74 transforma vectores fuerza 
en vectores velocidad). El procedimlento habituai para tratar este tipo de 
sistemas consiste en encontrar unas coordenadas normales capaces de inde- 
pendizar los movimientos de la ecuaciôn de difusiôn. Para ello. se trans­
forma la matrlz A en una matriz diagonal A de elementos mediante una 
transformaciôn de seswjanza con una matriz apropiada Q. De esta manera*".
Q-‘ A Q = A (3.75)
y si a^ es el autovector de A correspondiente al autovalor Xj. la ecuaciôn 
de valores propios es.
A aj = Xj aj j=0.... (N-l) (3.76)
y la matriz Q se forma por N vectores columna a^. Una importante propiedad 
de la matriz A es la de poseer un autovalor nulo ya que su déterminante es 
cero. Si se désigna el autovalor nulo como X@. su autovector a@ es constan­
te y corresponde a una traslaciôn simple de la molécula en el espacio. como 
se indica nés adelante en relaciôn con el c&lculo del coef iciente de difu­
siôn traslacional del centro de ma sas (cdm) de la cadena.
La matriz Q también permite transformar las coordenadas cartesia­
nas R en las coordenadas normales u:
R s Q u
(3.77)
u s Q-‘ R
con u^s(u^ Ug u^) Siguiendo las reglas usual es de transformaciôn de 
derivadas parciales
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donde es el operador derivada parcial con respecto a u. Por ùlcimo, la 
ecuaciôn de difusiôn se transforma en
d*/dt = f-‘ [KAu* + kTv^*] (3.79)
ecuaciôn de movimientos independientes ya que también lo son las diferentes 
fuerzas difusivas (Ecuaciôn 3.68). Para resolver la Ecuaciôn 3.79 es nece- 
sario obtener los resultados de la Ecuaciôn 3.76. Asi. los autovalores
Xj=4sen’[îi] j=0.....(N-l) (3.80)
o, también. si J << N
X
Las funciones propias normalizadas asociadas son ,
ij = [(2-Ôjq)/N]‘^  \ cos[(i-l/2)vj/N] j=0.... (N-l) (3.82)
i=l
De esta manera, las coordenadas normales se pueden expresar como
Uj = C(2-ôjQ)/N]''^ Y cos[(i-l/2)vj/N] (3.83)
1 = 1
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y las podenos referlr a un orlgen de coordenadas Intemo de la cadena”
N
“j * Y cos[(1-1/2)tJ/N] (3.84)
1=1
ya que sôlo Interesan los movimientos internos de la cadena y no su despla- 
zamiento global. Taies coordenadas representan el movimiento local de tro- 
zos de cadena que poseen N/J eslabones.
En la resoluciôn de la ecuaciôn de difusiôn de variables separa- 
das (Ecuaciôn 3.79), aparecen los llamados tiempos de relajaciôn de las 
coordenadas normales.que se definen como
Tj . (3.8S)
Sustituyendo el valor de K y el de dado por la Ecuaciôn 3.81.
N’fb’
r = — —  (3.86)
3w’kTj’
Una vez resuelto el problema del movimiento browniano acoplado. 
mediante el uso de coordenadas normales, se analizan las predicciones de la 
teoria de Rouse para algunas propiedades dinômicas de gran interés en el 
estudio de polimeros. como son: el coef iciente de difusiôn traslacional del 
cdm de la cadena. la funciôn de correlaciôn temporal de las coordenadas 
normales o de Rouse y la funciôn de correlaciôn temporal del vector dis- 
tancia extremo-extremo.
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El coefIciente de difusiôn traslacional del cdm viene dado por 
definiciôn‘*.
“cd. <3 S7)
Dado que aplicando la Ecuaciôn 3.83 con J=0 se obtiene
N
uo = (1/N‘^ )  Y Ri (3.88)
i=l
y, de acuerdo a la definiciôn de
"o = N‘^  R ^ ^  (3.89)
El promedio que aparece en la Ecuaciôn 3.87 se obtiene como
((^ cdm(")-'^ cdm(°))'> = (1/M) <(«o(t)-Uo(0))’> = 6 ^  (3.90)
siendo la predicciôn de la teoria de Rouse para el coeficiente de difusiôn 
traslacional del cdm.
“od. = i  (3.91)
ta funciôn de correlaciôn temporal de las coordenaHag de Rouse se 
define como.
Pj = (ty(t)'Uj(O)) (3.92)
Su evalxiaciôn conduce a .
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Pj ■ <Uj(0)*> exp(-t/Tj) (3.93)
siendo el cienpo de relajaciôn de la coordenada J de Rouse dado en las 
Ecuaciones 3.85 y 3.86. Aden&s** (Uj(0)*)=b’/Xj. expresiôn que, mediante la 
Ecuaciôn 3.81. se transforma en.
b*N*
(u.(0)’> = ---- (3.94)
J t’j’
Una definiciôn anàloga a la dada en la Ecuaciôn 3.92 se encuentra 
para la funciôn de correlaciôn temporal del vector dïstancia extremo- 
extremo:
Pg = <R(t)-R(0)> (3.95)
con R el vector distancia extremo-extremo definido en la Ecuaciôn 3.1. El 
désarroilo de la Ecuaciôn 3.95 lleva a/*.
pR - N* b’ J [16/(,’j’)] exp(-tjVTj) (3.96)
J-1.3..
lo que indica que el movimiento del vector distancia extremo-extremo estA 
gobemado principalmente por el primer modo de Rouse, u,. Si se define el 
tiempo de relajaciôn rocacional como el tiempo de relajaciôn de la mayor 
contribuciôn en la funciôn p^ ,
Pg ~  exp(-t/T^) (3.97)
se encuentra que
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En las Ecuaciones 3.86. 3.91, 3.93 y 3.97 se muestran las predic­
ciones encontradas por el modelo de Rouse para diverses propiedades dinâmi- 
cas. Concrecamente, el mayor interés estriba en la dependencia de taies 
propiedades con el numéro de eslabones N de la cadena (que. como es sabido, 
es proporcional al peso molecular M del polimero). Con el modelo de Rouse 
se han obtenido, M"‘ y r^~ M*. resultados que responden al caso con­
crete del modelo de cadena gaussiana (ya que todos los càlculos se realizan 
a partir de la resoluciôn de la Ecuaciôn 3.79). Sin embargo, taies valores 
no son concordantes con los resultados expérimentales en condiciones 0. 
D , ~ y T ~ Evidentemente. la discrepancia se debe a que el
modelo de Rouse no incorpora el efecto de la interacciôn hidrodinâmica. 
Asi, se trata de un modelo dlnâmico sencillo. pero no realista, que permite 
la comparaciôn directa de los resultados obtenidos en la simulaciôn de 
polimeros en redes para disoluciones diluidas.
Los métodos basados en leyes de escala penniten encontrar la 
funcional.idad de estas propiedades en cualquier condiciôn de disolvente. De 
manera que se obtienen las relaciones, D^^^~ M“* y siendo u el
exponents critico introducido en el apartado 3.1.
3.5.3. Modelo de Reptaciôn para Sistemas No Diluidos.
En el presents apartado se describe la dinâmica de siste­
mas concentrados de polimero. Estos sistemeis muestran la cooR>inaciôn de 
comportamientos viscoso y elâstico, y aunque han sido cuidadosaraente anali- 
zados desde el punto de vista experimental*^, son peor comprendidos desde 
el teôrico**. En este contexte se debe considérer un nuevo e importante 
efecto: el llamado efecto de enmaranamiento que consiste en la imposibili- 
dad de cruce de una cadena de polimero a través de otra. Para polimeros
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linealei. esta restrlcciôn topolôgica no afecta las propiedades est&tlcas 
ya que codas las conflguraciones son acceslbles. Sin eimbargo. si afecta 
serlanente las propiedades dinàaicas ya que iapone restricciones en el 
movimiento de los polimeros. Debido a la extrema dificultad de introducir 
una teoria rigurosa para explicar esta interacciôn topolôgica. el problema 
se ha tratado de resolver por medio del llamado modelo de tubo. Este, que 
ofrece una base sôlida para el estudio de la dinômica de cadenas en una 
red**, es bastante adecuado para explicar muchas propiedades dinàmicas de 
polimeros enmaranados**.
El modelo de tubo supone que. debido a las restricciones topolô- 
gicas. el movimiento de una cadena estA confinado a la regiôn del tubo 
formada por los polimeros circundantes. En este sentido. de Cennes estudlô 
el movimiento browniano de una cadena a lo largo de una red fija (Fi­
gura 3.8). Su idea fue la de confiner el movimiento de la cadena a la re­
giôn del tubo. TOStrada en la figura.
n
#
2)
Figura 3.8.- Modelo de tubo en un sistema pclimérico enmaranado.
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En una escala de tiempos cortos el movimiento del polimero apare­
ce como una reptaciôn alrededor del camino primitive o cadena primitive, 
definido como el camino màs corto capwr de conectar los dos extremes de la 
cadena con la misma topologia que ésta muestra con respecto a los obstàcu- 
los. En una escala de tiempos mayores, la forma del camino primitive cambia 
cuando el polimero se mueve, creôndose y des t ruyéndose los extremes de 
dicho camino. Ya que generalmente el interés se centra en el estudio del 
movimiento a grandes valores del tiempo. se pueden despreciar las fluctua- 
ciones a tiempos pequenos y estudiar sôlo la evoluciôn temporal de la cade­
na primltiva. De esta manera. la dinâmica de la cadena primitive se centra 
en très suposiclones: desprecia las fluctuaciones de su contorno. se mueve 
mediante un movimiento de reptaciôn en el que se créa una nueva parte de la 
cadena en un extreme desapareciendo en el otro. y supone que la conforma- 
ciôn de la cadena primitiva llega a ser gaussiana. Con estas preraisas y 
haciendo uso de una descripciôn probabilistica** se pueden evaluar las 
previsiones del modelo de reptaciôn para las propiedades dinàmicas. El 
valor obtenido para la funciôn de correlaciôn temporal del vector distancia 
extremo-extremo es:
"r ■
siendo a la longitud del paso de la cadena primitiva.
Sin embargo, la descripciôn probabil1stica se vuelve demasiado 
compleja al evaluar otros tipos de funciones de correlaciôn temporal. Un 
método màs general introducido por Doi y Edwards*®, se basa en una simple 
ecuaciôn matemâtica para la dinâmica de reptaciôn. Si Af(t) es la distancia 
que se desplaza la cadena primitiva en un intervalo de tiempo entre t y 
t+At. entonces
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R(s.t+At) « R(s+Af(t).t) (3.99)
y R(*.t) es la posiciôn del segnento s de la cadena primitiva en el tiesgx» 
t. La Ecuaciôn 3.99 establece que si la cadena se mueve la distancia AJf(t) 
a lo largo de si misma. el segmenta s llega al punto donde estuvo el seg­
mente s-t-Af(t) en el tiempo t. como se indica en la Figura 3.9.
Figura 3.9- Evoluciôn temporal de la cadena primitiva.
Con esta metodologia se evalûa el coeficiente de difusiôn traslacional del 
cdm de la cadena.
kTa*
Las dependencias encontradas en las Ecuaciones 3.98 y 3.100 de 
las propiedades dinàmicas con el peso molecular muestran el efecto de las 
restricclcHies topolôgicas en el movimiento de las cadenas de polimero.
Aunque en los sistemas concentrados de polimeros todas las cade­
nas se mueven simultàneamente. lo que modifica la forma del tubo. la des­
cripciôn realizada para la reptaciôn peraanece. Asi. se estudia el movi­
miento de una determinada cadena dentro del sistema. El siovimiento en di- 
recciôn perpendicular al esqueleto de cadena encuentra muchas otras que lo
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implden. Ea màs fâcil el movimiento en la direcclôn del contorno de la 
cadena. de ahi que sea plausible la suposiciôn de confinar a la cadena en 
la regiôn del tubo y que su mejor modo de moverse sea la reptaciôn.
El modelo de tubo représenta dos situaciones: por un lado. un 
desplazaniento pequeHo de la cadena conserva los alrededores como en el 
caso de un liquide, caracterizados por una viscosidad que détermina un 
cierto coeficiente de fricciôn. y por otro. no es posible un desplazaniento 
grande en una direcciôn arbitraria. ya que eso puede distorsionar muchas 
cadenas circundantes. Debe existir una longitud caracteristica que distinga 
los dos casos. Esta longitud es el paràmetro de longitud de paso. a. antes 
introducido. que coincide aproximadamente con el diàmetro del tubo.
Lo anterior es un esquema simplificado de la dinâmica de una 
cadena de polimero en sistemas condensados. S^ûn éste. si la escala de la 
longitud caracteristica del movimiento es mener que a. la dinâmica se go- 
biema por el modelo de Rouse, mientras que si es mayor que a. la dinâmica 
se soMte a la reptaciôn.
El comportamiento de peque& escala de tiempos se sustenta por 
diferentes observaciones expérimentales en el canpo de propiedades visco- 
elàsticas*^’**. relajaciôn dieléctrica’* y dispersiôn de neutrones’*'” . 
siempre que el peso molecular del polimero sea menor que un cierto valor.
También existe evidencia experimental que apoya la dinâmica de 
reptaciôn. Asi, medidas del coeficiente de difusiôn traslacional de cadenas 
narcadas en sistemas condensados. confirman los resultados de la Ecua­
ciôn 3.100 usando diferentes técnicas expérimentales'^. Sin embargo, en los 
ûltimos anos se han encontrado diferentes exponentes de escala con pesos 
moleculares màs altos'*, de manera que el problema de la dependencia del 
peso molecular con el coeficiente de difusiôn traslacional no està comple- 
tamente resuelto.
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Por otro lado. el comportaalento experimental del tiempo de rela­
jaciôn del vector distancia extresn-extres» conduce a un exponente"' de 
M^'*. que aunque cercano. no es el miss» que el encontrado en la Ecua­
ciôn 3.98. No obstante, también existen experimentos'* que confirman dicha 
ecuaciôn.
Anadlda a esta controversia surgen las predicciones del modelo de 
reptaciôn a la dinâmica de polimeros ciclicos. Ya que en la reptaciôn el 
movimiento de los extremos de la cadena es de gran importancia, los ciclos. 
que carecen de ellos. deberian moverse mâs despacio que las cadenas linea- 
les. Sin embargo, los resultados expérimentales no parecen coincidir con 
esta idea y muestran que los anillos en fase condensada estân menos enmara- 
nados que las cadenas lineales'^.
Si bien, la dinâmica de reptaciôn es la mâs usada para el estudio 
de sistemas densos de polimeros por su relativa sencillez. existen otras 
teorias analiticas que. sin embargo, tampoco han resuelto el mecanismo del 
movimiento de la cadena. Se necesita mâs trabajo teôrico y experimental 
para conf irmar si el modelo de tubo es el cor recto o no. Por todo ello. el 
campo de la dinâmica de polimeros en fase condensada estâ particulannente 
abierto a nuevas teorias.
3.5.4. Dispersiôn Dinâmica de Luz.
La dispersiôn dinâmica de luz es una de las técnicas expé­
rimentales mâs importantes en el estudio de propiedades de no-equilibrio de 
sistemas de macromoléculas en disoluciôn. Se ocupa del anâlisis de los 
movimientos, relativamente lentos. que forman parte de la dinâmica macromo- 
lecular'*.
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Referldo* a los sxperlaentos de dispersiôn estâtica de luz, los 
de dispersiôn dinâmica utilizan un volumen dispersive sucho menor y unos 
tieiqx)s de detecciôn considerablemente reducidos'*. En el caso de la dis­
persiôn dinâmica de luz, se analizan las f luctuaciones que présenta la 
intensidad de luz dispersada. En general, estas f luctuaciones no sôlo se 
deben a la variaciôn del nûsiero de moléculas contenidas en el volumen de 
dispersiôn. sino que también a la de la densidad local de eslabones perte- 
necientes a una o varias moléculas. Asi. las fluctuaciones contienen infor- 
maciôn sobre movimientos globales e intemos de las macromoléculas.
El estudio con esta técnica experimental de la dinâmica del movi­
miento de una cadena de polimero. se realiza evaluando la funciôn de corre­
laciôn temporal de la luz dispersada. C(t). con un correlador digital^*.
(I(0)I{t)>
C(t) » ---------  (3.101)
(I*(0)>
La funciôn C(t) se puede reescribir en términos de la amplitud del campo 
eléctrico. E(t). asociado con la luz dispersada. La forma no normalizada. 
G':', es
G':' = (I(O)I(t)) = <E(0)E**(0)E(t)E‘*(t)> (3.102)
que normalizada se expresa como g**'(t). Cuando la luz se dispersa por un 
gran nûmero de particulas, se puede utilizer la estadistica gaussiana para 
explicar las f luctuaciones en su intensidad. y se obtiene
g‘*>(t) = 1 + |g“ »(t)|* (3.103)
o relaciôn de Siegert. en la que
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<E(0)E (t)>
*' *{t) - ----- =---- (3.104)
(E(O)E (0)>
Si se considéra una disoluciôn diluida de moléculas de polimero idénticas. 
compuescas cada una por N eslabones, el factor g'*'(t) se suele expresar 
mediante el llamado factor de estructura dinâmico**,
N N
S(q.t) = (1/M*) < 2 2 exp[iq*(r,(t)-r,(0))] > (3.105)
1 J ‘ •’
donde S(q.O) coincide con el factor de estructura estâtico, S(q), introdu­
cido en la Ecuaciôn 3.33.
En el caso de que las cadenas de polimero sean pequenas compara- 
das con la longitud de onda de la luz empleada en el experimento, las ma­
cromoléculas se consideran como puntos ùnicos de dispersiôn. En estas con­
diciones. la teoria del movimiento browniano predice que
g“ ’(t) - exp(-q'D^t) (3.106)
con el coeficiente de difusiôn traslacional que da cuenta del desplaza- 
miento global de la macroroolécula.
Sin embargo, si las interferencias intramoleculares debidas a 
diferentes partes de la macromolécula son importantes (cosa que ocurre 
cuando el tamano del polimero es del orden de 1/q. de manera que x >> 1), 
los movimientos intemos pueden afectar la distribuciôn espectral de la luz 
dispersada. De esta forma, la funciôn g“ ’(t) no sigue un comportamiento 
monoexponencial, sino que muestra una caida mâs lenta que contiene la in- 
formaciôn de los diferentes movimientos intramoleculares del polimero.
Pecora" désarroilô una aproximaciôn teôrica al problema de la 
evaluaciôn de S(q.t) mediante la teoria dinâmica de Rouse introducida en el
81
apartado 3.5.2, obteniendo
N N N
S(q.t) « (1/N*) exp(-q*D.t) 2 2 H exp{-(q*/6)(u?>^ X 
' 1 J k “ *
%  + <k - *ikQjk"*(-(/Tk)]}
(3.107)
donde (u^>^ viene dado por la Ecuaciôn 3.94 y son los tiempos de relaja­
ciôn analizados en el estudio de la funciôn de correlaciôn temporal de las 
coordenadas normales (apartado 3.5.2).
Si en la Ecuaciôn 3.107 se désarroi la en serie. en tomo a la 
variable x, se llega a "
S(q.t) = exp(-q*Djt) |so(x) + Si.a(x) exp(-t/T*) +
Sa.ti(x) exp(-2t/Ti) + Sa.3,(x) eîq>(-2t/Ta) + S,.ii,i(x) exp(-4t/r,j
(3.108)
fôrmula en la que los valores de los coeficientes preexponencia1es dependen 
considerablemente de x. habiendo sido tabulados por Perico y col.'°* a 
distintos valores del paràmetro hidrodinàmico h** introducido en el apar­
tado 3.2. Para x < 2.5 sôlo los dos primeros términos del désarroilo tienen 
importancia en la pràctica. especialswnte el primero. Sin embargo, para 
X  ^3 los tiempos de relajaciôn de los movimientos intramoleculares comien- 
zan a contribuir apreciablemente.
En el caso de disoluciones concentradas de polimeros. el factor 
de estructura dinàmico depende de una (mica exponencial cuando se conside­
ran pequenos valores del tiempo. de manera que
S(q.t) ~ exp(-r^t) (3.109)
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con Fq la constante de decalalento, cuyos valores vlenen dados en dos casos
limites como
a) Para x »  1
expresiôn confirmada por medio de experimentos de dispersiôn de neu- 
trones*®*.
b) Para x << 1
siendo d la longitud de correlaciôn de la subunidad gaussiana. En la Ecua­
ciôn 3.111 se aprecia la misma dependencia de con q que la encontrada en 
la Ecuaciôn 3.106 para disoluciones diluidas. De hecho. la Ecuaciôn 3.111 
se suele escribir
^q = °ap*** (3.112)
que define el coeficiente de difusiôn aparente. D^^. en todo el intervalo 
de concentraciones. Asi. en disoluciones diluidas este coeficiente coincide 
con el coeficiente de difusiôn traslacional del cdm. D^^^. introducido en 
la Ecuaciôn 3.87. mientras que en disoluciones concentradas su valor viene 
dado por el llamado coeficiente de difusiôn cooperativa:
(3.113)
coop ~ errjod
Este coeficiente de difusiôn cooperativa. tiene ninguna relaciôn
con el coeficiente de difusiôn traslacional del cdm. Ademâs. mientras D^^^
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disainuye con la concentraciôn debido a loa enmaraî&umiento# moleculares. 
Dcoop con ella ya que la fuerza restauradora de las f luctuaciones
de concentraciôn es mayor al crecer ésta*'. Experimentalmente se ha encon­
trado que el exponente de la relaciôn. Dg^ gp"" estâ entre 0.5 y 0.75***.
Sin embargo, mientras el comqwr tamien to de la dispersiôn dinâmica 
de luz de disoluciones de polistero concentradas se comprends bas tante bien 
para pequenos valores del tiempo. la teoria no estâ désarroilada en todo el 
intervalo de tiempos. Experimentalmente se ha visto que en algunos sistemas 
el factor de estructura dlnâmico no decrece de forma monoexponencial. te- 
niendo un lento decaimiento***. Este comportamiento a valores grandes del 
tiempo se relaciona con la interacciôn topolôgica introducida en el apar­
tado 3.5.3. y aûn no se tiene una teoria cuantitativa del mismo.
4. DESARROLLO PRACTICO DEL METODO DE CALCULO.
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En el présente Capitule se analizan los diferentes procediaientos 
utilizados para el desarrollo pràctico del algoritao de càlculo. Con él. se 
obtienen las distintas propiedades est&tieas y dinàmicas de interés. cuyas 
exprèsiones fueron intoducidas en el Capitule 3. Tastién se analizan los 
diferentes métodos numéricos empleados para elaborar convenientemente di- 
chos resultados.
Aunque la exposiciôn y discusiôn detallada de los resultados se 
realiza en los Capitules siguientes. en éste se introducen algunas repre- 
sentaciones de resultados previos sin elaborar. adecuadas para la compren- 
siôn de los distintos métodos numéricos utilizados para la obtenciôn de las 
propiedades de interés de este trabajo.
4.1. HCXæUO I£ CADENA FLEXIBLE EMPLEADO EN LA SIMULACION.
El modelo de simulaciôn de polimeros en red estâ compues to de n 
cadenas de polimero cada una de las cuales se constituye por N subunidades 
gaussianas o eslabones. situEuios en los nudos de una red cùbica simple de 
longitud de arista L. con condiciones periôdicas que se analizan en el 
apartado 4.3. La longitud de la caja de simulaciôn utilizada sigue la ecua­
ciôn
L = 2N*^ ♦ 5 (4.1)
en concordancia con procediaientos previamente establecidos**'**" para 
prévenir autoenmaranamientos de la cadena de naturaleza artificial. Los 
parâmetros introducidos se usan para définir la llamada fracciôn en volu­
men. fracciôn de ocupaciôn o concentraciôn
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♦ « nK/L* (4.2)
siendo nN el numéro de puntos de la red ocupados por polimero y L* el numé­
ro total de puntos de la red.
La cadena de polimero se represents en el modelo mediante un 
Camino Autoevitante de N-l pasos de longitud unidad. Por simplicidad, raHa 
uno de estos pasos se denomina enlace. Ademâs. los puntos de la red se 
numeran como cero si estâ ocupado por una unidad de disolvente, o con una 
cierta cifra que indica el eslabôn y la cadena a la que pertenece en caso 
de estar ocupado por polimero***.
4.1.1. Movimientos de Cadena en una Simulaciôn de Equilibrio.
El modelo de cadena no queda totalmente descrito sin men- 
cionar las interacciones entre los eslabones. En el caso del estudio de 
propiedades de equilibrio. las interacciones entre eslabones de polimero se 
describen por un potencial de vecinos mâs prôximos no enlazados. Asi. se 
introduce un paràmetro atractivo. e/kT. siempre que la distancia entre dos 
eslabones no consécutives sea la unidad. Los eslabones separados por dis­
tancias superiores a la unidad no interaccionan (e/kT=0). Ademâs. no estâ 
permitida la ocupaciôn multiple de un punto de la red en ningûn caso. de 
acuerdo a la condiciôn de Camino Autoevi tante que se analizô en el apar­
tado 2.3.1 .
Para determinar las propiedades fisico-quimicas de estas cadenas 
de polimero. se introduce un algoritmo portador de un juego de movimientos 
elementaies de la red (procesos estocâsticos). Con ellos se procédé a efec- 
tuar cambios en el sistema que conducen a nuevas configuraciones. aceptadas 
o no mediante un muestreo de Metropolis**. El criterio de aceptaciôn de
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conflguraciones es tal qua asegura. trms unos pasos de sisulaciôn. una 
distribuciôn de las aisnas prôxiaa a la canônica. asi como el cuapliaiento 
del Principle de Balance De tal lado. Taies caabios en el sistema vienen 
asociados a variaciones energéticas (Ecuaciôn 2.11). La nueva configuraciôn 
es aceptada siempre que el factor de Boltzmann, exp(-AH/kT), sea mayor que 
un nûmero aleatorio elegido uniformemente en el intervalo (0.1). En caso de 
no cumplirse esta condiciôn. la nueva configuraciôn se rechaza. contabili- 
zÂndose una vez mâs en los promedios la conf iguraciôn antigua.
El Juego de movimientos que se utiliza es una mezcla de algorit- 
mos del tipo de Saltos Locales y de Reptaciôn. Este ûltimo movimiento se 
introduce para conseguir una mâs râpida relajaciôn de la cadena hacia la 
situaciôn de equillbrio*'. El algoritmo de Saltos Locales que se selecciona 
es el introducido por Crabb y Kovac*** que. dentro de su simplicidad. usa 
el movimiento de sanivela de 90* utilizado para generar nuevos vectores de 
enlace en el interior de la cadena".
De esta manera. los movimientos con los que se cuenta en las 
simulaciones de e^ilibrio son:
1) Movimientos de eslabones extremos de la cadena.
a) Movimientos terminales o de final, donde sôlo son posibles movi­
mientos de sO* a puntos vacantes.
b) Movimientos de reptaciôn. donde se produce la desapariciôn de un 
eslabôn en .3 extreme de la cadena y la apariciôn en el contrario, 
dando la idea de un movimiento colectivo de la cadena a lo largo de su 
contorno original.
2) Movimientos de eslabones interiores de la cadena.
a) Movimientos de flexiôn. en los que el eslabôn seleccionado. situado 
entre dos enlaces que forman un ângulo de 90*. pasa a ocupar la posi­
ciôn opuesta de la diagonal del cuadrado del que forman parte ambos 
enlaces.
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b) Novinlentos de nanlvela de 90° de tree enlaces situados en très 
lados de un cuadrado con direcciôn elegida con igual probabilldzul, en 
los que se produce el movlaiento de dos eslabones slmultdneamente.
El conjunto de movimlentos descrito se paiestra en la Figura 4.1 .
4.1.2. Movimlentos de Cadena en una Slmulaclôn Dlnâalca.
En esta Kemorla sôlo se aborda el estudlc de la dlnâmlca 
del iDodelo con un parâmetro de Interacclôn de valor. e/kTsO, que représenta 
la sltuaclôn de un slstema pollmérlco en un buen dlsolvente en el caso del 
iDodelo de Camlno Autoevltante (tanblén se obtlenen algunos resultados para 
una cadena con el modelo de Camlno Aleatorlo, que dan Idea de un slstema 
pollmérlco en condlclones 0). El hecho de no reallzar un estudlo dlnàmlco 
para dlferentes condlclones del dlsolvente o valores de la temperatura se 
debe a que. mlentras para el estudlo de las propledades de equilibria se 
calcula la probabllldad de translclôn para los camblos confIguraclonales 
medlante el muestreo de Metropolls^°. en el caso de la slmulaclôn dlnàmlca 
no està demaslado claro como désarroilar un Monte Carlo con el modelo del 
Camlno Autoevltante con parâmetro de Interacclôn atractlvo. SI bien algunas 
slmulaclones prevlas'°"'*°* han propuesto el método de Clauber*'° como 
alternatlva para reallzar el muestreo. queda mucho trabajo por désarroilar 
en este sentldo. En cualquler caso. se neceslta un método en el que las 
confIguraclones se vayan generando de acuerdo a un criteria energétlco que 
conduzca al slstema hacla el estado canônlco slgulendo un camlno correcto 
desde el punto de vlsta dlnâmlco. similar al que determlnarla la resoluclôn 
de las ecuaclones del movlmlento en el caso de una slmulaclôn por el método 
de Dlnàmlca Molecular.
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Figura 4.1.- Movimlentos elementales en la red cûbica simple 
utilizados en las slmulaclones de equilibrio del presence trabajo.
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El Juego de movimlentos que se plantean para los camblos confIgu- 
racionales en la dlnàmlca es llgeramente dlferente al utlllzado en el apar- 
cado anterior. En el estudlo de la dlnàmlca del slstema pollmérlco se deben 
uclllzar movimlentos de uno o. a lo sumo, dos eslabones, realIstas desde el 
punto de vlsta molecular. De esta mènera, un movlmlento colectlvo como el 
de reptaclôn no es apllcable en el campo de la dlnàmlca, ya que dlstorslo- 
narla los movimlentos Intemos y globales de la cadena.
Para la determlnaclôn de las propledades dlnàmlcas se utlllza un 
grupc de movimlentos consistence en movimlentos terminales de 90°, movl- 
mlentos de flexlôn y movimlentos de manlvela de 90°, anàlogos a los Intro- 
ducldos en las slmulaclones de equlllbrlo, y ademàs un nuevo movlmlento: el 
movlmlento final de manlvela de 90° con direcciôn elegida con Igual proba- 
bllidad, que se rauestra en la Figura 4.2. Este nuevo movlmlento se apJIca 
sobre los eslabones contlguos a los extremos e Impllca un movlmlento slmul- 
tàneo de dos eslabones, ûtll para aumentar el nûmero de poslbles camblos, 
con el fin de compenser de alguna manera la dlsmlnuclôn de eflclencla debl- 
da a la no utlllzaclôn de reptaclones.
— —O
Figura 4.2 - Movlmlento final de manlvela de 90° Introducldo en las 
slmilaclones dlnàmlcas de este trabajo.
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Con este movlmlento del tlpo de Saltos Locales se compléta el 
algorltmo que se esquematiza en la Figura 4.3.
“7 ^ î  r
Figura 4.3.- Algorltmo dlndmico utlllzado en la Mesnrla.
4.2. ŒNERACION ££ LA CONFIGURACION INICIAL Y SU BQÜILIBRAOO.
La configuraclôn inlclal se obtlene en las slmulaclones medlante 
dos procesos alternatlvos. El prlmero de ellos es similar al Introducldo 
prevlamente por Skolnlck y col.***. En éste. a roedlda que se genera la 
confIguraclôn Inlclal, se Introducen camblos confIguraclonales en el slste­
ma de forma que el tlempo de càlculo enpleado sea razonable. Asl. en prin­
ciple se selecclonan al azar en la red tantes puntos como cadenas se van a 
crear, es declr, n puntos. Dlchos puntos se obtlenen con la Introducclôn 
del llamado "numéro semllla" que slrve de Inlclador de la subrutlna de 
generaclôn de nùmeros aleatorlos (por eso, dlferentes valores del numéro 
semllla conducen a dlstlntas confIguraclones Inlclales, y asl. a dlstlnta 
secuencla confIguraclonal en la slmulaclôn). A partir de esos puntos pre- 
cursores comlenza el creclmlento de cada una de las cadenas del slstema 
medlante adlclones suces 1 vas al azar de eslabones. Cuando la longltud de la 
cadena elegida llegue a sels eslabones. se realiza un sorteo entre una
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nueva. propegaciôn o uno de los movimlentos de cadena descritos prevlamente. 
(En todas las slmulaclones. para los procesos de creaclôn de la conf Igura­
clôn Inlclal y equlllbrado se utlllza el juego de movimlentos Introducldo 
en las slnulaclones de equlllbrlo del apartado 4.1.1.). Este proceso contl- 
nûa hasta que todas las cadenas tlenen el nûmero de unldades requerldo. M.
Una vez consegulda la confIguraiciôn Inlclal se Introduce el lla­
mado proceso de equlllbrado o termallzado. Este proceso tlene la mlslôn de 
camblar la confIguraclôn Inlclal has ta consegulr. al final del mlsmo. una 
dlstrlbuciôn prôxlma a la de equlllbrlo^*. Ceneralmente. el nûmero de pesos 
de slmulaclôn o clclos de eslabôn (que se deflnen como cada uno de los 
Intentos reallzados para mover un eslabôn selecclonado en la slmulaclôn) 
necesarlos para 1lever a cabo el equlllbrado del slstema se obtlene medlan­
te la évaluéelôn de <R^ > y <Sf> como valores medlos de todas las cadenas 
del slstema y como valores Indlviduales de caria c a d e n a ^ * L a  condl- 
clôn de equlllbrlo se alcanza cuando la representaclôn de estas magnitudes 
frente al nûmero de pesos de slmulaclôn se muestre fundamentalmente cons­
tante para un ampllo Intervalo de clclos de eslabôn. En la Figura 4.4 se 
muestra. como ejemplo. una de las representaclones obtenldas en las slmula­
clones de (Sf> para una cadena de 60 eslabones a dlstlntas concentraclones. 
Ademàs. en las Figuras 4.5.A y B se représenta para la mlsma cadena de 60 
eslabones el decalmlento de la funclôn de correlaclôn de (S*> (dada segûn 
la Ecuaclôn 4.5) frente al nûmero de clclos de eslabôn. a dos valores dlfe­
rentes de la concentraclôn. En ambos casos se observa el ràpldo decalmlento 
al valor de cero. que Indlca la pérdida Inmediata de correlaclôn con res- 
pecto de la confIguraclôn Inlclal.
Dado que este procedlmlento de generaclôn de la confIgurziclôn 
Inlclal es muy eflclente. al Introduclr el movlmlento de las cadenas duran­
te ésta. el proceso de termallzado es corto. Asl. en las slmulaclones rea- 
llzadas en la présente Memorla se utlllzan del orden de (2-10]xl0* clclos
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Figura 4.5.- Decalmlento de la funclôn de correlaclôn de <S^ > f rente 
al numéro de clclos de slmulaclôn para una cadena de 60 eslabones. 
(A) M). (B) *=0.38.
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(dependlendo de las variables N. * y e/kT) antes de comenzar la slmulaclôn 
proplamente dlcha con el c&lculo de propledades, nOaiero que es suflclente 
atendlendo a las Figuras 4.4 y 4.5 mostrades anterlonsente. El nûmero de 
pesos requerldos en el proceso de equlllbrado se hace mayor si se trata de 
evaluar una propledad dlnàmlca de large escale de tlempos como es el coefl- 
clente de dlfusiôn traslaclonal. Para obtener esta propledad se debe cua- 
plir que'*'*** < t)-R^j^^O))*> > 2<S*> para alcanzar el regimen dlfu-
slvo en el que <(*<yj„(t)-Ry^(0))*> ~ t.
No obstante, el proceso de creaclôn de confIguraclones Inlclales 
antes descrito trae algunas compllcaclones en slstemas con altos valores de 
N y *. Para estos slstemas es fàcll encontrar muchas conf Iguraclones blo- 
queadas durante el proceso de generaclôn. Por este motlvo. el procedlmlento 
llega a ser muy costoso en lo que a tlempo de càlculo se reflere.
Para salvar esta dlfIcultad se propone un método altematlvo que
sôlo créa, no équilibra, la conf Iguraclôn. De esta manera, una vez selec-
clonados los n puntos precursores, se generan una a una todas las cadenas, 
de forma que este nuevo procedlmlento es extraordlnarlamente répldo. Sln 
embargo, como no lleva nlngùn "equlllbrado Intemo". tras obtener la confi­
gurée lôn Inlclal se procédé a un largo proceso de termallzado de 1x10^ 
clclos.
4.3. FERIODICIDAD.
En la mayorla de los slstemas termodlnâmlcos el efecto de super­
ficie es muy pequeno comparado con el del resto de la dlsoluclôn. Ya que 
las molécules de pollmero const!tuyentes del slstema se encuentran coloca- 
das dentro de la caja de slmulaclôn, las atracciones y repulslones en su 
Interior deben ser homogéneas. es declr. tlenen que deberse sôlo a las
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particulaa <pie rodaan a una dada y no a las paradas da la caja qua no han 
da influir en la Interacclôn.
Sin embargo, dado qua el taaaSo da estas cajas de slmulaclôn es 
muy pequmSo. el efecto de superficie serlà muy grande si no se utlllzaran 
condlclones de contomo perlôdlcas. Asl. la forma de obvlar este efecto da 
superficie es rodear el volumen de slmulaclôn por répllcas exactaisente 
Iguales en todas las dlrecclones del espaclo (Figura 4 6). De esta manera. 
si un elemento de la cadena de pollmero atravlesa una cara de la caja de 
slmulaclôn. otra unldad de cadena entra por la cara opuesta, de manera que 
el numéro de eslabones en cada caja sea fljo y de valor nN. Estas condlclo­
nes de contorno fuerzan al slstema a ser perlôdlco en las très dlmenslones 
espaclaies* ** con un perlodo de valor L.
'V 'V
î
Figura 4.6 - Condlclones perlôdlcas para una cadena de pollmero.
97
4.4. ESTUDIO DE UNA SINULACION DE EQUILIBRIO.
Una vez generada la confIguraclôn Inlclal y equlllbrado el slste­
ma. se procédé al calcule de propledades medlante el procedlmlento de Monte 
Carlo proplamente dlcho. En cada uno de los clclos de eslabôn del algorltmo 
estàtlco o de equlllbrlo. prlmeramente se sortea una cadena al azar y a 
contlnuaclôn se selecclona un eslabôn de la cadena de acuerdo a unos Inter- 
valos de aslgnaclôn que hacen que la relaclôn de movimlentos extremo a 
interior sea Z x^N. con x^ un parâmetro posltlvo adecuado a la proporclôn 
de movimlentos deseada* * ^ . SI bien este parémetro no es déterminante para 
cadenas cor tas. su Inf luencla es grande al aumentar la longltud de la cade­
na. En la Figura 4.7 se nuestran resultados de <S*> de slmulaclones para 
una cadena de 201 eslabones con dlferentes valores del parâmetro x^. compa- 
rados con el valor blbllogràflco màs exacto obtenldo medlante el algorltmo 
"Pivot"””. Como se aprecla en la figura, los resultados mejoran para el 
mlsmo nûmero de pesos de slmulaclôn a medlda que el parâmetro x^ dlsmlnuye. 
es to es, al aumentar la proporclôn de movimlentos de extremos de cadena. 
aunque para valores de x^ sufIclentemente bajos (entre los que se encuentra 
el utlllzado en la présente Memorla) los resultados se mantlenen en el 
Intervalo dado por la Referenda 55.
Tras diverses comparée1ones de nuestros resultados de dlmenslo­
nes. para distlntos valores de N. * y e/kT de Interés. asl como dlstlntos 
nûmeros semlllas y por ello dlstlntas secuenclas confIguraclonales. con los 
blbllogràflcos^'*'**^. se ha selecclonado como parâmetro x^ màs eflclente 
aquel que hace x^Nzl. es declr, aquel que lleva a una relaclôn de movlmien- 
to extremo:interior de 2:1. La mayor proporclôn de movimlentos de extremo 
ayuda a introduclr nuevos vectores de enlace que son propagados por los 
Ineflcaces. en este sentldo. movimlentos de flexlôn. facllltando asl la 
relajaciôn de la cadena.
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Si el eslabôn selecclonado es un extresn de cadena. se procédé a 
un nuevo sorteo entre los novlnientos de final de 90° y de reptaclôn. tras 
el que se intenta el movlmlento. Si el eslabôn selecclonado es interior, 
prlmeramente se verlflca si pertenece a una estructura lineal o angular. En 
caso de pertenecer a una estructura lineal no se puede dar el movlmlento. 
Sln embargo, si forma parte de una estructura angular se Intenta un movl­
mlento de flexlôn. SI este movlmlento se bloquea por ocupaclôn de la nueva 
poslclôn. se Intenta el movlmlento de manlvela de 90° si es poslble. Como 
ya se ha senalado. cualqulera de los movimlentos anterlores no se lleva a 
cabo en caso de prevla ocupaclôn de la nueva poslclôn. Ademàs, tampoco se 
reallzan aquel los movimlentos que no estén permltldos desde el punto de 
vlsta energétlco por el algorltmo de Metropolls°°. Slempre que no se pro- 
duzca el movlmlento se contablllza de nuevo la conf Iguraclôn antigua y se 
Inlcla un nuevo clclo de eslabôn (obvlamente, en caso de produclrse el 
movlmlento se contablllza la nueva conf Iguraclôn).
En cada una de las slmulaclones efectuadas se détermina el por- 
centaje de aceptaclôn de movimlentos. A. El valor de esta magnltud no se 
afecta demaslado con la longltud de la cadena debldo a la Introducclôn del 
parâmetro x^ que flja la proporclôn de cada movlmlento, pero si lo hace con 
la fracclôn en volumen de pollmero. Asl, un auraento de ô conduce a una 
dlsmlnuclôn de A (Figura 4.8.A) ya que exlsten menos puntos vacantes en la 
red para llevar a cabo los movimlentos. El porcentaje de aceptaclôn de 
movimlentos tambièn se afecta por el valor del parâmetro de Interacclôn, 
e/kT, de manera que al aumentar éste, el valor de A decrece (Figura 4.8.B) 
pues to que la cadena pasa de un estado expandldo (e/kTsO) a un estado glo­
bular (e/kT=0,5). Tambièn se ha estudlado la varlaclôn del porcentaje de 
aceptaclôn de cada movlmlento frente a las anterlores variables. Las ten- 
denclas son anàlogas a las encontradas para la magnltud A, salvo en el caso 
del porcentaje de aceptaclôn del movlmlento de manlvela de 90°, A , para
0,«0 1,00
(A) (B)
£
<
ÎJ# -
1,0 -
0.0
E/kT
(C)
Figura 4.8.- Porcentaje de aceptaclôn de movimlentos intentados en la 
slmulaclôn para la cadena de 60 eslabones en funclôn de la
concentraciôn [{A) t/kT=0 (circules), e/kT^.3 (trlAngulos)] y en
funclôn del parâmetro de Interacclôn [(B) *oO y (C) En el caso del
movlmlento de manlvela de 90® con # 0  (circulos) y 4^.38
(trlângulos)].
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sisteaas de una cadena de pollmero frente al valor de e/kT (Figura 4.8.C). 
En la figura se aprecia que en un principle, al auotentar el valor de e/kT 
tambièn aumenta llgeramente el valor de bas ta llegar a e/kTaO.2. Esto se 
interpréta como que la cadena pasa de un estado expandldo y con un nûmero 
no muy grande de estructuras de manlvela. a otro un poco màs compactado en 
el que aparecen màs estructuras de este tlpo y. por ello, màs movimlentos 
de manlvela de 90®. A partir de e/kTaO.3 bas ta su valor de 0,5 . la magni- 
tud A^ decrece de forma ràpida ya que al compactarse màs el pollmero hacla 
una estructura de globulo. se bloquean las posiciones en las que deberia 
darse el movlmlento. Para un slstema concentrado, la tendencla es la obte- 
nlda en el caso de la magnltud A.
4.4.1. Càlculo de Propledades.
Medlzmte el algorltmo de slmulaclôn de equlllbrlo Introdu­
cldo se procédé a la evaluaclôn de las dlferentes propledades que han sldo 
deflnldas en los apartados 3.1 a 3.3 de la présente Memorla. Debldo a que 
tras un paso de slmulaclôn las conf Iguraclones suces 1 vas se dlferenclan por 
el camblo en la poslclôn de uno o dos eslabones del slstema como màxlmo. 
dlchas confIguraclones no son Independlentes. mostràndose altamente corre- 
laclonadas y. por lo tan to. estadlstlcamente redundantes. Por este motlvo. 
los resultados de las dlstlntas propledades se evalùan y almacenan sôlo 
para una reducida fracclôn de los clclos generados. Las slmulaclones tipi- 
cas se extlenden sobre 1x10^ clclos (despues del proceso de equlllbrado) y. 
de ellos se calculan y almacenan propledades cada (l-2)xlO* clclos. (Para 
las slmulaclones de una ùnica cadena se utlllzan 5x10®. almacenando prople­
dades cada 1x10^).
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Ademàs. para mlnlmlxar el error nuaérico se divide la secuencla 
confIguraclonal en dlferentes subsecuenclas "Independlentes". A pesar de 
todo se han detectado pequeSas correlaclones en algunos casos. Asl. la 
Incertldumbre asoclada con una media dada <x). obtenlda de n^ dates, x .^ se 
calcula de acuerdo a un método dlscutldo reclentemente por Bishop y 
Frinks'
c - "d 1 + 2 
J»1
(4.3)
donde es la Incertldumbre correspondlente a los datos no correla- 
clonados"®
J-1
y Pj es la funclôn de correlaclôn que se evalûa a partir de
CosK> BtodlfIcaclones a las ecuaclones dadas en la Referenda 115 que son 
vàlldas para conjuntos de datos muy anplloa (n^ muy grande), en la présente 
Nea»rla se Introduce el valor del corte n^ que se corresponde con el térml- 
no anterior a encontrar un valor negatlvo en p^ (se supone que las correla­
clones negatives se deben sôlo a ruldo estadistlco). y ademàs. se redefine 
Pj para hacerla apllcable Incluse cuando n^-j << n .^ De esta manera. las 
ecuaclones son utllizables para muestreos que contengan un nûmero de datos 
relatlvasiente pequeno"^.
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La evaluaclôn de la dlstancia. extreno-extreno (Ecuaclôn 3.1} y 
del radio de giro (Ecuaclôn 3.9) se realize, en cada paso de medlda. para 
cada cadena y como media arltmétlca de todas las cadenas del slstema. De 
esta manera. los promedlos evaluados al final de la slssilaclôn se llevan a 
cabo sobre cadenas y sobre confIguraclones.
Para obtener la funclôn de dlstrlbuciôn espaclal del vector dls- 
tancla extremo-extremo. F(R). se determine en cada clclo de medlda. la 
magnltud
NUMERO DE CADENAS EN EL IlfTERVALO Ar , . 
ri*'Ar - NUMERO TOTAL DE CADENAS •
y si Ar=r,-ri. se obtlene
AV^^ = (4/3) T (r,*-ri=) (4.7)
que es el volumen de una corona esférlca (si se està Interesado en el càl­
culo de la funclôn de dlstrlbuciôn radial, 4vR^F(R). este volumen se sustl- 
tuye por la longltud del Intervalo Ar). De esta manera. en cada clclo de 
medlda se tlene el hlstograma de los dlferentes valores de F(R) para cada 
Ar. Estos resultados se van acumulando en cada Intervalo a lo largo de la 
slmulaclôn y se normalIzan medlante el nûmero de clclos de medlda Involu- 
crados en su determlnaclôn.
En principle, la defInlclôn dada en la Ecuaclôn 4.6 slrve para el 
continue. Sln embargo. en este trabajo las dlstlntas propledades se evalûan 
en la red. Segûn Wall y col."” para normalIzar correctamente a la funclôn 
F(R) en la red. se debe usar un clerto factor que da Idea del nûmero de 
estados acceslbles en la red a una dlstancia dada, en lugar del volumen de 
la corona esférlca. Este factor de degeneraclôn ha sldo evaluado para la 
red cûbica simple en la présente Memorla por un método de enumeraclôn exac-
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ta. enomtrAndose los resultados en la Tabla 4.1. Sln estargo. la Ecua­
clôn 4.6 es vAllda para el caso de la red slespre y cuando se toswn lets 
dlvlslones del histogram. Ar, sufIclentsaente grandes como para suponer 
que el nûaero de estados acceslbles sea aproxlsadaaente Igual al volumn de 
la corona esférlca. A partir de Ara3 se observa esta equlvalencla, cook» se 
muestra en la Tabla 4.2.
El coeflclente de dlfusiôn traslaclonal se obtlene por la fôrmula 
de Kirkwood dada en la Ecuaclôn 3.23. evaluando y promedlando en la slmula­
clôn la magnltud l/R^ ^^ . Este promedlo de equlllbrlo proporclona. consecuen- 
temente. una estlmaclôn de dlcha propledad de transporte. En esta exprèslôn 
se utlllza h**sO,25 ya que es un valor adecuado para descrlblr la Interac­
clôn hldrodlnéalca de subcadenas gausslanas^®'^'.
Por ùltlmo se evalûa el factor de form est&tlco de dlsperslôn de 
luz para una cadena. medlante la Ecuaclôn 3.34 y por el désarroi lo de la 
funclôn dlsperslôn colectlva dada en la Ecuaclôn 3.41. que conduce a
Scoi(q) - <[ fjCOs(q-Rj) ^  fjSen(q-Rj) ]*> L'® (4.8)
El càlculo de S^Q^(q) de acuerdo a la Ecuaclôn 4.8 es costoso desde el 
punto de vlsta de tlempo de ordenador ya que. como se Indlcô en el apar­
tado 3.3.2. los sumatorlos se extlenden a todos los puntos de la red. n .^
Un detalle Importante es la direcciôn del vector de dlsperslôn q 
para la determlnaclôn de la funclôn de dlsperslôn colectlva. Debldo al 
tamano fini to de la caja de slmulaclôn. la variable q es discrete*®
q^ « ^  n^ osx.y.z (4.9)
(kmde n^. n^. n^ son nûmeros enteros y L es la longltud de la arista de la 
caja de slmulaclôn.
Tabla 4.1.- Nûaero de puntos de red, n^. a la dlstancia cuadr&tlca d* 
de un punto dado en la red cûbica simple. El espaclado de la red se 
toaa como valor unldad.
d* d*
1 6 51 48
2 12 52 24
3 8 53 72
4 6 54 96
5 24 55 0
6 24 56 48
7 0 57 48
8 12 58 24
9 30 59 72
10 24 60 0
11 24 61 72
12 8 62 96
13 24 63 0
14 48 64 6
15 0 65 96
16 6 66 96
17 48 67 24
18 36 68 48
19 24 69 96
20 24 70 48
21 48 71 0
22 24 72 36
23 0 73 48
24 24 74 120
25 30 75 56
26 72 76 24
27 32 77 96
28 0 78 48
29 72 79 0
30 48 80 24
31 0 81 102
32 12 82 48
33 48 83 72
34 48 84 48
35 48 85 48
36 30 86 120
37 24 87 0
38 72 88 24
39 0 89 144
40 24 90 120
41 96 91 48
42 48 92 0
43 24 93 48
44 24 94 96
45 72 95 0
46 48 96 24
47 0 97 48
48 8 98 108
49 54 99 72
50 84 100 30
Tabla 4.2.- Coaparaciôn «ntra «1 nûmro da puntos ds la rsd cûbica 
slapla sn si Intervalo de dlttancias Ar de un punto dado y el volumen 
de la corona esférlca caleulado por la Ecuaclôn 4.7. correspondlente a 
ese Intervalo. con Ar«3.
"Ar A^Ar "Ar^^\r
0-3 122 113.10 1.08
3-6 802 791.68 1.01
6-9 2146 2148.85 1.00
9-12 4082 4148.60 0.98
12-15 6994 6898.94 1.01
15-18 10258 10291.86 1.00
18-21 14506 14363.36 1.01
21-24 18866 19113.45 0.99
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Como no existen dlrecclones preferences entre las permit Idas, por 
send liez se evalûa el factor de forma Independ ten tenante para vectores q 
dlrigldos a lo largo de los ejes cartesianos. es declr. q=qe^. slendo e^ el 
vector uni tar lo de las dlrecclones X. Y. Z. Con este procedlmlento se slm- 
pllflean mucho los càlculos. ya que el producto escalar q»R^ se reduce a un 
ûnlco sumando. El valor utlllzado para el factor de forma es la media arlt­
métlca correspondlente a los tres vectores del mlsmo môdulo que se dlrlgen 
a lo largo de las dlrecclones carteslanas.
Por ûltlmo y pues to que la red es perlédlca. la evaluaclôn del 
factor de forma Individual de una cadena por la Ecuaclôn 3.34 se realiza 
para cualquler valor del vector q. no sometléndose. asl. a las restrlcclo- 
nes dadas en la Ecuaclôn 4.9.
4.5. ESTUDIO œ  UNA SINULACION DINAMICA.
Como en la slmulaclôn de equlllbrlo. el clclo de eslabôn comlenza 
con el sorteo al azar de una cadena de pollmero. Tras esto. la elecclôn del 
eslabôn de la cadena tambièn se realiza de forma aleatorla. Procedlmlentos 
como el descrito en el algorltmo de equlllbrlo darlan lugar en una slmula­
clôn dlnàmlca a una dlstorslôn en las leyes de escala temporales de las 
dlferentes propledades. ya que en ésta, todos los eslabones tlenen la mlsma 
probabllldad de salir selecclonados. Asl. en las slmulaclones dlnàmlcas la 
probabllldad de eleglr un eslabôn extremo se reduce has ta un valor de 2/N. 
Naturalmente. la obtenclôn de las magnitudes de equilibria con esta slmula­
clôn requlere un mayor nûmero de clclos. debldo a que se reduce la propor­
clôn de movimlentos de final de 90® y ademàs se ellmlnan las reptaclones. 
con respecto a las slmulaclones de equilibria (por esto en las slmulaclones 
dlnàmlcas se reallzan del orden de (l-lO)xlO® clclos de equlllbrado pre- 
vlos).
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SI el eslabôn selecclonado es un extresn de la cadena se Intenta 
el Bovialento de final de 90®. En caso de que el eslabôn sea Interior, se 
awllza si forma parte de una estructura lineal (sltuaqlôn en la que no se 
produce el movlmlento) o angular. SI pertenece a esta ûltlma se estudla si 
el eslabôn selecclonado se une a los eslabones extresns de la cadena. En 
caso afirmatlvo se sortea entre los movimlentos de flexlôn y de final de 
manlvela de 90®, Intenténdose uno de ellos. Por otro lado. si el eslabôn 
Interior selecclonado no puede involucrarse en un movlmlento de extremo. se 
Intentan movimlentos de Interior; prlmero se prueba con un movlmlento de 
flexlôn. Si la nueva poslclôn està bloqueada por otro eslabôn. se trata de 
reallzar el movlmlento de manlvela de 90®.
Cualqulera de los movimlentos anterlores no tlene lugar cuando la 
nueva poslclôn se encuentre ocupada. utlllzando una vez màs la confIgura­
clôn antigua para el càlculo de los promedlos. En otro caso se realiza el 
movlmlento. ya que se estudlan slstemas dlnàmlcos con parâmetro de Interac­
clôn entre eslabones e/kT=0. Tras este proceso se comlenza otro clclo de 
eslabôn.
En cuanto al porcentaje de aceptaclôn de las slmulaclones dlnàml­
cas. se debe Indlcar que se mueve en los valores y tendencies descritos en 
las slmulaclones de equlllbrlo (Figura 4.8.A). Como se puede esperar. los 
porcentajes de aceptaclôn por movimlentos varlan con la longltud de la 
cadena. ya que en estas slmulaclones todos los eslabones tlenen la mlsma 
probabllldad de ser selecclonados (no existe el parâmetro x^) con lo que la 
proporclôn de movimlentos extremos es de 2/N, mlentras que la de movimlen­
tos de Interior es 1-2/N.
Tambièn se han reallzado slmulaclones dlnàmlcas para slstemas 
dlluldos (con una ùnlca cadena de pollmero) utlllzando el modelo de Camlno 
Aleatorlo. En estas se permite la mûltlple ocupaclôn de los puntos de la 
red por unldades de pollmero. Para estas nuevas slmulaclones el clclo de
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eslabôn se désarroi la de forma similar a las estudladas con el modelo de 
Camlno Autoevl tante. Sln embargo, convlene anotar algunas pequenas dlferen- 
clas. Asl. una vez elegldo el eslabôn. si éste es un extremo se lleva a 
cabo el movlmlento de final de 90®. SI es Interior se détermina si pertene­
ce a una estructura angular, es declr. està sltuado entre dos enlaces per- 
pendlculares. ya que si no es asl no se produce el movlmlento. En caso de 
que se cumpla esta condlclôn. se comprueba si està enlazado o no con los 
eslabones extremos de la cadena. SI la respuesta es afIrmatlva. se sortea 
al azar entre el movlmlento de flexlôn y el movlmlento final de manlvela de 
90®. SI es negative, el sorteo al azar se lleva a cabo entre el mvlmlento 
de flexlôn y el movlmlento de manlvela de 90®. Preclsamente. el camblo 
fundamental con respecto a las slmulaclones anterlores se produce en este 
sorteo al azar entre los movimlentos netamente de Interior.
4.5.1. Càlculo de Propledades.
Medlante el anàllsls de las funclones de correlaclôn de 
clertas propledades dlnàmlcas a lo largo de la secuencla conf Iguraclonal 
obtenlda por el método de Monte Carlo dlnâmlco. se calculan las principales 
magnitudes de Interés cuyas exprèslones se recogen en el apartado 3.5.
Un aspecto importante para llevar a cabo una slmulaclôn por el 
método de Monte Carlo dlnâmlco es la asoclaclôn entre la escala de tlempos 
y la escala de confIguraclones suceslvas. Ceneralmente. se suele définir la 
unldad de tlempo como el numéro de pasos de slmulaclôn (o nûmero de conf1- 
guraclones suceslvas) necesarlos para que todos los eslabones del slstema 
hayan tenldo la ocasiôn de moverse una vez. Asl. a la conf Iguraclôn k-éslma 
le corresponde un tlempo de t^=k/(nN). slendo nX el nûmero de eslabones 
total del slstema. Esta defInlclôn es équivalente a suponer a los eslabones
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da dlstlntos slstsssw sosmtldos a un ha%o ténalco hoangéneo. da nanera qua 
la probabllldad da caablo da un eslabôn por unldad da tleapo saa Idôntlca 
en todos los sisteaas.
De acuerdo con esta def Inlclôn del tleapo en el Monte Carlo, las 
slnulaclones dlnàmlcas se extlenden entre (5-15)xl0* unldades da tleapo. 
segûn la fracclôn en volumen de pollmero objeto de estudlo. Para las màs 
al tas fracclones y longitudes de cadena estudladas. se requleren las slmu­
laclones màs extensas para evaluar propledades de larga escala de tlempo 
como el coeflclente de dlfusiôn traslaclonal de la cadena.
Cada 5 ô 10 unldades de tlempo. At. se evalûan las propledades de 
Interés obtenléndose asl un conjunto de registres numérlcos. reflejo de la 
evoluclôn temporal del slstema. Dlchos registres se utlllzan para la deter­
mlnaclôn de las dlferentes funclones de correlaclôn temporal. La Ecua­
clôn 3.65 es vàllda sôlo si la variable A(t) se registre de forma continua 
en funclôn del tlenpo. En nuestro caso la variable A(t) se evalûa de forma 
dlscreta y. por esto. la Ecuaclôn 3.65 se transforma en*
"tl"k
(A(t)A(O)) . l/(n;-n^) 2 A(J)A(J+k) (4.10)
J«1
con n^»t^. n^ el nûmero total de registres que componen la secuencla confl- 
guraclonal y A(j) el valor de la propledad A en el Instante jAt. Para que 
la exprès lôn sea vàllda desde el punto de vlsta estadistlco es necesarlo 
que n^>> n^. cosa que ocurre en todas las slmulaclones reallzadaa en este 
trabajo.
El càlculo del coeflclente de dlfusiôn traslaclonal se realiza 
awdlante la Ecuaclôn 3.87. evaluando el desplazamlento cuadràtlco medlo del 
cdm de la cadena a lo largo del tlempo. Este proswdlo se realiza sobre 
tlempos y sobre cadenas. Ademàs. como se muestra en la ecuaclôn. se trata
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de una propledad correspondlente a una escala de tlesipos larga. por lo que 
es necesarlo de jar pasar un clerto Intervalo de tlempo has ta que 
< t)-K^j^(O))®) > 2<S*> y se puede considérer el réglmen dlfuslvo. 
como se comentô en el apartado 4.2 . En la Figura 4.9 se muestra el valor 
del desplazamlento cuadràtlco medlo del cdm f rente al tlempo para la cadena 
de 60 eslabones en un slstema con 196. Como se aprecla. la pendlente de 
la representaclôn en la reglôn en que el promedlo es mener que 2<S®>, 11ml- 
tada por las fléchas, es dlstlnta (en la mayor la de los casos) a la encon- 
trada para la zona donde el promedlo es mayor, por lo que el coeflclente de 
dlfusiôn traslaclonal se afecta por esa primera parte de la representaclôn. 
que se suprlme para su obtenclôn. De la figura se han ellmlnado los valores 
a tlempo muy elevado que se separan del conportamlento lineal debldo a 
problèmes con el error nuroérlco acumulado en la secuencla conf Iguraclonal 
al obtener los promedlos con menor nûmero de datos.
La obtenclôn de los tlempos de relajaciôn del vector dlstancia 
extremo-extremo (Ecuaclôn 3.97). asl como los correspondlentes a los modes 
normales de Rouse (Ecuaclôn 3.93). parece en principle sencllla. Pàra ello 
se evalûan durante la secuencla confIguraclonal tante el vector dlstancia 
extremo-extremo (Ecuaclôn 3.1) como las coordenadas de Rouse (Ecua­
clôn 3.84). calculàndose al final sus funclones de correlaclôn temporales, 
promedladas en tlempos y cadenas. Un ajuste logaritmlco de estas funclones 
frente al tlempo. proporclona los valores del tlempo de relajaciôn del 
vector dlstancia extremo-extremo. r^. y de los tlempos de relajaciôn de leis 
coordenadas normales. Xy Un ejemplo représentâtIvo se 1 lustra en la Fi­
gura 4.10. en la que se représenta la funclôn de correlaclôn temporal de 
los tres prlmeros modos normales, asl como del vector dlstancia extremo- 
extremo. para la cadena de 36 eslabones en un slstema con 4^.38. En la 
fIgura se ha despreclado la reglôn de tlempos grandes que se desvla de la 
linealIdad. como consecuencia de los efectos del error numérlco acumulado.
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Sin embargo, el ajuste logaritaico no penaite apreciar otro tlpo 
de desvlaciôn que se produce en la zona de Ciempos rauy cortos. Este nuevo 
efecto hace que no sea suficiente con ellmlnar s61o la reglôn de tlenpos 
elevados para obtener los tiempos de relajaciôn. Por ello se utlliza un 
método alternative para encontrar el intervale de comportamiento lineal en 
la representaciôn del logarltrao de la funciôn de correlacl6n temporal fren­
te al tienpo. Este método consiste en efectuar la primera derivada del 
logaritmo de la funciôn de correlaciân temporal con respecte al tlempo. de 
forma numérica. El resultado para la segunda coordenada normal de la cadena 
de 36 eslabones en el sistema con *=0,38 se muestra en la Figura 4.11.A. En 
esta representaciôn se aprecia que el método no es totalmente concluyente 
por aparecer ligeras oscilaciones en la funciôn que introducen dudas en el 
memento de seleccionar el intervale de tiempo adecuado. Para resolver este 
probleoa se evalûa la segunda derivada de forma numérica. representaciôn 
que se muestra en la Figura 4.11.B. Asi. la zona de pequena as^litud alre- 
dedor de cero. indica una primera derivada constante y. por ello. un loga­
ritmo de la funciôn de correlaciôn temporal lineal. De los ajustes en las 
regiones obtenidas por este método. se obtienen précises valores de los 
tiempos de relajaciôn. Esta reglôn no tlene en todos los sistemas ni los 
mismos limites ni la misma amplitud. por lo que en cada caso se deben cal­
culer ambas derivadas.
Si bien el método para de terminer el intervalo de lineal idad es 
sencillo. la elecciôn de éste se complice al aumentar el orden de las coor- 
denadas normales que se analizan. For esto. en la présente Memoria se estu- 
dia el tiempo de relajaciôn del vector distancia extremo-extremo. asi como 
los très primeras tiempos de relajaciôn de las coordenadas de Rouse.
En la simulaciôn también se ha abordado la determinaciôn del 
factor de forma dinômico de dispersiôn de luz, a partir de la Ecua- 
ciôn 3.105. vàlida para el caso de una cadena aislada de polimero. y de la
aooo
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Figuim 4.11.- Derivada» del logaritmo de la funciôn de correlaciôn 
temporal para la segunda coordenada normal del sistema N=36. *=0.38 
f rente al tiempo. (A) Primera derivada. (B) Segunda derivada.
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generalizaciôn para la dinéaica de la Ecuaclôn 3.41. que conduce a una 
expreslôn désarroilada del tlpo.
^ ^ o l ( * ' t )  = ( 2 *  2* [ f j ( t ) f j ( 0 ) c o s { q T j ( t ) } c o 8 { q T j ( 0 ) }  +
f j { t ) f £ ( 0 ) » e n { q * r j ( t ) } s e n { q T j ( 0 ) } j  > L ‘ “ (4 .1 1 )
El factor de estructura dinâmlco de una cadena. descri to por la Ecua- 
ciôn 3.105. también se calcula de nanera similar.
Los vectores de dispersiôn q se obtienen siguiendo las mismas 
indicaciones que se introdujeron en el apartado 4.4.1 para el factor de 
forma estàtico. Asi. en la Figura 4.12 se muestra el desdoblaroiento de la 
funciôn de correlaciôn temporal dada por la Ecuaciôn 4.11. para los très 
vectores de dispersiôn de igual môdulo a lo largo de los ejes cartesianos. 
En la figura se observan los efectos de los errores nuroéricos acumulados en 
estas funciones de correlaciôn temporal. Ademâs, la linea continua repré­
senta la media arltmética de los très vectores antes indicados. En el resto 
de los anàlisis realizados. se ha trabajado siempre con esta media direc- 
tamente.
Un problema interesante planteado por la funciôn de correlaciôn 
temporal S(q.t) es su tratamiento para la obtenciôn del coeficiente de 
difusiôn traslacional y de los tiempos de relajaciôn de las coordenadas 
normales, debido a su compor tamiento multiexponencial dado por la Ecua­
ciôn 3.106. Para obtener los factores preexponenciales y los exponentes del 
desarrollo multiexponencial es necesario efectuar un ajuste de tipo no 
lineal*". Sin embargo, previamente se necesita determinar el nCimero de 
términos que contribuyen de forma significativa al desarrollo. Esta deter­
minaciôn se llevô a cabo median te el programa de càlculo OONTIM**^' que 
realiza la transformada inversa de Laplace de la funciôn de correlaciôn 
temporal proporcionando un pico bien caracterizado por cada una de las
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exponenc laies. Como el programa estA preparado para mane jar datos expéri­
mentales con Bucho error, tlende a evltar las soluclones con un numéro 
elevado de términos (normalmente m&s de très). Este procedlmlento. junto 
con la falta de preclslôn de sus resultados cuantltatlvos, hace que el 
programa no sea completamente adecuado para el anàllsls que se Intenta 
realizar. No obstante, da una Idea aproxlmada del nûmero de exponenc laies 
que fonnan parte del desarrollo. Como altematlva para resolver el ajuste 
de las funciones S(q. t). en la présenta Memoria se utlliza el programa de 
càlculo DISCRE1£‘*‘‘*** que, aunque menos general que el programa OONTIN, 
proporclona valores cuantltatlvos como soluclén al problema planteado. Como 
comprobaclôn de los resultados obtenldos medlante el programa DISCRETE, el 
ajuste también se lleva a cabo por un método de mlnlmos cuadrados no lineal 
basado en el algorltmo de Marquardt*^^, que parmi ce obtener los paràmetros 
de ajuste a varias exponenclales. La ûnlca dlflcultad de este método es que 
necesita unos buenos valores de las estlmaclones Iniclales de los paràme­
tros que se tra tan de ajustar, es declr, preexponenciales y exponentes. 
Estas estlmaclones Iniclales se obtienen de los valores determlnados en las 
slmulaclones de una cadena para el coeficiente de difusiôn traslacional y 
los tiempos de relajaciôn de las coordenadas normales cuando se puede dis­
pone r de estos resultados. En las slmulaclones de sistemas concentrados se 
utlliza el pr%rama DISCRETE, al no tener estlmaclones Iniclales adecuadas 
de los paràmetros para el método de Marquardt.
5. PROPIEDADES CONFORMACIONALES DE EQUILIBRIO.
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En este Capitulo y los dos sigulentes se procédé al anàllsls de 
los resultados obtenldos a través de slsulaelôn para las magnltudes objeto 
de estudlo. y su comparaclôn con las dlferentes teorias Introducldas en cl 
Càpitulo 3. Los problemas que se abordan son de nacuraleza bas tante dlstln- 
ta. por lo que ha sido necesario agruparlos en très capltulos. dedlcados 
respectIvamente a propledades de equlllbrlo. separaclàn de fases en siste­
mas polImero-dlsolvente y propledades dlnàalcas.
5.1. RESULTADOS ÜE DIKENSIONES.
Los valores de <R*) y (S*) se calculan en cada clclo de nedlda a 
partir de las coordenadas de los eslabones correspondlentes a Itis dlstlntas 
cadenas. Medlante el algorltmo Introducldo en el apartado 4.4 se ha verlfl- 
cado como paso prevlo que. para sistemas de polimeros muy dlluldos (una 
cadena) de dlferentes longitudes de cadena (se llega hasta 201 eslabones) y 
e/kT=0. las médias y errores obtenldos son conslstentes con los resultados 
de slmulaclones precedentes^. .ss.lo? @1 mlsmo modelo.
En las Tablas 5.1 y 5.2 se mues t ran los resultados obtenldos en
la présenté Memoria para <R*> y (S*) respectlvaroente, con dlferentes valo­
res de los paràmetros N. t/kT y *.
Se observa que para valores fljos de la longltud de cadena y del
paràmetro de Interacciôn. los resultados varlan al camblar el valor de la
fracciôn de ocupaciôn o concentraclôn de la red. Asi. en condlclones de 
buen dlsolvente, e/kT=0. las dlmenslones dlsmlnuyen al aumentar la concen- 
traciôn de polimero. como consecuenc1a del menor numéro de interacclones 
pol imero-dlsolvente que dan lugar al efecto de vo lumen excluido. Este he- 
cho, bien predicho por la teoria* y conprobado experImentalmente medlante
Tabla 5.1.- Resultados de (R*> obtenldos con dlferentes longitudes de
cadena. condlclones de dlsolvente y concentraelones de polimero.
(R*>
* e/kT N-36 N>48 N-60 N=84 "R
una
cadena 0. 75.7*0.6 108*1 140*2 216*4 0.60*0.01
0.1 69.0*0.6 97.9*0.9 127*2 197*5 0.60*0.01
0.2 62.3+0.6 86.7+1 111*2 162*4 0.55*0.01
0.275 56.7+0.6 77*1 98*1 139*4 0.52*0.01
0.3 54.1+0.6 74*1 96+2 129*3 0.52*0.01
0.32 52.2+0.5 71*1 87*2 118*3 0.48*0.01
0.34 49.8+0.4 68.5*0.8 82*1 113*3 0.48*0.01
0.4 46.1+0.5 58.6+0.9 73*2 88*2 0.39*0.01
0.5 36.0+0.4 45.1*0.7 51.1*0.9 54*1 0.26*0.01
0.38 0. 64.0+0.4 89.3*0.6 108.1*0.8 162*1 0.532*0.005
0.1 61.9±0.4 84.6*0.6 107.1*0.9 155*1 0.531*0.005
0.2 60.3*0.4 81.3*0.7 102.2*0.9 152*1 0.535*0.005
0.3 57.7+0.4 77.7*0.6 98.7*0.9 144*1 0.530+0.005
0.75 0. 58+1 76.2*0.9 100*3 135*4 0.49*0.02
0.1 55.8+0.8 76.0+0.9 99*3 137*3 0.52*0.02
0.2 56.5+0.7 77.4+0.9 101*3 143*4 0.54*0.02
0.3 56.6+0.6 76*1 106*2 145*2 0.55*0.01
Tabla 5.2.- Resultados de (S*> obtenldos con dlferentes longitudes de
cadena. condlclones de dlsolvente y concentraelones de polimero.
(Sf)
una
cadena
e/kT N=36 N=48 N=60 N=84 "s
0. 12.01*0.07 17.1*0.1 22.2*0.2 33.6*0.6 0.593*0.008
0.1 11.13+0.07 15.7+0.1 20.4*0.2 31.4*0.6 0.590*0.009
0.2 10.20+0.08 14.2+0.1 18.2*0.2 26.3*0.4 0.551*0.009
0.275 9.46+0.08 12.9+0.1 16.6*0.2 23.4*0.5 0.53*0.01
0.3 9.14+0.07 12.5+0.1 16.0*6.2 21.9*0.4 0.52*0.01
0.32 8.88+0.06 12.1*0.1 14.9*0.2 20.6*0.4 0.50*0.01
0.34 8.63*0.05 11.6*0.1 14.2*0.2 19.7*0.4 0.48*0.01
0.4 8.08+0.05 10.4*0.1 13.0*0.2 15.9*0.3 0.41*0.01
0.5 6.76+0.05 8.57*0.09 9.8*0.1 11.2*0.2 0.323*0.009
0.38
0.75
0. 10.46*0.05 14.57*0.07 18.02*0.09 26.6*0.2 0.533*0.005
0.1 10.22*0.04 13.95*0.07 17.8*0.1 25.8*0.1 0.537*0.003
0.2 9.96*0.04 13.47*0.07 16.94*0.09 25.0*0.1 0.533*0.003
0.3 9.59*0.04 12.97*0.07 16.6*0.1 23.7*0.1 0.525*0.004
0. 9.5*0.1 12.89*0.06 16.7*0.6 22.7*0.5 0.51*0.01
0.1 9.4*0.1 12.78*0.07 16.7*0.5 23.5*0.4 0.54*0.01
0.2 9.4*0.1 12.84*0.08 16.9*0.4 23.9*0.4 0.54*0.01
0.3 9.45*0.09 12.8*0.1 17.1*0.2 23.7*0.4 0.55*0.01
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dispersiôn de neutrônes en polimeros mmrcados***. ha sido también confirsa- 
do por varias sisulaciones previas de sistemas no diluidos de cadenas au- 
toevitantes de polimero^'**"*. por lo que los resultados expuestos en las 
Tablas 5.1 y 5.2 slrven prtncipalmente para verificar el buen compor tamien­
to del algoritmo introducldo en el apartado 4.4. De manera concreta, las 
variaciones con la concentraclôn se ban comparado cuantitativaswnte con los 
resultados de la Referenda 9. mostrando aabos juegos de valores una exce- 
lente concordancia.
Si bien la tendencia de disminuclôn de las dlmenslones al aumen­
tar la concentraclôn. encontrada para buenos dlsolventes, persiste para 
pequenos valores de e/kT. se Invierte para e/kTaO.3 . valor que corresponde 
a la zona de dlsolvente 6. como se discute màs adelante.
El caabio de las dlmenslones con el paréætro de interacciôn. 
mantenlendo las otras variables fljas. no présenta nlngûn hecho Inesperado. 
De esta nanera. para pequeüos e Intemedios valores de *. las dlmenslones 
dlsmlnuyen al aumentar las Interacclones pollmero-polimero. Sôlo para la 
concentracito sôs al ta estudiada. Ô-0.75 . no se produce una variaciôn 
deflnida (conslderando las incertIdumbres de los valores obtenldos). Por 
consiguiente. no se puede predecir una influencla significativa del disol- 
vente en este caso ya cercano al fundido. Para sistemas diluidos y largas 
cadenas, se observa una fuerte disminuclôn de las dlmenslones al empeorar 
la calidad del dlsolvente. La cadena colapsa desde un estado de ovillo 
(buen dlsolvente) a una cwiformaclôn globular para temperaturas Inferlores 
a la temperatura 8.
La variaciôn de las dlmenslones con la longltud de la cadena. 
mantenlendo los otros parés*tros constantes, se estudia medlante los expo­
nentes Wg y Wg (o en general d ). evaluados a partir de los ajustes
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(R*> ~ (N-1)*”r (5.1)
<S*> ~ (N-1)*"S (5.2)
Los valores de dichos exponentes aparecen en las Tablas 5.1 y 5.2. Para una 
ùnica cadena. estos exponentes varian desde el valor del exponente critlco 
dado para cadenas con voluiaen excluido*^. w=0.588 . para e/kT=0. has ta 
valores cercanos al limite de esferas duras, v-l/3, para altos valores de 
la interacciôn polImero-polls*ro (estado colapsado). Para e/kTsO.3 los 
exponentes son cercanos a 1/2. Asi. a esta zona se la considéra dentro de 
la reglôn 6. Sin embargo, la comparaclôn con resultados prevlos" * ‘
Indlca una Importante variaciôn de los exponentes con el Intervalo de lon­
gitudes de cadena consider ado en la veclndad de la temperatura 8. Los câl-
culos llevados a cabo para largas c a d e n a s * ' conducen a un valor de
e/kTsO.275 para la temperatura 8. Para conflrmar este valor, en la presente 
Memoria los resultados de (R*) obtenldos con e/kT=0.27S se ban ajustado a 
la ecuaclôn
<R*>/b* = a (N-1)*" [l-c/ln(N-l)3 (5.3)
que contlene correcclones logarltmlcas' en la forma predlcha por la teoria 
de grupos de renormalizaciôn*'*. Los paràmetros obtenldos son 2u=0.98 
a=2.17 y c=0.73 . con una reducclôn del 50% en la suma relatlva de las 
desvlaclones cuadràticas con respecto al ajuste de la Ecuaclôn 5.1. Mlen- 
tras que un Camlno Aleatorlo No Reversible Ideal conduclria a 
(R'>/[b'(N-l)]=l.5 para una larga cadena en una red cùblca simple*', el 
alto valor obtenldo para el paràmetro équivalente, a. en el ajuste de la 
Ecuaclôn 5.3 se atribuye a Interacclones temarlas. (El aumento de <R'> en 
condlclones 8 con respecto al correspondlente valor promedlo de cadena en 
condlclones sin perturbât se encuentra también en otras slmulaclones pre­
vias con potenciales atractlvo-repulsivo*'*).
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En cuanto m los valores del exponente v para buenos dlsolventes y 
al tas concentraelones de pollswro. se aprecia en las Tablas 5.1 y 5.2 que 
difieren del exponente critico de una ûnlca cadena, aproxlaûndose a u=l/2 
al aumentar f. No obstante, este cosfortamiento se invierte para peores 
condlclones de dlsolvente. Asi. para e/kTaO.3 se encuentra que las dimen- 
slones médias y u presentan un llgero incremento al aumentar la concentra­
clôn. AdemAs. parece que en el caso de polimeros en la reglôn 9. un aumento 
de la concentraclôn màs allô de un clerto valor, provoca una moderada ex- 
panslôn de las cadenas. cosk> una altematlva eflclente para mlnlmlzar el 
nûmero de contactes pol Imero-dlsolvente con Interacclones Intensol ecu lares 
pollmero-polimero adlclonales. No estâ claro que esto sea un artificio 
debido a las restrlcclones de la red o que constltuya un hecho en sistemas 
pollmérlcos reales. Para cjarlflcar este punto se necesita màs trabajo 
experimental, por ejesplo en el campo de la dispersiôn de neutrones.
5.2. RESULTADOS DE LA FUNCION DE DISTRIBUCION DEL VECTOR DISTANCIA
EXTREMO-EXTREMO.
La funciôn de distribuclôn del vector distancia extremo-extremo 
se obtiene medlante la determinaciôn del histogram de F(R) frente a Ar. 
siguiendo el método comentado en el apartado 4.4.1. En las Figuras 5.1 y 
5.2 se muestran los resultados obtenldos para la cadena màs larga de 84 
eslabones. en dlferentes condlclones de concentraclôn.
En la Figura 5.1 se representan las funciones de una ûnlca cadena 
en los casos de buen dlsolvente y dlsolvente 0. Como se puede apreciar. las 
condlclones del dlsolvente tlenen una inf luencla fundastental en la form de 
estas curvas. Asi. la curva correspondiente a la reglôn 8 es muy cercana a 
la funciôn gaussiana teôrica (Ecuaclôn 3.4) donde el valor Introducldo para
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<R*> es el pronedlo calculado en la reglôn 8 con e/kTsO.275. Per otro lado. 
la funciôn de distribuclôn en el caso de buen dlsolvente (&/kT=0) en condi- 
ciones diluidas no se describe como una funciôn gaussiana deflnida a partir 
del valor de <R*> obtenldo en la correspondiente simulaciôn. observândose 
una depresiôn de F(R) para pequenos valores de R. Esta depresiôn ha sido 
descrita teôricamente medlante el llamado efecto de agujero de correla­
ciôn*. En la Figura 5.1 también se représenta la curva teôrica (Ecua­
ciôn 3.5) hasada en el desarrollo de des Cloizeaux**. Esta curva muestra 
una buena concordancia con los resultados obtenldos en la simulaciôn en 
red. El efecto también se reproduce para slmulaclones en el continuo^°’**^ . 
en las que se encuentra una depresiôn aùn màs marcada debido, proba- 
blemente. a la ausencia de las restrlcclones de la red.
Los resultados para sistemas màs concentrados se muestran en la 
Figura 5.2. En ella se aprecia la gran disminuclôn de la depresiôn para 
pequenos valores de R en el caso de condlclones de buen dlsolvente, descri- 
biéndose ambas curvas (dlsolvente 8 y buen dlsolvente) medlante funciones 
gaussianas (como se aprecia en la figura, la curva teôrica dada en la Ecua­
ciôn 3.5 no describe, en este caso, el compor tamiento de F(R) ya que al 
aumentar la concentraclôn desaparece el efecto de agujero de correlaciôn).
Como una aplicaciôn inmediata de la funciôn F(R), se ha estudiado 
la funciôn de distribuclôn en la proximidad de R=0, relacionada de forma 
directa con las constantes de equlibrios de ciclaciôn*'. La dependencia con 
N de los resultados de la columna del histograma con menor valor de R, 
F(R— * 0)=F(0), se ha analizado medlante un ajuste doble logaritmico de 
leyes de escala anàlogas a la dada en la Ecuaciôn 3.8. Concretamente, el 
ajuste se ha llevado a cabo para
F(R-* 0) ~ (N-1) (5.4)
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Los resultados se ineluyen en la Tabla S 3. El valor de a para una ùnica 
cadena en condlclones de buen dlsolvente muestra. a pesar de su alto Inter- 
valo de error, una excelente concordancia con la teoria de agujero de co­
rrelaciôn*
Tabla 5.3 - Resultados de la funciôn de distribuclôn del vector 
distancia extresm-extresm para R^. F(0), y del exponente a de la 
Ecuaclôn 5.4. a distlntos valores de longltud de cadena. condlclôn de 
disolvertte y concentraclôn.
F(R— * 0)xl0*
a/kT N=36 N=48 N»60 N=84
una
cadena 0 . 3.310.1 1.7910.09 1.2310.07 0.6210.06 1.9310.09
0.3 6.9+0.2 4.7+0.2 3.2+0.2 2.4+0.1 1.25+0.06
0.38 0. 4.9+0.1 3.0+0.1 2.47+0.08 1.39+0.06 1.42+0.05
_______ 0.3 6.4+0.1 4.0+0.1 3.0+0.1 1.77+0.07 1.49+0.04
Para dlsolvente 6 y sistemas màs concentrados. los resultados son 
menores. aunque cercanos. al valor de osl.5 esperado para una cadena que 
obedece a una distribuclôn gaussiana para el vector distancia extremo- 
extremo. Las diferencias entre los distlntos casos y las altas cotas de 
error son debldas a efectos de la red. asi como a problèmes numérlcos aso- 
ciados con los valores de los finltos Intervalos empleados en la generaclôn 
del histograma.
En cualquier caso. nuestro estudlo permlte snstrar que las cons­
tantes de clclaciôn de cadenas en sistemas dlluldos y su dependencia con la 
longltud de las mismas se ven fuertesKnte afectadas por las condlclones de 
dlsolvente y concentraclôn.
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5.3. RESULTADOS DEL OCÆFICIENTE I£ DIFUSION TRASLACIONAL.
A partir de Izis coordenadas de los eslabones que constituyen las 
cadenas del sistema. contenidas en los dlferentes clclos de la simulaciôn. 
se evalûa la suma de los inversos de las distanclas entre las distintas 
unidades de cadena. Los valores medios se estiman de la siguiente manera:
N N
S = 2 2 <R:‘> (5.5)
IXj
Los resultados obtenldos para sistemas no diluidos se omiten de la présente 
Memoria. al no tener una aplicaciôn directa en el càlculo de propledades a 
través de fôrmulas sencillas. En cualquier caso. sus tendencias cualitati- 
vas se correlacionan claramente con los inversos de las correspondlentes 
dlmenslones médias. Sin embargo, los resultados para una cadena. sometidos 
a un particular anàlisis. se aplican al càlculo del coeficiente de difusiôn 
traslacional medlante la fôrmula aproxlmada de Kirkwood** (Ecuaciôn 3.23) 
no extensible a los otros sistemas màs complejos.
Como ya se comentô en el apartado 4.4.1. se utlliza un valor del 
paràmetro de interacciôn hidrodinâmica de h**=0.25 que es coherente con el 
esperado para una subunidad gaussiana. Medlante este valor y la Ecua­
ciôn 3.24 se obtiene a/b=0.256 que en unidades reducidas da el valor del 
radio del eslabôn. a. para la simulaciôn.
En la Tabla 5.4 se muestran los valores de D^f/kT calculados para 
dlferentes longitudes de cadena y condlclones de dlsolvente. Se aprecia que 
las variaciones al cambiar e/kT son menores a las encontradas en el caso de 
las dlmenslones médias, mientras que para e/kT > 0,3 se maniflesta un fuer­
te cambio para las cadenas màs largas debido al colapso de ovillo a glôbu- 
lo. En la Tabla 5.4 también se muestran los valores del exponente critico
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Wg obtenldo de un anàlisis de regresiôn lineal de la representaciôn doble 
logaritmica de la ley de escala
Dç ~ (N-1)"“d (5.6)
Los valores de son muy similares a los exponentes encontrados en el caso 
de las dlmenslones, aunque en la zona por debajo de la temperatura 8 son 
ligeramente màs altos, mostràndose asi una transiciôn al estado colapsado 
màs suave.
Tabla 5.4- Resultados obtenldos para el coeficiente de difusiôn 
traslacional de una cadena de poliowro a partir de la Ecuaciôn 3.23. 
para dlferentes longitudes de cadena y condlclones de dlsolvente. 
(Djf/kT)xlO*
e/kT N=36 M=48 N=60 Ns84 “D
0. 11.12±0.01 9.3940.01 8.2540.02 6.7640.02 0.57540.003
0.1 11.34+0.01 9.62+0.01 8.47+0.02 6.96+0.02 0.562+0.003
0.2 11,63+0.02 9.91+0.01 8.76+0.02 7.31+0.02 0.534+0.003
0.275 11.87+0.02 10.20+0.02 9.05+0.02 7.60+0.03 0.518+0.004
0.3 11.97±0.02 10.29+0.02 9.14+0.03 7.75+0.03 0.508+0.004
0.32 12.07+0.02 10.37+0.02 9.31+0.03 7.88+0.03 0.496+0.004
0.34 12.15+0.02 10.49+0.02 9.43+0.02 8.00+0.03 0.485+0.004
0.4 12.37+0.02 10.81+0.02 9.70+0.03 8.48+0.03 0.446+0.004
0.5 12.91+0,02 11.38+0.02 10.41+0.03 9.26+0.03 0.394+0.004
En la Tabla 5.5 se recogen los resultados obtenldos para la mag- 
nitud p deflnida como la relaciôn entre el radio de giro y el radio hidro- 
dinàmlco de un polimero (Ecuaciôn 3.27). Este parâswtro se calcula fà-
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clloente a partir de datos expérimentales de dispersiôn de luz (que propor- 
cionan el radio de giro) y de medidas independientes del coeficiente de 
difusiôn traslacional a diluciôn infini ta.
Tabla 5.5.- Valores de la magnitud p para una cadena de polimero 
obtenidos de la Ecuaciôn 3.27. a distintas longitudes de cadena y 
condlclones de dlsolvente.
N+1 6/kT= 0 . 0.275 0.5
36 1.50540.006 1.42610.008 1.31210.007
48 1.51810.007 1.4310.01 1.30110.009
60 1.5210.01 1.4410.01 1.27610.011
84 1.5310.02 1.4410.02 1.21210.014
De dicha tabla se deduce que p disminuye en condlclones de mal dlsolvente. 
La dependencia con N es pequena. aunque expérimenta cambios notables con 
e/kT. Se puede obtener una estimaciôn del correspondiente limite de p para 
largas cadenas (altos pesos moleculares) medlante la ^licaciôn adecuada de 
métodos estadisticos. En este trabajo se ha empleado un anàlisis de regre­
siôn del tipo p vs. (N-1)"*/*. Para buenos dlsolventes se obtiene de esta 
manera el valor limite p=l.58+0.04 en buena concordancia con el resultado 
psi,59+0.03 que ha sido recientemente determinado*** también por extrapola- 
ciôn de los valores obtenidos medlante las Ecuaciones 3.23 y 3.27 con y 
<S*> calculados a partir de slmulaclones en el continue. (En dichas simula- 
ciones se empleô el método de Dinàmica Browniana de una cadena con eslabo­
nes gaussianos y un potencial répulsive**^). El valor extrapolado para la 
reglôn 0. e/kTsO.275 . es p«l .48+0.04 también en perfecto acuerdo con el 
resultado psi,508 obtenldo a partir de la Ecuaciôn 3.23 y la evaluaciôn
133
exact» de para el modelo gaussiano en el limite de cadena larga**. Por 
tanto, parece que las restrlcclones de la red no introducen distorsiôn en 
estos limites. El aumento de p debido al efecto de volumen excluido con 
respecto a la reglôn 9 se predice medlante la teoria de grupos de renonna- 
1 izaciôn*** como una consecuencia del auawnto parcial de la permeabi 1 idad 
en las cadenas expandidas, variaciôn concordante con la mayor la de los 
resultados expérimentales.
Los valores de p para temperaturas inferlores a la temperatura 8. 
e/kT=0.5 . muestran una baja correlaciôn en el anàlisis de regresiôn. El 
valor obtenldo al ignorar la cadena màs cor ta es p=0.95+P.0G. Este resulta­
do se encuentra màs cerca del valor correspondiente a una esfera dura. 
p=0.T7 . que del limite de ovillo en buen dlsolvente o dlsolvente 8. Este 
hecho constituye una nueva manif es taciôn del caràcter globular de las cade­
nas colapsadas a temperatures inferlores a la temperatura 8.
Por ûltimo. debemos mencionar que los valores de p calculados 
medlante la fôrmula de Kirkwood** constituyen una cota superior de los 
valores reales***"***. que sôlo se pueden obtener por slmulaclones dinàmi- 
cas con interacciôn hidrodinâmica fluctuante. Resultados previos para mode­
las en el continue***'***’*** indican que los valores rigurosos pueden 
diferir en un 10-15% para condlclones 8 y de buen dlsolvente.
5.4. RESULTADOS DEL FACTOR DE FCMWA DE UNA CADENA.
El factor de forma de una ûnlca cadena se détermina utilizando la 
Ecuaciôn 3.34 para dlferentes valores del vector de dispersiôn de luz. q. 
como se indicô en el apartado 4.4.1. En este trabajo se analiza la depen­
dencia de S(q) con la variable x. relacionada con q medlante la Ecua­
clôn 3.36. Represcntando los resultados en funciôn de x se observan unas
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variaciones muy pequenas de la funciôn S(q) con las distintas variables de 
la simulaciôn (longitud de cadena. condiciôn de dlsolvente y concentra­
clôn). En la Figura 5.3 se muestran algunas de las curvas Junto con los 
resultados correspondlentes a la funciôn de Debye. vàlida para largas cade­
nas gaussianas (Ecuaciôn 3.35). y a los de un Camlno Aleatorlo No Reversi­
ble en la red cùblca simple (cadena no perturbada). Estos ûltimos resulta­
dos se obtienen calculando el factor de forma medlante un método estàtico*" 
en el que se gene ran conf iguraciones independientes en cada paso de simula­
ciôn. Todas las slmulaclones conducen a una misma curva a pesar de los 
dlferentes valores de N. e/kT y ♦. mientras que los resultados teôricos y 
los de la cadena no perturbada se encuentran muy cercanos. mostrando una 
pequena diferencia a altos valores de x.
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6.1. DISPERSION DE LUZ FOR SISTEMAS POLIMERO-DISOLVENTE.
Medlante la Ecuaclôn 4.8 se procéda a la evaluaciôn de la funciôn 
de dispersiôn colectlva. S^^(q), a distlntos valores del parômetro de 
interacciôn. e/kT. concentraclôn. f. longitud de cadena. N. y vector de 
dispersiôn. q. Dado que la slsulaelôn se realiza en una red (lo que Influye 
directamente en la obtenciôn de la funciôn SgoiCd)' que en la Ecua­
ciôn 4.8 los sunatorlos se extlenden a todos los puntos de la red), la 
variable q es discrets. Las componentes del vector de dispersiôn se calcu­
lan medlante la Ecuaclôn 4.9. Los vectores con dos componentes nulas y una 
tercera distinta de cero slmpllflean los càlculos realizados en la Ecua­
clôn 4.8 ya que el produc to e scalar q«R^ se reduce a un sumando. Sin embar­
go. también se détermina la funciôn de dispersiôn colectlva para valores 
del môdulo del vector q (con una o nlnguna componente nula) Intermedlos a 
los dados por la serle de vectores antes descrita.
Como se aprecia en la Figura 6.1. la representaciôn de la funciôn 
S^Q^(q) frente a la concentraclôn muestra la misma tendencia que la encon­
trada en experImentos reales de dispersiôn de luz‘^“ para e/kT y q fljos 
(lôglcamente. la figura corresponde a unas condlclones de dlsolvente en las 
que no se encuentra separaclôn de fases. como se muestra màs adelante). 
Ademâs. los resultados obtenldos para S^^(q) en un sistema de una cadena. 
medlante la Ecuaclôn 4.8. concuerdan perfectamente con los valores del 
factor de forma de una cadena dados por la Ecuaclôn 3.34. para el mlsmo 
valor de q. (La relaciôn entre ambos juegos de resultados se muestra en la 
Ecuaclôn 3.46).
-CO
-to
CMto
IbpODg
sI
(0
I
139
6.1.1. Apllcaciôn a la Obtenclôn del Dlagrama de Zimm.
Los resultados de simulaciôn para el factor de disperslôn 
colectivo pueden ordenarse en forma de dlagramas de Zian. En estos diagra- 
mas se representan, (magnltud relaclonada con la variable experi­
mental équivalente del factor de dispersiôn Rayleigh mediante la Ecua- 
ciôn 3.48) frente a la variable combinada p*+q'. eligiéndose el valor de 
H=100 para espaciar convenientenente los puntos representados. En las Fi­
guras 6.2 a 6.5 se muestran los diagramas de Zimm obtenidos para la cadena 
de 36 eslabones y en las condiciones de buen disolvente (e/kTsO y e/lcT=0.2) 
y disolvente 0 (e/kT=0.3 y t/kT^,35). respectivamente. Como puede apre- 
ciarse. el estudio se realiza en el rëgimen diluido y semidiluido con una 
concentraciôn màxima de ÿ^.22 (en el caso de e/kT=0.3S se analizan concen- 
traciones inferiores ya que a valores mayores se produce la separaciôn de 
fases. como se muestra en el prôximo apartado). y para valores màximos del 
môdulo del vector de dispersiôn q=2,587. Si bien se investigaron concentra- 
ciones màs al tas, presentan ya curvaturas que impiden un anàlisis coherente 
mediante este procedimiento. Por otro lado, para valores grandes de q como 
los mostrados en las figuras, se observa cierta desviaciôn de la linealidad 
(las lineas mostradas en estas figuras sirven sôlo como ilustraciôn de la 
tendencia).
Una vez representados los puntos obtenidos en la simulaciôn (cir­
cules) se han realizado extrapolaciones a q — * 0 (para disoluciones de 
igual concentraciôn) y a * — » 0 (para puntos obtenidos con el raismo àngulo 
de dispersiôn). Los resultados de las extrapolaciones se simbolizan median­
te aspas y cruces. y las curvas extrapoladas correspond lentes se nombran 
por q=0 y *=0. Dichas curvas se someten a expresiones similares a las dadas 
en las Ecuaciones 3.49 y 3.50. concretamente
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col(«»)J ^ » 1 ♦ 2AaN# + ... (6.1)
» 1 + (q*/3)(S*> + ... (6.2)
Como se muestra en las Ecuaciones 6.1 y 6.2. ambas extrapolaciones deben 
conduct r a la misma ordenada en el orlgen de valor un idad y. aden&s, de 
ellas deberlan obtenerse magnitudes de Interés como el radio de giro cua- 
drâtlco medio y el segundo coeflclente del vlrlal osmôtlco. En la Tabla 6.1 
se muestran los mejores ajustes de las curvas extrapoladas a las Ecua­
ciones 6.1 y 6.2. De estos resultados se observa que en nlngùn caso se 
consigne la ordenada en el orlgen prévis ta por las ecuaciones. acercândose 
màs al valor unidad a medlda que empeora la calIdad del disolvente. Aslmls- 
mo. tampoco se obtlenen buenas predlcclones del radio de giro cuadràtlco 
medlo (en comparaclôn con la Tabla 5.2). sobrevaloràndose en todos los 
casos su magnltud. Sin embargo, se encuentra la tendencia adecuada al dls- 
mlnulr las dlmenslones de cadena cuando las condiciones del disolvente 
empeoran.
Tabla 6.1- Resultados de las extrapolaciones de los datos de 
simulaciôn a las Ecuaciones 6.1 y 6.2 para la caidena de 36 eslabones.
fe/kT 2A,N Ord. Orlg. (1/3KS*) Ord. Orlg.
0 0.18 0.68 5.80 0.74
0.2 0.07 0.78 5.00 0.78
0.3 -0.04 0.90 4.28 0.88
0.35 -0.08 0.93 4.11 0.90
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Los malos resultados recogidos en la Tabla 6.1 se deben a que no es poslble 
conocer a la funclôn de dispersiôn colectlva de forma continua para valores 
pequenos de q bas ta q=0. Para cooprobar esto. se procédé a Introduclr las 
funclones teôrlcas que representan correctanente a las curvas extrapoladas, 
*=0 y q=0. En el caso de se tlene
- S-‘(x) (6.3)
0
donde S~*Cx) es la Inversa de la funclôn de Debye dada en la Ecuaclôn 3.35. 
La funclôn de Debye es anàloga a la funclôn de dispersiôn colectlva para un 
slstema nuy dlluldo (una cadena gausslana), slendo nuy ûtll al ofrecer una 
ecuaclôn analltlca send lia para la obtenclôn de resultados vÀlldos aproxl- 
madamente para todos los slsteuas en funclôn de q*<Sf) (como se mostrô en 
la Figura 5.3 conduce a los mlsmos resultados que el factor de forma de una 
cadena en cualquler condlclôn de disolvente, concentraciôn y longltud de 
cadena).
Expresando la Ecuaclôn 3.47 como
N«S-‘i(q) = [l+(q’/3)<S*>+...] [1+2A,N*+...] (6.4)
e IdentlfIcando ahora el primer factor del mlembro de la derecha con S"'(x) 
(esto es. suponlendo bajos valores de x y sustltuyendo asi la Ecua­
clôn 3.37) se llega para q=0 a
0 " (G S)
En la Ecuaclôn 6.5 se obtlene el valor de la funclôn de dispersiôn colectl­
va para los valores màs bajos de q a los que se realiza la simulaciôn. Los 
resultados obtenidos para estas funclones teôrlcas se han Incorporado tam-
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bién a las Figuras 6.2 a 6.5. Asi. los valores teôricos obtenidos para 
♦ — » 0 como S*‘(x) se representan mediante trl&ngulos, mientras que para 
los obtenidos con q — * 0 a través de la Ecuaclôn 6.5 se. utlllzan cuadrados. 
Como se observa, los resultados de la extrapolaclôn a f — » 0 de los datos 
de la simulaciôn concuerdan perfectamente con la Inversa de la funclôn de 
Debye (Ecuaclôn 6.3). Por otra parte estos valores dlfleren apreclablemente 
de los correspondlentes al térmlno l+(q*/3)<S*). al ser los valores de q 
demaslado altos para considérât ûnlcamente un térmlno lineal en el desarro- 
llo en secle de S(x) en potencies de q'. Esto expllca tamblén que no pueda 
reallzarse una extrapolaclôn correcta a q=0. obtenléndose un valor de la 
ordenada en el orlgen dlstlnto a la unldad. Desgracladamente. dado que en 
la simulaciôn en red los valores de q son dlscretos (como se mostrô en la 
Ecuaclôn 4.9"*). la extrapolaclôn de la funclôn de dispersiôn colectlva al 
valor de q — » 0 no puede reallzarse obtenlendo resultados de S(q) para 
valores de q arbitrerlamente pequenos. Sôlo en el hlpotétlco caso en el que 
el valor de la arista de la caja de la simulaciôn fuese muy grande. L — » 
se podrla pensar en seme jante tlpo de extrapolaclôn.
Los resultados teôricos de la Ecuaclôn 6.5 se obtlenen para los 
dos valores màs bajos de q. El ajuste de éstos mediante la Ecuaclôn 6.1 
conduce a resultados muy slmllares de A, para ambos valores de q. En todos 
estos ajustes se obtlene una ordenada en el orlgen del orden de 1.OOj^.05. 
De esta manera se llega a una expllcaclôn satlsfactorla del dlagrama de 
Zimm dlrectamente obtenldo de los datos expérimentales, resolvlendo las 
aparentes dlscrepanclas con las predlcclones teôrlcas para las pendlentes y 
ordenadas extrapoladas que se comentaron anterlonnente.
Mediante los resultados teôricos obtenidos de N*S^^^(q^^^)S(x) se 
procédé a la evaluaclôn de 2A,N para dlferentes valores de e/kT. La repre- 
sentaclôn de ambas magnitudes se encuentra en la Figura 6.6. Estos resulta­
dos tienen gran interés desde el punto de vlsta cualltativo. Asi. los valo-
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res del segundo coeflclente del vlrlal osmôtlco son posltlvos en el caso de 
al tas tesq;>eraturas (e/kTsO), mientras que para tempera turas Infer lores a la 
temperatura 0 (cuyo valor es e/k0»O,275*’***) se obtlene A,< 0. Ademâs. 
puede observarse como para e/kT=0,3 . A,< 0 por el hecho de es tar bajo la 
temperatura 0. aunque a este valor la cadena de 36 eslabones no expérimenta 
separaciôn de fases. como se muestra en el apartado 6.2. Todas estas ten­
dencies cualltatlvas pueden observarse tamblén dlrectamente en las curvas 
extrapoladas a q — » 0 de les dlagramas de Zimm. De la Figura 6.6 con los 
resultados cuantltatlvos para A, se puede estlmar el valor de la temperatu­
ra 0. El valor Interpolado A,=0 se obtlene para e/k0=O.28iO,O5. resultado 
coherente con el màs exacto de e/k0=O,275 obtenldo para cadenas màs largas 
a través de dlmenslones. tanto en la blbllografla"como a partir de las 
présentes slmulaclones. Naturalmente. el valor del parâmetro e/k0 calculado 
a partir de A, 1leva asoclado un error estadistlco considerable debldo a 
los distlntos ajustes Impllcados en su obtenclôn.
6.2. CSTENCIOf lÆ LA CURVA ESPINCffiAL Y OOMPARACION OON LA TEORIA œ  
CAMPO MEDIO.
El dlagrama de separaciôn de fases en un slstema pollmero— 
disolvente puede obtenerse partlendo de datos de dispersiôn de luz. En 
efecto. la resoluciôn de la Ecuaclôn 3.64 para distlntos valores de tempe­
ratura. o en este caso. del parâmetro e/kT. permite encontrar la curva 
espinodal. o curva limitante de mezclas inestables y metaestables, en el 
slstema polimero-disolvente de Interés. Asi. cuando los resultados de slmu- 
laclôn muestran que < 0. el slstema se encuentra separado en dos
fases diferentes’^ '"*^*. Sln embargo, la apllcaciôn de la Ecuaclôn 3.64 no 
es Inmediata ya que. por lo general, no se dlsponen de valores numéricos
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dlrectamente calculadoa para S^^(O). De esta manera. se debe encontrar 
alguna form de extrapolar los resultados de S^^(q). obtenidos por la 
Ecuaclôn 4.8. a q=0. Dlcha extrapolaclôn puede en principle reallzarse 
mediante la expreslôn de Omsteln-Zernlke*^^. similar a la Ecuaclôn 3.37 y 
que se escribe como
Cl ♦ f^q'] (6.6)
slendo la longltud de correlaclôn asoclada con las fluctuaciones de 
concentraciôn. En la Nemorla se utlllzan los valores de q màs bajos de la 
serle de los comntados en el apartado 4.4.1.
En la Tabla 6.2 se recogen los valores de la funclôn de disper­
siôn colectlva detemlnados en este trabajo para la cadena de 36 eslabones 
a dlferentes valores de q. e/kT y *. Con los datos mostrados en la Ta­
bla 6.2 se procédé a representar S^^^(q) f rente a q^. de acuerdo con la 
Ecuaclôn 6.6. En la Figura 6.7 se muestran. très representac 1 ones de este 
tlpo. Las dos primeras corresponden a la concentraciôn f=0.11 . para los 
valores de e/kT=0.3 (Figura 6.7.A en la que no aparece separaciôn de fases) 
y e/kTaO.5 (Figura 6.7.B que muestra una tlplca Imagen de fases separadas). 
La Figura 6.7.C que corresponde a un sistem con *«0.66 y e/kTaO.5 . mues­
tra un caso de fases separadas de curvatura opuesta al de la Figura 6.7.B. 
De la extrapolaclôn de estas representaciones se obtlene el valor de 
S^l(O). necesau*io para deteminar la curva espinodal del sistem polimro- 
disolvente mediante la técnlca de dispersiôn de luz (Ecuaclôn 3.64). Sin 
esdtargo. la extrapolaclôn de S^^(q) f rente a q* no siempre résulta senei- 
11a debido a los escasos valores de q a los que se puede llevar a cabo la 
simulaciôn en la red. A pesar de todo. las curvas de S^^(q) f rente a q* se 
soswten bas tante bien a pollnomios de primr o segundo grado como màxim. 
slendo fàcil la predicclôn del slgno de S^^(O). como se puede apreciar en 
la Figura 6.7.
Tabla 6.2.- Resultados de la funclôn de dispersiôn colectlva para la 
cadena de 36 eslabones a dlferentes condiciones de àngulo de 
dispersiôn, concentraciôn y temperatura.
e/kT = 0
coi(q)
q *= 0.0073 0.0366 0.1099 0.1685 0.2198 0.3810 0.7474
0.37
0.74
1.11
1.85
2.59
0.161
0.065
0.033
0.015
0.010
0.605
0.294
0.158
0.072
0.050
0.995
0.671
0.408
0.202
0.145
1.010
0.777
0.535
0.286
0.208
1.002
0.821
0.627
0.361
0.255
0.717
0.737
0.626
0.448
0.357
0.303
0.281
0.273
0.267
0.242
e/kT = 0.3
ScolC)
q ♦= 0.0073 0.0366 0.0733 0.1099 0.1465 0.2198 0.3810
0.37
0.74
1.11
1.85
2,59
0.180
0.080
0.038
0.015
0.009
0,922
0.380
0.179
0.068
0.044
1.879
0.759
0.341
0.130
0.085
2.884
1.003
0.500
0.189
0.122
3.387
1.316
0,595
0.239
0.156
4.469
1.724
0.808
0.338
0.216
4.001
1.957
0.945
0.463
0.319
q ♦= 0.5862 0.7474
0.37 1.583 0.614
0.74 1.156 0.543
1.11 0.794 0.444
1.85 0.445 0.318
2.59 0.336 0.257
e/kT = 0.35
col(q)
q *= 0.0366 0.0586 0.0733 0.0879 0.1099 0.1465 0.2198
0.37 1.070 1.902 2,429 3.060 3.894 5.477 8.263
0.74 0.406 0.660 0.805 0.984 1.162 1.546 1.781
1.11 0.184 0.283 0.340 0.419 0.492 0.600 0.809
1.48 0.104 0.162 0.194 0.230 0.284 0.349 0.463
1.85 0.069 0.107 0.132 0.152 0.284 0.349 0.463
q 0.2931 0.3224 0.3371 0.3810 0.7474
0.37 9.422 8.445 7.952 7.236 0.675
0.74 2.098 2.105 2.319 2.165 0.623
1.11 0.948 0.960 1.023 1.065 0.507
1.48 0.567 0.589 0.627 0.645 0.384
n a'>Q n 4TÏ n -^91
Tabla 6.2 - Continuaclôn. 
tyTcT » 0.38
0.37
0.74
1.11
1.48
1.85
0.37
0.74
1.11
1.48
1.85
♦»
c/kT = 0.4
0.37
0.74
1.11
1.48
1.85
2.59
0.37
0.74
1.11
1.48
1.85
2.59
e/kT « 0.5
0.37
0.74
1.11
1.48
1.85
0.0366 0.0586 0.0733 0.0879 0.1099 0.2198 0.3810
1.133 2.250 3.187 4.349 5.769 12.184 10.386
0.432 0.697 0.821 0.997 1.212 1.862 2.200
0.196 0.291 0.356 0.399 0.475 0.749 1.073
0.106 0.156 0.189 0.219 0.267 0.440 0.604
0.066 0.100 0.121 0.143 0.175 0.305 0.434
0.4250 0.4396 0.4543 0.5129 0.7474
10.133 9.008 9.118 4.990 0.770
2.428 2.580 2.136 2.065 0.706
1.066 1.073 1.166 1.015 0.509
0.631 0.619 0.620 0.637 0.399
0.427 0.441 0.446 0.483 0.325
S
‘colt**)
0.0073 0.0366 0.0686 0.0733 0.1099 0.1465 0.3810
0.187 1.311 2.554 3.401 7.006 10.404 21.405
0.087 0.455 0.704 0.889 1.244 1.479 2.369
0.041 0.189 0.290 0.357 0.483 0.584 0.988
0.153
0.015 0.065 0.099 0.123 0.169 0.209 0.380
0.009 0.040 --- 0.076 0.105 0.127 0.253
0.4396 0.4616 0.4836 0.4983 0.5129 0.5862 0.7474
11.552 11.529 11.053 8.452 7.075 4.010 0.803
2.532 2.247 2.345 2.240 2.061 1.841 0.676
0.968 1.062 1.001 0.968 1.072 0.977 0.516
0.642 0.619 0.648 0.655 0.628 — ---
0.445 0.459 0.437 0.455 0.464 0.463 0.351
0.295 0.250
S‘colt*»)
0.0073 0.0220 0.0293 0.0366 0.0586 0.0733 0.0879
0.197 0.913 1.597 2.464 5.898 8.942 12.463
0.099 0.342 0.486 0.614 0.965 1.123 1.203
0.045 0.127 0.164 0.185 0.242 0.283 0.317
0.023 0.061 0.076 0.069 0.120 0.141 0.162
0.014 0.037 0.046 0.054 0.078 0.092 0.102
Tabla 6.2.- Continuaclôn.
q *« 0,1099 0.1465 0.4763 0.5276 0.5862 0.6595 0.6815
0.37 17.445 25.222 57.403 41.260 29.913 11.829 7.852
0.74 1.493 1.561 2.357 1.987 1.923 1.695 1.854
1.11 0.366 0.449 0.828 0.850 0.817 0.785 0.915
1.48 0.183 0.236 0.447 0.500 0.470 0.519 0.522
1.85 0.120 0.149 0.307 0.327 0.366 0.382 0.370
♦= 0.7181 0.7474
0.37 3.543 2.215
0.74 1.316 1.128
1.11 0.735 0.597
1.48 0.463 0.464
1.85 0.358 0.334
5,00 -
4,00 ■
î"o- J,00 ■
1,00 -
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Figura 6.7.- Extrapolaciones de S"^j(q) frente a q* para N«36. 
(A) 64^7-0.3 . ♦=0.n. (B) t/kT*0.5 . *=0,11. (C) t/kT=0,5 . *=0.66.
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Una vez reallzadas las dlferentes extrapolaciones para el mlsmo 
valor de e/kT a una longitud de cadena dada. se obtlenen los resultados de 
S”^ j(0) para distlntos valores de *. La obtenclôn de curvas de 
frente a * razonablemente suaves constltuye un criteria fundamental para 
conflrmar la flabllldad de las extrapolaciones a q — » 0, anterlormente 
menclonadas. En la Figura 6.8 se muestran las representaciones de STg^(O) 
frente a * para N=36 en dos condiciones de disolvente dlstlntas. Para 
e/kT=0,3 se observa que > 0 (Figura 6.8.A), no producléndose asi,
la separaciôn de fases en el slstema. mientras que para e/kT=0,5 (Fi­
gura 6.8.B) se aprecla dlcha separaciôn de fases. (De esta representaclôn. 
la zona en que < 0 no tlene sentldo fislco, correspondléndose con
la reglôn de fases separadas). En cualquler caso. y de acuerdo a la Ecua­
clôn 3.64 es necesarlo encontrar las dos concentraclones a las que la fun­
clôn SgQ^(O) se anula. mantenlendo fljas las condiciones de disolvente y de 
longltud.de cadena. Estas dos concentraclones. que son fàcllmente determl- 
nadas gracias a la forma de las curvas representadas en la Figura 6.8 en la 
zona de Intersecclôn con el eje de abclsas. deflnen dos puntos de coorde- 
nadas (*’,e/kT) y (*”.e/kT). que forman parte de la curva espinodal del 
slstema. Ambos valores se corresponden con los mostrados en las Fi­
guras 3.3.B y 3.4.B para las llamadas fases coexlstentes.
Tras obtener los puntos perteneclentes a la curva espinodal para 
e/kT y N fljos. se procédé a la determlnaclôn de otros puntos cambiando las 
condiciones del disolvente. Cuando se obtlenen suflclentes puntos se procé­
dé a representar la curva espinodal para un valor concreto de N. En la 
Figura 6.9 se muestra en llnea continua la curva espinodal (obtenida al 
unir los resultados de nuestro procedimiento por una curva suave de Inter- 
polaclôn) para la cadena de 36 eslabones Junto con la determlnada mediante 
la teorla de campo medlo a partir de la Ecuaclôn 3.56 (llnea discontinua). 
La curva de simulaciôn estA màs ablerta que la dada por la teorla de campo
2.00
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1,00 -
<-» 0,50 -
0,00
0.40 0,600,20 0.80 1,000,00
1,00
0,50 -
0,00
O
-0 ,30  -
- 1,00 -
0,20 0,40 0,60 0,80 1,C0
Fleura 6.8 - Represen tac lôn de S^^(O) en funclôn de la concentraciôn 
para Nm36. (A) e/kTaO.3. (B) e/kTsO.S. Los puntos obtenidos de la
simulaciôn se unen mediante una curva suave de interpolaciôn. La 
intersecclôn de esta curva con el eje de abclsas détermina las dos 
fases coexistantes para un slstema dado.
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medio para el aisao valor de N. en concordancia con el coaportaalento ob- 
servado previaaente en varias trabajos experiaen t a l e s * (Fi­
gura 3 5).
curvas espinodales obtenidas sesiejanteaente para las longi­
tudes de cadena objeto de estudio se auestran en la Figura 6.10. La tenden­
cia de las curvas espinodales frente a la longitud de la cadena (o peso 
molecular) es anàloga a la encontrada en trabajos expérimentales pré­
vins*'*'""***. A partir de las curvas aostradas en la Figura 6.10 se han 
obtenido grâficamente las coordenadas de los puntos criticos para cada una 
de las longitudes de cadena estudiadas. En la Tabla 6.3 se auestran estos 
resultados. Junto con los valores del par&setro critico de interacciôn de 
Flory obtenido en la simulaciôn mediante la relaciôn"
(g » 2 e/kTg (6.7)
donde el factor nuaérico se obtiene teniendo en cuenta el indice de coordi- 
naciôn de la red cûbica simple e igporando los efectos de unidades termina­
les de la cadena.
Tabla 6.3 - Coordenadas critlcas obtenidas a partir de la simulaciôn 
para dlferentes valores del peso molecular (longitud de cadena).
18 0.74 0.24
36 0.66 0.18
60 0.62 0.14
84 0.61 0.12
o-Cû
CN
i  ^
t i
•o M
s «
il
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En la Tabla 6.4 se encuentran las predlcclones de los parénetros 
criticos dadas mediante la teorla de caspo medlo (Ecuaciones 3.58. 3.60 y 
3.61) y obtenidas de datos expérimentales^'*^ .
Tabla 6.4.- Valores de las coordenadas critlcas obtenidos a partir de
la apllcaclto de la teorla de campo medlo y de leyes de escala de tlpo
eaplrlco.
»
.Flory
*c C
18 0.74 0.24 0.33
36 0.67 0.17 0.26
60 0.63 0.13 0.21
84 0.61 0.11 0.19
Como se aprecla de la comparaclôn de ambas tablas, los resultados
obtenidos en la simulaciôn responden aproxlmadamente a las prevlslones de
campo Bwdlo dadas por las Ecuaciones 3.60 y 3 61 . Los ajustes de los parA-
metros criticos de la simulaciôn frente a la Icmgltud de la cadena conducen
a las ejqyreslones
. „-o.*e±o.oi (6.8)
„-0.52±0.04
(6.9)
Mientras que la ley de escala del paréawtro es congruente con la obteni­
da experlmentalmente^ y mediante la teorla de campo nmdlo'. el resultado 
para se situa entre el experimental®*que osclla entre -0.38 ô -0.40 
y el proporclonado por la teorla de caspo medlo®. -0.50. Aunque los valores 
obtenidos para en el presents trabajo se apartan de los dados por la
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teorla de campo medlo como se podia esperar. no llegan a reflejar el expo­
nent e de escala seguldo por los resultados expérimentales. La dlficultad 
estriba en el aplanamlento que sufre la curva espinodal en la zona del 
punto critico, debido a las fluctuaciones de concentraciôn en esta reglôn. 
Dada esta forma de la curva espinodal. las simulaciones realizadas a tenpe- 
raturas cercanas a la temperatura critica no pueden proporcionar puntos de 
la curva en la zona critica con suficiente precislôn. Por este motlvo. 
dicha zona critica sôlo puede ser abordada grôficamente. obteniendo los 
valores del minimo a partir de las curvas suaves de interpolaciôn. Esto 
constituye una difIcultad adicional para la determlnaclôn de las coorde­
nadas critlcas.
Pues to que la dependencia de con la longitud de la cadena 
predicha por la teorla de campo medio es la correcta, se puede obtener 
tamblén la dependencia de la temperatura critica. T^, con la longitud de la 
cadena mediante las Ecuaciones 3.62 y 3.63. Para apllcar los resultados de 
la simulaciôn. estas ecuaciones se transforman en
&/kTg = e/k8 [1 + A {1/N‘^  + 1/(2N)}] (6.10)
fe/kT^ a: e/ke [1 + (6.11)
Los ajustes de la Ecuaclôn 6.10 conducen a e/k0=O.255+0,004 y 
A(e/k0)=O.43±O.O2 . mientras que de la Ecuaclôn 6.11 se obtlene
e/k0=O.249+0.005 y B(d/k0)=0.50+0,03. Los resultados de la temperatura 0 
son prôxlmos al valor de e/k0=O.275 obtenldo mediante el anàlisis de dlmen­
slones, tan to en este trabajo como en slmulaclones prevlas de cadenas 
largas®
Para estudlar las Inmedlaclones de la curva de coexlstencla se 
utlllzan los resultados de la curva espinodal cercanos al punto crltlco.
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reglôn en la que ambas curvas se encuentran prôxlaas®. En la Tabla 6.5 se 
muestran los valores detemlnados en la simulaciôn para la obtenclôn de la 
curva espinodal. Dlchos valores se utlllzan para obtener clertos exponentes 
criticos de la vecindad de la curva de separaciôn de fases, que aparecen en 
leyes de escala del tlpo
El exponente P se obtlene mediante la teorla de grupos de renormalizaclôn 
slendo su valor 6=0.327+0.002**®, con lo que el exponente de la dependencia 
con N es cq>roxlmadamente de -0.34. Taies resultados se conflrman plenamente 
desde el punto de vlsta experimental**®"***. Los valores obtenidos mediante 
la teorla de campo medlo son 6=0.50. que Inpllca un exponente para la de­
pendencia con N de -0.25®'®’***.
Con los resultados mostrados en la Tabla 6.5 no es poslble la 
obtenclôn del exponente 6 para un valor de N fljo. debido a que en todos 
los casos es necesarlo utlllzar algunos valores de e/kT muy alejados de 
e/kT^ y, por lo tan to. fuera de los limites de apllcabllldad de la Ecua­
clôn 6.12. Mediante la obtenclôn gràflca de juegos de valores del tlpo 
(e/kT.*".*'). cercanos al punto crltlco. no se consigne deteminar el expo­
nente 6 antes Indlcado. Por otro lado. a partir de los resultados obtenidos 
en la simulaciôn se encuentra la dependencia correcta con la longitud de 
cadena. Asi. para e/kT=0.35 y todas las longitudes de cadena poslbles en 
este caso (con este valor de e/kT no existe separaciôn de fases para N=18). 
se obtlene la ley de escala
Este valor de e/kT=0.35 es adecuado para las cadenas de 36. 60 y 84 eslabo-
Tabla 6.5- Resultados obtenidos mediante simulaciôn para las curvas 
espinodales de distlntos valores de la longitud de cadena.
N e/kT *'
18 0.38 0.34 0.18
0.4 0.42 0.15
0.5 0.65 0.05
36 0.35 0.34 0.09
0.38 0.44 0.07
0.4 0.49 0.06
0.5 0.68 0.03
60 0.33 0.27 0.08
0.35 0.35 0.07
0.4 0.50 0.04
0.5 0.69 0.02
84 0.33 0.28 0.06
0.35 0.37 0.04
0.4 0.52 0.02
0.5 0.71 0.01
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nés por enconCrarse en la reglôn critlca de las alsaas. Los ajustes se han 
repetido para el valor de e/kTaO.4 obtenléndose peores resultados para el 
exponente critlco. del orden de -0.394^,09 , como cabia esperar.
Los resultados de slmulaciôn y campo sMdlo pueden taablén con­
tras tarse Bwdlante el estudlo de otras proptedades aàs dlrectas. Asi, en la 
Figura 6.11 se representan los resultados de la energia para cada eslabdn, 
obtenidos en la sinulaclôn. frente a la concentraciôn. en el caso de la 
cadena de 36 eslabones. La llnea continua auestra la energia teôrica para 
cada eslabôn predlcha por la teorla de caapo aedio en la red cùbica simple
- 2 ♦ e/kT (6.14)
En dicha Figura 6.11 se representan estas magnitudes para dos condiciones 
distintas del disolvente. En ambos casos, e/kT^.3 (Figura 6.11.A) y 
e/kT=0,5 (Figura 6.ll.B). se coaprueba que para grandes concentraciones de 
polimero la curva teôrica del campo medio coincide con los resultados obte­
nidos en la simulaciôn. siempre y cuando taies valores estén claras*nte en 
el interior de la zona de una fase. Sin embargo, para peque&s concentra­
ciones asi cosM> para concentracitmes situadas dentro de la regiôn de sepa- 
raciôn de fases. existen diferencias entre los resultados de la simulaciôn 
y la curva teôrica. Estas diferencias no son demasiado grandes en el caso 
de e/kTmO.3 donde no se produce la separaciôn de fases. aunque el sistema 
no se encuentra muy lejos de ella para algunas concentraciones.
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Figura 6.11.- Energia por eslabôn en funclôn de la concentraciôn para 
N=36. (A) e/kT=0,3. (B) t/kTsO.5. La linea continua muestra la energia 
teôrica por eslabôn obtenida de la apllcaciôn de la teorla de campo 
medio en la red cùbica simple (Ecuaciôn 6.14).
7. PROPIEDADES DINAMICAS.
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El estudlo din&mico de cadenas llneales de polimero se ha reali- 
zado teniendo como referenda dos modelos capaces de describir el movimien- 
to de las cadenas en los dos extremos del intervalo de concentraciones. 
Nientras que la interpretaciôn dinâmica de sistemas poliméricos muy dilui- 
dos parece bien descri ta por el modelo de Rouse (apartado 3.5.2), la din&- 
mica de sistemas poliméricos concentrados constituye uno de los problemas 
de mayor interés de los ûltimos anos, habiéndose establecido una polémica 
en torno a la validez del modelo de reptaciôn (apartado 3.5.3) para estos 
sistemas. Aunque dicho modelo ha recibido gran cantidad de soporte experi­
mental**^' no ha sido confirmado por pruebas concluyentes como diversos 
experimentos de dispersiôn dinâmica de neutrones***'
Precisamente debido a las dificultades existantes en la interpre­
taciôn de los resultados expérimentales, la simulaciôn de estos sistemas 
mediante ordenador se ha convertido en una herramienta indispensable para 
la elucidaciôn del problema. Dicha simuleiciôn se ha llevado a cabo funda- 
mentalmente en redes ya que la emulaciôn de sistemas con muchas cadenas de 
polimero es muy costosa desde el punto de vista de tiempo de càlculo.
Los trabajos en sistemas poliméricos concentrados de Crabb y 
Kovac’’*** y Verdier y Kranbuehl*®* en la red cùbica simple, asi como los 
de Skolnick**'**^ en la red tetraédrica, muestran una fuerte desviaciôn al 
auroentar la concentraciôn con respecto al comportamiento dado por el modelo 
de R o u s e para la dependencia de los tiempos de relajaciôn y de la cons­
tante de difusiôn traslacional con el nûmero de eslabones de la cadena. Sin 
embargo, la difusiôn del eslabôn central de la cadena no muestra el compor- 
tamiento caracteristico del modelo de reptaciôn*'*°*. Estos resultados no 
parecen demostrar que los sistemas concentrados de polimeros se rijan por 
una dinâmica de reptaciôn. De hecho, taies tendencias se deben en gran 
medida a un efecto puramente topolôgico de estas redes. Asi. en la red
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cùbica simple al auswntar la concentraclte deaaparece progrèsivaaente el 
BM>viaiento de aanivela de 90" (en la red tetraédrica desaparece el movi- 
aiento nostrado en la Figura 2.5 B). Por este aotivo no se crean nuevos 
vectores de enlace en el interior de la cadena. retardéndose. asi. los 
Boviaientos internes y globales de la aisaa**’**’***. Adea&s es de aencio- 
nar el gran error estadistico de los resultados correspondientes a la Refe­
renda 151.
En el présente capitule se analiza el coaportamiento dinéalco del 
modelo descri to en el apartado 4.5. estudiéndose la constante de difusiôn 
traslacional. los tiempos de relajaciôn y la dispersiôn dinâmica de luz del 
mismo. Pues to que el procediaiento de càlculo de propi edades se comenta en 
el apartado 4.5.1 de la présenté Memoria. en este capitule solamente se 
introducen y discuten los resultados obtenidos en las siaulaciones dinà- 
micas.
7.1. RESULTADOS DINAMI008 DEL OMTICIENTE ÏÏE DIFUSION TRASLACIONAL.
El coeficiente de difusiôn traslacional se obtiene mediante la 
Ecuaciôn 3.87 a partir de la evaluaciôn de las coordenadas del centre de 
masas de cada cadena a diferentes tiempos. Asi. el promedio recogido en la 
Ecuaciôn 3.87 se realiza sobre tiempos y cadenas. La pendiente de la repre- 
sentaciôn del promedio <(Rgj^(t)-R^^(0))'> f rente al tiempo de simulaciôn 
(definido en el apartado 4.5.1) proporciona el coeficiente de difusiôn 
traslacional.
En la Tabla 7.1 se muestran los valores del coeficiente de difu­
siôn traslacional del cda para cada una de las longitudes d# cadena estu- 
diadas a diferentes condiciones de concentraciôn. En la tabla se recogen 
también los exponentes obtenidos para la ley de escala
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(7.1)
La fila designada como RW contiens los resultados obtenidos para la simula­
ciôn de una cadena representada mediante un Camino Aleatorio ("Random 
Walk"). El eoqxinente encontrado para las simulaciones de una cadena es muy 
cercano al predicho por el modelo de Rouse**. u^sl.O . en ambos casos. sin 
y con volumen excluido. Este exponente crece al aumentar la concentraciôn 
bas ta un valor de 1.44 cuando *=0.75. El resultado que se muestra en este 
trabajo es similar al encontrado por Crabb y Kovac de 1.37*. Sin embargo. 
en el présente trabajo no se ha llegado basta la concentraciôn de 0.90 que 
se aborda en la Referenda 9. en parte debido a la imposibilidad de càlculo 
(para K=84 y *=0.75 se emplean unas 390 horas de C.P.U. en un ordenador VAX 
station-3200) y en parte debido a la escasa eficacia del modelo para tan 
al tas concentraciones (en las que se produce un bajisimo porcentaje de 
aceptaciôn de movimientos que puede llevar a unos resultados dependlentes 
de la topologia del modelo y no del sistema fisico estudiado). No està 
claro que un modelo de Saltos Locales en red sea capaz de representar a tan 
al tas concentraciones un sistema fisico real.
Tabla 7.1.- Resultados del coeficiente de difusiôn traslacional del 
centro de masas obtenido a partir de simulaciones dinàmicas para 
distintos valores de la longitud de cadena y la concentraciôn.
* N=18 N=36 N=60 N=84 "d
RW 1.567 0.886 0.431 0.353 1.01+0.09
0. 1.375 0.631 0.458 0.288 0.9810.08
0.195 0.947 0.448 0.339 0.171 1.0410.15
0.38 0.615 0.261 0.129 0.089 1.27+0,03
0.75 0.085 0.028 0.015 0.009 1.44+0.06
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7.2. RESULTADOS DEL TIEMPO DE RELAJACION DEL VECTOR DISTANCIA EXTRENO-
EXTRENO.
Los valores del vector dlstancla extresn-excres» obtenidos me­
diante la Ecuaciôn 3.1 para cada cadena a distintos tiempos. durante la 
simulaciôn. se utilizan para la obtenciôn de los tiempos de relajaciôn 
terminales (o del vector distancia extresn-extremo) a partir de la Ecua­
ciôn 3.97. Para ello es necesaria la evaluaciôn del prosiedio cuadràtico 
<R*> y de la funciôn de correlaciôn temporal del vector distancia extresn- 
extremo (Ecuaciôn 3.96), que normalizada se expresa cosn
pj = <R(t)-R(0)>/(R*> (7.2)
promedio que se realiza simultàneamente sobre todas las cadenas del sistema 
y para cada tiempo de simulaciôn (tomando como origen t=0). con motivo de 
reducir los errores estadisticos. Del ajuste logaritmico de esta funciôn 
f rente al tiempo se obtiene el tiempo de relajaciôn terminal, r^. como la 
inversa de la pendiente cambiada de signo. Nàs detalles acerca del procedi- 
miento de càlculo se dan en el apartado 4.5.1.
La Tabla 7.2 ssiestra los resultados obtenidos mediante la simula­
ciôn dinâmica de la distancia extremo-extresn cuadràtica media para dife­
rentes valores de longitud de cadena y concentraciôn. Los valores de <R*> 
concuerdan perfectamente con los de la Tabla 5.1 procédantes de las simula­
ciones de equilibria. En la Tabla 7.2 también se muestra el exponente u del 
ajuste dado por la Ecuaciôn 5.1. coherente con los resultados de equilibrio 
y con los valores de la Referenda 9. Los resultados obtenidos para una 
cadena modelada con un Camino Aleatorio (llnea RW) confirman plenamente la 
Ecuaciôn 3.2. vàlida para el modelo de cadena gaussiana cuyo exponente es
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uaO.5. De la tabla se verifica el conocldo hecho de que el modelo de cadena 
gaussiana es aproximadamente una buena representac i 6n del compor tamiento de 
la distancia extremo-extremo de las cadenas f rente al peso molecular a 
medida que crece la concentraciôn de polimero del sistema.
Tabla 7.2.- Resultados de (R*> obtenidos con diferentes longitudes de 
cadena y concentraciones de polimero a partir de las simulaciones 
dinàmicas.
<R*>
♦ N=18 N=36 N=60 N=84 u
RW 17.6+0.1 36.0+0.2 59.6+0.3 90.3+0.5 0.509+0.003
0. 3I.6±0.1 77.8±0.4 145.810.7 20811 0.60110.002
0.195 30.3+0.1 69.1+0.5 121±2 191+5 0.569+0.004
0.38 28.8+0.1 64.0+0.6 113±2 151±4 0.544+0.005
0.75 26.6+0.1 56.5+0.7 104±2 144+4 0.535+0.005
Los valores de los tiempos de relajaciôn del vector distancia 
extremo-extremo se dan en la Tabla 7.3 para distintas longitudes de cadena 
y condiciones de concentraciôn. También se muestra el exponente critico de 
la ecuaciôn
(7.3)
Nientras que el Camino Aleatorio (sin efecto de volumen excluido) predice 
bien el exponente de 2.0 dado por la teoria de Rouse**, también el valor 
obtenido para una cadena representada por un Camino Autoevitante (con efec­
to de volumen excluido) confirma bas tante bien el exponente de 2.2 dado por 
la predicciôn de escala de la teoria de Rouse**. Como se comentô al anali-
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zar los resultados del coeficiente de difusiôn traslacioml en el apar­
tado 7.1. se produce un cierto creciaiento del exponente al auswntar la 
concentraciôn. sin que. sin eabargo. pueda proponerse ninguna dinôaica 
definida para explicar este coeportaaiento de sistemas polisiéricos concen­
trados.
Tabla 7.3.- Resultados de los tiempos de relajaciôn terminales de 
cadena y del exponente de la Ecuaciôn 7.3. a distintos valores de 
longitud de cadena y concentraciôn.
♦ N=18 N=36 N=60 N=84 ^r
RW 41 154 403 972 2.02+0.09
0, 83 398 1078 2597 2.2010.07
0.195 115 572 1861 4057 2.3117+0.0007
0.38 180 888 2916 5435 2.24+0.06
0.75 1095 5969 18848 46348 2.41±0.04
Por ùltinx). se muestran los resultados obtenidos de la comblna- 
ciôn del coeficiente de difusiôn traslacional con los tiempos de relajaciôn 
terminales. Un simple anàlisis de escalas conduce a que N*“. Con
los valores de la simulaciôn se procédé al anàlisis de una ley de escala 
del tipo
Los valores encontrados del exponente f a diferentes concentraciones se 
muestran en la Tabla 7.4. En ella se aprecia la correcta verificaciôn del 
modelo de Rouse para las simulaciones de una cadena. tanto si se représenta
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por un Camino Aleatorio (fsl.O) como si se représenta por un Camino Au toe­
vi tante (fml,2). Al aumentar la concentraciôn los resultados se sitùan en 
tomo al valor de 1.0 . como cabe esperar en el caso del modelo de Rouse 
(apartado 3.5.2) y en el del modelo de reptaciôn (apartado 3.5.3). Por este 
motivo. los resultados snstrados en la Tabla 7.4 tampoco son concluyentes 
acerca del tipo de dinâmica seguida por estos sistemas. En cualquier caso. 
estos valores son interesantes ya que se sltûan muy cerca de la predicciôn 
teôrica. sin ajustarse a la no suficientemente justificada idea de Skolnick 
y col.**'*** en la que escala de la forma N*'* en la red cùbica
sinple para cualquier concentraciôn.
Tabla 7.4.- Exponentes obtenidos para la ley de escala dada por la 
Ecuaciôn 7.4 a diferentes concentraciones.
_L
RW 1.01+0.16
0. 1.23+0.03
0.195 1.28±0.15
0.38 0.97+0.04
0.75 0.97+0.05
7.3. RESULTADOS DE LOS TIEMPOS œ  RELAJACION DE LAS OOORIKNADAS 
NCffiHALES.
A partir de la funciôn de correlaciôn temporal de las coordenadas 
normales (Ecuaciôn 3.92). Pj. o de su forma normalizada
Pj = <Uj(t)-Uj(0)>/(Uj(0)*> (7.5)
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se pueden obtener los valores de los tiempos de relajaciôn de dichas coor­
denadas. Para ello se reprenta al Inp" f rente al tiempo determinando dichos 
tiempos de relajaciôn de las coordenadas normales o de Rouse, r^. a partir 
de la inversa de la pendiente castiada de signo. El procediaiento de càlcu­
lo es anàlogo al utilizado en la obtenciôn de y se detalla en el apar­
tado 4.5.1.
Los valores de las coordenadas de Rouse se obtienen mediante la 
Ecuaciôn 3.84 para cada cadena a lo largo de la simulaciôn. En la Ecua­
ciôn 7.5 se observa que. para evaluar la funciôn P y  es necesario conocer 
el valor de (Uj(0)*>. En la Tabla 7.5 se recogen los valores de esta magni- 
tud para diferentes longitudes de cadena y concentraciones. Los resultados 
obtenidos con el modelo de Camino Aleatorio para una cadena son équivalen­
tes a los proporcionados por la teorla de Rouse para este promedio. Ecua­
ciôn 3.94. Como se observa en la tabla existen diferencias con los valores 
de <Uj(0)*> para el caso de una cadena de polimero representada por un 
Camino Au toevi tante, debido a la apariciôn del efecto de volumen excluido. 
Los ajustes de leyes de escala del tipo <Uj(0)*> ~ para las simulacio­
nes con Caminos Autoevitantes conducen a valores de v'sâ.RO para una cadena 
y t’ssR.O en sistemas concentrados de polimero. semejantes a los exponentes 
predichos para las leyes de escala de tiempos de relajaciôn.
Los valores de los tiempos de relajaciôn de las coordenadas nor­
males se muestran en la Tabla 7.6 junto con el exponente de su ajuste Tren­
te al numéro de eslabones de la cadena para distintas concen t rac i ones
Tj - N^j (7.6)
Los resultados de los exponentes son anàlogos a los obtenidos previamente 
para los tiempos de relajaciôn terminales. Asi. para las simulaciones de 
una cadena se obtienen los exponentes predichos por la teoria de Rouse sin
Tabla 7.S.- Valores obtenidos por la simulaciôn dinâmica de la 
magnitud <u^(0)*> para los très primeros modos de Rouse a distintas 
longitudes de cadena y concentraciones.
♦ J N=18 M=36 N=60 N=84
RV 1 34.8+0.2 135.8+0.8 365+2 792+4
2 8.63+0.05 34.7+0.2 99.3+0.6 189±1
3 3.89±0.02 15.39+0.09 42.8+0.2 81.8+0.5
0. 1 63.8+0.3 305+1 941±4 1864±9
2 13.38+0.07 62.5+0.3 192±1 423±2
3 5.28+0.03 24.4+0.1 78.5±0.4 167.9+0.9
0.195 1 60.9+0.2 270+2 787+14 1731+55
2 13.20+0.05 60.7+0.4 184+2 368+7
3 5.26+0.01 24.7+0.1 75.8+0.7 156±2
0.38 1 58.0±0.2 250+3 723+17 1327+41
2 12.92+0.04 57.9±0.3 172±2 339+7
3 5.24+0.01 24.0±0.1 71.5+0.5 148±2
0.75 1 53.5+0.3 218±3 663+17 1278+46
2 12.42+0.04 52.5+0.4 154+2 313+6
3 5.20+0.01 22.8±0.1 65.6+0.7 133±2
Tabla 7.6.- Resultados de los tiempos de relajaciôn de las très 
primeras coordenadas normales para distintos valores de loi^itud de 
cadena y concentraciôn.
’■j
ô j N.18 N«36 lf-60 N«64 "J
RW 1 40 159 436 992 2.06+0.06
2 10 42 121 218 2.02+0.04
3 — 18 51 93 1.93+0.06
0. 1 85 412 1087 2908 2.24+0.10
2 20 111 271 642 2.20+0.10
3 — 42 148 269 2.21+0.20
0.195 1 114 572 1911 4378 2.36+0.02
2 28 165 454 1020 2.31+0.08
3 15 69 185 434 2.15+0.06
0.38 1 181 909 3115 6024 2.30+0.05
2 44 230 754 1581 2.33+0.02
3 20 99 333 729 2.337+0.008
0.75 1 1094 6276 20292 50328 2.46+0.04
2 251 1527 4784 11300 2.45±0.05
3 115 711 2165 5843 2.51+0.08
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y con volumen excluido. Vj=2.0 y 2.20 . respeccivanente. Por otro lado. el 
aunento de la concentraciôn produce un crecimiento de los exponentes has ta 
valores similares a los encontrados para y
Conviene destacar que no se encuentra ninguna correlaciôn de los 
exponentes obtenidos a una concentraciôn dada con el orden de la coordenada 
normal. mostrando las très coordenadas un exponente similar, teniendo en 
consideraciôn sus incertidumbres estadisticas. Tal correlaciôn si se obser­
va en otras simulaciones realizadas en la red cùbica centrada en las 
caras ***.
En la Tabla 7.6 no se incluyen los valores de T, para el caso de 
la simulaciôn de una cadena de 18 eslabones. El motivo radica en la imposi­
bilidad de obtener lo a partir de la representaciôn semi logar i tmica de la 
funciôn de correlaciôn temporal de las coordenadas de Rouse Trente al tiem­
po. Esto se debe a que en un modelo de red es importante que la longitud de 
escala del movimiento que se estudia sea bas tante mayor que la longitud de 
escala de los movimientos elementaies utilizados en la simulaciôn. Nientras 
que la longitud de escala del movimiento representado por las coordenadas 
normales es del orden de N/j enlaces, la longitud de escala del modelo es 
de 3 (movimiento de manivela de 90*). Cuando j=3 y N=18 la longitud de 
escala del movimiento es doble a la del modelo. Si bien, estadisticamente 
esta proporciôn es suficiente en el caso de un sistema concentrado. no lo 
es para una sola cadena.
Es de gran interés la comparaciôn de con el primer tiempo de 
relajaciôn de las coordenadas normales. T». A partir de las Tablas 7.3 y 
7.6 se concluye que ambos tiempos de relajaciôn son aproximadamente igua- 
les. como ya se comentô en el apartado 3.5.2 de la présente Memoria (Ecua- 
ciones 3.96 y 3.97). La posible discrepancia obtenida para largas cadenas 
està dentro del error numérico observado al determiner los tiempos de rela­
jaciôn. ya que de los ajustes de Inp*? Trente al tiempo resultan pendientes
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muy pequciEas y los tiempos de relajaciôn corresponden a las Inversas caar- 
biadas de signo de estos valores.
En la Tabla 7.7 se muestran los exponentes criticos de la rela- 
ciôn de escala
Tj(N) - j-®N (7.7)
Lorn exponentes para todas las longitudes de cadena y concentraciones se 
sltûan en tomo al valor de 2.0 predicho por la teorla de Rouse (Ecua­
ciôn 3.86). Crabb y Kovac obtuvieron previamente en sus simulaciones***"*** 
un exponente de 2.1.
Tabla 7.7 - Exponentes de la Ecuaciôn 7.7 para distintos valores de 
longitud de cadena y concentraciôn.
®N
ô N=18 N=36 N=60 N=84
RW   1.98±0.04 1.94±0.07 2.16+0.02
0.   2.06+0.13 1.84+0.14 2,168+0.009
0.195 1.87+0.13 1.91±0.09 2.12+0.04 2.104+0.002
0.38 2.01+0.03 2.01+0.03 2.036±0.008 1.923+0.005
0.75___________2.06+0.05 1.99+0.04 2.04±0.03 1.98+0.14
De todos los resultados mostrados en este apartado parece des- 
prenderse como hecho m&s destacado un compor tamiento en la relajaciôn de 
las coordenadas de Rouse consistante con el del coeficiente de difusiôn 
traslacional y el de la relajaciôn del vector distancia extremo-extremo 
para el sodelo de cadena en la red cùbica simple a cualquier valor de la 
concentraciôn. Los sistemas diluidos parecen seguir las predicciones de la
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dinâmica de Rouse, mientras que la relajaciôn se hace mâs lenta a medida 
que alimenta la concentraciôn. lo que es concordante con el modelo de repta­
ciôn. si bien no constituye prueba concluyente de su validez.
7.4. RESULTADOS M L  FACTOR DE FORMA DINAMICO DE LA DISPERSION DE LUZ.
La evaluaciôn del factor de forma dinâmico de la dispersiôn de 
luz se ha llevado a cabo mediante las Ecuaciones 3.105 y 4.11. Esta ûltima 
ecuaciôn constituye la generalizaciôn al caso dinâmico del factor de dis­
persiôn colectivo introducido en el apartado 3.3.2. Mientras que la Ecua­
ciôn 3.105 se utiliza en la obtenciôn de resultados para el caso de una 
sola cadena (representada tanto por un Camino Aleatorio como por un Camino 
Autoevitante -"Self Avoiding Random Walk". SAW), con la Ecuaciôn 4.11 se 
calcula el factor de dispersiôn a cualquier concentraciôn (siempre para una 
cadena representada por el modelo de Camino Autoevitante). La Ecuaciôn 4.11 
no es aplicable al estudio de una cadena modelada por un Camino Aleatorio 
ya que no està claro su tratamiento para el caso de una simulaciôn en la 
que va cambiando la concen t rac iôn del sistema con el tiempo. descri ta por 
los puntos de red ocupados por polimero. fluctuante cuando se permite mul­
tiple ocupaciôn.
Los decaimientos obtenidos mediante las Ecuaciones 3.105 y 4.11 
para la funciôn de dispersiôn f rente al tiempo en las simulaciones de una 
cadena representada por un Camino Autoevi tante son exactamente coïnciden­
tes. como se muestra en la Figura 7.1.
A partir de los resultados correspondientes a la dispersiôn cua- 
sielâstica de luz de una cadena se trata de obtener el valor del coeficien­
te de difusiôn traslacional del centro de masas. D^ . asi como de los tiem­
pos de relajaciôn de las cadenas, rf. r§. etc., mediante un anàlisis mul-
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tlexponencial del decainiento de estas curvas frente al tiempo (Ecua­
ciôn 3.108). Los ajustes se han reallzado mediante el programa de càlculo 
DISCRETE, désarroilado por Provencher***'***, y el mëtodo de Marquardt*’*.
Como se comentô en el apartado 4.5.1, en estos ajustes se han 
encontrado. como màxlmo, dos exponenclales que se some ten a ecuaciones del 
tipo
S(q.t) = S,(x) exp(-rit) + Sa(x) exp(-rat) (7.8)
donde
Dg = r./q' (7.9)
rf = 2/(ra-r.) (7.10)
y ademàs, el primer factor preexponencla1 se corresponde con So(x) y el 
segundo con Sa.,i(x). obtenidos por Perlco y col.*®**. Sin embargo, la gran 
mayor la de los decaimientos se some ten a una exponenclal. Como ejemplo de 
estas representaclones. en la Figura 7.2 se muestra el caso de sistemas de 
una cadena representada por un Camino Autoevitante.
En la Tabla 7.8 se recogen los resultados para el coeficiente de 
difusiôn traslacional a partir del ajuste a una exponenclal, para las simu­
laciones de una cadena representada por ambos modelos. Camino Aleatorio y 
Camino Autoevi tante, en el caso del valor mlnlmo del môdulo del vector de 
dispersiôn dado por la Ecuaciôn 4.9 que se corresponde con valores de x que 
van desde 1.2 para la cadena de 18 eslabones a 2.5 en la de 84. Los valores 
determlnados son concordantes con los calculados a partir de la Exua- 
clôn 3.87 y que se resuroen en la Tabla 7.1.
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Tabla 7.8.- Coeflclentes de difusiôn traslacional obtenidos del ajuste 
a una exponenclal para la simulaciôn de una cadena y con los môdulos 
de los vectores de dispersiôn môs bajos calculados a partir de la 
Ecuaciôn 4.9.
D^xlO*
MCmELO Nais N=36 N=60 N=84
RW 1.537 0,760 0,448 0,359
SAW____________ 1,717________0,681_______ 0,488______ 0,296
Los coeficientes preexponenciales del ajuste a una exponenclal se 
muestran en la Tabla 7.9 junto a los valores tabulados por Perlco y 
col.^°°. Si bien se encuentra una buena concordancia con los obtenidos del 
ajuste utilizando el modelo de Camino Autoevitante, los resultados son 
peores para el caso del Camino Aleatorio (aunque los valores de la Refe­
renda 100 no corresponden estrlctamente con este modelo sino con el modelo 
dinâmico de Rouse).
Tabla 7.9- Coeficientes preexponenciales obtenidos del ajuste a una 
exponenclal para la simulaciôn de una cadena y con los valores del 
môdulo de los vectores de dispersiôn mâs bajos de acuerdo con la 
Ecuaciôn 4.9. Estos resultados se comparan con los Interpolados, 
S o ( x ) ,  a partir de datos contenidos en la Referenda 100.
N So(x) S; (x)^y S,
18 0,685 0,787 0.685
36 0,603 0,760 0.570
60 0,499 0.714 0,504
84 0,455 0,701 0,471
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A pesar da qua los valores de x antes aostrmdos son ^ larentemente 
bas tante altos, no se encuentra un buen ajuste a dos exponenclales para 
estas caidas (apartado 3.5.4). Sôlo para 1m  cadenas de 36. 60 y 84 eslabo­
nes representadas por un Cbalno Autoevi tante se puede realizar un ajuste a 
dos exponenclales del que. sin embargo, no se obtienen valores del primer 
tiempo de relajaciôn de la cadena coherentes con los indicados en la Ta­
bla 7.6. Tampoco se han obtenido buenos resultados de r* al tratar de rea­
lizar el ajuste a dos exponenclales con la primera de ellas fijada de 
acuerdo con los resultados del càlculo independlente del coeficiente de 
difusiôn traslacional a partir del desplazamiento del centro de masas.
Para valores mayores del vector de dispersiôn (y por lo tanto. de 
la variable x). no se han obtenido resultados concluyentes en los ajustes. 
Si bien parece claro que estos decaimientos se some ten a varias exponenc la­
ies en lugar de a una sola, no se han encontrado valores de exponentes y 
preexponenciales capaces de ajustar todo o gran parte del intervalo tem­
poral .
Con valores bajos de la variable x se estudian caidas monoexpo- 
nenciales. Asi. se ha procedido a la determinaciôn del factor de forma 
mediante la Ecuaciôn 3.106 para x=0,5 y x=l. Los coeficientes de difusiôn 
traslacional obtenidos concuerdan con los mostrados en las Tablas 7.1 y 
7.8, y se recogen en la Tabla 7.10. La Tabla 7.11 contiene los valores 
preexponenciales acordes para los dos modelos de cadena con los de 0,862 
para x=0,5 y 0,732 para x=l, tabulados en la Referenda 100.
En el caso de sistemas concentrados se ha procedido al anàlisis 
de la funciôn de dispersiôn colectiva dada por la Ecuaciôn 4.11. El inter­
valo de concentraciones estudiado ha sido de 106 a 0,38. En la Fi­
gura 7.3 se muestra el decaimiento tipico de esta funciôn frente al tiempo 
para las longitudes de cadena estudiadas a *=0,38. El ajuste multiexponen- 
cial se ha llevado a cabo mediante el programa DISCRETE. Los preexponentes
Tabla 7.10.- Resultados del coeflclentes de difusiôn traslacional 
obtenidos del ajuste a una exponenclal para las simulaciones de una 
cadena con x=0.5 y x=l.
x=0.5 D^xlO*
NOCELO N=18 N=36 N=60 N=84
RW 1.490 0.799 0,447 0,357
SAW 1,687 0,646 0,467 0,262
x=l, D xlO*
MCSELO N=18 N=36 N=60 N=84
RW 1,530 0,761 0,447 0,361
SAW 1,712 0,636 0,476 0,284
Tabla 7 11- Valores preexponenciales obtenidos del ajuste a urai 
exponenclal para la simulaciôn de una cadena con xaO.S y x=l. Estos 
resultados deben comparer se con los predicciones de la Referenda 100 
de 0.862 (x=0,5) y 0.732 (x»l).
x=0,5
x=l.
18 0.826 0.847
36 0.853 0.832
60 0.838 0.845
84 0.838 0.847
N St(x)p^  S«(x)g^ y
18 0.700 0.722
36 0.710 0.691
60 0.706 0.721
84 0.709 0.728
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de los ajustes a una exponenclal se auestran en la Tabla 7.12. Con los 
«qwnentes obtenidos para las distintas concentraciones en estos ajustes se 
evalûa el coeficiente de difusiôn cooperatlva. (c^ iartado 3.5.4)
mediante el càlculo de Ti/q'. Estos valores se recogen en la Tabla 7.13. Se 
observa cos» el valor del coeficiente de difusiôn cooperatlva crece al 
aumentar la concentraciôn*^. De los resultados de la Tabla 7.13 se encuen­
tra que para la cadena de N>18. en buena concordancia con
los valores teôricos*'** y experlmntales***'**^ de la regiôn sealdiluida. 
Para el resto de longitudes de cadena estudiadas se observan exponentes 
mayores a los predichos de 0,5 a 0,75 (apartado 3.5.4). Esto puede deberse 
a que sôlo existe buen ajuste para estas longitudes de cadena en la zona de 
tiempos altos en los que la funciôn de dispersiôn colectiva tlene bastante 
fluctuaciôn debido al error estadistico, como se aprecia en la Figura 7.3. 
Sin embargo, en la zona de compor tamiento suave no se encuentra un ajuste 
definido. También se ha intentado el ajuste de estas caidas a varias expo- 
nenciales con el programa DISCRETE, no obteniéndose resultados concluyentes 
al respecto.
For ûltimo, en la Tabla 7.13 se recogen ademàs los exponentes del
ajuste
D c o o p  "  ( 7  11 )
Estos resultados son de gran interés ya que indican la tendencia del expo­
nente u que disminuye desde el valor unidad. en las simulaciones de siste­
mas de una cadena (Tabla 7.1). hacia un valor cero, que se obtendria para 
sistemas concentrados. lo que implica que D^^^ es independiente del peso 
molecular de la cadena. Aunque las correlaciones de los ajustes no son 
buenais (para altw concentraciones se han suprimido algunos valores parti-
Tabla 7.12.- Coeficientes preexponenciales obtenidos del ajuste a una 
exponencial en el decalmlento de la funciôn de dispersiôn colectlva 
frente al tiempo a dlferentes concentraciones para los valores del 
môdulo de los vectores de dispersiôn màs pequenos calculados con la 
Ecuaclôn 4.9.
S.(x)
M=1S N=36 N=60 N=84
0.105 0.625 0.950 1.141 1.270
0.195 0.799 0.926 1.031 0.940
0.29 0.749 0.830 0.842 0.830
0.38 0.669 0.697 0.692 0.670
Tabla 7.13.- Resultados de los coeficientes de difusiôn cooperativa 
deterninados a partir de los exponentes del ajuste a una exponencial 
en el decaimiento de la funciôn de dispersiôn colectlva frente al 
tiempo a dlferentes concentraciones para los valores del môdulo de los 
vectores de dispersiôn màs pequenos obtenidos con la Ecuaclôn 4.9.
»coop*'°
♦ N=18 N=36 N=60 N=84
0.105 2.483 1.442 1.348 0.804 0.710.1
0,195 3.695 3.199 2.189 1.675 0.5±0.1
0.29 5.651 3.221 4.154 2.814 0.4+0.2
0.38 6.301 6.061 4.124 4.556 0.3±0.2
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cularmente antealos). la tabla auestra claraaente la disaliuiciôn del expo- 
nente haela el valor cero al auaentar la concentractôn considerando las 
incertlduabres estadisticas asocladas.
8. ORDEN ORIENTACIONAL DE POLIMEROS EN DOS 
DIMENSIONES.
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Durante el désarroilo de esta Neaorla se ha realizado un estudlo 
eidiausclvo de un modelo de siaulaclôn en red por el método de Monte Oarlo. 
con el que se han deteralnado propledades de equlllbrlo y dlnéalcaa de un 
sistema polimérlco en un aaplio intervalo de concentraciôn y temperatura.
A continuaciôn se expone un estudlo suplementario realizado a 
través de un nuevo algoritmo de Monte Oarlo denominado método del Enlace 
Fluctuante. Este método màs laborioso de iapleswntar y menos eficlente 
desde el punto de vista coaputacional es. sin embargo, capaz de reproduclr 
la dlnémlca de Rouse** en todas las diawnsiones espaciales. teniendo ademàs 
las ventajas de permitir la f&cil siaulacién de pollmeros ramlficados. 
habléndose demostrado su ergodicldad**'La aplicaciân eleglda dentro de 
este trabajo, y descri ta en el présente capitule, es el estudlo del orden 
orientacional en un sistema polimérlco bidlmenslonal.
8.1. imODUOCION.
El primer estudlo del orden orientacional en sistemas poliméricos 
fue llevado a cabo por Flory*"*'**° que introdujo un modelo muy simple 
donde las cadenas de pollawro se representan a través de Gamines Autoevl- 
tantes en una red de nùmero de coordlnaclôn z. En este modelo se Introdujo 
un parâmetro energético e que describe la energla entre dos enlaces suces1- 
vos en dlsposlclôn flexionada. mlentras que si ambos enlaces tienen la 
misma direcclôn (confomaclôn estlrada). eaO. Para caracterlzar el estira- 
mlento de las cadenas de pollmero. Flory Introdujo una nueva propledad: la 
flexibllldad. f. En el contexte de sus aproxlmaclones obtuvo una translclôn 
de fase de primer orden desde un estado desordenado a un estado con orden
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orientacional de largo alcance. cuando la flexibllldad supera un cierto 
valor crltico,
La teorla de Flory ha sido conprobeda por BaumgKrtner'^ ' me- 
diante diverses simulaciones por el método de Monte Carlo en las redes 
cuadrada y cûbica simple de sistemas poliméricos muy concentrados. En estes 
trabajos se observa la formaciôn de dominios de pollmeros orientados para- 
lelamente. consistantes con el principle de empaquetamiento de cadenas 
rigides. Sin eutargo. la transiciôn predicha per Flory no ha side encon- 
trada.
El modelo de Baumg&rtner es una cruda aproximaciôn de la realldad 
ya que en estas redes los dominios de cadenas orlentadas pueden existir en 
dos o en très direcciones segûn se considéré la red cuadrada o la red cûbi­
ca simple. Este hecho contrasta con la descripciôn fenomenolôgica del orden 
en cristales liquides dada por de Gennes***. en la que la orientaciôn del 
"desorden" de moléculas vecineis varia lentamente en el continuo. Restringir 
esta variaciôn uniforme de orientaciones al estudlo de dos o très orienta- 
ciones discretas cambia muchos grades de libertad del sistema.
Como ya se comentû anteriormente. los modèles de pollmeros en red 
no tratan de reproduclr los detalles de la estructura qulmica. Asi. las 
moléculas de cadena se subdividen en "submoléculas" (cada una constituida 
por un cierto nùmero de grupos quimicos reales) que se representan por su 
vector distancia extremo-extremo. vector que détermina un enlace de polime- 
ro en la red. En la mayor la de los modèles de red. descri tos en el apar- 
tado 2.3.2 del présente trabajo. existe sôlo un valor de la distancia de 
enlace, lo que conduce a la apariciôn de ùnicamente dos éngulos de enlace 
(en las redes cuadrada y cûbica simple) para Caminos Autoevitantes. Como se 
describe màs adelante. el modelo del Enlace Fluctuante se encuentra màs 
cerca de la realldad al disponer de una longitud de enlace que varia en el 
intervalo [2.13*^*] (en unidades del espaciado de red), dando lugar con
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esta elecciôn. a gran cantldad de Angulos de enlace posibles. Aei. el nùme­
ro de coordinaclAn de la red cuadrada pasa de ser 4 para los algoritmos 
tradicionales a 36 en el caso del método del Enlace Fluctuante, valor que 
se sitùa màs cerca del limite continuo. Sin embargo, se mantienen las ven­
tajas de cAlculo al désarroilar la simulaciôn en red. debido a que el mode­
lo estA eficientemente vectorizado para su utllizaclôn en un ordenador del 
tipo CRAY-YMP‘” .
Por este swtivo. el algoritmo del Enlace Fluctuante con energies 
depend i en tes del Angulo entre dos enlaces consécutives (que se estudia en 
el apartado 8.2.3) interpola entre el modelo de red de Flory*"*''*" y la 
descripciôn del continuo*"*. Aunque el swdelo del Enlace Fluctuante es 
incapza de representar completamente el modelo continuo. desde el punto de 
vista de cAlculo sus ventajas son évidentes (apartado 2.3).
8.2. EL METœO DEL ENLACE FLUCTUANTE.
Si bien el método del Enlace Fluctuante se puede utilizar en 
sistemas poliméricos de cualquier dinwnsiôn espacial*"*. en este capitule 
se describe el algoritsw para el caso de dimensiôn 2.
8.2.1. Modelo Original.
En este modelo las cadenas de poliswro se constituyen por 
N subunidades de Gauss (anAlogas a las coaentadas en la presents Mesoria 
para otros algoritmos de Saltos Locales) situadas en una red cuadrada de 
espaciado unidad con condiciones periôdicas. Un eslabôn ocupa cuatro puntos 
de red. cada une de los cuales sôlo puede formar parte de una subunidad
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gaussiana (condiciôn de Gamine Autoevitante). Los eslabones consécutives de 
una cadena de polimero se conectan mediante vectores de enlace cuyo môdulo 
puede variar (en la linea de la Figura 2.2). Sôlo se permiten las distan- 
cias de enlace que se encuentran entre 2 ^ 1  ^13*"^ para evitar los cruces 
entre cadenas, sin sentido fisico. Introduciendo clases de equivalencia 
[k.h] para vectores de enlace con la misma longitud. l(b)=(k*+h*)‘''^ . el 
conjunto de vectores de enlace permitidos es de 36. Asi. en la Figura 8.1 
se muestra el estado del enlace b. variando entre 1 y 36.
34 26 20 28 36
33 15 10 4 12
25 9 b
17 1 r
21 5 7 23
29 13 S 2 8 14 31
30 22 18 24 32
!
:;}Ly(b)
Lv(b)
Figura 8.1.- Parte de la red cuadrada que muestra los posibles estados 
para un enlace entre un eslabôn A (en el centre) y otro B situado en 
una de las 36 posiciones posibles.
Estes vectores de enlace se distribuyen en las clases de equivalencia
( [2.0]. [2.1]. [2.2]. [3.0]. [3.1]. [3.2] } (8.1)
que se corresponden con las distancias
( 2. 5‘^ .  8^^. 3. lO*'^. 13*-^ } (8.2)
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respeecivaaente. Co m o  ejcaplo so puede enelizer la elase de equivalencia 
[2.0] que tiene cuatro vectores de enlace de longitud 1*2:
[2.0] = { (2.0). (0.2). (-2.0). (0.-2) ) (8.3)
La dinéaica de la cadena de pollmero se represents aediante pro- 
cesos de saltos aleatorios de un eslabôn. Estos saltos se realizan sobre la 
distancia de una unidad de red dentro de las cuatro direcciones de la red 
cuadrada. Tan to el eslabôn considerado para el salto cosn la direcciôn se 
seleccionan al azar. Los aovlnientos se llevan a cabo si los dos puntos 
contiguos al eslabôn en la direcciôn del salto es tan vacios. y si la longi­
tud de los dos nuevos vectores de los enlaces creados se encuentra en el 
intervalo [2.13*^] (para un eslabôn terminal sôlo se créa un nuevo vector 
de enlace). Si las condiciones anteriores no se cumplen. el movimiento se 
rechaza y se selecciona un nuevo eslabôn.
8.2.2. Modelo de Enlace Fluctuante con Energia Oependiente de la 
Longitud de Enlace.
El modelo original del Enlace Fluctuante, en el que no se 
introducen interacciones intra ni intemoleculares. puede a jus tarse a dis­
tintas aplicaciones.
En el estudlo de transiciones vitreas de poliswros en dos dimen- 
siones en el contexte del modelo del Enlace Fluctuante, se introducen ener­
gies de enlace del tipo:
e(b) « eo(l(b)-lo)* (8.4)
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La constante de normalIzaciôn. e0*l/(2-lo)^. conduce por conveniencia a 
0  ^e(b) i 1. Ellglendo lo*10*'^ se obtlene el siguiente Juego de energies:
{ 1.00 . 0.64 . 0.08 . 0.02 . 0.00 . 0.15 } (8.5)
que se corresponde con las clases de equivalencia dadas en la expresiôn 8.1 
y con las distancias de 8.2.
La presencia de energies modifica las réglas del procedimiento de 
Monte Carlo. Asi. el movimiento de un eslabôn. o peso de una configuraciôn 
X a otra X*. se realiza si los puntos de llegada estân vacios. si los nue­
vos enlaces tienen longitudes permitidas (dentro del intervalo comentado) y 
si el cambio energético. AH. es aceptado por el algoritmo de Metropolis*". 
Este cambio energético viene dado por la Ecuaclôn 2.11 como
AH = H(X') - H(X) = [6;+6p] - [e,+6p] (8.6)
donde (e^ ) son las energias del enlace siguiente (previo) al eslabôn 
dado, obtenidas por la Ecuaclôn 8.4.
La consideraciôn de este modelo se debe a que cada enlace se 
corresponde a un conjunto de sucesivos grupos quimicos reales que no son 
energéticamente équivalentes. De esta manera. con un modelo que prefiere 
una determinada longitud de enlace desde el punto de vista energético. se 
puede observar una transiciôn vitrea en funciôn de la temperatura a concen­
traciones fijas*"*. De hecho, uno (dos) puntos situados entre los dos esla- 
bones que se conectan por un vector de enlace de la clase de equivalencia
[3.1] ([3.0]) no son accesibles por otros eslabones (Figura 8.2). Esos 
puntos bloqueados conducen a la transiciôn vitrea ya que a bajas temperatu­
ras las clases de equivalencia preferidas (debido a las energias introduci- 
das en la expresiôn 8.5) son [3.0] y [3.1]. y para al tas concentraciones de
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pollmero es de esperar que no exista sufieiente espaclo en la red para que 
se lleven a cabo estas dlsposiciones energéticamente favorables*"*. Por 
supuesto. un empaquetado de las cadenas consistante con la condiciôn de que 
todos los enlaces pertenezcan a la clase de equivalencia [3.1] (cuya ener­
gia es cero) es posible a concentraciones intemedias. si las cadenas se 
estiran y se organizan en dominios de cadenas paralelas. Debido a esta 
consideraciôn. en el presents trabajo se procédé a comprobar el orden 
orientacional de este modelo.
A B
Figura 8.2.- Puntos bloqueados por dos enlaces pertenecientes a las 
clases de equivalencia [3.0] (A) y [3.1] (B) en el modelo del Enlace 
Fluctuante.
8.2.3. Modelo de Enlace Fluctuante con Energia Dependiente del 
Angulo de Enlace.
En este trabajo se introduce una nueva versiôn del método 
del Enlace Fluctuante, con el objeto de estudiar el orden orientacional de 
pollmeros en dos dimensiones. Asi. en este modelo se define una energia 
dependiente del Angulo de enlace. e(f). donde f=y(b.b ) y b y b" son los 
estados de dos enlaces sucesivos de la cadena
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e(y») = sen(f/2) (1/2) 1 -
1(b)
1(b)
' l (b ')1  1
l(b-)J J
l/a
0 i <p i r  (8.7)
Como en el modelo de Flory*"*'**", &(<f)sO para una configuraciôn estirada, 
mientras que la energia de una configuraciôn flexionada depende explici- 
camente del Angulo formado entre los dos enlaces sucesivos considerados.
Tanbién la presencia de esta energia modifica las reglas del 
procedimiento de Monte Carlo en el mismo sentido que se comentô en el apar­
tado 8.2.2. La ûnica diferencia es que el cambio energético. AH. depende de 
los Angulos de antes (f^ . f. f^) y después (*/. 9 ’. «p^ ) del movimiento. 
como se muestra en la Figura 8.3. De esta manera. se obtiene
AH = [e(fg)+&(f')+e(fp)] - [e(fg)+e(f)+e(fp)] (8.8)
Figura 8.3 - Descripciôn esquemâtica de un movimiento de eslabôn en el 
proceso de Monte Carlo. El salto de un eslabôn cambia los très 
Angulos,
8.3. EXTENSION œ  LA TEORIA DE FLORY AL MŒCLO M L  ENLACE FLUCTUANTE 
CON ENERGIA DEPENDIENTE M L  ANGULO M  ENLACE.
En este apartado se obtienen los resultados de la flexibilidad y 
la energia de la cadena dados por la teoria de Flory*"*’**". mediante una
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derlvacita dal modalo original qua aAa tarda sa ganarallza al caso dal 
aodalo dal Enlaca Fluctxiaitta con anargla dapandlanta del dngulo da enlace. 
Para ello sa avalûa la funciôn da partlclôn da un pollaaro dado por un 
Camino Alaatorlo No Reversible ("Mon-Ravarsal Random Walk”, NRRW) por s»6to- 
dos da matrices da transfomaclôn'**. Da esta manera. las rastrlcclonas del 
Camino Au toevi tante sa conslderan sôlo da forma aproxlaada.
Para el nùmero da coordlnaclôn zb4. la matrix da transformaclôn 
(Figura 8.4) es una matrix 4x4 del tipo
1 exp(-pe) 0 exp(-pe.)
ejq>(-0e) 1 exp(-pe) 0
0 exp{-Pe) 1 axp(-Pe)
exp(-Pe) 0 exp(-Pa) 1
(8.9)
con P = 1/kT.
V
la. a"
Figura 8.4 - Ilustraciôn da los elementos da la matrix de 
transformaciôn (T^ ^.) del swdelo da Flory.
La generalIzaclôn a un valor arbltrarlo z es sencllla, ya qua T tiene la 
estructura da una matrix elcllca.
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T =
'l ‘2 tj . . • 'z
"z h tg . • • 'z-1
z-1 ‘z 'l • • 'z-2
*2
(8.10)
Los z autovalores de una natrlz cicllca zxz son** *'
= 2 Cm ''z.k (8.11)
donde ^ es la k-ésiaa de las z raices complejas de la unidad. de valor 
‘’z k “ exp[2ri(k-l)/z] (8.12)
De la Ecuaciôn 8.11 se observa que el mayor autovalor es pi. ya que
Im r I * J ,  ' f k l  ».
(8.13)
En el modelo de Flory**’' para una red general de nùmero de coordlnaclôn 
z, se encuentran z-2 elementos de matrix tj =^exp(-pe) (representando z-2 
configuraciones flexionadas). uno t^^l (configuraciôn estirada) y uno t^=0 
(configuraciôn prohibida al aparecer multiple ocupaciôn por inversiôn inme- 
diata de un enlace). Asi. para este modelo se obtiene
s 1 + g(z.k) exp(-pe) (8.14)
g(z.k)
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z-2 k -1
0 k  ^ 2 (k par) (8.15)
-2 k 2 2 (k iapar)
Ya qua la funciôn de partlclôn de un pollmero dado por un Oamlno Aleatorlo 
No Reversible en el limite de longitud de cadena Infini ta se obtiene 
como***
Z^(P.N) = Tr{f} = 1 pî* -------------------(8.16)
nKKW N— » • *
y en el modelo de Flory***'****
Zj^,O.N) = + (z-2) exp(-pe)]" (8.17)
Pi puede conslderarse cosm la funciôn de partlclôn efectlva de un eslabôn. 
ya que la funciôn de partlclôn del pollmero coapleto se factorIza. En todo 
el tratamlento anterior no se conslderan los efectos de volumen excluldo.
Una vez obtenlda la funclta de partlclôn de un eslabôn en el 
modelo de Flory***' **"*. se détermina la flexibilidad cosm la probabl 1 Idad 
de que dos enlaces sucesivos estén en una confIguraciôn flexionada
(8.18)
(z-2)exp(-Pe)
1 + (z-2)exp(-pe)
De forma similar, la energia Interna por eslabôn es
W ‘ 'n.ry (» '91
Puesto que el mayor autovalor p, (Ecuaciôn 8.13) se obtiene como 
una funciôn de partlclôn de dos enlaces sucesivos alslados. podrla pensarse
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en generalizar esta propledad al aodelo del Enlace Fluctuante dado en el 
apartado 8.2.3. a pesar de no tener una matrix de transformaclôn cicllca y. 
por ello. no obtener sus autovalores de la Ecuaciôn 8.11. De esta forma, el 
mayor autovalor de T para el modelo del Enlace Fluctuante (NEF). anàlo- 
gamente a una funciôn de partlclôn de dos enlaces, segûn la Ecuaciôn 8.13 
se supone de valor
36 36 36 36
p, = (1/36) 2 2 T. = (1/36) 2 2 exp(-pe(f[b.b'])} =
* b b" b b*
= (1/36) 2 1 +  2 exp(-pe(f)
&(f)=0 e(f)#
(8.20)
Para comprobar esta aproximaciôn se puede despejar del polinomio caracte- 
ristico el mayor autovalor de una matrix ciclica (por simpllcidad se mues­
tra el caso de la matrix cicllca 2x2)
tl-p t* ti+ta-p ta 1 ta
= a (ti+ta-p)
ta ti-p t.+ta-p t»-p 1 tj-p
(8.21)
sumando a la primera columna todas las demàs. Si la matrix no es ciclica. 
como ocurre en el método del Enlace Fluctuante
11 • 1 ”P 11. a ti'-p t..a 1 ti,a
a a (t'-p)
ta»! ta,a"P ta’-p ta.a-P 1 ta.a-P
(8.22)
siendo
'  j .
2
f  = (1/2) 2 t. ■
k=l *
(8.23)
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La aproximaciôn dada en la Ecuaciôn 8.22 se justifies siempre y cuando la 
desviaclôn estandar del Juego (t* .t,') respecto de la media t* sea sufi- 
cientemente pequena. Para el método del Enlace Fluctuante, en el que los 
elementos de la matrlz de transformaclôn vienen dados por 
ty y.=exp{-Pe(f[b.b'])}. se obtiene para la desviaclôn estandar del juego
36 36
M   bfl
(8.24)
valores menores que 0.07 a temperatures mayores que T=0.2 (en este modelo 
se considéra P=l/T. en unidades de k). En general, en la zona comprendida 
entre T=0 y T=0.2 se debe real izar un désarroi lo a bajas tempe raturas. 
Puesto que la Ecuaciôn 8.16 es cor recta para el modelo del Enlace Fluctuan­
te. se puede extender el procedimiento descri to anteriormente a la obten- 
ciôn de la flexibilidad en este modelo. como
2 exp[-pe(f)]
&(f)fO
f = ------------------------- (8.25)
2 1 + 2 exp[-pe(f)]
c(f)=0 c(f)^
y contando el nùmero de dlsposiciones estiradas de dos enlaces sucesivos. 
que por la Ecuaciôn 8.7 tienen una energia exactaroente de cero. se obtiene
e(3^=o' = bb- W . b - ] ) . 0 “
(8.26)
= ^^^.^b.b' * (^.b+16 * ^b+16.b) = 36 + 8 = 44
Operando en la Ecuaciôn 8.25 se llega a
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^MEF “  ^■ 1 + (1/44) 2 exp[-pe(f)]
6(*)X0
(8.27)
Finalmente. la energia por eslabôn es
Eure = Z t(f) exp[-Pe(f)] / 2 exp[-ge(f)] 
6(f) 6(f)
(8.28)
Flory'**'**** sugiriô la apariciôn de una transiciôn de primer orden de una 
fase sin orden orientacional de largo alcance. descri ta en el anterior 
trataniento. a una fase con orden orientacional de largo alcance. En el 
modelo del Enlace Fluctuante no se ha tratado de describir teôricamente 
esta ultima fase. ya que los resultados de la simulaciôn no confirman su 
existencia.
8.4. DETALLES EE LA SIMULACION.
Debido a que la creaciôn de configuraciones de equilibria en dos 
dimensiones. incluso para T — » " (0=0). consume mucho tiempo de càlculo, se 
utilizan configuraciones ya existantes***. La confIguraciôn inicial consis­
te en 64 sistemas en paralelo. rada uno de los cuales se constituye por 20 
cadenas de polimero con 100 es labones cada una en una red cuadrada 100x100. 
Es to impi ica que la concentraciôn de puntos ocupados es de é=0.8. Para 
reducir la concentraciôn a los valores de interés (en la présente Memoria 
se trabaja en el intervalo *=0.24-0.4) se suprimen de la conf iguraciôn 
inicial las cadenas necesarias. Ademàs. los pollmeros se pueden cortar de 
acuerdo con el numéro de es labones deseado por cadena (en este trabajo 
N=10. 20).
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Una vez fljado el nùmero de es labones de cada cadena asi como la 
concentraciôn del sistema, las configuraciones son relajadas aiediante simu­
laciones atérmicas de 5x10* pasos de Honte Oarlo intentados por eslabôn. A 
continuaciôn se procédé a "enfriar " el sistema polimèrico. Para ello se 
comienza con un sistema a tempera tura infini ta (P=0) y se baja gradualmente 
6sta de acuerdo con la fônmjla. P(t)=l/T(t)=Qt, donde Q es una constante 
elegida de forma que después de tsI.SxlO* pasos de Monte Carlo intentados 
por eslabôn se alcance la temperatura màs baja. T=0.06. Suponiendo que esta 
constante de enfriamiento es suficientemente pequena como para que el sis- 
rema permanezca en el equilibrio térmico. se han usado para el anâlisis 
posterior las configuraciones para valores intermedios de la temperatura. 
Sin embargo, como se muestra en el prôximo apartado. no està claro que este 
equilibrio térmico sea alcanzado para bajas temperaturas mediante este 
proceso de enfriamiento. Asi. una vez obtenidas las conf iguraciones para 
distintas tempera turas. se procédé a real izar una simuletciôn para cada 
temperatura fija con to=2xl0* pasos de Monte Carlo intentados por eslabôn. 
Ademàs. para obtener majores resultados estadisticos. una vez finalizada la 
simulaciôn de "equilibrado” se procédé a real izar 16 medidas. cada una de 
ellas llevada a cabo tras AtaSxlO* pasos de Monte Carlo intentados por 
eslabôn. Asi. una propiedad como la distancia extremo-extremo cuadràtica 
media se obtiene de
15
<R*> = < (1/16) 2 R’(to+t) > (8.29)
m=0 ^
En la Ecuaciôn 8.29. <...>^^ indica un promedio sobre todas las cadenas en 
el sistema de la red cuadrada 100x100 (que contiene para N=10. 60 cadenas 
con *=0.24 y 100 cadenas con *=0.4). asi como un promedio sobre cada una de 
las 64 redes que se simulan en paralelo. Por ello. <R*> en la Ecuaciôn 8.29 
se basa en un promedio sobre un muestreo de cerca de 10* cadenas.
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8.5. ANALISIS Y DISCUSION DE RESULTADOS.
El graduai alarganiento de las cadenas al dlsminuir la temperatu­
ra es un hecho que se observa de forma nitida en la Figura 8.5. en la que 
se muestran dlferentes configuraciones generadas por el modelo del Enlace 
Fluctuante dado en el apartado 8.2.3 a distintas temperaturas. Este efecto 
se desprende también de la dependencia con la tempe ratura de las dimensio- 
nes de cadena (Figura 8.6). de la flexibilidad (Figura 8.7). de la energia 
(Figura 8.8) y de varias funciones de correlaciôn (Figuras 8.9 y 8.10), que 
se introducen màs adelante.
En la configuraciôn g de la Figura 8.5 se puede apreciar como de 
todas las posibles dlsposiciones estiradas entre dos enlaces sucesivos 
(utilizadas en la Ecuaciôn 8.26) son preferidas las orientaciones en las 
direcciones de la red. y concretamente las pertenecientes a la clase de 
equivalencia [2.0] por ser las de menor longitud de enlace. Esto se confir­
ma con la Figura 8.6 en la que se muestra como disminuyen las dimensiones 
de cadena al aumentar la concentraciôn. lo que se corresponde con el hecho 
de ser màs dificil empaquetar varillas en sistemas concentrados (como los 
de la Figura 8.5) a medida que aumenta su longitud.
En contraste, la flexibilidad fg£p se muestra independlente de la 
concentraciôn y correctamente aproximada por la Ecuaciôn 8.25, expresiôn 
del tipo de las encontradas en la teoria de Flory*®*’*** (Figura 8.7). Esta 
observaciôn no debe ser entendida como una indicaciôn de que la teoria de 
Flory es exacta para el estudlo del orden orientacional de cadenas, ya que:
a) No existe evidencia de la existencia del valor critico. f^ , de la 
flexibilidad asociada con la transiciôn de fase. En este sentido. las simu­
laciones llevadas a cabo en este estudlo confirman los resultados de 
Baumgartner*^’*** en los que no aparece transiciôn de fase.
«
®)
d)
«)
Figura 8.5 - Conf Iguraciones de un sistema polimèrico con N=20 y 
*=0.40 a varias tempe raturas, T(k=l): a) T=I ; b) T=0,3 ; c) T=0,15 ; 
c) T=0.1 : d) T=0,05. La red cuadrada es 100x100 con condiciones
periôdicas.
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Figura 8.8.- Energia por eslabôn f rente a la tempe ratura. (A) N=10. 
(B) M=20. En ambos casos los circulos son para *=0.24 y los trlAngulos 
para *=0,40. La linea continua corresponde a los resultados de la 
energia obtenidos por la Ecuaclôn 8.28.
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Figura 8.9.- Correlactones orlentaclonales a lo largo de las cadenas 
frente a la "distancia". i. a lo largo de la cadena a varias 
temperaturas. En ambos casos N=10 y *=0.24.
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b) Ocras magnitudes c o m  la energia per eslabôn (Figura 8.8) no se 
descrlben correccanente por aproxinaclones del tlpo de la teorla de Flory 
(Ecuaciôn 8.28). Com se muestra en esta ecuaclôn. la energia por eslabôn 
es independiente de la longitud de cadena y de la concentraciôn. cosa que 
no sucede a partir de los resultados de la slnulaclôn.
Ocra forma de evaluar la flexibilldad de la cadena y el orden 
orientaclonal es medlante las funciones de correlaclôn:
Sjj = < 2cos*(^j-^j) - 1 > 1 > 1 (8.30)
= < 2cos=(f^-fp - 1 > 1 > 1 (8.31)
Sjj = ( 2cos%j - 1 > (8.32)
donde 1 es un contador de los eslabones a lo largo de la cadena (el eslabôn 
inlclal se dénota c o m  1^). es el Angulo formado entre los enlaces que 
conectan los eslabones (1,1+1) e (1-1,1), y es el Angulo formado por el 
enlace que conecta los eslabones (1,1+1) y la dlrecclôn del primer enlace 
que une los eslabones (0,1). Nlentras que para 1 > 1, dentro del error 
estadistico, es prActlcamente Independiente de la dlstancla 1 a lo largo de 
la cadena, la magnltud decae hacla cero (valor del slstema no correla- 
clonado) al aumentar dlcha dlstancla 1, a excepclôn de las mAs bajas tempe­
ra curas donde las cadenas se encuentran casl completamente estlradas (Fi­
gura 8.9.B).
La teorla de Flory*"*' sopor ta una translclôn de fase desde un
estado desordenado a un estado ordenado donde las restrlcclones de empaque- 
tamlento de las cadenas, Impllcan un ordenanlento orientaclonal Intercadena 
de largo alcance. Sln embargo, los resultados obtenldos en el presence 
trabajo para las dlstlntas confIguraclones del slstema (Figura 8.5) mues-
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cran que sdlo se présenta un ordenaalento orientaclonal Intermolecular de 
corto alcance. Como una nedlda cuantltativa de esta correlaclôn se considé­
ra la proyecclôn normalIzada de los vectores dlstancla extremo-extremo y 
R de dos cadenas a y k
" " " i w  '
donde r es la dlstancla entre los centros de masas de las dos cadenas a y 
K. (Para mejorar los resultados desde el punto de vlsta estadistico. se 
contablllzan como r todas las dlstanclas en el Intervalo [r-l/2.r+l/2] en 
torno a un valor r entero). Para un slstema no correlaclonado. todos los 
àngulos V entre R y R son Igualmente probables y asl.
P(r) = ^  |cosv|dv » 2 / t  = 0.64 (8.34)
Jq
La Figura 8.10 muestra una correlaclôn Intermolecular P(r) a dlstanclas del 
orden de la longitud de cadena estlrada (Figura 8.6).
Todos los resultados comentados has ta el momento son coherences 
desde el punto de vlsta fislco. Sln embargo, la Figura 8.8 muestra un pro­
blem con los datos obtenldos en las slmulaclones. Mlentras que el modelo 
deflnldo en el apartado 8.2.3 debe tener en el estado fundamental una ener­
gia E(T=0)=0, los datos para slstemas a temperaturas dlstlntas de cero 
obtenldos en la slmulaclôn no extrapolan a este valor exacto de la energia 
cuando T — » 0 (sôlo lo hacen cuando N y * son sufIclentemente pequenos, 
como ocurre en la Figura 8.8.A para N=10 y *=0,24). Asl, la extrapolaclôn 
E(T— * 0)X0 Indlca que el slstema queda atrapado en estados metaestables.
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Este hecho se muestra tasdxlén en los resultados obtenldos para el calor 
especlflco. C . a partir de fluctuaclones de energia
Cy = N((E*>-(E>*)/kT* (8.35)
Los valorem encontrados para para slstemas a bajas tempe raturas son 
mucho mayores que los que se obtendrian de Ç^=d(£)/dT. lo que Impllca que 
no se alcanza el equilibria térmlco. De hecho. los resultados para pare- 
cen diverger a T — » 0 (Figura 8.11). a pesar de que cualquier modelo con 
energias de Interacclôn discrètes muestra Ç^(T— ► 0)— » 0. Por ello. los 
resultados de obtenldos en la slmulaclôn muestran una desvlaclôn para 
T — » 0 deblda. sln duda. a procesos de relajaciôn extremadanente lentos. La 
naturaleza de taies procesos se ejq>llca medlante la Figura 8.12 que muestra 
slstemas a la temperatura de slmulaclôn mâs baja. T=0,05 . sometldos a 
diverses condlclones de concentraclôn y nûmero de eslabones por cadena. 
Para bajas concentraclones (Figura 8.12.A) se encuentran "defectos" en el 
slstema (cadenas con algunos àngulos de enlace de valor demaslado grande 
por encontrarse entre dos domlnios de distlnta orlentaclôn) que todavla 
pueden relajarse durante la slmulaclôn (esto se aprecla en el peso de la 
confIguraclôn g a la confIguraciôn b la figura). A grandes concentraclo­
nes el tlempo de vida de los "defectos" de la estructura llega a ser muy 
elevado (Figura 8.12.B). No obstante, exlsten reordenamlentos de los dls- 
tlntos domlnios de las varlllas a medida que transcurre la slmulaclôn (con- 
fIguraclones s y ^ de la Figura 8.12 B), trasladândose algunos de ellos en 
la dlrecclôn de las varlllas sln que. a pesar de todo. se modlflque la 
estructura de los defectos.
Parece claro que un slstema de cadenas totalmente estlradas a 
al ta concentraclôn debe ser enormemente metaestable, por lo que el slstema 
a T — » 0 llega a ser una especle de estado cristalIno. Séria muy Interesan-
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Figura 8.12.- ConfIguraclones poliméricas para T=0.05. a) [no 
equilibrado] y b) [equilibrado] corresponden a N=20 y *=0.24 . 
nlentras que c) [no equilibrado] y d) [equilibrado] pertenecen a N=10 
y *=0.40.
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te estudiar con nàs detalle la dinàmlca de las cadenas a baja tempe ratura 
para este modelo, aunque esto no parece factlble debldo a la gran cantldad 
de tienqx) de càlculo necesarlo para hacerlo. Sln embargo, aunque no parece 
poslble alcanzar por "enfrlamlento” (con el método expuesto en el apar­
tado 8.4) el estado fundamental, ya que el slstema se encuentra atrapado en 
f aises metaestables. la conf Iguraclôn del estado fundamental (E=0) es per- 
fectamente conoclda. Por este motlvo. se toman varias muestras del enor­
memente degenerado estado fundamental (Figura 8.13) y se procédé a su "ca- 
lentamlento". En este caso se observa como desaparecen las desvlaclones en 
el comportamlento del calor especlflco (asterlscos en la Figura 8.11). y 
ademâs. las cadenas en configuraclôn estlrada en un dominlo pueden difundir 
a lo largo de la dlrecclôn de los ejes en un movimiento similar a una "rep- 
taclôn". donde las cadenas vecinas orientadas paralelamente actùan como un 
tubo que restringe los movlmlentos (Figura 3.8). En este tipo de configura- 
ciones se observa la eflcacia del método del Enlace Fluctuante, ya que es 
capaz de camblar el slstema aunque las cadenas se encuentren totalmente 
estlradas. Estos camblos de pequenas porc1ones de la cadena tienen sentido 
fislco. en contra del modelo de Baumgartner'^' que relaja las conflgura- 
ciones medlante movlmlentos artlflciales de reptaclôn que involucran a 
todos los eslabones de la cadena.
Aunque las confIguraclones de antes (to=0) y después (to=288000 
pasos de Monte Carlo intentados por eslabôn) de la relajaciôn parecen muy 
similares (Figura 8.12). difieren significatlvamente en su porcentaje de 
movlmlentos aceptados (Figura 8.14). En esta figura se observa que has ta 
para temperaturas muy bajas se acepta una gran cantldad de movlmlentos. For 
otro lado. es de esperar que en el equilibrio térmlco. tanto la energia 
(Figura 8.8) como el porcentaje de aceptaciôn (Figura 8.14) alcancen valo- 
res màs bajos a los mostrados en el présente trabajo. Sln embargo, ya que a 
menudo los estados amorfos de polimeros son màs importantes flsicamente que
\\W
\\\\
6)
Figura 8.13.- Dos muestras del degenerado estado fundamental de 
configuraclones poliméricas.
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sus f sises de equlllbrlo crlstallnas. los slstemas obtenldos en este estudlo 
(Figuras 8.5 y 8.12) deben estar màs cerca del comportamlento real de sls­
temas eapaquetados de cadenas semlf lexlbles que sus conf Iguraclones de 
equlllbrlo.
El anàllsls del orden orientaclonal de slstemas pollmérlcos en 
dos dlaenslones se ha realizado tastlén para el caso del modelo Introducldo 
en el apartado 8.2.2 (con energias dependlentes de la longitud de enlace). 
Sln embargo, ni las representaciones de conf Iguraclones (Figura 8.15) ni 
las dlaensiones (Figura 8.16) muestran alguna tendencla al estlramlento de 
las cadenas. For otro lado. las pequeBas correlaclones existantes en las 
funciones de correlaclôn orientaclonal. y P(r). no muestran dependencla 
con la teaperatura (Figura 8.17). siendo b&slcamente debldas al efecto de 
la Interacclôn de volumen excluido màs que a la Ecuaclôn 8.4. Por ûltlmo. 
el modelo del Enlace Fluctuante Introducldo en el apartado 8.2.2 muestra 
una dlstrlbuclôn de eslabones màs unifomw (Figura 8.15) que el Introducldo 
en el apartado 8.2.3 (Figuras 8.5 y 8.12) en el que aparecen huecos por 
fluctuælôn en la concentraclôn. Precisasiente. se puede clariflcar este 
punto medlante el estudlo de la funciôn de dlstrlbuclôn de la concentra- 
clta. P^(ô^). en subslstesaw de dlaenslones llneales 1=10 del slstema to­
tal. donde es la concentraclôn de cada subslstema (Figura 8.18). Para 
ovillos aleatorlos la dlstrlbuclôn de la concentraclôn es cercana a la 
gauss lana (como se muestra en la Figura 8.18.A y en los resultados de al tas 
teaperaturas de la Figura 8.18.B). Las cadenas estlradas orientadas en 
domlnios tienen una dlstrlbuclôn de la concentraclôn no gausslana. apare- 
clendo indiclos de una estructura con dos màxlmos de probabllldad (resulta­
dos de bajas teaperaturas de la Figura 8.18.B).
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Figura 8.15.- Configuraclones poliméricas para el modelo con energia 
dependiente de la longitud de enlace, a) N=10, *=0.24 y T=0.5.
b) N=10. *=0.24 y T=0.05.
1 1 1
s
■CN
oo
rO(Û
JS a  I
z/rz
Figura 8.17.- (A) Funciôn de correlaclôn orientaclonal Intracadena, 
S’j. f rente a la dlstancla " 1 a lo largo de la cadena para N=10 y 
^=0,40 a dos temperaturas [T=l (circulas) y T^.Ol (trlàngulos)]. 
(B) Funciôn de correlaclôn orientaclonal intercadena frente a la 
dlstancla entre los cdm de dos cadenas para N=10, *=0.40 y T=0.01.
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Figur* 8.18 - Funciôn de dlstrlbuclôn de la concentraclôn. (A) Kodelo 
con energia dependiente de la dlstancla de enlace para N>10. TaO.Ol y 
*"0.24 (circules) y *»0,40 (trlàngulos). (B) Modelo con energia 
dependiente del àngulo de enlace para NmlO. fi^.24 y TaO.90 (circules) 
y TaO.06 (trlàngulos). Las llneas verticales se corresponden con la 
dlstrlbuclôn de concentraclôn uniforme.
9. RESUMEN Y CONCLUS I ONES.
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En el presence trabajo se ha realizado un estudlo detallado de 
slstemas pollmérlcos en un anplio Intervalo de concentraclôn, ceeperatura y 
longitud de cadena. Para ello se utillza un algorltmo de slmulaclôn por el 
método de Monte Cbrlo en red, dentro del contexte de los modèles de Saltos 
Locales y Reptaclôn. Dicho algorltmo ha sldo eficlentemente désarroilado 
para poder abordar fenômenos muy dlstlntos en estos slstemas de una forma 
aceptable desde el punto de vlsta de tlempo de c&lculo.
Asl, se ha procedldo a la evaluaclôn de propledades de cadenas 
Indlvlduales en los slstemas medlante el uso de slmulaclones de equlllbrlo 
y dlnémlcas. En cuanto a las propledades de equlllbrlo, se determlnan: las 
dlmenslones de cadena, la funciôn de dlstrlbuclôn del vector dlstancla 
extremo-extremo asl cosio su relaclôn con las constantes del equlllbrlo de 
clclaclôn, el coefIclente de dlfuslôn traslaclonal a partir de la aproxlma- 
clôn de Kirkwood y el factor de forma. Todos estos resultados se evalûan 
bajo dlferentes condlclones de longitud de cadena, concentraclôn y teapera­
tura, siendo debldamente contrastados con las dlstlntas teorlas y valores 
expérimentales. Por otro lado, las propledades dlnémlcas obtenldas son: el 
coeflclmte de dlfuslôn traslaclonal medlante la ecuaclôn de Einstein, los 
tlempos de relajaciôn de los snvlmlentos Internes de la cadena y el factor 
de forma dlnénlco. Estas propledades se anallzan desde el marco de dos 
teorlas dlnémlcas: el modelo de Rouse, en el caso de slstemas de una cade­
na, y el modèle de reptaclôn, para slstemas concentrades.
Tamblén se ha realizado un estudlo de separaclôn de fases en 
slstemu pollswro-dlsolvente, medlante la slmulaclôn de un experlmento de 
dlsperslôn cuasieléstlca de luz. En éste, una vez désarroi lado el procedl- 
mlento nunérlco y obtenldas las curves esplnodales para las distintas lon­
gitudes de cadena objeto de estudlo, se comparan los resultados con las 
teorlas de campe medlo y de grupo de renormalIzaclôn.
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Finalmente, se analiza un algorltmo de slmulaclôn en red, el 
método del Enlace Fluctuante, utlllzado para estudiar las translclones de 
orden en slstemas pollmérlcos en dos dlmenslones. Los resultados teôrlcos y 
de slmulaclôn se contrastan con las predlcclones dadas por Flory.
A la vlsta de los resultados obtenldos en esta Memorla. se han 
podldo establecer las slgulentes concluslones générales:
1) Los algorltmos de slmulaclôn de Monte Carlo, puestos a punto en 
este trabajo. reproducen adecuadamente resultados de slmulaclôn 
blbllogr&fIcos. asl como leyes de escala teôrlcas. de manera sufl- 
clentemente satlsfactorla y exhaustlva como para poder corroborar 
su validez.
2} La varlaclôn de las dlmenslones con el numéro de unldades de una 
cadena. que depende frecuentemente de la calldad del dlsolvente en 
dlsoluclones dlluldas. va hacléndose Independiente de ésta al au­
mentar la concentraclôn de pollmero. has ta alcanzar un estado prô- 
xlmo al Ideal para cualquier tlpo de dlsoluclôn sufIclentemente 
concentrada. lo que esté de acuerdo con las predlcclones cuallta- 
tlvas de Flory.
3) La dlstrlbuclôn de la dlstancla extremo-extremo es prôxlma a una 
funciôn de Gauss para condlclones thêta, mlentras que slgue la ley 
predicha por des Clolzeaux. mostrando un eigujero de correlaclôn 
para buen dlsolvente en dlsoluclones dlluldas. Al aumentar la con­
centraclôn se obtlene una dlstrlbuclôn mà.s cercana a la funciôn de 
Causs en todos los casos. otra vez en buen acuerdo con las predlc­
clones de Flory.
4) El factor de forma de cadenas Indlvlduales de pollmero. expresado 
en funciôn de un paràmetro reduc 1 do que combina la variable de
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dlsperslôn y el tamno molecular, no se aleja mucho de la funciôn 
de Debye para cadenas Ideales. excepte para valores muy altos de 
dicho paréswtro. no dependlendo de manera apreclable de la calldad 
del dlsolvente. concentraclôn o longitud de cadena.
5) La dlsperslôn de luz slmulada correspondlente al slstema global, 
puede representarse en forma de dlagramas de Zlsn para valores no 
muy altos de la variable de dlsperslôn y la concentraclôn. La curva 
extrapolada a concentraclôn cero no es capaz de proporclonar el 
radio de giro medlo, aunque si el factor de forma Individual. Te- 
nlendo en cuenta este hecho. es poslble obtener valores adecuados 
del s«%undo coef Iclente del vlrlal osmôtlco en funciôn de la call­
dad del dlsolvente.
6) Medlante culdadosos procedlalentos nusiérlcos de extrapolaclôn e 
Interpolaclôn, los resultados de la dlsperslôn de luz colectlva 
permlten establecer dlagramas de fase de los slstemas, en funciôn 
de la longitud de las cadenas. La varlaclôn de las teaperaturas 
crltlcas asl obtmldas con la longitud de cadena, es conslstente 
con la teorla de caapo medlo (como tasdxlôn lo es en ese aspecto con 
los resultados expérimentales blbllogr&fIcos). Las concentraclones 
crltlcas varlan con la longitud de cadena de una forma Intermedia 
entre la predlcclôn de la teorla de campo medlo y los resultados 
expérimentales. La forma de las curvas es mucho màs parecIda a los 
resultados expérimentales que a las predlchas por el campo medlo. 
observàndose el aplanamlento en la reglôn crltlca, dado por las 
teorlas de renormal Izaclôn. Mo obstante, la obtenciôn de exponentes 
crltlcos en esta zona esté fuertemente llmltada por el error esta­
distico de los resultados obtenldos por slmulaclôn.
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7) El valor del paràmetro de interacclôn atractlvo en la slmulaclones 
que corresponde a las condlclones thêta, establecldo a través del 
anàllsls de la varlaclôn de las dlmenslones con la longitud de las 
cadenas es cuantltatlvamente conslstente con el valor Interpolado 
correspondlente a la anulaclôn del segundo coefIclente del vlrlal 
osmôtlco, y tamblén con el valor extrapolado correspondlente a la 
temperature crltlca de una cadena de longitud Infinite.
8) Las varlaclones del coef Iclente de dlfuslôn y de los tlempos de 
relajaciôn de movlmlentos Intemos de las cadenas (obtenldos de los 
resultados de slmulaclôn) en funciôn de su longitud. son coherentes 
con la teorla de Rouse en dlsoluclôn dllulda. y aparentemente son 
tamblén consistantes con los de la teorla de reptaclôn, para con­
centraclones mâs al tas.
9) Los resultados de la slmulaclôn para la funciôn de dlsperslôn dlnâ- 
mlca de slstemas dlluldos son espaces de proporclonar una estlma- 
clôn del coefIclente de dlfuslôn traslaclonal. en buena concordan- 
cla con los valores calculados dlrectamente a partir de las trayec- 
torlas. A concentraclones mayores. los coeflclentes de dlfuslôn 
eqiarentes (o cooperatlvos) aumentan con la concentrzu:iôn. en acuer­
do con las predlcclones teôrlcas. aunque sôlo puede reproduclrse la 
ley de escala predicha por la teorla en el caso de la cadena mâs 
corta. Como cabe esperar. estos movlmlentos colectlvos van haclén­
dose Independlentes del peso molecular al aumentar la concen­
traclôn.
10) Medlante el modelo del Enlace Fluctuante y energia dependiente del 
ângulo de enlace se ha comprobado la no exlstencla de orden orien­
taclonal de largo alcance en slstemas pollmérlcos de concentraclôn 
intermedia en dos dlmenslones.
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