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Abstract
Face verification and recognition problems have seen
rapid progress in recent years, however recognition
from small size images remains a challenging task
that is inherently intertwined with the task of face
super-resolution. Tackling this problem using multi-
ple frames is an attractive idea, yet requires solving
the alignment problem that is also challenging for
low-resolution faces. Here we present a holistic sys-
tem for multi-frame recognition, alignment, and su-
perresolution of faces. Our neural network architec-
ture restores the central frame of each input sequence
additionally taking into account a number of adja-
cent frames and making use of sub-pixel movements.
We present our results using the popular dataset for
video face recognition (YouTube Faces). We show
a notable improvement of identification score com-
pared to several baselines including the one based on
single-image super-resolution.
1 Introduction
Face recognition systems have seen a great progress
over the last several years with super-human recog-
nition accuracy attainable in many scenarios. How-
ever, the accuracy of recognition degrades very signif-
icantly when dealing with very low resolution faces.
In such conditions, the tasks of recognition and in-
creasing the effective resolution (super-resolution) be-
come intertwined and necessitate joint solution. In-
deed, developing super-resolution techniques without
regard for recognition often leads to face hallucina-
tion, i.e. a process that creates plausibly looking faces
lacking personal specifics. On the other hand, super-
Figure 1: Results of different super-resolution con-
volutional networks on samples from the Youtube
Faces (YTF) dataset. From left to right: ground
truth, bicubic upsampling, single-frame superresolu-
tion, super-resolution from 25 frames without align-
ment (ours), super-resolution from 25 frames with
warping subnetwork (ours).
resolution has been known to benefit from recognition
for a long time [1].
While single-image super-resolution has recently
drawn considerable attention [21, 18], super-
resolution over large magnification factors can ben-
efit significantly from information accumulated over
multiple images, e.g. using adjacent frames in a
surveillance stream or a video. Traditionally, multi-
frame super-resolution has required rigid or non-
rigid alignment with sub-pixel accuracy [2]. At the
same time, faces have complex and deformable shapes
leading to complex two-dimensional motion patterns
which makes motion estimation hard to accomplish
at sub-pixel precision. Generally, such precise align-
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ment cannot be accomplished using low-level cues
alone, and therefore requires high-level understand-
ing/recognition of face geometry.
Motivated by all these observations, we present
a system that performs multi-frame super-resolution
by tackling all three inter-related problems, namely
super-resolution, non-rigid alignment, and recogni-
tion, jointly and simultaneously. The tasks are im-
plemented as modules of a deep neural network ar-
chitecture that is trained in an end-to-end fashion on
a dataset of realistic face videos [19]. The forward
pass in our network involves pairwise alignment of
pairs of frames performed in parallel with feature ex-
traction, while the super-resolution is accomplished
by a subsequent reconstruction module that takes
warped features of the multiple frames into account.
The learning process is driven by a combination of
loss functions that includes the recognition-related
loss ensuring that the super-resolution process recon-
structs person-specific traits.
Overall, while individual components of our sys-
tem have been proposed in previous works, to the
best of our knowledge, our work is the first that
builds a systems that combines face super-resolution,
recognition and alignment in a holistic manner. We
evaluate the proposed architecture on the hold-out
part of the YouTube Faces (YTF) dataset ([19]). We
demonstrate good face verification performance for
the restored images using standard protocols adopted
for the YTF dataset. We also show benefits of us-
ing multiple frames along with Face Warping sub-
network over the single-image approach. We addi-
tionally compare our approach with state-of-the-art
face hallucination method [21] and find our method
to perform better on the YouTube Faces dataset.
In the remainder of this work, we review the most
related approaches in 2 describe the components of
the proposed system in 3 and 4 demonstrate the
super-resolution results in 5 and conclude with a
short summary in 6.
2 Related work
2.1 Face super-resolution approaches
Initially, super-resolution problem has been formu-
lated for low-resolution image sequence that can be
used to produced one image of higher resolution. Un-
der this approach, reconstruction constraints are used
to make sure that resulting high-resolution image is
consistent with the input sequence. Maximum a pos-
teriori (MAP) framework has been used in [4, 15, 1]
to take into account such reconstruction constraints
along with priors on the high-resolution image.
Precise image registration has been shown to be
very important for multi-image [4, 6, 15] and super-
resolution methods but is rarely achievable for real
low-resolution data, especially for images depicting
non-rigid objects such as faces. In the case of multi-
image super-resolution, approximate low-parametric
registration could be used instead. For single-image
super-resolution, such registration with canonical
pose can also be used in order to use stronger face-
specific priors [13].
Having assumed ideal image registration, Baker et
al. [1] demonstrate the effect of introducing addi-
tional recognition-based prior. The authors include
it into the task formulation as additional constraints
based on particular examples from training set cho-
sen by similarity to the regions of the input image.
Later, more advanced techniques for modeling such
face-specific constraints were introduced in [13] for
single-image face super-resolution. The authors de-
composed such constraints to global and local con-
straints. A similar idea was also adopted in [18] to
build a ConvNet architecture for single-image face
super-resolution.
2.2 Deep learning for face super-
resolution
Several recent deep learning approached [18, 21] focus
on single-image face super-resolution problem. Tuzel
et al. [18] suggested the end-to-end learning scheme
to obtain high quality results even in the case of 8x
downsampling. The architecture includes two parts
corresponding to global and local modeling of the face
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features. In the global network, the fully-connected
layers are used to capture the global face structure,
while the local part consists of convolution layers that
are used to model local face features. Additionally,
authors apply adversarial learning to achieve more
realistic results. Below, we use the Perceptual loss
for the similar goal.
Zhu et al. [21] proposed a cascaded scheme that
includes iterative high-resolution image refinement
and pose estimation from these refined images. This
approach is motivated by the fact that face super-
resolution and face pose estimation tasks are related,
and it is easier to increase image resolution knowing
the pose of the face and vice versa. Special gated ar-
chitecture is introduced to effectively combine high-
frequency and low-frequency information and make
use of face pose estimated at previous scale levels.
All the aforementioned methods only consider single-
frame face super-resolution/restoration. To the best
of our knowledge, none of the recent works on deep
face super-resolution consider multi-frame scenario.
2.3 Restoration and recognition
Initially, recognition was incorporated into face
super-resolution in the form of face-specific priors [1,
13]. Several works considered an explicit combina-
tion of face recognition and face restoration tasks:
[5, 20]. The proposed approaches perform recogni-
tion using a limited number of gallery images. In
parallel, they reconstruct the input image and clas-
sify it based on labels of the most relevant examples
found in the train set. Here we work in a different
setting using a feed-forward deep neural network to
produce the restored high-resolution image without
using the gallery set at test time.
2.4 Deep learning for video-based
super-resolution
As mentioned earlier, video data bring more useful
information compared to isolated frames and can be
used to enhance the restoration algorithms. Natu-
rally, most recent deep learning approaches, which fo-
cus on video super-resolution [12, 16, 17], use motion
estimation to align a number of subsequent frames
to make use of sub-pixel motion and reveal more ob-
ject details. Liao et al. [12] use different optical flow
methods to generate super-resolution ”drafts”. Such
drafts can then be further combined into the final
reconstruction using a number of convolutional lay-
ers. Kappeler et al. [9] also experiment with different
variants of video-based super-resolution architecture
incorporating neighbouring frames alignment.
Our idea is to adopt similar approach based on
video-data and frame alignment for human faces. Im-
portantly, we aim not only at enhancing image qual-
ity but also at preserving face identities and therefore
improving face verification quality for the restored
images.
3 Multi-frame face super-
resolution
Here we describe the proposed multi-frame face
super-resolution convolutional neural network. Our
architecture consists of three main learnable modules:
1. Feature Extractor sub-network that computes
features for every frame in the input sequence,
2. Face Warping sub-network that aligns input
frames with the central frame,
3. Reconstruction sub-network that accepts warped
features of input frames and perform reconstruc-
tion of the central frame in the sequence.
The modules are combined as follows (2). Feature
Extractor outputs features for every frame in the in-
put sequence. The feature maps are then warped
by the Face Warping sub-network. The transformed
feature maps are fed into the Reconstruction sub-
network that produces the central frame reconstruc-
tion. Another option was to warp all the faces to
match one standard pose, but as central frame warp-
ing may introduce additional distortions and loss of
visual information, we only perform pairwise align-
ment between the central frame and other frames in
the input sequence.
In more detail, our goal is to restore the central
frame s0 of the input low-resolution sequence s =
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Figure 2: The general scheme of our video-based super-resolution convolutional network. Feature Extractor
modules (red) compute features for every frame in the input sequence, which are then warped by the Face
Warping sub-network (blue). The transformed feature maps are fed into the Reconstruction sub-network
(purple) that produces the central frame reconstruction. Spatial transformer modules [7] with thin plate
spline transformer are used in the Face Warping sub-network.
[s−k, ..., s0, ..., sk] of length 2k + 1. Here we work
with RGB-images: si ⊆ R3×h×w, i ⊆ [−k, .., k]. We
then start by processing each input frame si with the
feature extractor sub-networks Fi:
fi = Fi(θsi ;Fi), fi ⊆ RD×h
′×w′ (1)
where D is the number of output feature maps of size
h′ × w′. Here all the feature extractors Fi share pa-
rameters θFi , except for the feature extractor for the
central frame F0: θFi == θFadj , Fi == Fadj , where
i ⊆ [−k, ...,−1, 1, ..., k]. This is done for simplicity,
and to avoid excessive memory consumption for long
video-sequences.
To align all the adjacent frames si, i ⊆
[−k, ...,−1, 1, ..., k], with the central frame s0, we in-
corporate the Face Warping sub-network that con-
sists of the learnable warping predictor P (s0, si; θP )
and the warping module M(pi, fi) that accepts trans-
form parameters computed by P and feature maps Fi.
M performs warping using differentiable sampling in-
troduced in [7].
The warping predictor P accepts frame pairs and
outputs transform parameters pi that are used to
warp each frame si, i 6= 0, in the input sequence:
pi = P (s0, si; θP ), (2)
where i ⊆ [−k, ...,−1, 1, ..., k].
Feature maps fi are transformed using warping pa-
rameters pi in differentiable manner [7]:
fMi = M(pi, fi) = S(Tpi(G)), (3)
where i ⊆ [−k, ...,−1, 1, ..., k], T is a predefined
transform applied to the regular grid G [7]. Here
we use Thin Plate Spline transform that is suitable
for modeling non-rigid deformations inherent to face
images. Therefore, pi ⊆ R2C×1, where C is a number
of anchor points used for warping.
All the warped feature maps fMi along with central
frame feature map f0 are then stacked together:
fMstacked = [f
M
−k, ..., f0, ..., f
M
k ], (4)
fMstacked ⊆ R(2k+1)D×h
′×w′ . The resulting features
fMstacked are fed into Reconstruction sub-network R,
resulting in restored image sRN :
sR0 = R(f
M
stacked; θR) (5)
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The described architecture is learned in a super-
vised manner, using the loss function calculated for
the ground truth image sG0 and the restored image
sR0 . The loss function is discussed in details in the
section 4.
4 Perceptual Loss for face
super-resolution
Perceptual losses have already been used for gen-
eral super-resolution [8] and face frontalization [3].
The idea is to compare high-level features for the
ground truth image and the restored image in ad-
dition to pixel-level data. Here we use pre-trained
VGG-face [14] model (weights are fixed during train-
ing) to extract such features. The motivation behind
such approach is that, first, less blurry results can be
achieved [8]. Second, we use the pre-trained verifica-
tion CNN for feature extraction, so there is a hope
that our super-resolution neural network will be able
to focus on facial features that are important for face
identification.
Our neural network described in the section 3 in
learned using the following objective that includes
pixel-level term along with sum of a number of
feature-level terms:
LθF0 ,θFadj ,θP ,θR(s−k, ..., s0, ..., sk, s
G) =∥∥sG0 − sR0 ∥∥22 + ∑
l⊆layers
λl
∥∥sG0,l − sR0,l∥∥22 (6)
where sG0 and s
R
0 are ground truth image and recon-
struction for the frame s0, s
G
0,l and s
R
0,l the features
extracted by the layer l of the ground truth image
sG0 and the restored image s
R
0 accordingly, λl is a
fixed weight assigned to the corresponding loss com-
ponents. Unlike [3], we use mid-level features ex-
tracted using VGG-face model as we observed that
this leads to better results than using last fully con-
nected layer of VGG-face.
5 Experiments
5.1 Datasets
In this work two popular face verification datasets
were used. We use Labeled Faces in the Wild (LFW)
to evaluate the baseline architecture, which closely
follows [18] but is trained using Perceptual loss (see
section 4 for details). Our multi-frame architecture
described in section 3 is evaluated using YouTube
Faces dataset. The ablation study on the same
dataset include evaluation of different architecture
variants described in section 5.2.
Labeled Faces in the Wild (LFW) [10] contains
13,233 images with 5,749 identities. The standard
evaluation procedure for LFW includes similarity es-
timation for the given set of image pairs. All pairs
are split into ten subsets non-overlapping in terms of
identities. We use standard test subset 1 to evaluate
our super-resolution methods. Identities that are not
included into test subset 1 are thus used for train-
ing. To evaluate the recognition quality, we use the
Equal Error Rate (EER) (i.e. the error rate at the
ROC operating point where the false positive and
false negative rates are equal). To get EER values,
we first compute descriptors for the face images using
pre-trained face recognition model [14].
To evaluate our video-based super-resolution
method, we use the YouTube Faces (YTF) dataset
[19]. It contains 3,425 videos of 1,595 people col-
lected from YouTube, with an average of 2 videos per
identity. Similarly to LFW, EER is used to evaluate
recognition quality for the YTF dataset. The only
difference is that the similarity value is estimated for
each pair of videos. To do this, we calculate the mean
similarity for all pairs of frames of the two tracks. As
this is time-consuming operation, we take only first
100 frames in each video (the first 20 frames were
used for comparison with [21]).
We also use PSNR (for luminance channel) and
Euclidean distance metrics for comparing different
variants of model described in 3. We use 623 im-
ages from the YTF dataset to compare PSNR and
Euclidean distance between features of ground truth
and reconstructed images extracted using VGG face
model layers pool3, pool4 and fc7.
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All experiments were performed by considering the
downsampled versions of images from the described
datasets as inputs. Unless specified otherwise, we
give results are for ×8 magnification factor as it is
a very challenging setting, which still allows to see
meaningful variations between methods (much higher
magnification factors result in all methods perform-
ing equally bad, and much lower magnification fac-
tors result in all methods performing equally well).
5.2 Architectures
The following architectures were used in our experi-
ments:
1. The single-image architecture from [18] denoted
f1 ( 8×GN and 8 layer LN were used for Local
and Global modules of the architecture).
2. The multi-frame architecture similar to de-
scribed in Section 3 but without Face Warping
subnetwork. This architecture stacks features for
all frames without alignment and then processes
the stack by the Reconstruction subnetwork. We
experiment with two variants of this architecture
f5 and f25 that accept sequences of length 5 and
25 accordingly.
3. The full multi-frame architecture described in
Section 3 is also implemented in two variants
f5warp and f25warp that accept sequences of
length 5 and 25 accordingly.
The single-image architecture [18] is evaluated for the
LFW dataset and several modes of using Perceptual
loss are compared in the section 5.4. The proposed
multi-frame architecture (section 3) is evaluated on
the YTF dataset. Further details of the architectures
are discussed below.
5.3 Training the model
The feature extractor sub-network is implemented
similar to 8×GN in Global module in [18]. It includes
two parallel streams. The first stream performs up-
sampling using one deconvolution layer, while the
second stream consists of four fully connected lay-
ers. The first three fully connected layers have 256
neurons, while the last one has the size 128× 128.
The face warping sub-network accepts pairs of im-
ages. Initially, the two images are processed sepa-
rately using two sub-networks consisting of three con-
volution layers with 20 filters of sizes 3× 3, 3× 3 and
1× 1 accordingly. The outputs of these two streams
are concatenated and passed to the next five convo-
lution layers with 100 filters of size 3× 3 each. Then
three fully connected layers with 256 neurons are ap-
plied. The final fully connected layer then outputs
shifts for coordinate pairs of 64 control points. The
warping is performed using thin plate spline with 64
control points located in the nodes of the regular grid
[7].
The reconstruction sub-network is im-
plemented similarly to Local module in
[18]. It consists of eight convolution layers:
#conv 1 2 3 4 5 6 7 8
#filters 16 32 64 64 64 32 16 3
filter size 5 7 7 7 7 7 5 5
ReLU (rectified linear unit) activation functions
are used for all the layers except the last convolu-
tion layer in the Reconstruction sub-network. The
latter uses the sigmoid activation.
The architecture is trained using 6 and the ADAM
optimizer [11] for 1,500 epochs with learning rate
fixed to 1e − 4. Batch size is set to 10. Pre-trained
VGG-16 face model from [14] is used for calculating
deep features within loss 6.
The face warping sub-network is pre-trained in un-
supervised manner using pairs of images. The L2 loss
for the warped and reference images is used for train-
ing.
For the LFW dataset, we used λpool3, λpool4 and
λfc7 set to 10
3 for the loss 6. For the YTF dataset,
the value of 105 was used because the quality of
ground-truth images in YTF is much worse than for
LFW and therefore pixel-level loss is less useful for
the training on YTF. Increasing values of λpool3 and
λpool4 also affects the color of resulting images, as
deep features are more color-independent (c.f. 5, row
7, where the green background became grey in the
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reconstruction).
5.4 Perceptual Loss effects
First, we experimented with training the baseline
single-image super-resolution ConvNet (the architec-
ture from [18]) using the Perceptual loss in addi-
tion to the pixel-level loss. Here we show some of
the results that demonstrate the effect of using deep
features extracted from different layers of the pre-
trained VGG-face model and choose the most bene-
ficial variant.
As mentioned above, we evaluate the models us-
ing the split 1 of the LFW dataset. All images were
resized to 128× 128 pixels, blurred (Gaussian kenel,
σ = 2.4) and downsampled to 16×16 pixels for train-
ing and testing.
The most visually plausible results were achieved
by using the pool3 and pool4 layers for learning along
pith pixel-level data. The results on LFW hold-out
set were compared with bicubic interpolation as well
as with the variant learned with pixel-level loss only.
The comparison in Figure 3 shows clear improvement
of the system that uses pixel-level loss over the base-
lines.
We also observed that using perceptual loss im-
proved the recognition score. Recognition scores
(100%-EER) for these cases are compared in 1. At
the same time, as expected, best results in terms of
PSNR (peak signal-to-noise ratio) were achieved with
pixel-level loss.
5.5 Experiments with video-data
We have performed experiments on video-based face
super-resolution using different variants of face super-
resolution network described in 3. All images were
fist resized to 128×128 pixels, blurred with the Gaus-
sian kernel (σ = 2.4), and downsampled to the size
16 × 16. Here we use previously chosen perceptual
loss training mode pixel + pool3 + pool4 that uses
pixel-level differences along with differences of fea-
tures at pool3 and pool4 layers to compute the final
loss value. The weight equal to 105 was used for both
Perceptual loss components pool3 and pool4.
Figure 3: The results achieved using additional Per-
ceptual loss terms for layers pool3 and pool4 com-
pared with result for pixel-level loss and bicubic in-
terpolation. We can see the clear improvement when
using layers pool3 and pool4 along with pixel-level
data.
In 2 100%−EER(Equal Error Rate) value for
single-image super-resolution is compared to video-
based results using different number of adjacent
frames with and without frame alignment (warping).
Values for ground truth images (without distortions)
and bicubic upsampling are also included. Note, that
ground truth performance is less than reported in [14]
for several reasons: we use only one scale 256 × 256
and only one crop (central) to calculate face image
descriptor. Moreover, all ground truth images were
resized to 128 × 128 pixels to make fair comparison
with our super-resolution method that outputs im-
ages of this size.
The best-performing method was f25warp that
uses 25 frames (one central and 24 neighboring ones)
and frame warping. Using several frames is gener-
ally better than using only one frame (c.f. super-
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gt bicubic pixel pixel + pool3 + pool4 pixel + fc7
train - - 85.56 86.19 90.74
test 95.33 73.01 83.02 85.02 84.33
Table 1: 100% - EER (Equal error rate) values for the standard split 1 of the FLW dataset. The scores for
bicubic upsamling and ground truth images are also included. pixel - the results achieved using pixel-level
loss only. Best results were achieved using pixel-level loss along with Perceptual loss for layers pool3 and
pool4 of the pre-trained VGG-face model.
resolution results comparison in 5). In 2 we can also
see that the architecture f25warp gives reconstruc-
tion that are the closest to ground-truth when com-
paring images using L2 distance between their VGG
deep features. As expected, the architecture f25warp
gives the best PSNR value. In general, we can see
uniform improvement in all used metrics for archi-
tectures that use longer sequences in comparison to
architectures that use less frames. Analogously, there
is improvement for architectures that include Face
Warping module (f25warp and f5warp) in compar-
ison to architectures without Face Warping module
(f25 and f5).
5.6 User study for multi-frame face
super-resolution
We also carried out a used study in order to com-
pare human perception of images produced by archi-
tectures f1, f25 and f25warp. We thus compared
the following three pairs of architectures: f25 vs
f25warp, f1 vs f25warp, f1 vs f25. The compari-
son interface presented five result pairs (for each of
the three pairs of methods) from the YTF dataset to
each user. Within the pair, the order was random-
ized. Between the pair, we showed a full-resolution
frame from the same sequence (different from the cen-
tral frame). The users were asked to pick one of the
two reconstruction that (a) resemble the reference im-
age more and (b) has better overall quality. The users
were asked to prioritize resemblance over visual qual-
ity. Finally, if the two images seemed to the user
absolutely on par both in terms of resemblance and
quality, the user were allowed to click on the middle
(reference) frame to indicate this. We however asked
the users to abstain from this as much as possible.
Figure 4: Results of user study for the three pairs of
architectures evaluated in this works. See details in
section 5.6
Overall 42 users took part in the study.
The results of the user study (4) showed that it is
easy to tell the difference between the results of f25
vs f25warp and f1 vs f25warp. It appeared to be
challenging to differ f1 vs f25 methods. These obser-
vations indicate that Face Warping module is essen-
tial for obtaining better results. Using more frames
without warping thus did not bring advantage over
single-frame super-resolution.
5.7 Comparison to state of the art
Here we compare our method with one of the latest
single-image super-resolution methods [21]. As we
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use different format of input images than in [21] (for
example, we use tighter crops for faces), we evaluate
[21] on the YTF dataset using less magnification fac-
tor than we use in this work. For our methods we
use inputs of size 16, while using 32 × 32 for [21].
We use the code published for [21] for the evaluation
and therefore ensure that all the inputs are prepro-
cessed as appropriate for [21] (including face detec-
tor for cropping the ground truth images from initial
frames). As in [21], the downsampled images were
created without applying gaussian blur beforehands,
we perform the comparison on such images after re-
training our architecture for such regime.
We observed that our method performs better than
[21] in terms of 100%-EER metric: 85.14 (ours) vs
82.32 ([21]). Also, we can see that 100%-EER value
for [21] is very close to the 100%-EER value for f1
architecture that we use as a single-image baseline in
this work (see Table 2).
6 Summary
In this work we present a deep neural network
for multi-frame face super-resolution that performs
alignment, reconstruction and recognition in holistic
manner and learns respective modules in the end-to-
end fashion. We evaluate different variants of the pro-
posed architecture including single-image baseline.
In the experiments on YouTube Faces dataset, we
demonstrate the advantages of having the alignment
module in the system. In the presence of alignment,
we observe the improvement both in visual quality
(confirmed by the user study) and in the face recog-
nition accuracy over the single frame baselines and
the single frame system [21].
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