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Abstract In the method of a combination of elementary mechanisms utilized in the plastic analysis of
frame structures, a search is carried out to find the collapse load factor of a frame by checking every
possible combination of its elementary mechanisms. In this paper, the ant colony system and charged
system search algorithms are employed to optimize the process of finding the collapse load factor of planar
frames. The efficiency of these algorithms is compared through four numerical examples.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Minimum and maximum principles are the basis of nearly
all analytical methods used for the plastic analysis and design
of frames [1]. One of the most widely applicable methods,
based on the minimum principle, is the combination of
elementary mechanisms, developed by Neal and Symonds
[2–4]. However, this method, aside from all its capabilities,
has certain limitations that prevent its common application.
For instance, as the structure becomes more complex, an
extensive number of mechanisms have to be considered, not
to mention the difficulty of combining them to find the actual
collapsemechanism. This situation calls for the development of
a methodology capable of finding solutions as fast and accurate
as possible while accounting for the natural compromise that
has to be made. This is where the heuristic and meta-heuristic
algorithms come onto the scene.
The problem of plastic analysis and design of frames having
rigid joints was solved by Charnes and Greenberg [5], using
linear programming, as early as 1951. Further progress in
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http://dx.doi.org/10.1016/j.scient.2012.12.030this field can be traced to Baker and Heyman [1], Munro [6],
Livesley [7], Watwood [8] and Kaveh [9], among others. The
progressmade from1955–1977 iswell documented in [10], and
a survey of research results achieved in the subsequent 25 years
on limit analysis and design in plasticity has been performed
by Maier et al. [11]. Application of algorithmic heuristics dates
back to Kohama et al. [12], Kaveh and Khanlari [13], Kaveh and
Jahanshahi [14], and Khanzadi et al. [15].
The meta-heuristic algorithms of choice in this work are the
Ant Colony System (ACS) and Charged System Search (CSS).
Ant Colony Optimization (ACO) is one of the most successful
optimization techniques introduced in the early 1990s by
Dorigo et al. [16]. Ants exhibit complex social behavior that
has long been of interest to human beings. Ants find the
shortest path from food source to their nest or vice versa
by smelling pheromones. Each ant probabilistically prefers to
follow a direction rich in pheromone, and since pheromones
do evaporate and lose strength over time, the final result
is that more ants tend to pass over the shortest path and
this path is visited more often as the amount of pheromone
being laid increases. In this paper, the Ant Colony System
(ACS) [17], a variation of the ACO, is employed to optimize
the process of finding the collapse load factor of the planar
frames.
Charged system search is one of the recent additions
to the meta-heuristic search techniques of combinatorial
optimization problems developed by Kaveh and Talatahari
[18–20]. In the CSS, each possible solution is considered as a
evier B.V. Open access under CC BY-NC-ND license.
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radius in the search space is influenced under the electric field
of other particles. The quantity of the resulting electric force
exerted to each agent is calculated by the laws of Coulomb and
Gauss for electrostatics, and the quality of the agent’s motion is
determined by the Newtonian law of mechanics.
After this section, the paper is organized as follows. Section 2
briefly introduces the method of combination of elementary
mechanisms. In Sections 3 and 4, adaptations of the ACS and
CSS algorithms to the problemof finding the collapse load factor
are presented, respectively. Section 5 studies various design
examples to verify the efficiency of these algorithms. Finally,
concluding remarks are provided in Section 6.
2. Combination of elementary mechanisms
In the method of combination of elementary mechanisms,
the load factor is obtained using the virtual work theorem.
Rotations and displacements are considered to be virtual and
internal and external works are computed using these virtual
quantities. Then, the load factor for a specific mechanism is
described as the ratio of the internal virtualwork to the external
virtual work:
λ = internal virtual work
external virtual work
. (1)
The external virtual work is computed by summing all joint
forces, P, multiplied by corresponding joint displacements, d, in
the direction of those forces:
External virtual work = Ptd. (2)
The internal virtual work is the sum of all rotations at active
hinges multiplied by the plastic moments of members in which
active hinges form. However, since the plastic moments, Mp,
always resist the rotations at hinges, r, the internal work is
always positive and, therefore, the absolute values of rotations
should always be used [1]:
Internal virtual work = Mtp |r| . (3)
If a frame has N cardinal sections and its static degree
of indeterminacy is equal to R, then, there will be (N − R)
elementary mechanisms for this frame, and all other collapse
mechanisms can be constructed by combining these elemen-
tary mechanisms. Elementary mechanisms are those for which
the virtual work equation cannot be acquired by combining any
other mechanisms. Among these (N − R) elementary mech-
anisms for a frame, some are joint mechanisms (equal to the
number of joints) and the remaining mechanisms are called in-
dependent mechanisms. Independent mechanisms for rectan-
gular and pitched roof frames are also categorized as sway and
beam mechanisms [1].
After generating elementarymechanisms, a search is carried
out to find the actual collapse mechanism by checking every
possible combination of elementary mechanisms in order to
reduce the load factor. The criterion for a mechanism to be
the actual collapse mechanism is that there is no possibility
of combining it with other elementary mechanisms without
increasing the load factor, and, also, its load factor should be
lower than any possible collapse mechanism that could be
constructed for the frame. For more information about the
terminology and details of the combination ofmechanisms, one
may refer to [1].3. ACS for finding the collapse load factor of frames
3.1. ACS algorithm
As previously mentioned, the ACS algorithm is one of the
methods utilized here for finding the collapse load factor of
planar frames. In what follows, a brief description of ACS is
given while describing the process of adapting this algorithm
to our problem, but more detailed information can be found
in [17].
In the literature of optimization, ACS was first introduced to
solve the traveling salesman problem. Given a set of n towns,
the TSP problem consists of finding a closed tour of minimum
length, in which every town is visited exactly once. The TSP
problem can be represented as a graph consisting of a set of
nodes representing the n towns and a set of edges representing
the paths between towns. Each ant is a simple agent with the
following capabilities [21]:
• It chooses the town to move to with a probability that is a
function of the town distance and the amount of pheromone
trail present on the connecting edge.
• To force the ant to make legal tours, transition to already
visited towns is prohibited until a tour is completed.
• When an ant completes a tour, it lays a predefined amount
of pheromone trail on the visited edge.
Assume that a typical frame has n independentmechanisms.
A graph consisting of n nodes representing n independent
mechanisms is constructed and the set of nodes are connected
together by a total of n(n− 1)/2 edges, resulting in a complete
graph.
In TSP, the distances between nodes are real distances be-
tween towns in Euclidean space, but such a definition is mean-
ingless in our problem, where nodes represent a mechanism.
Hence, we must find a proper definition for the artificial dis-
tances between nodes.When solving a plastic analysis problem,
a skilled analyzer first chooses the mechanisms of a lower load
factor to combine them, and then gradually checks the combi-
nation of the obtained compound mechanisms with the mech-
anisms of higher load factors. The analyst’s intuition can also be
employed in ACS, whenwe define the distances between nodes.
This intuition says that the available mechanism of the lowest
load factor is always the best choice for combination. In other
words, the available mechanism of the lowest load factor is al-
ways the nearest node to the node that the ant is currently occu-
pying. Accordingly, the distance between nodes i and j depend
on the quality of node j; the nearer node to node i is the one
with the lower load factor.
Here, individual ants have an extended capability and they
can store the mechanism resulting from a combination of the
one that they have already saved with a new independent
mechanism corresponding to the node that they are bound to.
With this in mind, moving from node i to node j is analogous
to combining the mechanism contained by the ant on node
i with the independent mechanism corresponding to node j,
and saving the result. It should be noted that the complete
graph corresponding to the independent mechanisms remains
unchanged throughout the iterations of the algorithm and
the information of compound mechanisms and optimization
processes are only stored by the ants which traverse the arcs
of the graph and combine the independent mechanisms.
The present problem closely resembles the TSP. However, in
TSP, we are searching for tours of minimum lengths, whereas,
here, we aim at finding mechanisms of minimum load factors.
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distances between nodes, and clearly justifies the use of load
factors instead of tour length in adapting ACS to our specific
problem.
In all available ACO algorithms for the TSP, like ACS, the
pheromone trails are associated with arcs and, therefore, τij
refers to the desirability of visiting node j directly after node
i. Another important parameter used in ACS is the heuristic
information, which is defined as µij = 1/dij, that is, the
heuristic desirability of going from node i directly to node j is
inversely proportional to the distance between the two nodes.
Heuristic information, unlike trail intensity, is not modified and
remains constant throughout the optimization process [21].
Regarding the definition that was presented for the distance
between nodes i and j, it is easily concluded that the heuristic
information here is inversely proportional to the load factor of
node j (µij = 1/λj).
Before any search is started by the ants, there is no
pheromone trail on any edge; but, due, to the ACS decision
making policy, ACS assigns the same value as the initial value
of the pheromone trail, τ0, to each edge. Experiments have
revealed that a good value for τ0 can be 1/nLnn, where n is the
number of towns in the TSP instance and Lnn is the length of the
nearest neighbor tour [20]. In fact, Lnn is a proper estimation of
the minimum tour length in TSP and is equal to the tour length
of an ant that always chooses the nearest allowable node as the
node to move to. Here, in our specific problem, n is the number
of independent mechanisms and Lnn can be calculated in a
similar way as that undertaken for TSP. As already mentioned,
Lnn is a proper estimation of the optimum solution. Obviously,
any other method (except for the nearest neighbor heuristic)
able to present a good estimation is also acceptable.We suggest
the easiest method, which is selecting theminimum load factor
among all of the independent mechanisms as a proper value for
Lnn. Our experiments have demonstrated that such a selection
is always a proper choice for Lnn.
In the beginning of the optimization process, each of a
predefined number of ants, m, randomly chooses a node as the
first node in its own tour. It is not necessary for the ants to
choose the same node or even for them to cover all of the nodes.
Our experiments show that limiting the number of ants to a
predefined number and distributing them randomly over the
nodes proves to be more efficient.
At this moment, to each, a node is assigned. Thus, the search
starts by moving the set of ants from their current position
to the newly selected node, according to the decision making
policy that will be explained later. Therefore, during a definite
time interval,mmovements are carried out bym ants. As a rule,
each ant is allowed to move only once during this definite time
interval.
In the ACS, when an ant is located at node i, ant k moves
to a node, j, chosen according to the so-called pseudorandom
proportional rule, given by:
j =
argmaxl∈Nki {τil[ηil]
β} if q ≤ q0,
J otherwise,
(4)
where q is a random variable uniformly distributed in
[0, 1], q0 (0 ≤ q0 ≤ 1) is a parameter, and J is a randomvariable
selected according to the probability distribution (with α = 1)
as:
pkij =
[τij]α[ηij]β
l∈Nki
[τil]α[ηil]β if j ∈ N
k
i , (5)where Nki is the feasible neighborhood of ant k when being at
city i, that is, the set of nodes that ant k has not visited yet.
α and β are parameters that control the relative importance
of pheromone trails versus heuristic information [20]. In other
words, Eq. (4) states that the ant makes the best possible
move, as indicated by the learned pheromone trails and the
heuristic information with probability q0, while it performs a
biased exploration of the arcs with probability (1− q0). Tuning
parameter q0 allows modulation of the degree of exploration
and the choice of whether to concentrate the search around the
best-so-far solution or to explore other tours [21].
Once an ant accomplishes its movement to the chosen node,
it combines its own mechanism with that of the chosen node,
while updating the pheromone trail of the arc that it has already
traversed. In the ACS, the ants use a local pheromone update
rule that they apply immediately after having crossed an arc
(i, j) during the tour construction:
τij ← (1− ξ)τij + ξτ0, (6)
where ξ (0 < ξ < 1) and τ0 are two parameters where
the value of τ0 is set to be the same as the initial value for
pheromone trails and, experimentally, a good value for ξ is
found to be 0.1. The effect of the local updating rule is that each
time an ant uses an arc (i, j) its pheromone trail, τij, is reduced,
so that the arc becomes less desirable for subsequent ants. In
other words, this allows an increase in the exploration of arcs
that have not been visited yet and, in practice, has the effect that
the algorithm does not show stagnation in its behavior, i.e. ants
do not converge to the generation of a common path [21].
The search continues through choosing a new node by each
ant from the set of feasible nodes, moving to it and local
updating the pheromone trail of the connecting arc. An ant
completes its tour when it has visited all of the n nodes.
Whenever allm ants complete their tours, which designates an
iteration of the algorithm, (n−1)·m correspondingmovements
should take place.
An antmust visit all of the nodes during its tour, regardless of
whether the new independent mechanism reduces its current
load factor or not. This is because of some mechanisms
that may increase the load factor when combined with the
current mechanism, but they decrease it after several further
computation steps. Therefore, when a mechanism does not
reduce the load factor, it does not necessarily mean that it
should be excluded from the combination process. It should
be noted, however, that not every mechanism has such a
characteristic and there are some mechanisms that never
reduce the load factor during a tour.
The sequences of nodes that have been visited by each ant,
together with the information of the compound mechanisms
that are constructed, are saved in a part of the ant’s memory
which we name its path profile. Once an ant completes its tour,
it should check its path profile to find the mechanisms that
never reduce the load factor. For this, the ant should look for
the minimum load factor that it has obtained in the whole of its
tour and find the corresponding node, which is called the best
tour’s node. Individual ants have another extended capability
that enables them to delete some part of their memory. When
the ant finds its best tour’s node, it will modify its path profile
by deleting its tour information form the next node after the
best tour’s node up to the end of the tour. Thus, the information
of the last node in the modified path profile always belongs to
the best tour’s node. The independent mechanism that has not
reduced the load factor during a tour should not be removed
from the list of allowable nodes permanently, since it may
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mechanisms in other different tours and finally reduces the load
factor.
When all m ants have modified their path profile, it is time
for a global pheromone trail update. In the ACS, only one
ant, called the best-so-far ant, is allowed to add pheromone
after each iteration. The update in ACS is implemented by the
following equation:
τij ← (1− ρ)τij + ρ1τ bsij ∀(i, j) ∈ T bs, (7)
where 1τ bsij = 1/Lbs, and Lbs is the tour length of the best-
so-far ant. T bs are the arcs of the best-so-far ant’s tour [21].
In our problem, the best-so-far ant is the ant that has found
the minimum load factor among all the tours that have been
performed by the ants since the search started. Here, global
updating is not applied to all arcs of the best-so-far ant’s tour,
and it is only applied for the arcs that are saved in the best-so-
far ant’s modified path profile.
Now, all of those m ants are ready to continue their search
in a new iteration based on the updated pheromone trail. These
iterations can be repeated until ACS guides the ants to the opti-
mum solution; then, the best-so-far ant will be a representative
of the suboptimal solution found by the algorithm, namely, the
collapse load factor and the corresponding collapsemechanism.
3.2. Grouping the independent mechanisms
When an expert analyzer starts to combine the independent
mechanisms of a frame in order to find the actual collapse
mechanism, he/she selects one mechanism from among all the
independent mechanisms constructed for a beam or a set of
columns for the combination process, since it is obvious that
two beam mechanisms or two sway mechanisms will never
occur simultaneously in a beam or in a set of columns. This
idea can be employed in our algorithm. Accordingly, when each
ant uses one of the independent mechanisms of a beam or a
set of columns, other nodes that are corresponding to other
independent mechanisms of that beam or that set of columns
are temporarily excluded from the list of admissible nodes till
the next iteration. In this way, there will be no two nodes in the
path profile of any ants that are related to the same beam or the
same set of columns.
4. Charged systemSearch for finding the collapse load factor
4.1. The CSS algorithm
In this section, first, the fundamental notions of the CSS
algorithm are presented. Then, in the following sections, the
adaptation of the algorithm to the plastic analysis problem is
provided. Before explaining the CSS algorithm for combinatorial
optimization, it seems necessary to present basic concepts of
the CSS for continuous optimization.
The principal steps of the charged system search algorithm
for a general continuous optimization problem can be outlined
as follows [18–20].
Level 1: initialization
Step 1: initialization. Initialize the parameters of the CSS
algorithm. Initialize an array of Charged Particles (CPs) with
random positions. The initial velocities of the CPs are taken
as zero. Each CP has a charge of magnitude (qi) defined,
considering the quality of its solution, as:
qi = fit(i)− fitworstfitbest − fitworst ; i = 1, 2, . . . ,N, (8)where fitbest and fitworst are the best and theworst fitness of all
the particles; fit(i) represents the fitness of agent i; and N is the
total number of the CPs. The separation distance, rij, between
two charged particles is defined as follows:
rij =
Xi − Xj(Xi + Xj)/2− Xbest+ ε , (9)
where Xi and Xj are the positions of the ith and jth CPs,
respectively; Xbest is the position of the best current CP, and ε
is a small positive number to avoid singularity.
Step 2: CP ranking. Evaluate the values of the fitness function
for the CPs, compare them with each other and sort them in
increasing order.
Step 3: CM creation. Store the number of the first CPs equal
to the charged memory size (CMS) and their related values of
the fitness functions in the charged memory (CM).
Level 2: Search
Step 1: Attracting force determination. Determine the prob-
ability of moving each CP towards the others, considering the
following probability function:
pij =
1
fit(i)− fitbest
fit(j)− fit(i) > rand ∨ fit(j) > fit(i)
0 otherwise.
(10)
Calculate the attracting force vector for each CP as follows:
Fj = qi

i,i≠j

qi
a3
rij · i1 + qir2ij
· i2

pij(Xi − Xj)
j = 1, 2, . . . ,N
i1 = 1, i2 = 0⇔ rij < a
i1 = 0, i2 = 1⇔ rij ≥ a
(11)
where Fj is the resultant force acting on the jth CP. In this
algorithm, eachCP is considered as a charged spherewith radius
a, as follows:
a = 0.10×max xi,max − xi,min| i = 1, 2, . . . , n . (12)
Step 2: The new position and velocity of each CP is deter-
mined as follows:
Xj,new = randj1 · ka · Fjmj ·1t
2 + randj2 · kv
· Vj,old ·1t + Xj,old, (13)
Vj,new = Xj,new − Xj,old
1t
,
where ka is the acceleration coefficient; kv is the velocity coef-
ficient to control the influence of the previous velocity; randj1
and randj2 are two random numbers uniformly distributed in
the range of (0, 1);mj is the mass of the CPs, which is equal to
qi, and1t is the time step and is set to one. ka can be considered
as an exploitation controller parameter and kv controls the ex-
ploration process.
Step 3: CP position correction. If each CP exits from the
allowable search space, correct its position using the approach
based on memory considerations, pitch adjustments, and
randomization, as used in the harmony search algorithm [18].
Step 4: CP ranking. Evaluate and compare the values of the
fitness function for the new CPs and sort them in increasing
order.
Step 5: CM updating. If some new CP vectors are better than
the worst ones in the CM, in terms of their objective function
values, include the better vectors in the CM and exclude the
worst ones from the CM.
Level 3: Controlling the terminating criterion.
Repeat the search level steps until a terminating criterion is
satisfied.
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The charged system search algorithm for a general discrete
optimization problem can be outlined as follows [20]. One way
to solve discrete problems by using a continuous algorithm is
to utilize a rounding functionwhich changes themagnitude of a
result to the nearest discrete value. Using this position updating
method, the agents will be permitted to select discrete values.
Although this change is simple and efficient, it may reduce the
exploration of the algorithm. Therefore, in order to maintain
the exploration rate, two changes are performed. Firstly, a new
parameter, so-called the kind of force, is defined as follows. This
is added to the attracting force equation.
arij =
+1 w.p. kt
−1 w.p. 1− kt (14)
where ar determines the type of the force, +1 represents the
attractive force, −1 denotes the repelling force and kt is a
parameter to control the effect of the kind of force. The second
change consists of assigning a big value (equal to 2) for kv in the
CP’s new position equation.
4.3. Statement of the optimization plastic analysis problem
The optimization for plastic analysis of rigid jointed two-
dimensional frames, utilizing the CSS algorithm, can be
formulated as follows:
Find Xi,j =

xi,1
xi,2
...
xi,no modes

which minimize λxi =
internal virtual work
external virtual work
subject to 0 < xi,j < a  xi,j ∈ {a1 = 0, a2, . . . , am = a}, (15)
where Xi is the ith arbitrary combination vector of independent
mechanisms; no modes is the number of independent mech-
anisms of the frame, and λxi is the objective function for the
problem or collapse load factor corresponding to the mecha-
nism obtained by Xi. In order to eliminate the unreasonable
mechanisms, the lower bound on the constraint condition isconsidered as zero. Parameter a is determined as upper bound,
according to the nature of independent mechanisms.
Since, in the first order plastic analysis, satisfying service-
ability conditions is not necessary, these conditions are not con-
sidered. In relation to the yield conditions or the number of
formed plastic joints in arbitrary mechanisms, while the load
factor is overestimated, considering this condition is not neces-
sary. Consequently, using the penalty approach or fly boundary
method [20] is not essential for this optimization problem.
4.4. Initialize the parameters of the CSS algorithm
The parameters related to the force equation are taken to
kt = 0.8, ka = 1, kv = 2. The parameters related to CP
position correction are considered cmcr = 0.95, par = 0.1
and bw = 0.1. The number of CPs and number of iterations are
considered to be 20 and 30, respectively. The charged memory
size (CMS) is equal to (Number of CPs)/4.
5. Numerical examples
This section contains the implementations of the proposed
algorithms in MATLAB R⃝ and application to four examples. In
order to provide a measure of their comparative performance,
each example is solved by both algorithms. To contrast the
efficiency of these algorithms, in each case, the convergence
history of both algorithms, demonstrating the load factor
against the iteration number for each algorithm, is illustrated.
In addition, comparisons are made with the results obtained
utilizing a linear programming (LP) method, further validating
the merits of our obtained solutions. In the ACS algorithm, the
values of β, ρ and q0 are set to 5, 0.1 and 0.4, respectively.
The number of ants used to solve the problems differs with the
complexity of each example. In the CSS algorithm, the values of
kt , ka, kv, cmcr, par and bw are considered to be 0.8, 1, 2, 0.95,
0.1 and 0.1, respectively. The number of CPs in all cases is set to
20 and the charged memory size (CMS) is taken as 5.
5.1. Example 1
A three bay-three story frame is considered as shown in
Figure 1. Plastic moments are provided for each member. For
the proposed ACS algorithm, a collection of 5 ants is used.
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Figure 3: Load factor versus the iteration number.
The actual collapse mechanism is obtained by the ACS and
CSS algorithms, leading to a load factor of 1.8730, as indicated
in Figure 2. The convergence histories are illustrated in
Figure 3.
5.2. Example 2
A four bay-four story frame is considered as shown in
Figure 4. Plastic moments are indicated for the members. For
ACS, the number of ants is set to 10. The load factor of the actual
collapse mechanism (Figure 5) acquired from both algorithms
is 1.7388, exactly equal to that computed by LP. Convergence
histories are illustrated in Figure 6.Figure 5: Actual collapse mechanism.
Figure 6: Load factor versus the iteration number.
5.3. Example 3
Consider a pitched roof frame as shown in Figure 7. All
members of this frame have a full plastic moment equal to 5
kN m. The number of ants used in ACS is fixed to 10. The actual
collapsemechanism (Figure 8) has a load factor of 1.3008,which
is correctly computed by the ACS and CSS algorithms and LP.
Convergence histories are demonstrated in Figure 9.
5.4. Example 4
A four-story frame is considered as illustrated in Figure 10.
All members of this frame have a full plastic moment equal
to 5 kN m. The number of ants is set to 5. The actual collapseFigure 4: Four bay-four story frame: geometry, loading and plastic moments.
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Figure 8: Actual collapse mechanism.
Figure 9: Load factor versus the iteration number.
mechanism obtained by both algorithms and LP correspond
to a load factor of 0.8974, as is indicated in Figure 11. The
convergence histories are illustrated in Figure 12.
6. Concluding remarks
In this paper, ACS andCSS algorithms are utilized to optimize
the process of finding the collapse load factor of planar frames.
Comparison of the performance of these algorithms in Section 5
shows the efficiency of the proposedACS and CSS algorithms for
analysis of the frame structures. From the convergence curves,
it can be seen that the CSS converges to the solution in a more
monotonicmanner andboth algorithmsoften result in the exact
load factor of the studied frame structures. It should be noted
that though the plastic analysis problems are studied in this
paper using a combination of elementary mechanismmethods,
the results can easily be extended to plastic design problems.
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