Stellar evolutionary models simulate well binary stars when individual stellar mass and system metallicity are known. The mass can be derived directly from observations only in the case of multiple stellar systems, mainly binaries. Yet, the number of such stars for which accurate stellar masses are available is rather small. The main goal of this project is to provide realistic mass estimates for a homogeneous sample of about a thousand FGK single stars, using four different methods and techniques. We present the masses inferred according to each one of these methods as well as a final mass estimate consisting in the median of the four mass estimates. The procedures evaluated here include the use of stellar evolutionary models, massluminosity relation and surface gravity spectroscopic observations. By combining the results obtained with different methods, we determine the best mass value for each individual star, as well as the associated error budget. Our results confirm the expected consistency between the different mass estimation methods. None the less, for masses above 1.2 M , the spectroscopic surface gravities seem to overestimate the mass. This result may be a consequence of the spectroscopic surface gravities used in this analysis. Nevertheless, this problem is minimized by the fact that we have several approaches available for deriving stellar masses. Moreover, we suggest an empirical procedure to overcome this issue.
I N T RO D U C T I O N
The mass is a fundamental stellar parameter. Moreover, the stellar mass has a major impact in other astrophysical contexts, such as in studies of the initial mass function, of the mass-luminosity relation (MLR), the study of extra-solar planets and their frequency for stars of different masses, and of the definition of the star-brown dwarf limit. All these aspects are fundamental when studying the global proprieties of the Galaxy, and when attempting to improve the characterization of stellar populations in galaxies. E-mail: fpinheiro@teor.fis.uc.pt Stellar masses can be determined with accuracy only for visual, spectroscopic and eclipsing binaries. For the latter, an accuracy of 1-3 per cent can be achieved (Andersen 1991 ; recently revised by Torres, Andersen & Giménez 2010) . Unfortunately, the number of stars for which accurate stellar masses are available is less than 180 . Moreover, in most cases these are members of eclipsing binaries for which the metallicity (for example) is currently unknown or poorly known. Different methods are commonly used to determine the mass of single stars. In particular, for FGK stars we can find semi-observational, empirical and theoretical methods for mass determination.
As a semi-observational method, we may consider the determination of the mass through the surface gravity. Spectroscopic analysis of a star allows for the determination of effective temperature, metallicity and surface gravity (e.g. Santos et al. 2005; Sousa et al. 2006) . Currently, the knowledge of the photometry (including bolometric correction) and parallax allows the luminosity (L) to be determined and then the mass can be estimated. This methodology is potentially interesting for nearby stars, where the uncertainty in the distance (and thus in the luminosity) is more likely to be small. Errors affecting this method include the usually high uncertainties in the spectroscopic surface gravities, or for the case of stars at more than 50 pc, the errors in the measured parallax (for some stars, this problem will be solved with the Gaia mission). The present accuracy on the mass determinations using this method is not better than 10-20 per cent (Sousa et al. 2011a) .
As an empirical method we may consider the determination of mass through the MLR. Henry (2004) published the best known MLR for stars ranging in mass from 0.07 up to 33 M . If the luminosity is known, this relation allows an estimation of the stellar mass with an accuracy of 8-10 per cent (depending on the mass range, e.g., Henry & McCarthy 1993) . More recently, Xia & Fu (2010) published an MLR using 203 main-sequence stars (with spectral types ranging from O to K), obtaining a relative error on the mass estimation of about 5 per cent. One of the major drawbacks of the MLR is the (quantitatively) unknown contribution of the evolution and chemical composition of different stars to the intrinsic dispersion (e.g. Gafeira, Patacas & Fernandes 2012) .
Regarding a theoretical method, we consider the mass estimation through stellar models in the Hertzsprung-Russell (HR) diagram and/or using asteroseismology. The former is the most current method used to estimate the mass. Pre-computed (grids of) stellar evolutionary models are compared to luminosity and effective temperature on the HR diagram. This is frequently known as an HR diagram analysis. The degeneracy between mass and other parameters, like the abundance of helium and metals, results in a systematic uncertainty of this method (accuracy) of the order of 10 per cent (Fernandes & Santos 2004 ). On the other hand, several asteroseismic tools for the determination of stellar masses of solar-type stars have been developed for application to stars whose oscillation spectra have already been observed thanks, in particularly, to projects as Kepler or CoRoT (Metcalfe et al. 2010; Bigot et al. 2011) . Asteroseismology complements the global observables available for a single star. This technique can result in mass uncertainties below 5 per cent if a few frequencies with an uncertainty below 0.1 µHz are available (e.g. Kjeldsen, Bedding & Christensen-Dalsgaard 2009; Huber et al. 2012; Mathur et al. 2012; Creevey et al. 2013; Chaplin et al. 2014 and references therein). The main drawback for this is the fact that the number of stars that fulfil the above precision in frequencies is still small.
We would like to stress that one of the strongest advantages of this work is the fact that we treat a large and homogeneous sample of 451+582 FGK stars from the works of Sousa et al. (2006 Sousa et al. ( , 2008 Sousa et al. ( , 2011b and Santos et al. (2005) . All the stars were spectroscopically analysed by the same technique and procedure. We recall that the study of the frequency of extra-solar planets as a function of stellar mass is a stronger constraint to the formation of exoplanets. Only a few studies have discussed this issue, and no major correlation has yet been found for solar-type stars, possibly due to the relatively large error bars in the determination of stellar masses (e.g. Johnson et al. 2010; Mortier et al. 2013a; Neves et al. 2013) .
Our paper is organized as follows. The observational data are discussed in Section 2, where the different methods used to estimate the stellar mass are described. We then report and discuss in Section 3 the results for the selected sample. Finally, in Section 4, we draw some conclusions and suggest future work.
O B S E RVAT I O NA L DATA A N D M E T H O D O L O G Y
The objects used in our analysis were taken from the works of Sousa et al. (2008 Sousa et al. ( , 2011b for which information on their effective temperature (T eff ), luminosity (L), surface gravity (log g) and metal abundance ([Fe/H]) has been derived in a consistent way. This sample comprises more than a thousand objects located in the solar neighbourhood (up to 58 pc away), presenting slow rotation velocities and no signs of stellar activity, for which any known binaries and variable stars have been excluded (Sousa et al. 2008 (Sousa et al. , 2011b . A detailed description of these targets can be found in the works of Mayor et al. (2003) and Lo Curto et al. (2010) . In general terms, the global properties of these targets are within the range of those typical for FGK-type stars (3.68 < log(T eff ) < 3.86; −1.3 < log(L/L ) < 1.04; 3.7 < log(g) < 4.5 and −1.14 < [Fe/X] < 0.07). The luminosities were derived following the same procedure described by Santos, Israelian & Mayor (2004) , which is based on the parallaxes from Hipparcos (van Leeuwen 2007), the respective magnitudes and the bolometric corrections from Flower (1996) . The spectroscopic surface gravity inferences of Sousa et al. used in our study are determined with the ARES+MOOG codes. These computations are based on equivalent widths of iron lines. Unlike other works, the computations based on specific line list of Sousa et al. (2008) show little dependence between surface gravities and effective temperature (Mortier et al. 2013b) . A similar behaviour was also shown in the paper from Torres et al. (2012) for a similar procedure also based on equivalent widths. The reason for this is that the surface gravity is constrained using the Fe I lines that are much less in number than the Fe I lines that are used to constrain the effective temperature.
Taking into account these global properties, we apply four different mass inference approaches.
Method 1-'Direct' determination of the stellar mass by taking into account surface gravities and stellar radii derived from the well-known luminosity-radius-effective temperature relation. In the particular case of using a spectroscopic surface gravity, one obtains what is known as the spectroscopic mass. Mortier et al. (2013b) discuss the impact that different methods of surface gravity estimation can have on the determination of stellar masses. In a similar way, Huber et al. (2012) compare asteroseismic surface gravities with those obtained from the analysis of photometric light curves. Method 2-Use of the Torres et al. (2010) empirical relation between stellar mass, effective temperature, surface gravity and metal abundance, derived from the analysis of stellar binaries:
where X = log (T eff ) − 4.1, a 1 = 1.5689±0.058, a 2 = 1.3787±0.029, a 3 = 0.4243±0.029, a 4 = 1.139±0.24, a 5 = −0.1425±0.011, a 6 = 0.019 69±0.0019, a 7 = 0.1010±0.014 and M is the solar mass. For main-sequence stars with masses above 0.6 M , the scatter for this calibration is σ logM/M = 0.027. Notice that there is a slight offset between the solar mass and the one expected from this method. Santos et al. (2013) propose a calibration of these results similar to the predictions of the Padova isochrones. Method 3-Use of the empirical MLR of Henry & McCarthy (1993) , calibrated by taking into account binary stars, which for stars ranging between 0.5 and 2.0 M is
in which absolute magnitudes (M v ) were derived taking into account the bolometric correction of Torres (2010) . In this case, the root mean square (rms) of the fit is 0.032 (in logM/M ).
Method 4-Comparison of the targets' position in the HR diagram against the theoretical predictions of the Padova isochrones (as in Fernandes, Vaz & Vicente 2011) . This is done through a χ 2 minimization procedure, by minimizing the following quantity:
in which X i is one of the four observables (L, T eff , log g and [Fe/H]) and X i is the uncertainty associated with it. Notice that in the case of the Sun, the models used here fail to predict its mass by 0.023 M . For this reason, we associate a 0.05 M systematic uncertainty to this method . The asteroseismic properties of solar-type stars can also be used to infer stellar masses. Indeed, there are two relationships relating the stellar density and surface gravity with the large frequency separation ν 0 , i.e. the separation between modes of the same degree and consecutive radial order (Ulrich 1986 ) and the frequency ν max at which solar-type oscillations have maximum power (Brown et al. 1991; Kjeldsen & Bedding 1995) . Unfortunately, unlike in the case of the work of Bruntt et al. (2010) , our data set contains no such asteroseismic information. Therefore, we cannot apply the latter approach.
For all methods, Monte Carlo simulations were used to infer the mass uncertainties that arise from the uncertainties on the global stellar parameters. Moreover, in the case of the empirical approaches and the HR diagram analysis, our Monte Carlo simulations also took into account the systematic uncertainties associated with these methods (in particular uncertainty associated with the goodness of the empirical fits).
Given these four mass estimates, we want to investigate the better way to use the four mass predictions available minimizing the impact of any outlier values in the final mass estimate. For this reason, we evaluated three different methods for merging this information into a single mass prediction: the computation of the statistical mean, the median and a weighted mean:
where w i = 1/σ 2 i and σ i is the mass uncertainty associated with method 'i'. Fig. 1 shows a comparison between the mass estimates, obtained according to each method, for data from Sousa et al. As a reference, we also plotted each method's prediction for 22 stars from the work of Bruntt et al. (2010) .
R E S U LT S A N D D I S C U S S I O N
In the latter case, we took into account the luminosities, spectroscopic effective temperatures and metal abundances provided by Bruntt et al. On the other hand, surface gravities were derived using the expression of Kjeldsen & Bedding (1995) , relating the stellar surface gravity with the frequency of maximum power oscillations (equation 5 in their work). Fig. 1 and Table 1 point out towards relatively good agreement between both empirical methods and the predictions of the Padova isochrones. Indeed, a linear fit to these methods' predictions lies close to the expected 1:1 relation.
The scatter of the data can be partially explained by the uncertainties associated with each method's predictions. However, for higher masses (M > 1.1 M ), this no longer occurs between these three methods' predictions and some of the (direct) spectroscopic masses of Sousa et al.'s targets. This could be a source of concern since, in theory, the 'direct' approach could be seen as the most reliable approach. Unlike the other methods, it relies exclusively on well-known physical relationships between global stellar parameters (instead of empirical relationships or models). Nevertheless, an inspection of the masses inferred for Bruntt et al.'s targets clearly shows that the 1:1 relation between the four mass predictions is reasonably satisfied. This indicates that the problem must lie on the values of the global parameters used in these computations and not on the methods themselves.
A simple test to the Sousa et al. (2011b) data revealed that, from the four approaches considered here, the direct method is the most sensitive to errors in the luminosity and effective temperature. The test consisted in introducing a 0.05 dex increase on the surface gravity and luminosity of each star and determining the corresponding impact on the final mass estimate (see Fig. 2 ). This analysis only evaluates the individual impact that these parameters have on the mass determination. Correlations between the effective temperature and surface gravity uncertainties were disregarded since the computations based on the specific line list of Sousa et al. (2008) show little dependence on surface gravities and effective temperature (Mortier et al. 2013b) . In this way, we observed that the fraction of stars in the sample which suffer a significant mass shift when this procedure is applied is largest for the spectroscopic approach. This provides a plausible justification for the weaker agreement between the spectroscopic masses and other mass estimates.
After finding a possible justification for the discrepancy between the different mass estimations, we proceeded to identify the stellar parameter causing this discrepancy. In order to do so, we require what can be called as the 'final mass estimate', which results from combining the four individual estimates. An inspection to Fig. 3 shows that, as it should be expected, the non-weighted average can be strongly affected by errors in a given mass estimate. On the other hand, the median and the weighted mean of the mass estimates are very close to the 1:1 relation. For instance, for the Sousa et al. (2008) data, we get M Weighted = 0.92M Median + 0.04. Moreover, an inspection of the rms between the different mass estimates (Table 2) shows that both, the weighted mass and the median of the four mass estimates, are equally good for combining the four values. The rms between the median and the weighted averages is 0.055 for the 2008 and 0.053 for the 2011 data. Again, this result points out the similarities between these methods of mass combination.
The main problem of using a non-weighted average is that errors in one of the mass estimates can have a significant impact on the final result (as it will be seen later in Table 2 and Fig. 3) . Moreover, the error associated with a given mass estimate may not necessarily reflect the reliability of its corresponding mass estimation method. On the other hand, medians are good indicators of central tendencies which tend to be far less sensitive to such issues. Thus, given the median's robustness to outliers, it was decided to use this value as the 'final' mass estimate. Sousa et al. (2008 Sousa et al. ( , 2011a and Bruntt et al. (2010) data, including the root mean square of the mass estimates and a linear fit with parameters (a, b) to these predictions, given by M 2 = aM 1 + b (last column). An initial inspection to our database showed no indication that the large uncertainties associated with some stars's global parameters could be responsible for the discrepancies found between the spectroscopic masses and the remaining predictions. For instance, in the lower-right panel of Fig. 4 , we can notice that objects which display large discrepancies between the spectroscopic and median mass (i.e. that of the median of the four mass estimates) do not necessarily have large uncertainties on their surface gravity estimates. Indeed, even if we do not take into account the data points for which there are such large uncertainties (for instance luminosity or surface gravity uncertainty above 0.1 dex), which is the case for some of the largest mass/furthest stars, we still find a 2:1 relation between the median of the mass estimates and the spectroscopic masses (as seen in the upper-right panel of Fig. 4) . Likewise, we find no hints of a correlation between the targets' surface gravity or metal abundance and the differences between the mass estimates (cf. the lower-left panel of Fig. 4) .
Nevertheless, we found hints of a correlation between the stars' effective temperature and luminosity and the mass discrepancies (as seen in the upper-left panel of Fig. 4 ). This should come as no surprise if we recall the well-known correlations between the mass, effective temperature and luminosity of main-sequence stars (Kippenhahn & Weigert 1990) , and the fact that a linear fit to the spectroscopic masses and median of the mass estimates of all of Sousa et al.'s targets yields a function of the type M Spec = 2.58M Median − 1.53.
On the other hand, the fact that the Bruntt et al. (2010) data do not show a significant discrepancy in the mass estimate obtained through any method, and given that in this case surface gravities were not obtained though spectroscopy, rises the suspicion that the problem may lie within the spectroscopic surface gravities.
These discrepancies between the asteroseismic and spectroscopic surface gravities are further corroborated by recent studies such as the one of Bruntt et al. (2012) . In this particular case, we see that the differences between the spectroscopic surface gravities and the asteroseismic ones can be larger than the sum of the uncertainties associated with these parameters. Moreover, in fig. 1 of Bruntt et al. (2012) , there are hints of a correlation between their targets' effective temperature and the discrepancy between the spectroscopic and asteroseismic surface gravities. Furthermore, in their work Bruntt et al. propose a calibration of their microturbulence values, which have a deep impact on the inference of spectroscopic surface gravities.
Comparing the targets' spectroscopic mass and microturbulence shown in Fig. 5 , a relation between these two parameters is noticeable. This is expectable since both are correlated with the star's effective temperature. This suggests once more that a problem with microturbulence might have an impact on the spectroscopic surface gravity.
A microturbulence re-calibration for the Sousa et al. (2008 Sousa et al. ( , 2011b data goes far beyond the objectives of this work. Nevertheless, we can proceed to an empirical calibration of the spectroscopic masses given the median of the four mass estimates. The upper panel of Fig. 6 shows the expected median of the mass estimates given an object's spectroscopic mass (M Spec ). The dashed line corresponds to a quadratic fit to the data:
A more ambitious step consists in determining what should be the re-calibration of the surface gravity. From an observational point of view, it is useful to compute this calibration as a function of the targets' effective temperature. In order to achieve this, we took into account the median of the four mass estimates and the physical relations used in the direct method. The lower panel of Fig. 6 shows a comparison between the effective temperatures of Sousa et al.'s targets against the difference between the spectroscopic surface gravities and those expected from the median of the four mass estimates. The dashed line corresponds to a cubic fit to the data, which can be seen as a possible method for re-calibrating the spectroscopic surface gravities: log(g Median ) − log(g Spec ) = −290.03 log(T eff /5777) 3 −19.68 log(T eff /5777) 2 − 3.16 log(T eff /5777) − 0.02.
This function can be seen as an empirical calibration to the spectroscopic surface gravities if the object's effective temperature is known.
C O N C L U S I O N S A N D F U T U R E W O R K
In this study, we have estimated the masses for about a thousand F-, G-and K-type stars using four different methods. These approaches include two empirical relationships, a comparison of global stellar parameters against theoretical models and a method which 'directly' takes into account the surface gravity and the luminosity-radius-effective temperature relation. In the latter case, spectroscopic surface gravities give rise to a spectroscopic mass estimation. A comparison between the different mass estimates shows that these methods produce fairly consistent results, except in the case of the computation of the spectroscopic masses. The result is also consistent for the Sousa et al. (2008 Sousa et al. ( , 2011b data. An extension of this analysis to the Bruntt et al. (2010) data seems to indicate that, as in the case of the work of Bruntt et al. (2012) , the problem should lie within the spectroscopic surface gravities used in this work.
Concerning the combination of the mass estimates, our results indicate that the use of a weighted average and the median produces similar results. Indeed, our analysis does not show any particular advantage in the use of a weighed mean with respect to the median.
For the four methods evaluated here, Torres et al.'s empirical approach is the one that gives the best agreement (i.e. the smallest rms) with respect to the weighted mean of the four mass estimates. On the other hand, regarding the median, the best agreement occurs for Henry & McCarthy's MLR (although Torres et al.'s method presents similar agreement).
Finally, our final mass estimate allows us to derive an expression for 'predicting' what should be the median of the four mass estimates given a set of spectroscopic masses. Of greater relevance is the expression obtained for an empirical 'correction' to the spectroscopic surface gravities derived using the Sousa et al. (2008) approach. It is of utmost importance to determine if this method (or a similar one) can be applied to spectroscopic surface gravities derived using other procedures.
In the present work, we have discussed the use of a weighted mean in which the weights are proportional to the uncertainties associated with each mass estimate (i.e. w i = 1/σ 2 i ). In addition, one can associate with each weight a quality factor Q i , which reflects each method's reliability, corresponding to a weight w i = Q i /σ 2 i ). In order to calibrate these quality factors, we would require a data sample for which stellar masses have been derived through an independent method (such as the use of binary stars or asteroseismology). Nevertheless, as shown here, the reliability of a given method clearly depends on the reliability of global stellar parameters required by each method and, thus, on the way how each parameter has been derived. Therefore, the calibration of the quality factors for a specific sample might not be valid for a different sample.
Concerning the spectroscopic surface gravities, Creevey & Thévenin (2012) and Creevey et al. (2013) . Top: empirical calibration of the stellar mass given the spectroscopic masses. Bottom: calibration of the surface gravities given an object's effective temperature. The squares and black dots correspond, respectively, to the Sousa et al. (2008 Sousa et al. ( , 2011b data. The black lines correspond to two polynomialfits to the data. 2013b). Such possibilities will be taken into account in a future investigation of the systematic difference between the spectroscopic surface gravity estimations and the predictions resulting from other approaches. Moreover, we will also address the important issue of the calibration of the spectroscopic predictions.
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