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Abstract. Event-driven programming is widely used for implementing
user interfaces, web applications, and non-blocking I/O. An event-driven
program is organized as a collection of event handlers whose execution
is triggered by events. Traditional static analysis techniques are unable
to reason precisely about event-driven code because they conservatively
assume that event handlers may execute in any order. This paper pro-
poses an automatic transformation from Interprocedural Finite Distribu-
tive Subset (IFDS) problems to Interprocedural Distributed Environ-
ment (IDE) problems as a general solution to obtain precise static anal-
ysis of event-driven applications; problems in both forms can be solved
by existing implementations. Our contribution is to show how to improve
analysis precision by automatically enriching the former with informa-
tion about the state of event handlers to filter out infeasible paths. We
prove the correctness of our transformation and report on experiments
with a proof-of-concept implementation for a subset of JavaScript.
Keywords: static analysis · interprocedural analysis · asynchronous ·
event-driven.
1 Introduction
Event-driven programming is a popular paradigm in which control flow follows
the order of events. The essence of the paradigm is the flexible association be-
tween user-defined event handlers and events, such as user interface or operating
system actions. When an event is emitted, all event handlers that have been reg-
istered for it are eligible to be invoked by the event loop.
Flexibility comes from the fact that event handlers are invoked asynchronously.
This asynchrony causes complexity in reasoning about event-driven programs in
the presence of mutable state: consider the example of a global variable initial-
ized by one event handler and used by another. The order in which the event
handlers are invoked is critical for correctness, but the ordering constraints are
not explicit; responsibility for the ordering is imposed on the programmer.
To reason about event-driven programs, a static analysis must model the ex-
ecution of the event loop. A conservative—but imprecise—approach is to assume
that any handler can be invoked in any order, ignoring any run-time constraints.
Work by Madsen et al. [8] avoids such imprecision by using a notion of context
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sensitivity in which a context abstracts the set of event handlers registered and
the set of events emitted. The resulting context-sensitive call graphs can dis-
tinguish, e.g., program states where no events have been emitted and program
states where an event has been emitted, resulting in a more precise analysis of
event-driven programs. Unfortunately, the number of contexts is exponential in
the size of the program, so the analysis does not scale.
We propose a technique to write static analysis algorithms without consider-
ing the ordering of events and registrations, and then translate them automati-
cally into algorithms that filter out infeasible paths. We leverage two established
static analysis frameworks, the Interprocedural Finite Distributive Subset (IFDS)
framework introduced by Reps et al. [12] and the Interprocedural Distributive
Environment (IDE) framework of Sagiv et al. [13]. These frameworks have been
used on a variety of practical problems, including taint analysis [1], and a number
of solvers are available [1,2,5,9].
The IFDS framework solves interprocedural dataflow problems whose domain
consists of subsets of a finite set D, and whose dataflow functions are distributive,
and it computes a meet-over-valid-paths solution in polynomial time. Any static
analysis that can be expressed in this framework is a candidate for our approach.
Unfortunately, IFDS cannot enforce constraints on the execution order of event
handlers. To overcome this limitation, our approach automatically translates an
arbitrary IFDS analysis into an IDE analysis.
The IDE framework generalizes IFDS by using environments as dataflow
facts, i.e., maps from some finite set D to some lattice of values L, and distribu-
tive environment transformers as dataflow functions. Like IFDS, IDE problems
can be solved efficiently. If the IFDS algorithm computes facts in D that hold
along interprocedurally valid paths, then the IDE algorithm computes values
from L along those paths. Our approach associates dataflow functions to edges
associated with events and event handlers, so that the composed transfer func-
tions filter out dataflow facts reachable only along infeasible paths.
Our main contribution is an automated transformation from IFDS into IDE
problems, such that the IDE result solves the original IFDS problem but avoids
imprecision due to infeasible paths. We prove our transformation sound and pre-
cise. We demonstrate a proof-of-concept tool called Borges, which is capable
of analyzing small programs in a subset of JavaScript that use event-driven pro-
gramming. We report on three case studies on small Node.js programs that use
events for asynchronous file I/O, timers, and network I/O. We demonstrate pre-
cision improvements in an IFDS-based possibly uninitialized variables dataflow
analysis. Our technique is applicable to other frameworks and languages.
2 Motivating Examples
Figure 1 shows an event-driven JavaScript application that uses the Node.js fs
(File System) module. Running the application prints the names and sizes of the
files in the current directory, as well as a running sum of their sizes.
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1 var fs = require(’fs’);
2 var sum;
3 fs.readdir(’.’, function f(err, files) {
4 if (err) throw err;
5 sum = 0;
6 files.forEach(function g(file) {
7 fs.stat(’./’ + file,
8 function h(err, stats) {
9 if (err) throw err;
10 var sz = stats.size;
11 sum += sz;
12 console.log(file + ’ ’ + sz);
13 console.log(’sum ’ + sum);
14 });
15 });
16 });
17 console.log(’done’);
“library”
startf
endf
fs.stat(…)
return
starttop-level
endtop-level
fs.readdir(…)
return
starth
endh
var sz = stats.size
sum += sz
“event loop”
Fig. 1. Example application dirstat.js and its control-flow supergraph. Interproce-
dural edges are dashed; an infeasible path is shown in bold. We treat top-level code as
if it occurs inside a function top-level. To avoid clutter, library code is represented
using a single node labeled “library” and further details that have no bearing on the
topic have been elided.
We briefly discuss the workings of the application. First, the fs module is
loaded (line 1), making various file-related operations available as methods on an
object assigned to variable fs. Next, variable sum is declared, but not initialized
(line 2). Line 3 calls readdir to read the contents of the current directory, with
two arguments: a path to the directory that is to be read and a callback function,
f. f is asynchronously invoked with two arguments, err and files, where err
is either null or undefined if the operation completes successfully or an error
object otherwise, and files is an array containing the names of the files in the
directory.
When f is invoked, it checks if an error occurred (line 4). If not, it initial-
izes sum to 0 (line 5), and uses the built-in forEach function to iterate through
all names in array files (line 6). forEach takes a callback, g, that is invoked
synchronously for each array element, binding it to variable file. For each file
name, the function stat is invoked to access some properties of that file (line 7).
The second argument passed to stat is a callback, h, that is asynchronously
invoked with two arguments, err and stats, where stats is an object containing
information about the current file. When h is invoked, it retrieves the size of this
file, stores it in variable sz (line 10), and adds it to sum (line 11). Then, it prints
information about the current file (lines 12–13). Lastly, the application prints
‘done’ (line 17).
Execution behavior. Executing the program in a directory containing, in ad-
dition to the script itself, a file f1 of size 100 and a file f2 of size 50, prints:
done\n dirstat.js 428\n sum 428\n f1 100\n sum 528\n f2 50\n sum 578\n
Note that ‘done’ is printed first, because the callback f registered by readdir
does not execute until after the top-level code has finished executing.
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Representing asynchronous control flow. The callbacks passed to readdir
and stat are invoked asynchronously. Since JavaScript’s execution model is
single-threaded and non-preemptive, these functions will not execute until the
current callback has finished executing. Figure 1 shows the interprocedural con-
trol flow graph (ICFG) for the application. An ICFG (also known as a supergraph
in the IFDS literature) contains a subgraph for each function in the application,
with nodes for all expressions in the function and edges reflecting possible con-
trol flow between them. Each such subgraph contains distinct “start” and “end”
nodes representing the function’s entry and exit points. Edges between sub-
graphs represent interprocedural control flow between functions due to calls and
returns. Asynchronous control flow is modeled by way of a special “event loop”
node. Edges connect each function’s end node to the event loop node, reflecting
that control returns to the event loop when a function at the top of the call
stack finishes executing. Edges connect the “event loop” node to the “start”
node for each asynchronously invoked function. Thus, in fig. 1, there are edges
from “event loop” to the start nodes for f and h.
Static analysis. Suppose that we want to perform a dataflow analysis to deter-
mine potentially uninitialized variables. This problem can be expressed in terms
of a domain consisting of subsets of a finite set D (in this example, the set of pos-
sibly uninitialized variables), and using dataflow functions that are distributive,
so a meet-over-valid-paths solution can be computed in polynomial time using
the IFDS framework [12]. The defining characteristic of IFDS is that it avoids
imprecision that would arise from considering data flow along control-flow paths
in which function calls and function returns are not matched up properly.
However, suppose the analysis considers the control-flow path shown in bold
in fig. 1, where execution of top-level code is followed by execution of h, without
ever calling f. On this path, sum is referenced on line 11 without having been
initialized, so a traditional IFDS-based analysis will report that sum is possibly
uninitialized on line 11. In reality, this path is infeasible because h cannot be
invoked asynchronously before being registered during execution of f. Further-
more, since f initializes sum and registers callback h (recall that g is invoked
synchronously by forEach), and h cannot be invoked until after f has finished
executing, sum is guaranteed to be initialized when h executes.
This paper presents a technique for improving the precision of IFDS-based
analyses by taking into account the order in which callbacks can execute. Our
approach involves transforming the original IFDS problem into an IDE prob-
lem [13] by associating dataflow functions with edges corresponding to event
handler registration and event handler invocation. The transfer function ob-
tained by composing the functions along a control-flow path reflects that path’s
feasibility, thus effectively “filtering out” dataflow facts if the path is infeasible.
Explicit emission of events. Figure 2 illustrates a more complex scenario
where the EventEmitter class of the Node.js events package is used to model
a door that responds to open and close events. On line 33, function hdlOpen is
registered to handle the open event on door, and on line 25, hdlClose is registered
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18 function hdlClose(){
19 txt = txt.concat(’, world!’);
20 console.log(txt);
21 }
22
23 function hdlOpen(){
24 txt = ’Hello’;
25 door.on(’close’, hdlClose);
26 door.emit(’close’)
27 }
28
29 var e = require(’events’);
30 var door = new e.EventEmitter();
31 var txt;
32
33 door.on(’open’, hdlOpen);
34 door.emit(’open’)
“library”
starthdlOpen
endhdlOpen
door.emit(‘close’)
return
door.on(‘close’, …)
return
txt = ‘hello’ starthdlClose
endhdlClose
txt = txt.concat(…)
console.log(…)
starttop-level
door.on(‘open’, …)
return
door.emit(‘open’)
return
endtop-level
Fig. 2. An example illustrating an infeasible path during analysis. In the supergraph,
interprocedural edges are dashed and an infeasible path is shown in bold.
to handle the close event. To trigger event handlers, an event must be emitted
using the emit method.
We consider the program’s execution behavior. After loading the events pack-
age (line 29), the program creates a door (line 30) and declares variable txt
(line 31). The call door.on(...) (line 33) associates hdlOpen with the open event.
Calling emit triggers hdlOpen,5 which, when it executes, initializes txt to ’Hello’
(line 24) and associates hdlClose with the close event (line 25). Line 26 emits the
close event, triggering its handler, hdlClose, which, when it executes, updates
txt (line 19) and prints its value ’Hello, world!’. Note that hdlClose must exe-
cute after hdlOpen, because it responds only to the close event, which is emitted
in the body of hdlOpen.
In the ICFG, several call sites invoke library functions such as on and emit,
while the library invokes hdlOpen and hdlClose. No ordering exists between the
library→hdlOpen and library→hdlClose edges, so a traditional analysis assumes
that these event handlers may execute in an arbitrary order. In particular, the
path shown in bold is admitted, but it is infeasible because it entails hdlClose
executing before close is emitted.
To understand the impact of imprecision, we again consider an analysis that
looks for uninitialized variables. If the analysis considers the infeasible path, it
concludes that txt.concat(...) may take place at a time when txt is unini-
tialized. This is a false positive because it is impossible for hdlClose to execute
before being registered or before the close event is emitted.
For this example, we would like to rule out the path marked in bold by
tracking three operations associated with each event handler: (i) when an event
handler is registered for an event, (ii) when the event is emitted, and (iii) when
the event handler is invoked. Infeasible paths will be filtered out if operation (i)
5 JavaScript is single-threaded and non-preemptive. emit yields control to the event
loop, which invokes the associated handler, and control returns to the caller of emit.
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does not happen before operation (iii), and if operation (ii) does not happen
before operation (iii). To do so, we will determine the possible sequences of
these operations associated with each dataflow fact, and filter out those dataflow
facts associated with infeasible sequences. Note that in the file system example
discussed previously, emit operations are not explicitly present in the application
source code, so it can be viewed as a special case of the more general scenario
discussed here.
3 Background
Our technique takes as input an instance of the IFDS framework and outputs
an instance of the IDE framework. In this section, we provide some background
about these frameworks.
IFDS background. The IFDS framework [12] is applicable to interprocedural
dataflow problems whose domain consists of subsets of a finite set D, and whose
dataflow functions are distributive (i.e., f is distributive if and only if f(x1 u
x2) = f(x1) u f(x2)). It has proven to be sufficiently expressive and efficient
to accommodate classical dataflow problems such as the possibly uninitialized
variables problem illustrated in fig. 2, but also more complex problems such as
taint analysis [1] and typestate analysis [4,10].
An IFDS problem instance P is defined as 〈G∗, D, F,MF ,u〉, where:
1. G∗ = 〈N∗, E∗〉 is the ICFG of the input program, called the supergraph;
2. D is a finite set of dataflow facts;
3. F ⊆ 2D → 2D is a set of distributive dataflow functions;
4. MF : E
∗ → F maps supergraph edges to dataflow functions; and
5. u is the meet operator on the powerset 2D (either union or intersection).
The IFDS framework computes in polynomial time the meet-over-valid-paths so-
lution,6 MVPIFDS : N
∗ → 2D, of the dataflow constraints, where each node n ∈ N∗
is mapped to a set of dataflow facts. A valid path respects the fact that, when a
function finishes executing, it returns to the call site from where it was invoked.
VP(n) denotes the set of all valid paths from the start of the program to node
n. Formally, the meet-over-valid-paths solution is defined as
MVPIFDS(P ) = λn.
l
p∈VP(n)
MF (p)(∅)
whereMF is extended to paths so thatMF ([e1 . . . ek]) = MF (ek)◦· · ·◦MF (e1)◦id.
The key insight behind the IFDS algorithm is that any distributive function
f : 2D → 2D can be represented as a bipartite graph with 2(D + 1) nodes, with
6 Following the IFDS and IDE literature, throughout this paper, we use the lattice
meet operation, u, to merge dataflow facts when control-flow paths merge. Thus
the top element, >, of a lattice represents an unreachable state and the bottom
element, ⊥, means that all concrete states are possible.
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f = λS. if y ∈ S ∨ z ∈ S
then S ∪ {x}
else S \ {x}
Rf =
{〈0, 0〉, 〈y, x〉, 〈y, y〉, 〈z, x〉, 〈z, z〉}
0 x y z
Fig. 3. Representing the effect of x = y + z for the possibly uninitialized variables
analysis. The dataflow function is distributive, as only one input needs to be considered
at a time: x is possibly uninitialized if y or z are possibly uninitialized.
edges from one instance of D∪{0} to another instance of D∪{0}; fig. 3 illustrates
an example. Formally, the representation relation, Rf ⊆ (D ∪ {0})× (D ∪ {0}),
of a distributive function f : 2D → 2D, is defined as follows:
Rf = {〈0,0〉} ∪ {〈0, d〉 | d ∈ f(∅)} ∪ {〈d1, d2〉 | d2 ∈ f({d1}) ∧ d2 /∈ f(∅)}.
The edges of the representation relation are sufficient to uniquely determine f(D0)
for any subset D0 ⊆ D, since by distributivity f(D0) = f(∅) u
d
d∈D0 f({d}).
Also, the meet and composition of two distributive functions f, g ∈ 2D → 2D
can be computed and represented as bipartite graphs, as shown in fig. 4:
Rfug = {〈x, y〉 | 〈x, y〉 ∈ Rf ∪Rg}
Rg◦f = {〈x, z〉 | ∃y ∈ D ∪ {0} . 〈x, y〉 ∈ Rf ∧ 〈y, z〉 ∈ Rg}.
IFDS represents a given problem instance P = 〈G∗, D, F,MF ,u〉 as an ex-
ploded supergraph, G#P = 〈N#, E#〉, where:
1. N# = N∗ × (D ∪ {0}), and
2. E# = {〈m, d1〉 → 〈n, d2〉 | 〈m,n〉 ∈ E∗ ∧ 〈d1, d2〉 ∈ RMF (m→n)}.
In essence, each node n ∈ N∗ of the supergraph has been “exploded” into a set
of nodes 〈n, d〉, where each d is a dataflow fact (or 0), and each edge e ∈ E∗
becomes the set of edges from the representation relation RMF (e), where MF (e)
is the dataflow function assigned to e. In this graph, a node 〈n, d〉 is reachable
from the start node 〈startmain,0〉 if and only if fact d holds at statement n.
The algorithm works by iteratively composing a dataflow function for an ex-
isting control-flow path with the dataflow function for an additional instruction,
thus yielding a dataflow function for a longer path. Once a path covers an entire
procedure, its dataflow function becomes a summary function for the procedure
and is used to model the effect of the procedure at its call sites.
As discussed informally in section 2, we can encode event handling in the su-
pergraph by modeling an event loop that nondeterministically calls all event
handlers. Such an encoding is sound but imprecise, because it ignores the or-
der in which event handlers are called and admits infeasible paths that include
handling of events before the handler has been registered or the event has been
emitted.
8 M.H. Yee, A. Badouraly, O. Lhota´k, F. Tip, J. Vitek
0 x y z
𝑅𝑓
𝑓1 𝑓2𝑓0
0 x y z
𝑅𝑔
𝑔1 𝑔2𝑔0
0 x y z
𝑅𝑓⊓𝑔
𝑓0 ⊓ 𝑔0 𝑓2 ⊓ 𝑔1𝑓1 𝑔2
0 x y z
𝑅𝑓
𝑅𝑔
𝑓1 𝑓2𝑓0
𝑔1 𝑔2𝑔0
0 x y z
𝑅𝑔∘𝑓
𝑔0 ∘ 𝑓0 𝑔1 ∘ 𝑓2 𝑔2 ∘ 𝑓2
Fig. 4. Representation relations are closed under meet (left) and composition (right).
In IFDS, the edges of the bipartite graphs are unlabeled; in IDE, they are labeled with
micro-functions.
IDE background. The IDE framework [13] generalizes IFDS to interprocedural
distributive environment problems, in which dataflow facts are environments,
i.e., maps in D → L from a finite set D to a finite-height lattice L, and dataflow
functions are environment transformers in (D → L)→ (D → L) that distribute
over the meet operator of the map lattice D → L. In other words, environments
are values from the map lattice D → L, which is lifted from the lattice L:
the top element is >Env = λd.> where > is the top element of L, and for two
environments env1, env2 in D → L, env1 u env2 = λd.(env1(d) u env2(d)).
Formally, an IDE problem instance is defined as P = 〈G∗, D, L,MEnv〉, where:
1. G∗ = 〈N∗, E∗〉 is the supergraph of the input program;
2. D is a finite set of program symbols, e.g., variables;
3. L is a finite-height lattice with top element >; and
4. MEnv : E
∗ → ((D → L)→ (D → L)) is a function that assigns environment
transformers to supergraph edges.
IDE computes the meet-over-valid-paths, MVPIDE : N
∗ → (D → L), of the en-
vironment transformers, similar to IFDS. At each node n in the supergraph,
IFDS computes only the presence or absence of each element d of the dataflow
domain; however, IDE computes for each d an element l of the lattice L. Thus,
IFDS is a special case of IDE in which L is fixed to be the two-point lattice, with
> indicating absence and ⊥ indicating presence of d. Intuitively, one can think
of the IDE algorithm as computing facts in D that hold along interprocedu-
rally valid paths while simultaneously propagating and computing values from
L along those paths. Formally, the meet-over-valid-paths solution is defined as
MVPIDE(P ) = λn.
l
p∈VP(n)
MEnv(p)(>Env)
where MEnv is extended so that MEnv([e1 . . . ek]) = MEnv(ek) ◦ · · · ◦MEnv(e1) ◦ id.
An IDE dataflow function in (D → L) → (D → L), i.e., a distributive
environment transformer, can be encoded as a pointwise representation, us-
ing a bipartite graph with 2(D + 1) nodes. The nodes are the same as in
an IFDS representation relation, but each edge d′ → d is labeled by fd′,d, a
function in L → L called a micro-function. By distributivity, such a set of
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micro-functions is sufficient to represent an environment transformer t, since
t(env)(d) = f0,d(>) u
d
d′∈D fd′,d(env(d
′)).
Pointwise representations are also closed under meet and composition, as
shown in fig. 4. The meet of two representations Rf and Rg is the union of
edges of Rf and Rg, where the micro-function for a shared edge in Rfug is the
meet of the two micro-functions of that edge in Rf and Rg. The composition of
two representations is computed by connecting the two graphs and composing
micro-functions along paths in the resulting graph. Therefore, an instantiation
of the IDE framework requires an efficient representation of micro-functions as
well as an efficient implementation of their composition, meet, and equality test.
The IDE algorithm represents a given problem instance as a labeled exploded
supergraph G#P = 〈N#, E#〉, with each edge 〈m, d1〉 → 〈n, d2〉 labeled by a
micro-function f : L → L. The labels are given by a function EdgeFn : E# →
(L → L). To compute the meet-over-valid-paths solution over the labeled ex-
ploded supergraph, the IDE algorithm requires two phases. The first phase is
similar to IFDS, iteratively composing bipartite graphs for control-flow paths of
increasing length; this determines which nodes 〈n, d〉 are reachable. The second
phase applies the composed micro-functions to determine, for each node 〈n, d〉,
the value l ∈ L that d is mapped to.
In our approach, we take the IFDS exploded supergraph as input and produce
an IDE labeled exploded supergraph by assigning micro-functions to exploded
supergraph edges. For a program with a single event handler, we use the lattice
L to keep track of the event handler registrations and event emissions that have
taken place on each control-flow path. To support multiple event handlers, we use
the map lattice H → L, where H is the set of event handlers in the program and
L is the lattice for a single event handler. This allows us to track the registration
and event emission for each event handler in the program.
4 Technique
Our technique is a transformation T : G# → 〈G#,EdgeFn〉 of an arbitrary
instance of the IFDS analysis framework into an instance of the IDE analy-
sis framework. The IDE solution encodes the same dataflow facts as the IFDS
solution, except that it excludes dataflow facts reachable only along infeasible
paths.
The input to our technique, an instance of the IFDS framework, is expressed
as an exploded supergraph G#, which encodes the ICFG of the program under
analysis, the dataflow analysis, and the transfer functions for that analysis. The
output of our technique, an instance of the IDE framework, is a labeled exploded
supergraph 〈G#,EdgeFn〉 where EdgeFn assigns micro-functions in L → L to
each edge of the exploded supergraph.
The key idea of our transformation is to augment the exploded supergraph
with an encoding of event handler operations. We do this by encoding event
handler operations as micro-functions on the edges of the exploded supergraph.
Our technique does not change the nodes or edges of the exploded supergraph;
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S
emit
Rregister
register
Eemit
register,emit,invoke
X = ⊤
S
R
E = ⊥
Fig. 5. Event handler state: concrete states and their transitions (left) and the lattice
L representing abstract states (right).
it only assigns micro-functions to the edges of that graph. Therefore, it does not
change the ICFG, the base dataflow analysis, or its transfer functions.
Intuitively, an IFDS analysis asks which elements d ∈ D are present at node
n of the supergraph, while an IDE analysis asks what lattice value l ∈ L is
associated with element d ∈ D at node n. In our technique, the lattice L encodes
event handler state: if an element d at node n maps to an infeasible event handler
state, then we conclude that at node n, d should be excluded from the results.
By solving this IDE instance, we achieve the effect of eliminating dataflow
facts that are reachable only along infeasible paths. In the rest of this section,
we describe how we encode event handler operations as micro-functions, and
how we transform an IDE solution back to an IFDS solution. We also discuss
theoretical properties of our technique.
4.1 Representing event handler state
For simplicity of presentation, we restrict our attention in this subsection to
programs with a single event handler. We generalize to multiple event handlers
in the next subsection. We define three possible states for an event handler:
S (start): the event handler has not yet been registered.
R (registered): the event handler has been registered for the event, but the
event has not yet been emitted after registration. (Events emitted before
registration are ignored.)
E (emitted): the event handler has been registered and the event has been
emitted after registration.
These states model the event handler during an actual program execution. They
are distinct from the event handler operations (event handler registration, event
emission, and event handler invocation) we discussed in section 2, which cause
transitions between the states. For example, an event handler is initially in the
start (S) state. When the handler is registered, then its state becomes the regis-
tered (R) state. When an event associated with that handler is emitted, the state
becomes the emitted (E) state. Only in this state can the handler be invoked
from the event loop; the handler can never be invoked from any other state.
These transitions are summarized in fig. 5.
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To model this state machine in a static analysis, we need a fourth state,
infeasible (X). Invoking the event handler from the start (S) state (before handler
registration) or registered (R) state (before event emission) can never happen at
run time, but such an ordering may arise during the analysis, so we must identify
it as an infeasible path. We use the IDE algorithm to keep track of event handler
state and rule out data flow along infeasible paths.
Specifically, we define L to be the chain lattice over the set {X,S,R,E} with
the ordering X w S w R w E, as depicted in fig. 5. The lattice elements S,
R, and E indicate the corresponding states of the event handler, and the top
element X indicates the infeasible state, i.e., the dataflow fact has traversed a
control-flow path that was infeasible.
Recall that the IDE algorithm maps a dataflow fact d to the top element of
L to indicate that the fact does not hold at the given program point. The order-
ing between the four elements is designed to model the behavior at control-flow
merge points: when two control-flow paths merge, the associated event handler
state after the merge is the lesser of the two states before the merge. For ex-
ample, if one control-flow path has passed through an infeasible sequence of
operations (X) and the second control-flow path has passed through a feasible
sequence of operations that results in the event handler being registered but not
emitted (R), then after the control-flow merge, the event handler is in state
X uR = R; it may have been registered but not emitted (R).
At the main entry point of the program, the event handler is defined to
be in the start (S) state for each fact d that holds at the entry point.7 As
dataflow facts are propagated during the analysis, we track event handler state
with IDE micro-functions, encoding the state machine transitions along each
edge of the exploded supergraph. The default micro-function along most edges
is the identity, indicating that the event handler state does not change. The
other micro-functions are defined in table 1 and correspond to the operations
discussed in section 2.
Table 1. Micro-function
definitions.
register emit invoke
X X X X
S R S X
R R E X
E E E E
Event handler registration. The first micro-
function labeled edge is a control-flow edge that rep-
resents an event handler registration operation. For
example, the control-flow edge from door.on(’open’,
...) to the library in fig. 2 causes the event handler to
transition from the start state to the registered state.
If the event handler is in any other state, then the
registration is ignored. We define the micro-function
for this edge in table 1, first column.
Event emission. The second micro-function labeled edge is a control-flow edge
that represents event emission. An example is the edge from door.emit(’open’)
7 Normally, the IDE algorithm initializes every fact d to the top element, i.e., X. In
this case, we could label edges leaving the entry point with micro-functions that
update every fact d to S. However, for convenience, we simply initialize every fact d
to S.
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to the library: the handler associated with the open event transitions from the
registered state to the emitted state. In all other cases, the event emission is
ignored. We define the micro-function for this edge in table 1, second column.
Event handler invocation. The third micro-function labeled edge is a control-
flow edge that represents event handler invocation. Examples of these edges are
from the library to the start nodes of both event handlers. If the handler is not in
the emitted state, then it transitions to the infeasible state because the handler
is being invoked before it has been registered or its event has been emitted. We
define the micro-function for this edge in table 1, third column.
Discussion. The transformation T : G# → 〈G#,EdgeFn〉 converts an instance
of the IFDS framework to an instance of the IDE framework. It does not change
the structure of the exploded supergraph, G#, but it provides EdgeFn : E# →
(L → L), an assignment of exploded supergraph edges to micro-functions. For
programs with a single event handler, EdgeFn is defined as follows:
EdgeFn(e) =

register if edge e registers the handler
emit if edge e emits an event for the handler
invoke if edge e invokes the handler from the event loop
id otherwise.
Returning to our example in fig. 2, consider the execution path that is actu-
ally taken at run time: the door opening event handler is registered by door.on(’
open’, ...) on line 33, the door opening event is emitted by door.emit(’open’)
on line 34, and the door opening event handler is invoked by the edge from the
library to startopen.
For this control-flow path, the analysis computes the composition of the
micro-functions, namely invoke◦emit◦register. Applying this composed function to
the initial state, we have invoke(emit(register(S))) = E, so any data flow associated
with this path is considered feasible.
On the other hand, consider a control-flow path in which the event handler
is registered and invoked, but the event is never emitted. The composed micro-
function for such a path is invoke ◦ register, so we have invoke(register(S)) = X.
Thus, any data flow computed along that path is considered infeasible.
Recall that an instantiation of the IDE framework requires an efficient rep-
resentation of micro-functions and an efficient implementation of their compo-
sition, meet, and equality test. A micro-function f : L → L can be efficiently
represented as a table of the four values
〈
f(X), f(S), f(R), f(E)
〉
. Since there are
only 44 = 256 possible such functions, compositions and meets of micro-functions
can be precomputed, and only 8 bits are required to represent a micro-function.
4.2 Multiple event handlers
For programs with multiple events and multiple event handlers, it is necessary
for the analysis to distinguish them. In fig. 2, the control-flow path that regis-
ters the hdlOpen event handler, emits the open event, and invokes the opening
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event handler is feasible. However, the path that instead invokes the hdlClose
handler should be infeasible, because the door closing event handler has never
been registered and the close event has never been emitted. Our solution is to
maintain a separate state for each event handler.
Thus, we define the IDE lattice L′ to be the map lattice H → L, where H is
the set of event handlers in the program and L is the lattice for a single event
handler that we discussed in the previous subsection. For each node 〈n, d〉 in
the exploded supergraph, the IDE algorithm using lattice L′ computes a map
m : H → L that assigns a separate state for each event handler in the program.
Recall that the IDE framework requires an efficient representation of micro-
functions in L′ → L′, which in this case is (H → L) → (H → L). Efficiently
representing such functions is non-trivial. There are (4|H|)4
|H|
possible functions
of this type, so any representation that could encode all of them would require
Ω(|H| · 4|H|) bits to encode each one. The key to an efficient encoding is the
observation that all of the micro-functions that actually occur during an analysis,
including their compositions and meets, are separable, in that the effect of an
operation on the state of one event handler is independent of the states of other
event handlers before the operation. In other words, the state that an event
handler transitions to depends only on that handler’s previous state, and not
the state of any other event handler.
Each separable micro-function can thus be represented by a function in
H → (L→ L) that models the effect L → L of an operation on each event
handler in H separately. We discussed in the previous subsection how to effi-
ciently represent a function in L → L. Now, to represent a micro-function in
H → (L → L), we need only to tabulate |H| functions of type L → L, one
for each event handler in H. The operations by the IDE framework, composi-
tion, meet, and equality comparison, are computed pointwise, separately for each
event handler. Effectively, a micro-function in L′ → L′ is represented by a map
of event handlers to micro-functions in L → L. Note that this representation
of micro-functions and the required operations adds a factor of O(|H|) to the
asymptotic complexity of the IDE algorithm.
The version of EdgeFn : E# → (L′ → L′) that supports multiple event
handlers is therefore defined as:
EdgeFn(e) =

registerh if edge e registers handler h
emith if edge e emits an event for handler h
invokeh if edge e invokes handler h from the event loop
id otherwise.
We use the subscript h to indicate that a micro-function updates only the state
assigned to h, and not the state of any other event handler. (Note that the
default micro-function, id, does not update any state.) In an implementation,
EdgeFn must also be able to determine which handler h is affected by each edge
in the exploded supergraph.
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4.3 Transforming IDE results to IFDS results
When IDE finishes analyzing a program, its output is, for each program point, a
map from elements of D to elements of L′. To convert this output to a result for
the original IFDS problem, we must identify, at each program point, the subset
of elements of D that are reachable along feasible paths. In our context, a path
is feasible if, for every event handler, the operations affecting that event handler
along the path are in a feasible sequence (e.g., the handler is not invoked before
it is registered or its event emitted). In other words, a path is feasible if the
element of L′ computed by the IDE analysis maps every handler to a state other
than X. Formally, we define an “untransform” function U : (N∗ → (D → L′))→
(N∗ → D) that converts an IDE result R to an IFDS result:
U(R) = λn.{d | ∀h ∈ H .R(n)(d)(h) 6= X}.
In fig. 2, on the control-flow path that first passes through door.on(’open’
, ...) and then through door.emit(’open’), the micro-function for that path
is {hopen 7→ emit ◦ register, hclose 7→ id}, which computes the event handler state
mapping {hopen 7→ E, hclose 7→ S}. If that path then continues into hdlOpen, the
event state will remain at {hopen 7→ E, hclose 7→ S}, and thus the analysis will
conclude that the path is feasible.
However, if the path continues into hdlClose instead, the composed micro-
function becomes {hopen 7→ emit ◦ register, hclose 7→ invoke}, which computes the
event handler state mapping {hopen 7→ E, hclose 7→ X}. Since at least one handler
is in state X, the analysis will conclude that this path is infeasible and discard
all dataflow facts computed along this path.
4.4 Theoretical results
Soundness and precision. Our transformation is sound: the IDE analysis
considers all feasible dataflow paths, i.e., the ones that occur during a program
execution. Any dataflow fact that IFDS computes along a concrete path will be
returned by our technique.
Theorem 1 (Soundness). Let P be an IFDS problem, p = [startmain, . . . , n] be
a concrete execution path, and d ∈ D be a dataflow fact. Then:
d ∈MF (p)(∅) =⇒ d ∈ U
(
MVPIDE(T (P ))
)
(n).
Our transformation is precise: the IDE analysis returns a subset of the dataflow
facts that would be computed by IFDS. Dataflow facts computed along infeasible
paths are not included in the result of our transformation.
Theorem 2 (Precision). Let P be an IFDS problem and n ∈ N∗ be any node
in the supergraph. Then:
U(MVPIDE(T (P )))(n) ⊆ MVPIFDS(P )(n).
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Efficiency. As discussed by Reps et al. [12, sec. 5], the asymptotic complexity
of solving an IFDS problem instance is O(|E|·|D|3). An equivalent IDE prob-
lem instance also requires O(|E|·|D|3) time to solve, provided that the micro-
functions have an efficient representation [13, def. 5.2]. Our representation of
micro-functions adds a time and space overhead of O(|H|). Therefore, the asymp-
totic complexity of the event-driven IDE analysis is O(|E|·|D|3 ·|H|).
5 Implementation
To demonstrate the effectiveness of our technique on small-scale event-driven
programs, we implemented a proof-of-concept called Borges, which analyzes a
subset of JavaScript.
5.1 Uninitialized variables analysis as an IFDS problem
As input, Borges takes a list of JavaScript files to be analyzed (including a
model of any library functions used) and an event model specification describing
which function calls represent event handler registrations, event emissions, and
event handler invocations. Borges transforms the IFDS problem into an IDE
problem, solves the IDE problem, and filters out results that were computed by
traversing infeasible paths.
Borges is implemented as a Scala application and builds on two program
analysis infrastructures: TAJS [6] and Flix [9]. We use TAJS to construct control
flow graphs and call graphs for JavaScript programs. Borges uses the control
flow graph as the basis for constructing the supergraph that is used by IFDS and
IDE, and the call graph to determine which functions are invoked from each call
site. We use Flix to solve the IFDS and IDE problems; in particular, we imple-
ment the analyses in the Flix language and instantiate the uninitialized variables
analysis by implementing the dataflow functions in Scala. In principle, however,
Borges is applicable to any programming language and dataflow problem that
can be expressed in the IFDS framework.
One challenge that we encountered involves the handling of arrays and ob-
jects. In JavaScript, arrays are list-like objects that may be non-contiguous, and
object properties are accessed via string values that may be computed at run
time, posing significant challenges to static analysis [15]. Since the challenge
of precisely modeling objects and arrays is largely orthogonal to the issue of
avoiding infeasible paths in the presence of event-handling constructs, we chose
to adopt a simplistic approach where the abstract locations used to represent
objects and arrays are unified with those representing their elements. In other
words, if an object (array) is initialized, then so are all its properties (elements).
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5.2 Transforming to an IDE problem
In order to produce more precise results, Borges transforms IFDS problems into
IDE problems that track the operations associated with each event handler, as
well as each handler’s state. Information about which function calls correspond to
which event handler operations must be provided to Borges as an event model
specification, which also indicates the argument that represents the event name
and the argument that represents the event handler. Using this information,
Borges can identify which call sites involve event handler operations.
For example, the program in fig. 2 uses the Node.js events library. Applying
static analysis to complex libraries poses challenges that are beyond the scope of
this paper, and our approach to handle library-based applications is to provide
a stub that models the library’s essential functions and control flow. In the stub
for the events library, we provide the functions on, emit, and _eventDispatcher.
The event model specifies that a call to on (e.g., on(’open’, hdlOpen)) registers
the second argument (hdlOpen) as an event handler on the event given as the
first argument (open), a call to emit (e.g., emit(’open’)) emits the event given
as its argument (open), and a call from inside the library (specifically, from
_eventDispatcher) invokes an event handler.
Using this information, along with the output from TAJS,Borges constructs
a mapping of event handler registrations that happen in a program. For each
edge in the control flow graph, Borges can identity whether it affects event
handler state (i.e., through a registration, event emission, or invocation), and
if so, which event name and event handler is involved. Furthermore, Borges
also computes a mapping from event names to event handlers, to easily identify
which handler responds to a given event emission.
The transformation from an IFDS problem to an IDE problem is straightfor-
ward. Recall that the IFDS algorithm uses an exploded supergraph to represent
dataflow functions, while in the IDE algorithm, EdgeFn assigns a micro-function
to exploded supergraph edges. Borges provides such an implementation of
EdgeFn to determine the micro-function for a given edge and event handler. For
instance, the edge representing a call to register(’open’, hdlOpen) is labeled
with the register micro-function for the hdlOpen handler.
With all the exploded supergraph edges labeled, solving the IDE problem
computes the composition of all the micro-functions along a control-flow path,
taking the meet whenever multiple paths merge. In other words, when comput-
ing dataflow facts for the possibly uninitialized variables analysis, Borges also
maintains the event handler states. Thus, before reporting a final result for each
program point, Borges can examine the states of each event handler and filter
out any result with an event handler in the infeasible state.
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6 Case Studies
In this section, we discuss three examples to demonstrate our approach. We
return to the file system example in section 2 and briefly discuss two other
programs. We run Borges on three small, event-driven Node.js applications,
and apply our transformation to a possibly uninitialized variables analysis.
File system module, revisited. Recall fig. 1, where sum is read without being
initialized, but only along an infeasible path. Borges can improve precision by
considering the order in which callbacks are executed. Specifically, the calls to
readdir (line 3) and stat (line 7) are registration operations for the f and h
callbacks, respectively. However, the emission operation is implicit and happens
from within the event loop. Since event emission happens after event handler
registration but before event handler invocation, we model it as occurring im-
mediately after registration. In other words, the micro-function labeling the calls
to readdir and stat is emit◦ register. Finally, invocations of f and h are invocation
operations, which correspond to the micro-function invoke.
When Borges analyzes the application, it identifies two paths with respect
to the callbacks. In one path, readdir is called, f is invoked, stat is called,
and h is invoked. The composition of micro-functions along this path is {hf 7→
invoke ◦ emit ◦ register, hh 7→ invoke ◦ emit ◦ register}, which computes the event
handler state mapping {hf 7→ E, hh 7→ E}, meaning the path is feasible.
However, in the infeasible path where readdir is called and then h is invoked,
the composed micro-function is {hf 7→ emit ◦ register, hh 7→ invoke}, which com-
putes the event handler state {hf 7→ E, hh 7→ X}, meaning the path is infeasible.
Therefore, any results computed along this path are filtered out.
35 console.log(’Enter a number to start
the timer.’);
36 var stdin = process.openStdin();
37 var rem;
38 stdin.on(’data’, function start(sec) {
39 rem = sec;
40 setTimeout(tick, 1000);
41 });
42 function tick() {
43 rem = rem - 1;
44 console.log(rem);
45 if (rem > 0) {
46 setTimeout(tick, 1000);
47 } else {
48 process.exit(0);
49 }
50 }
Fig. 6. Example application using timers.
Timers module. Figure 6 imple-
ments a simple timer. It is similar
to the file system example, as it has
two callbacks that can be executed
only in a certain order. The applica-
tion prompts the user for a number
and then counts down from that num-
ber in one-second intervals. It uses the
timers module, whose functions are
defined in the global scope.
Because the callbacks start (line
38) and tick (line 42) are invoked
asynchronously, a traditional static
analysis might consider an execution path where tick is executed before start,
and conclude that rem is possibly uninitialized when it is read on line 43.
However, this is an infeasible path: tick is only registered as a callback by
start and itself, so it can be invoked only after start has finished execut-
ing. As a result, Borges labels the execution path with the micro-function
{hstart 7→ emit ◦ register, htick 7→ invoke} and computes the event handler state
mapping as {hstart 7→ E, htick 7→ X}.
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51 var net = require(’net’);
52 var nConn;
53 var svr = net.createServer();
54 svr.listen(8080, function lstn() {
55 svr.on(’connection’,
56 function conn(cxn) {
57 console.log(’client connected’);
58 nConn++;
59 console.log(’connects: ’+nConn);
60 cxn.pipe(cxn);
61 });
62 console.log(’server is lstn’);
63 nConn = 0;
64 });
Fig. 7. Example application using net.
Net module. The program in fig. 7
implements a small TCP server using
the Node.js net module. It creates a
server that listens for client connec-
tions and mirrors input back to the
client. A corresponding client appli-
cation could be implemented in Java-
Script using the net module, or in any
other language of choice.
Without an ordering constraint
between the lstn (line 54) and conn
(line 56) callbacks, a traditional analysis might consider infeasible paths, e.g.,
where conn is invoked before lstn. Along this path, the analysis concludes that
nConn on line 58 is possibly uninitialized. However, conn can be executed only
after lstn finishes, which guarantees that nConn is initialized. In Borges, such
a path would be labeled by the micro-function {hlstn 7→ emit ◦ register, hconn 7→
invoke}, which computes the event handler state {hlstn 7→ E, hconn 7→ X}.
7 Related work
Bodden et al. [3] use the IDE algorithm to enhance the precision of an IFDS
analysis when analyzing software product lines. They modify any IFDS analysis
into an IDE analysis that runs on the original program and tracks the product
line variants in which each dataflow fact holds.
Rapoport et al. [11] observe that context-sensitive analysis can be made more
precise by correlating the dynamic dispatch behavior of different call sites on the
same receiver object. They also transform an arbitrary IFDS analysis into an IDE
analysis that keeps track of which methods have been dynamically dispatched
on each receiver.
Jhala and Majumdar [7] adapt IFDS for asynchronous programs. In these
programs, asynchronous calls are similar to event registrations in that the pro-
cedure will be invoked at a later time; however, there are no event emissions, so
the time of invocation is unpredictable. In their approach, instead of encoding
additional state as an IDE problem, they transform the analysis into a larger
IFDS analysis that tracks, at each asynchronous call site, the number of pending
asynchronous calls made for which the procedure has not yet been invoked.
Madsen et al. [8] introduce the event-based call graph, an extension of the call
graph that models happens-before constraints between event handler registra-
tions and event emissions. However, their approach does not scale well because
the number of contexts is exponential in the size of the program.
Sotiropoulos et al. [14] introduce λq, a model of asynchrony in JavaScript,
as well as the callback graph, which describes the possible orderings of callback
execution. They design a callback-sensitive analysis for JavaScript that uses the
callback graph to respect the execution order of callbacks. Their technique is
specific to JavaScript, while our approach is language agnostic.
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8 Conclusion
Traditional static analyses produce imprecise results when applied to event-
driven programs because they assume that event handler callbacks can execute
in any order. We have presented an approach for precise dataflow analysis that
is applicable to any dataflow problem that can be expressed as an instance of the
IFDS framework, and is expressed as a transformation from that presentation
to an IDE problem, where the dataflow functions associated with edges in the
graph filter out infeasible paths that arise due to impossible sequences of event
handler invocations. We prove the correctness of our transformation and report
on a proof-of-concept tool.
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A Proofs
Our work is based on the work by Rapoport et al. [11], which also transforms a
given IFDS problem instance to an IDE analysis that eliminates dataflow facts
computed along infeasible paths.
In this section, we assume that 〈G∗, D, F,MF ,u〉 and its exploded supergraph
representation, G# = 〈N#, E#〉, is the base IFDS problem instance given to our
transformation, and that 〈G∗, D, L′,MEnv〉 and its labeled exploded supergraph
representation, 〈G#,EdgeFn〉, is the IDE problem instance defined in section 4;
in particular, lattice L′ is the map lattice H → L where L is the event handler
state lattice. Finally, to simplify some notation, we write the edge ei = ni−1 → ni
for each i. Note that e1 = startmain → n1.
A.1 Soundness and Precision
Recall that in the IDE definition, we used >Env to denote the top element of
the environment lattice, i.e., the environment λd.> that maps every element to
>. We also defined the meet-over-valid-paths solution for an IDE problem as
MVPIDE(P ) = λn.
d
p∈ VP(n)MEnv(p)(>Env). However, for the event-driven anal-
ysis, the initial state is SEnv = λd.S rather than >Env. Thus, the meet-over-valid-
paths solution for the event-driven analysis is:
MVPIDE(P ) = λn.
l
p∈ VP(n)
MEnv(p)(SEnv).
To prove the soundness and precision theorems, we require two lemmas.
Lemma 1. Let p = [startmain, . . . , n] be a concrete execution trace of some pro-
gram, and let h ∈ H be an event handler in the program. If at node n of the trace
p, handler h is in state q, and d ∈ D is a dataflow fact such that d ∈MF (p)(∅),
then q wMEnv(p)(SEnv)(d)(h).
Intuitively, the lemma states that the event-driven analysis over-approximates
event handler state in a program execution. Note that q is a concrete state, so
it cannot be X.
Proof. By induction on the length of the program trace.
Base case: p = [startmain]. There is no instruction (edge) in the trace, so there is
no dataflow fact d. Therefore, the lemma trivially holds.
Induction hypothesis: Let p = [startmain, . . . , nk] and let qˆ = MEnv(p)(SEnv)(dk)(h),
i.e., qˆ is the abstract state computed by the event-driven analysis for the execu-
tion trace p, dk is some dataflow fact in MF (p)(∅), and h is some event handler.
Suppose the lemma holds for trace p, i.e., q w qˆ where q is the concrete state for
handler h at node nk after the trace p.
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Induction step: Now consider p′ = [startmain, . . . , nk, nk+1]. Let q′ be the con-
crete state for handler h at node nk+1 after the trace p
′. We must now show
q′ wMEnv(p′)(SEnv)(d)(h).
Because MEnv is extended from edges to paths by composition, we can rewrite:
MEnv(p
′)(SEnv)(d) =
(
MEnv(ek+1) ◦MEnv(ek) ◦ · · · ◦MEnv(e1)
)
(SEnv)(d)
=
(
MEnv(ek+1)
(
MEnv(ek)(· · · (MEnv(e1)(SEnv)) · · · )
))
(d)
= MEnv(ek+1)
(
MEnv(p)(SEnv)
)
(d).
Note that MEnv(p)(SEnv) computes the environment at node nk after the trace p,
which is then transformed by MEnv(ek+1) to get the environment at node nk+1,
a single node after the trace p, which is a map from D → (H → L). Thus,
MEnv(ek+1)
(
MEnv(p)(SEnv)
)
(d) returns a map from handlers to event handler
states.
Now, recall that for a given environment env : D → L′, the IDE framework
represents an environment transformer t : (D → L′) → (D → L′) as a set of
micro-functions in L′ → L′:
t(env)(d) = f0,d(>) u
l
d′∈D
fd′,d
(
env(d′)
)
.
For an edge n1 → n2 ∈ E∗, MEnv(n1 → n2) gives the environment transformer
for that edge, and for d1, d2 ∈ D ∪ {0}, EdgeFn
(〈n1, d1〉 → 〈n2, d2〉) gives the
corresponding micro-functions:
MEnv(n1 → n2)(env)(d)
= EdgeFn
(〈n1,0〉 → 〈n2, d〉)(>) u l
d′∈D
EdgeFn
(〈n1, d′〉 → 〈n2, d〉)(env(d′)).
By substitution, we can rewrite:
MEnv(ek+1)
(
MEnv(p)(SEnv)
)
(d)(h)
=
(
EdgeFn
(〈nk,0〉 → 〈nk+1, d〉)(>)ul
d′∈D
EdgeFn
(〈nk, d′〉 → 〈nk+1, d〉)(MEnv(p)(SEnv)(d′)))(h)
v
( l
d′∈D
EdgeFn
(〈nk, d′〉 → 〈nk+1, d〉)(MEnv(p)(SEnv)(d′)))(h)
v EdgeFn(〈nk, dk〉 → 〈nk+1, d〉)(MEnv(p)(SEnv)(dk))(h)
This gives us the inequality:
EdgeFn
(〈nk, dk〉 → 〈nk+1, d〉)(MEnv(p)(SEnv)(dk))(h) wMEnv(p′)(SEnv)(d)(h).
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The inequality compares two different ways of computing the state of handler h
for dataflow fact d at node nk+1 (after the trace p
′). On the right-hand side, the
entire environment at node nk (after the trace p) is transformed by MEnv(ek+1),
and then the state of handler h is obtained from the new environment. On the
left-hand side, at node nk (after the trace p), a map of event handlers to states
(i.e., an element of the lattice L′ = H → L), is obtained for some dataflow fact
dk and then updated by the micro-function EdgeFn
(〈nk, dk〉 → 〈nk+1, d〉), before
getting the state mapped to handler h. The inequality states that the left-hand
side is more precise than the right-hand side; intuitively, this is because the left-
hand side takes the effect of a single micro-function, while the right-hand side
takes the effect of merging all the micro-functions.
It remains to show q′ w EdgeFn(〈nk, dk〉 → 〈nk+1, d〉)(MEnv(p)(SEnv)(dk))(h) to
complete the proof. To simplify notation, let m = MEnv(p)(SEnv)(dk) be the map
of event handlers to states, as computed by the IDE algorithm along path p for
dataflow fact dk. Note that qˆ = m(h). We proceed by considering the four cases
of EdgeFn and how the micro-functions update the map m.
Case 1. ek+1 is an edge that registers handler h, so the micro-function is registerh.
The micro-function for this edge updates the state for handler h: if h is in state
S, then h will be in state R. Otherwise, the state is unchanged. The concrete
state of handler h at node nk is state q, which cannot be X, so there are three
possibilities:
– If q = S, then edge ek+1 registers handler h, so we get the new concrete
state q′ = R. By the induction hypothesis, q w m(h), so at node nk, h is
mapped to S, R, or E. In each of those cases, R w registerh(m)(h), so the
lemma holds.
– If q = R, then the event handler has already been registered, so the state is
unchanged and q′ = R. By the induction hypothesis, q w m(h), so at node
nk, h is mapped to R or E. In both of those cases, R w registerh(m)(h), so
the lemma holds.
– If q = E, then the event handler has already been registered (and its event
has been emitted), so the state is unchanged and q′ = E. By the induc-
tion hypothesis, q w m(h), so at node nk, h is mapped to E. In this case,
registerh(m) = m, so E w registerh(m)(h), and the lemma holds.
Case 2. ek+1 is an edge that emits an event for handler h, so the micro-function
is emith.
The micro-function for this edge updates the state for handler h: if h is in state
R, then h will be in state E. Otherwise, the state is unchanged. The concrete
state of handler h at node nk is state q, which cannot be X, so there are three
possibilities:
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– If q = S, then the event emission is ignored, so q′ = S. By the induction
hypothesis, q w m(h), so at node nk, h is mapped to S, R, or E. In each of
those cases, S w emith(m)(h), so the lemma holds.
– If q = R, then the handler can respond to the event, so we get the new
concrete state q′ = E. By the induction hypothesis, q w m(h), so at node
nk, h is mapped to R or E. In both of those cases, E w emith(m)(h), so the
lemma holds.
– If q = E, then the state is unchanged, so q′ = E. By the induction hypothesis,
q w m(h), so at node nk, h is mapped to E. In this case, emith(m) = m, so
E w emith(m)(h), and the lemma holds.
Case 3. ek+1 is an edge from the event loop to handler h, so the micro-function
is invokeh.
The micro-function for this edge updates the state for handler h: if h is in state
E, then the state is unchanged. Otherwise, the state will be X. The concrete
state of handler h at node nk is state q, which cannot be X, S, or R. X never
occurs during a concrete execution. S is not possible because it means the event
handler has not been registered, so invocation cannot occur. R is not possible
because it means the event has not been emitted, so invocation cannot occur.
Therefore, q = q′ = E. By the induction hypothesis, q w m(h), so at node nk,
h is mapped to E. In this case, invokeh(m) = m, so E w emith(m)(h), and the
lemma holds.
Case 4. ek+1 is any other edge, so the micro-function is id.
The micro-function does not update the state of handler h. Similarly, in the
concrete execution, there is no event handler operation on this edge, so q′ = q.
By the induction hypothesis, q w m(h), and id(m) = m, so q′ w id(m)(h) and
the lemma holds. uunionsq
Lemma 2. Let p = [startmain, . . . , n] be a concrete execution trace of some pro-
gram, h ∈ H be an event handler, and d ∈ D be a dataflow fact. Then:
d ∈MF (p)(∅) ⇐⇒ MEnv(p)(SEnv)(d)(h) 6= X.
Intuitively, the lemma states that for a concrete execution path, the event-
driven analysis never computes an infeasible event handler state.
Proof.
=⇒ direction. By induction on the length of the program trace.
Base case: p = [startmain]. There is no instruction (edge) in the trace, so there is
no dataflow fact d. Therefore, the lemma trivially holds.
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Induction hypothesis: Let p = [startmain, . . . , nk] and let qˆ = MEnv(p)(SEnv)(dk)(h),
i.e., qˆ is the abstract state computed by the event-driven analysis for the execu-
tion trace p, dk is some dataflow fact in MF (p)(∅), and h is some event handler.
Suppose the lemma holds for trace p, i.e., d ∈MF (p)(∅) =⇒ qˆ 6= X.
Induction step: Now consider p′ = [startmain, . . . , nk, nk+1]. Let q′ be the con-
crete state for handler h at node nk+1 after the trace p
′. We must now show
d ∈MF (p′)(∅) =⇒ MEnv(p′)(SEnv)(dk)(h) 6= X.
From the previous proof, we know:
MEnv(p
′)(SEnv)(d)(h) v EdgeFn
(〈nk, dk〉 → 〈nk+1, d〉)(MEnv(p)(SEnv)(dk))(h).
By the induction hypothesis, MEnv(p)(SEnv)(dk)(h) 6= X for all h, so we know
that MEnv(p)(SEnv)(dk) is a map m where each handler is mapped to S, R, or E.
So we need to examine m′, the map m after being updated by the micro-function
on edge 〈nk, dk〉 → 〈nk+1, dk+1〉.
Of the four cases, three of them (registerh, emith, and id) are straightforward.
None of these micro-functions map any handler to X. So, for all h ∈ H, we have:
MEnv(p
′)(SEnv)(d)(h) v m′(h).
Therefore, MEnv(p
′)(SEnv)(d)(h) 6= X.
The fourth case is when EdgeFn returns invokeh, which will map h to X, unless
handler h is currently mapped to E. However, along the concrete execution trace
p′, the last edge nk → nk+1 corresponds to an invocation of event handler h.
This can only happen if h has already been registered and its event emitted.
In other words, the concrete state of h must be E. By lemma 1, E w m(h) so
m(h) = E and invokeh(m)(h) = E. Therefore, MEnv(p
′)(SEnv)(d)(h) 6= X.
⇐= direction.
The premise states that after a concrete execution trace p, at node n and dataflow
fact d, handler h is in a state other than X. In other words, there exists a
path p in the exploded supergraph to node n where d holds, so by definition,
d ∈MF (p)(∅). uunionsq
We can now prove the soundness and precision theorems.
Theorem 1 (Soundness). Let P be an IFDS problem, p = [startmain, . . . , n] be
a concrete execution path, and d ∈ D be a dataflow fact. Then:
d ∈MF (p)(∅) =⇒ d ∈ U
(
MVPIDE(T (P ))
)
(n).
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Proof. Recall the definitions of “untransform” U(R) and meet-over-valid-paths
for the event-driven analysis MVPIDE:
U(R) = λn.{d′ | ∀h ∈ H .R(n)(d′)(h) 6= X}
MVPIDE(P ) = λn.
l
p′∈ VP(n)
MEnv(p
′)(SEnv).
By substitution, we get:
U(MVPIDE(T (P )))(n) = {d′ | ∀h ∈ H .MVPIDE(T (P ))(n)(d′)(h) 6= X}
=
d′ | ∀h ∈ H .
 l
p′∈VP(n)
MEnv(p
′)(SEnv)
(d′)(h) 6= X
.
We have d ∈MF (p)(∅) so by lemma 2, MEnv(p)(SEnv)(d)(h) 6= X for any h ∈ H.
In other words, for the concrete path p, the event-driven analysis computes an
environment env where env(d)(h) 6= X for all handlers h. Such an environment
is included in the meet-over-valid-paths
d
p′∈VP(n)MEnv(p
′)(SEnv), whose result
is a new environment env′ where env′(d)(h) 6= X for all handlers h.8 Therefore,
d ∈ U(MVPIDE(T (P )))(n). uunionsq
Theorem 2 (Precision). Let P be an IFDS problem and n ∈ N∗ be any node
in the supergraph. Then:
U(MVPIDE(T (P )))(n) ⊆ MVPIFDS(P )(n).
Proof. Let P be an instance of the IFDS framework. On the right-hand side, we
have:
MVPIFDS(P )(n) =
l
p∈VP(n)
MF (p)(∅).
On the left-hand side, we have:
U(MVPIDE(T (P )))(n) = {d | ∀h ∈ H .MVPIDE(T (P ))(n)(d)(h) 6= X}
=
d | ∀h ∈ H .
 l
p∈VP(n)
MEnv(p)(SEnv)
(d)(h) 6= X
.
Consider a dataflow fact d ∈ U(MVPIDE(T (P )))(n). This implies that for all
event handlers h ∈ H, there exists at least one valid path p′ ∈ VP(n) where
MEnv(p
′)(SEnv)(d)(h) 6= X. (Otherwise, there exists a handler h such that for all
paths p ∈ VP(n),MEnv(p)(SEnv) computes an environment env where env(d)(h) =
X, and taking the meet over all those environments implies d is not in our result.)
By lemma 2, this implies d ∈ MF (p′)(∅). Therefore, d ∈
d
p∈VP(n)MF (p)(∅),
and so d is a fact computed by IFDS. uunionsq
8 Recall our definition of environments in D → L′, where env1 u env2 =
λd.λh.(env1(d)(h) u env2(d)(h))
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A.2 Efficiency
According to Sagiv et al. [13, def. 5.2], an IDE problem instance is efficiently
representable if its class of micro-functions F ⊆ L → L satisfies the following
properties:
– There is a representation for the identity and top functions.
– The representation is closed under meet and composition.
– F is a finite-height lattice.
– Application, composition, meet, and equality can be computed in constant
time.
– The representation of any function f ∈ F requires constant space.
Recall that for the event-driven IDE analysis, our micro-functions are in
(H → L) → (H → L), where H is the set of event handlers and L is the event
state lattice. A function f : L → L is represented as 〈f(X), f(S), f(R), f(E)〉.
To represent micro-functions in (H → L) → (H → L), we actually represent
them as functions in H → (L→ L), because the state of one event handler does
not affect the state of another event handler. Intuitively, this representation is a
map from event handlers in H to functions in L→ L.
Let us now consider whether our representation of functions in H → (L→ L)
is efficient, according to the above properties:
Representation for identity and top. The identity function maps every event
handler to the identity function in L → L, i.e. {h 7→ 〈X,S,R,E〉} for all
h ∈ H. The top function maps every event handler to the top function in
L→ L, i.e. {h 7→ 〈X,X,X,X〉} for all h ∈ H.
Representation closed under meet and composition. Consider two func-
tions f, g : L → L. Their representations are 〈f(X), f(S), f(R), f(E)〉 and〈
g(X), g(S), g(R), g(E)
〉
.
f ug is represented as 〈f(X)ug(X), f(S)ug(S), f(R)ug(R), f(E)ug(E)〉.
g ◦ f is represented as 〈g(f(X)), g(f(S)), g(f(R)), g(f(E))〉.
Now consider two micro-functions f ′, g′ : H → (L → L). Their representa-
tions are f ′ = {h1 7→ f1, . . . , hn 7→ fn} and g′ = {h1 7→ g1, . . . , hn 7→ gn},
where each hi ∈ H is a handler and each fi, gi is a 4-tuple representation of
a function in L→ L.
f ′ u g′ is represented as {h1 7→ f1 u g1, . . . , hn 7→ fn u gn}.
g′ ◦ f ′ is represented as {h1 7→ g1 ◦ f1, . . . , hn 7→ gn ◦ fn}.
The micro-functions form a finite-height lattice. First, let us consider func-
tions in L→ L. L is the event state lattice, which has only four elements. The
representation of a function in L→ L is effectively a 4-tuple L×L×L×L,
where the lattice ordering is defined pointwise, for each element of the tuple.
That lattice has finite height; in fact, there are only 44 = 256 elements in
that lattice.
Now, our micro-functions are represented as maps in H → (L → L). These
maps also form a lattice, where the ordering is pointwise for each h ∈ H.
Since there are only finitely many event handlers in a program, there are
only finitely many maps.
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Time complexity of operations. Application, composition, meet, and equal-
ity of functions in L → L can be computed in constant time. However, our
micro-functions are in H → (L → L), which means operations need to be
computed for each event handler in the program. Therefore, these operations
require O(|H|) time.
Space complexity of the representation. The representation of a function
in L→ L requires constant space—in fact, the representation requires 8 bits.
To represent functions in H → (L→ L), we require |H| copies of each of the
micro-function in L→ L. Therefore, the space requirement is O(|H|).
The asymptotic complexity of the IDE algorithm is O(|E|·|D|3), assuming the
micro-functions are efficiently representable. As discussed in the IDE paper, the
algorithm consists of a series of composition steps. There are at most O(|E|·|D|2)
edges in the exploded supergraph, and each edge can be used O(|D|) times, so
there are at most O(|E|·|D|3) composition steps.
The IDE algorithm requires at most O(|E| · |D|3) composition steps, and
since each step in our analysis costs O(|H|), the overall time complexity of the
event-driven analysis is O(|E|·|D|3 ·|H|).
B Case Studies in Detail
65 console.log(’Enter a number to start
the timer.’);
66 var stdin = process.openStdin();
67 var rem;
68 stdin.on(’data’, function start(sec) {
69 rem = sec;
70 setTimeout(tick, 1000);
71 });
72 function tick() {
73 rem = rem - 1;
74 console.log(rem);
75 if (rem > 0) {
76 setTimeout(tick, 1000);
77 } else {
78 process.exit(0);
79 }
80 }
“library”
starttick
endtick
rem = rem - 1
…
“event loop”
startstart
endstart
rem = sec
setTimeout(…)
return
starttop-level
endtop-level
var stdin = …
var rem
stdin.open(…)
return
Fig. 8. timer.js from fig. 6 reproduced with its supergraph. Interprocedural edges are
dashed; an infeasible path is shown in bold.
Timers module. When the application in fig. 8 executes, it first prints a mes-
sage asking the user for input (line 65). Next, it connects a stream to standard
input (line 66), making the stream available as an object assigned to the vari-
able stdin. The application also declares, but does not initialize, the variable
rem (line 67). The call to stdin.on (line 68) takes two arguments, registering the
start event handler on the data event. The data event is emitted when data is
available on the standard input stream, which causes the start handler to be
invoked with the input data as an argument. When this happens, the variable
rem is initialized with the user-provided input, sec (line 69). Then, setTimeout is
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81 var net = require(’net’);
82 var nConn;
83 var svr = net.createServer();
84 svr.listen(8080, function lstn() {
85 svr.on(’connection’,
86 function conn(cxn) {
87 console.log(’client connected’);
88 nConn++;
89 console.log(’connects: ’+nConn);
90 cxn.pipe(cxn);
91 });
92 console.log(’server is lstn’);
93 nConn = 0;
94 });
“library”
startconn
endconn
nConn++
…
“event loop”
startlstn
endlstn
svr.on(…)
return
starttop-level
endtop-level
var nConn = …
var svr = …
svr.listen(…)
return nConn = 0
Fig. 9. server.js from fig. 7 reproduced with its supergraph. Interprocedural edges
are dashed; an infeasible path is shown in bold.
called (line 70), which schedules a one-time execution of the tick callback after a
one-second delay. When tick is invoked, it decrements the rem variable (line 73)
and prints its value (line 74). If rem is positive, then tick calls setTimeout to
schedule itself after another one-second delay (line 76); otherwise, the applica-
tion exits (line 78).
In Borges, the calls to stdin.on (line 68) and setTimeout (lines 70 and 76)
are the registration operations for the start and tick callbacks, respectively.
Similar to the fs module, the emission operations are implicit, so we model
them as occurring immediately after registration, and the invocation operations
occur when start and tick are invoked from the event loop. Therefore, when we
run the analysis, the path that calls stdin.on and invokes tick is labeled with
the micro-function {hstart 7→ emit ◦ register, htick 7→ invoke}, and the computed
event handler state mapping is {hstart 7→ E, htick 7→ X}. In other words, this
is an infeasible path, so the possibly uninitialized variable on line 73 should be
excluded.
Net module. The application in fig. 9 starts by loading the net module (line 81),
making its functions available as methods on an object assigned to the variable
net. Next, it declares, but does not initialize, the variable nConn (line 82), which
counts the number of clients that have connected, and creates a server (line 83),
assigning the server object to the svr variable. The call to svr.listen (line 84)
takes two arguments: a port number for the server, and a callback lstn that is
invoked when the server is ready to accept client connections. When the lstn
callback is invoked, it calls svr.on (line 84) to register a second callback, conn,
that is invoked on the cxn event, i.e., whenever a client connects. Then, it prints
a short message (line 92) indicating that the server is listening for connections,
and initializes the nConn counter to 0 (line 93). When a client connects, the conn
callback is invoked with a cxn object that contains information about the cur-
rent connection. The conn callback prints a message that a client has connected
(line 87), increments the nConn counter (line 88), and prints the new value of
nConn (line 89). Finally, the connection is piped back to itself (line 90), which
has the effect of mirroring input from the client back to the client.
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To handle this situation in Borges, we model the call to svr.listen (line 84)
as a registration of the lstn event handler, with an implicit emission occurring
immediately afterwards. Similarly, the call to svr.on is a registration of the
conn event handler on the cxn event, with an implicit event emission from the
library. When the callbacks are invoked from the event loop, we model them
as event handler invocations. This gives us the same micro-functions as our
previous examples: emit ◦ register for the lstn callback when svr.listen is called,
emit ◦ register for the conn callback when svr.on is called, and invoke when lstn
and conn are invoked. If we consider the path where conn executes before lstn
and apply the composed micro-function to the start state, then we get {hlstn 7→
E, hconn 7→ X}. Therefore, this is an infeasible path that cannot occur at run
time, so the uninitialized variable on line 88 is a false positive.
