Image matching is an important area of research in the field of artificial intelligence, machine vision and visual navigation. This paper presents a new image matching scheme suitable for visual navigation. In this scheme, gray scale images are sliced and quantized to form sub-band binary images. The information in the binary images is then signaturized to form a vector space and the signatures are sorted as per significance. These sorted signatures are then normalized to transform the represented image pictorial features in a rotation and scale invariant form. For the image matching these two vector spaces from both the images are compared in the transformed domain. This comparison yields efficient results directly in the image spatial domain avoiding the need of image inverse transformation. As compared to the conventional correlation, this comparison avoids the wide range of square error calculations all over the image. In fact, it directly guides the solution to converge towards the estimate given by the adaptive prediction for a high speed performance in an aerial video sequence. A four dimensional solution population scheme has also been presented with a matching confidence factor. This factor helps in terminating the iterations when the essential matching conditions have been achieved. The proposed scheme gives robust and fast results for normal, scaled and rotated templates. Speed comparison with older techniques shows the computational viability of this new technique and its much lesser dependence on image size. The method also shows noise immunity at 30 dB AWGN and impulsive noise.
Introduction
Navigation is an essential part of the automated movement in aerial vehicles which informs about the position, velocity and attitude with respect to some geographical reference [1] . The methods used for navigation can be broadly categorized into two classes. One class is that, which depends upon external sources for the navigation guidance, such as GPS and RF beacons etc., whereas the second class is of those methods which are self-sufficient for the working, like inertial systems and visual seekers. The first method class is less desirable because of the probability of outage and spoofing [2] , [3] . In the second class methods, the inertial based systems are very popular and widely used, but they are expensive and tend to accumulate integration errors over longer routes. However, visual navigation is a low cost and efficient machine intelligence solution which can provide guidance through an onboard camera after match- ing the snapshot with the pre-stored map of the area [4] , [5] . Higher altitude flights can be covered with appropriate lens selection whereas infra-red band imaging can provide a wide range of operation scenarios. Thus an efficient, robust, and rotation and scale invariant image matching technique is presented in this paper amalgamated with adaptive prediction mechanism to be used as a practical solution towards visual navigation in aerial vehicles. Image matching has vital applications in many fields. It has been a field of research for the application in the areas of military reconnaissance [6] , medicine [7] and astronomy [8] , [9] . Classical procedures of image matching compares two images through correlation in which pixel by pixel difference is accumulated through a square error kernel [10] . These schemes are expensive computationally and are not very robust against scaling and rotation. Many efforts have been made towards decreasing the computations of this domain and increasing the robustness of the solution at the same time. A bounded partial correlation method [11] achieved a reduced computation level through observing two sufficient conditions at each matching positions. In this method most of the expensive calculations were skipped for those image points that cannot improve the best correlation score. In a similar attempt, the basic square error kernel underlying the correlation operation was modified in weighted least square image matching based target tracking [12] . Normalize cross correlation (NCC) with interest point search mechanism has also been effectively presented for image matching [13] . Block matching approach gives another attractive way of computation reduction by parallel processing of blocks [14] , [15] . However, all these techniques are a tradeoff between robustness and computational load. Also the performance degradation was observed in case of image scaling and rotation.
Image edge matching gives another solution area towards image matching in which major image edges are compared instead of a pixel-wise comparison. Chamfer image matching is an important technique which extracts the edges from the images and compares in a correlation fashion after converting them in the form of a generalized distance through a distance transform (DT) [16] , [17] . This scheme is also computationally expensive and does not provide a good level of rotation and scale invariance. A variant of the above scheme is presented in which lower resolution replicas of the matching images DT are processed [18] to save computations known as hierarchical chamfer. The match-
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ing is performed initially at a coarse level which may compromise the solution robustness. A further refinement to chamfer matching has also been presented which utilizes the concept of simulated annealing to accommodate the matching of slightly distorted images [19] . Similarly, processing on fewer data points rather than the whole image feature set have also been investigated as an effort towards computation reduction [20] . Robust image matching algorithm makes DT of both the main image and the template in order to reduce the computation in the main matching instructions loop [21] , [22] . A similar attempt to find a better variant is to combine the DT with a normalized gradient consistency score [23] , [24] . All these schemes search the required template features in the main image in a serial order which makes these schemes computationally expensive and sensitive to even slight scaling and rotation.
Vision based navigation schemes usually require only a few image features to estimate the current position and orientation of the vehicle. Recently an automatic feature selection scheme has been explored for a landmark based visual navigation [25] . It extracts a small set of features by decomposing the world into small number of maximally sized regions for robotic navigation. Although this scheme can work in a cluttered environment but it is not suitable for visual navigation in aerial vehicle.
In this paper, we have proposed a feature based image matching approach suitable for aerial visual navigation. The image features were extracted through quantization of gray levels in an image to form sub-band binary images. These binary images are then subjected to the boundary extraction of connected patches. The boundaries were vectorized and then normalized for sorting in an order of significance. Hence the complicated image matching process was reduced to only a few vector subtractions. The main advantage of this approach lies in their low computation which is primarily due to the small size of predicted feature vectors and early truncation of the algorithm as the position of the vehicle is ascertained. The prediction mechanism is adaptive in nature and keeps on following a profile in order to reduce the prediction error. The latest predicted template location along with the knowledge of the last template rotation and scale makes it possible to reduce the main image search vector set to a substantially reduced value. Another important advantage of this algorithm is that it provides a rotation and scale invariant image matching. High level of noise immunity has also been observed which makes the scheme more robust.
The rest of the paper is organized as follows. Section 2 demonstrates the problem formulation and main block diagram. Section 3, 4, 5 and 6 gives the description of the vectorization, vector matching, subset extraction and adaptive prediction respectively. Section 7 discusses the results of the experiments, while Sect. 8 concludes the discussion.
Problem Formulation and Main Block Diagram
Image matching is the process of finding the locations that We need to find a transformation:
where V x and V y are the translations in x and y directions, respectively, whereas, κ and θ are the scaling factor and the rotation angle of the template image, respectively, under which the template coordinates are best matched onto the main image coordinates. Hence V x , V y , κ, θ m constitute a complete solution set for image matching between m th template image and the main image.
The main block diagram is presented in Fig. 1 . The main image is hypervectorized and pre-stored. m th template image as captured by the camera is also hypervectorized at runtime. The set of template hypervectors are then matched with the complete or a subset of the hypervectors set of the main image. Once a matching coordinates solution is obtained, it is fed to the adaptive predictor which predicts the next matching location. The error of prediction thus obtained is used to train the adaptive filter weights and is also used for the subset extraction from the main image hypervector table. The subset is extracted to reduce the computations as discussed later under the information of current prediction error, previous matching scale and rotation. Each of the block is explained below.
Image Vectorization
Image vectorization is the process through which the image major features are represented in the form of hypervector. To achieve this, gray level slicing is performed on the matching images to form sub-band binary image sets. Then, shapes are extracted from these binary images which are then hyper-vectorized to form shape signature for both the image sets. All these steps are explained as follows:
Gray Level Slicing
Gray level slicing is often used to highlight a specific range of gray levels in an image [26] , [27] . The gray level slicing has been utilized to form a binary image by putting the range of interest to maximum intensity while keeping all the other pixels to a zero level. This facilitates the vectorization of the images in the next step for all of the image features. Gray level slicing process will produce B number of binary images of the same size. Hence let g k (x, y) be the k th binary image formed from the main image f where 1 ≤ k ≤ B:
Similarly letḡ 
Shape Extraction
Vectorization of image is an effective method to represent the image features in the desired form [28] , [29] . A scale and rotation invariant hyper-vectorization based methodology is proposed for shape matching. The goal of this work is not to reconstruct the matching images but to estimate the best matching location and orientation of the template in the image. Each binary image formed in the previous step, g k 
where L k,q andL k,q are the length of the respective boundaries.
Centroid of the Shapes
The first step is to find out the centroid of the shape. The centroid of a shape is defined as the midpoint of the extremes of the boundary in both the horizontal and vertical directions and is located at
in the main image corresponding to k th binary image and q th boundary, whereas the first co-ordinate of the centroid c
In this equation, the mean {. . . , . . .} finds the mean value of the two entries in the parenthesis, max (. . .) gives the maximum value of the quantities in the respective argument sets and min (. . .) gives the minimum values of the quantities in the respective argument sets. The other co-ordinate c k,q y of the centroid is given as
Similarly, the centroid of the template will bē
Magnitude Signature
The signaturization starts with the formulation of a magnitude signature. A row matrix is formed which is composed of Euclidean distances of all the boundary point in S k,q (n) with the centroid point O c
y . This matrix is represented as
where
which is the s th distance of the q th boundary in the k th binary image formed from the main image. Similarly for the template, the list will be represented as
where The pictorial representation of these distances is shown in Fig. 3 (a) and a corresponding plot is shown in Fig. 3 (b) . If the particular boundary point in the binary image is farther away from the centroid, the distance in the plot will reveal the same. Hence, the plot is another way of representing the boundary in the binary image and will remain a unique one for one particular shape. This plot is then normalized in both the horizontal and vertical axes. The horizontal normalization process was applied on vector G k,q to form a fixed length representation having " " elements as
where d f loor(...) and d ceil (...) gives the next lower and the higher integer index values in the fractional part inside the small brackets. Similarly, the horizontal normalization process for template image will yield H k,q with fixed length representation.
The values thus formulated are expressed in the form of a row matrix, which will be used to formulate a unique signature of this particular boundary in the next stage. The vertical normalization is achieved by dividing each magnitude with the maximum distance in the set as shown here Similarly, the template image is also normalized, as shown below
A three valued header
and C k,q ) is proposed to generate and place before the row matrix ζ k,q to form a complete " +3" valued signature as given below
The shape of this particular boundary is also shown in Fig. 4 
(b).
A k,q and B k,q are the maximum and the minimum distances from the centroid of the boundary prior to normalization i.e. max G k,q and min G k,q , respectively. These distances are also represented graphically in Fig. 4 (c).
is the perimeter length of the boundary before normalizing the signature to . Similarly, we have a complete normalized shape signature for the template image shown in Fig. 4 (a) as
Phase Signature
The next step is to form a phase signature of the same shape.
A row matrix is formed for this purpose which is composed of the angles of vectors d s .This row matrix is represented as
The d k,q s is the phase of the s th angle with centroid of the q th boundary in the k th binary image formed from the main image. This representation is also expanded or shrunk (rescaled) to form a fixed length representation having " " elements in horizontal direction only as
Similarly, for the template image we have
Vector Matching
Vector matching is the most important step after the vectorization process. In the vectorization process, both the main image and the template are in the form of a vector sets. Each binary image may produce many vectors after the boundary extraction process and each boundary produces one vector. The vectors in the template set are then sorted with respect to perimeter length and considered one by one for matching. We consider only those vectors withĀ
The reason for this selection is to ignore the shapes which are close to a circle and those which are insignificantly small. Such shapes may produce false results as the signatures for the circular or close to circular shapes tend to become quite indistinctively flat. The qualified vector of the template image is then matched with all of the vectors of the main image belonging to the same binary band.
Rotation Estimation
First step of vector matching is to find out the template rotation angle. This estimation is achieved through comparison of the magnitude signatures in a correlation fashion. They are correlated as follows to form an error function ε(S)
where ζ k,q (S) is the defined as a shifted and rotated version of the template signature ζ k,q with shifts S varying from 1 to given in Eq. (15):
The minima of this correlation error function ε(S) is located at S = S min and is given as
If this ε min ≤ γ, then this vector pair will be considered as matched, where γ is a threshold value for vector matching. The template rotation angle will then be given as
Scale Estimation
The second step is to estimate the scale of the template with respect to the main image. The perimeter of the boundary extracted in the template can be compared with that of the main image prior to normalization process for this estimation. Hence the scale estimate for this particular vector pair is given as
Location Estimation
The third and last step of vector matching is to find out the matching co-ordinates of the template in the main image. The centroid of the template shape has to be rotated and scaled back in order to match the orientation and the scale of the shape in the main image before finding the matching co-ordinates. The co-ordinates of the centroid of this template shape is given asŌ c
y . The center of the template image is given asP Mf 2 + j Nf 2 . We can define a vectorQ extending from the template image center towards the respective shape centroid, as given below
This vector can also be represented in polar form as
This vector is then given a rotation to an angle "−θ" given in Eq. (28) to form another vectorR given as
Another vector is then defined asT , which is extending from the template image upper left corner to the new rotated position ofQ given as
This vector is then finally scaled to form a vector U as
The co-ordinates of the respective shape in the main image is given as O c
y . The final displacement co-ordinates of the template image in the main image are represented by a vector V as given below
The solution set V x , V y , κ, θ is an estimated solution which is obtained from comparing one template vector from main image vectors. Let the set Z be represented as
Then a fifth index, s r will be included in the ordered pairs of this set to make the new representation as
such that
where |Z r − Z t | gives the Euclidean distance between the vector Z r and Z t . The argument n (· · ·) gives the cardinal number of the set, where η is a small positive quantity showing the limits of the cluster neighborhood. Then the final predicted solution of the template matching location and orientation is given as Z r in which s r has the highest value.
Confidence Factor Calculation
It is not necessary to match all the template features with the main image to ascertain the best matching position of the template. The process can be terminated earlier once enough matching conditions are met. The earlier truncation of the matching process can be achieved using a confidence factor Θ which is defined as follows:
where s Max is the maximum neighborhood count ands R is the mean neighborhood count of the rest of the solutions with count more than 0.25s Max . The value of Θ can be updated with each new entry in the set Z r and it also serves as a distinguishing factor for matching and non-matching template.
Subset Extraction
The proposed image matching scheme utilizes the vectorized representation of the image features. The final matching is done while comparing the two vectors; one from the main image and one from the template image. Once the template image is vectorized, its vectors are considered one by one to be matched with the complete set of the vectors in the main image. The search area is thus given by the vectors of the whole main image. This search are is gradually reduced through the use of a reduced subset of the vector set of the main image which is accomplished through an adaptive prediction mechanism. This mechanism predicts the matching location of the next template image in a sequence on the basis of the previous few matches. The results of this adaptive prediction is used to update the prediction mechanism to give better prediction in the future also. The reduction of main image vector set also reduces the computations to a great deal as the error remains whithin the range of a few pixels.The reduction in the quantity of these hypervectors has a direct impact on the computations and speed of the algorithm. This reduction is achieved by making the subset of the set of complete hypervectors of the main image using the information of the current matching scale κ and rotation θ along with the information about the next predicted matching location as estimated by the supervisory adaptive algorithmV x ,V y . e is the prediction error of the last image matching experiment whereas α is a multiplying factor which determines the search area to be used in the next matching experiment. This search area is proportional to the last prediction error with a proportionality constant used as α. If the error is more, the next area is also more causing more computations and as the search area reduces with the prediction error, the computations remain within a certain level. The error grows with the change in the direction of flight but the adaptive mechanism imposes a tighter constraint over the error while keep on trying to reduce this error to zero. Hence for a complete set of main image hypervectors ξ k,q as given in Eq. (18) a reduced subset is extracted denoted as ξ k,q as follows:
Adaptive Prediction
Image matching is done through the vectorized representation of the images in this proposed scheme. The final matching is done while comparing the two vectors, one representing the main image and the other representing the template image. Once the template image is vectorized, its vectors are considered one by one. These vectors are matched with the whole set of the vectors of the main image. The search area thus given by the complete set of the vectors of the main image. This search is gradually reduced through the use of adaptive prediction mechanism. This mechanism predicts the matching location of the next template image in a sequence on the basis of the previous few matches. The results of this adaptive prediction are used to converge towards the true matching point and to extract a subset of the main image vectors. Aerial vehicles mostly move on a route consisting of legs and waypoints. The flying altitude and vehicle speed may vary according to the mission profile. The adaptive mechanism can be trained quickly to predict the next location of the vehicle according to the current speed and route selected. Larger temporary error values during the change in flying directions and speeds are used to update the predictor accordingly. Least-Mean-Square (LMS) and RecursiveLeast-Square (RLS) algorithms have been used for the prediction of the next matching location [30] .
The image matching location for the m th template frame is converted to a complex input V x + iV y m . A similar complex input from the previous matching location V x + iV y m−1 is also stored. The difference of these two consecutive solutions forms the input to the adaptive predictor as explained in Fig. 5 . This input at m th interval is given as:
The adaptive filter is required to predict the next matching coordinate difference denoted as ΔV x + iΔV y m+1 . Once this prediction is available, the next template location is given as V x + iV y m+1
:
The previous prediction ΔV x + iΔV y m is also stored in the system. The difference of this previous predicted value and the actual current input ΔV x + iΔV y m forms a prediction error e given as:
This estimation error e is also used for the subset extraction as indicated in Eq. (40). For the first two matching locations, whole main image vector data set has to be used as the error value is more in these iterations. This error reduces sharply once the weights of the adaptive predictor filter are trained towards the system global minima. Over a straight route the errors keep on decreasing towards a zero value. Any change in vehicle direction, speed and altitude cause a slight peak Fig. 5 Adaptive prediction of the next matching location and its role in subset extraction. Table 1 The pseudo code of the vectorized image matching.
Input Output Problem Statement
To find the best matching location V x , V y , the scale κ and the rotation angle θ of the given m th template imagē f m (x,ȳ) inside the main image f (x, y), f
Stage 2: Shape Extraction
Shapes of all connected patches are extracted from each binary image formed in the previous step.
Stage 3: Centroid of the Shapes Centroid is calculated for each shape which was found in the last step
Stage 4: Magnitude Signature Distances from each shape boundary point to the centroid point is listed to form a magnitude signature. This vector is then normalized to a fixed amplitude (1) and length ( ).
Stage 5: Phase Signature
Angles from each shape boundary point to the centroid point with respect to +X axis is listed to form a phase signature. This is then normalized to a fixed length. in the error value which is again reduced through the same adaptive mechanism. This process forms a close observation system and let the error value within a bound. This restricted error forms an envelop ballpark which is used to deduce the subset of the vector set of the main image. The reduction of this vector data of the main image has a direct impact on the system computation reduction and ultimately reduces the matching time required for the vectorized image matching. Table 1 shows the pseudocode of the proposed scheme.
Result and Discussion
The experiments are designed to test the accuracy and speed of the proposed image matching scheme. The effect of adaptive prediction on the performance towards computation reduction is also emphasized. Statistical results are presented covering a wide variety of experimental aspects to show the robustness in the presence of noise. The results are summarized into three categories, i.e. sample image experiments, database image matching experiments and real application results.
Sample Image Experiment
In this section we present the detailed results of the given sample image. The main image is shown in Fig. 6 along with the route shown superimposed with black lines. A total of 450 images have been extracted along the route and are shown in Fig. 7 separately. The size of the main image is of 1128 × 1592 pixels whereas each template image is of 100 × 100 pixels. The motion of the aerial vehicle is assumed to be with uniform speed and at constant altitude creating footprints of equal size and spaced equally apart. The main image has been vectorized and stored before hand. At the real time the incoming template images are vectorized and this vector set is matched with the reduced vector set of the main image. This reduce vector set is generated Fig. 6 The test main image along with the route.
using the information about the prediction of the next vehicle location given by the adaptive filter associated with this matching mechanism. The error in prediction is used to train the weights of the adaptive filter for the next iteration as well as to extract the subset from the main image with a reasonable boundary margin. Experimental parameters were taken as B = 4, = 100, Υ = 10, ε = 10, η = 10 and α = 2. LMS algorithm is used for the adaptive prediction with tap length of 32 and step size of 9 × 10 −7 for the gradual convergence of the error towards a zero value. For the first matching process, whole of the main image is considered whereas the subsequent region of search shrinks to a very low value. Both the actual route and the predicted route are plotted in Fig. 8 . It is to be noted that over the straight path, the error gradually reduces as the output of the adaptive filter tends towards the desired output. The search area after incorporating the predicted matching location, image scale and rotation is plotted in Fig. 9 . The error is very low as compared to the image size and hence search area strictly follows the bounds given by the adaptive filter. The absolute values of the desired and the actual outputs along with the error is plotted in Fig. 10. 
Database Image Matching Experiments
In this section, we presented the computational analysis, adaptive convergence analysis along with the extensive results under a variety of situations like template image rotation, scale and noise. The figure of merit used to evaluate the performance of the proposed algorithm was the percentage of correct matches P defined as
This right prediction percentage factor has been utilized to evaluate the robustness and versatility of the proposed algorithm as compared with the ones reported earlier in literature.
Speed Analysis
The speed of the image matching processing directly depends upon the search area. Multiple sizes of square main image have been considered varying from 100 to 1000 pixels with a step of 50 pixels. Time required for the image matching has been observed for a fixed template size of 100 × 100 pixels. Experiments have been performed on 2.0 GHz Intel Centrino Core2 Duo PC using Matlab 7.3 on USC-SIPI-HAAI [31] image database. This database of images contains a verity of aerial images having multiple ground features. Results are consolidated in Fig. 11 in which the main image size is plotted on the horizontal axis, whereas the average time required for 250 image matching experiments is plotted on the vertical axis. It is to be noted that the variation of time with respect to image size is following a linear rise trend whereas the search area is being increased with square power of the image side. Hence the reduction of the search area is desired to achieve a high level of speed performance for the proposed vector based image matching scheme. The reduction of processing time has been observed once the adaptive prediction mechanism is incorporated along with the vector image matching scheme. For the experimental setup 16 satellite images have been considered. Twelve routes have been plotted over these images with random waypoints coordinates. Each route is divided into 500 segments for the acquisition of the camera snapshots. This constitutes 6000 image matching experiments per satellite image and a total of 96000 experiments. The time required for the image matching is plotted statistically in Fig. 12 . When the error of the adaptive prediction is more, it causes a wider search area selection which requires more time for the proposed matching scheme, where as the reduction of the error value along with the information about the current matching coordinates, scale and image rotation allows this search area to reduce considerably. This in turns has a direct impact on the processing of the proposed scheme.
The computations for the image matching experiments increase with increase in the image size. We have also compared the processing time of the proposed algorithm with the classical correlation scheme [10] , NCC [13] , successive similarity detection algorithm (SSDA) [15] , Chamfer image matching algorithm [18] , RIMA [21] and FDIM [24] . Results of this comparison are provided in Fig. 13 . Size of the template is taken fixed as 100 × 100 pixels, whereas the size of the main image is varied from 200 to 800 pixels side for square images in 100 pixels step. Platform used for the experiments was Matlab 7.3 on a 2.0 GHz Intel Centrino Core2 Duo PC. It is evident that other techniques take more time for the same image matching experiments for any given image size. It is clear from Fig. 13 that as the size of the main image is increased, the time required to perform the template search increases at a faster rate showing a non-linear rising trend. The results of proposed scheme, however, show a very little dependency on the size of the main image.
The proposed algorithm can be intelligently terminated earlier without performing the full matching iterations. The matching confidence factor given in Eq. (39) serves as discrimination between the matched and the unmatched image cases. To verify this property, ten examples of both the matched and unmatched cases have been considered. The value of the confidence factor has been recorded at each image matching iterations and has been plotted in Fig. 14 for all of these cases. These ten experiments show that matched and the unmatched templates are very well distinguished at the earlier stages of vector comparison. Furthermore the unmatched template confidence factor stays close to 0% as the solution set in this case is randomly populated, whereas in the case of a matched template many solutions show a fixed convergence trend towards the true match point which in- creases the value of this matching confidence factor rapidly.
Adaptive Convergence
The convergence of adaptive prediction in this scenario is very important as it is directly related to the performance of the proposed image matching scheme. Two types of adaptive setups are considered namely LMS and RLS. Three route configurations are considered. Firstly straight routes, secondly routes with multiple way-points and thirdly routes with multiple way-points and randomly varying vehicle velocity. The experimental setup constitutes of 16 satellite images, 12 routes per image, 500 way-points per route for each adaptive setup and corresponds to each route configuration. For straight routes the average error value shows a fast reduction trend as shown in Fig. 15 (a) and Fig. 16 (a) . For a multiple way-point route, the average error trend shows an overall gradual convergence towards a zero-valued error as shown in Fig. 15 (b) , (c) and Fig. 16 (b), (c) . Thus, the adaptive prediction mechanism supervises the subset extraction process and provides a tight bound in the search area boundaries. The proposed algorithm is compared with six different algorithms, classical correlation scheme [10] , NCC [13] , SSDA [15] , Chamfer image matching [18] , Robust image matching algorithm (RIMA) [21] and Fourier Descriptors Image Matching (FDIM) [24] . The classical correlation scheme [10] accumulates pixel errors on the basis of their gray value difference. NCC [13] utilizes an advance form of the correlation. SSDA is a block matching algorithm used with early truncation approach [15] . Chamfer image matching [18] and RIMA [21] are edge matching algorithms using distance transforms of the images. FDIM [28] is a contour matching algorithm which compares image contour features.
Template Scale Analysis
A test run of the proposed algorithm was performed on database of satellite images in order to observe the scale invariance of the algorithm. Therefore, the template images were scaled from 0.4 to 2.0 with a step of 0.1. Scale value of "1" shows that the template image used in matching experiment is of the same scale as that of the main image. The scale greater than "1" shows expansion in the template prior to matching and vice versa. The results were consolidated in Fig. 17 for the proposed algorithm as well as the other schemes [10] , [13] , [15] , [18] , [21] , [24] . These results are provided in the percentage P of right prediction of the templates for each scale factor. It is evident from Fig. 17 that the following three schemes, i.e. classical correlation scheme [10] , Chamfer image matching algorithm [18] and RIMA [21] , have failed to match outside the scaling factor of 0.8 to 1.2. Therefore, the scale range of 0.8 to 1.2 has been studied with a smaller step of 0.01. FDIM [24] however, produces better results but has shown a sharp decline of performance. These schemes produce fairly accurate matching statistics in case of no scaling i.e. with scaling factor "1". The proposed scheme produces comparable image matching for the scaling factor of "1". However, the proposed scheme produces much better results than the other three schemes for scaling factors other than 0.9 to 1.1. For example, at a scaling factor of 1.2, classical correlation [10] and Chamfer image matching algorithm [18] fails to match where as RIMA [21] shows 7%, NCC [13] shows 19%, SSDA [15] shows 41% results, while the proposed scheme shows 88.41% of correct matches. The proposed scheme matches image features using a normalized representation of feature signatures which enable the comparison with scale invariance over a greater scale range. However, the image features degrade more in case of contraction, than in the case of image expansion. This fact has affected the results in the same pattern as the factor P drops to 10% at a template scale of "0.4". ers. For the rotation of 2 o classical correlation [10] shows 10%, NCC [13] shows 65%, SSDA [15] shows 43%, Chamfer image matching algorithm [18] shows 59%, RIMA [21] shows 95% and the proposed scheme shows 99.53% correct matches. At a rotation of 7 o , classical correlation [10] and Chamfer image matching algorithm [18] fail to match, NCC [13] shows 63%, SSDA [15] shows 33%, RIMA [21] gives 87%, FDIM [24] gives 91% and the proposed scheme still shows a very high percentage of 99.42% of correct matches. The proposed scheme has made it possible to match feature shapes with a high degree of rotation invariance as it is representing each shape in the form of normalized magnitude and phase signatures. Each magnitude shape signature is correlated in a 1D fashion to establish the best fit at a particular rotation angle. The angle estimate is then made through the phase representation of the same signature. Finally the clustering of qualified solutions in a 4D space filters out the unwanted solutions and converges the result towards the true rotation orientation. Note that the results are near ideal when the rotation is through a multiple of 90 o , because in this way the rotation has the least effect on feature shapes. It is evident from Fig. 18 that the results of the proposed scheme deteriorate significantly for rotations of 45
Template Rotation
o . This is due to the fact that at this rotation the maximum number of pixels of the image has been estimated by an interpolator. We have used a bilinear interpolator. The results may improve significantly if a better interpolator is used.
Template Noise Analysis
The proposed algorithm has also been evaluated for two different types of noises i.e. additive white Gaussian noise (AWGN) and impulsive noise. The behavior of the proposed algorithm was evaluated for 30 dB AWGN. The results were also compared at different scales of the template image as well as at different rotations of the template. The results were also compared with the other six techniques as well. Figure 19 posed algorithm performs better than the classical correlation [10] , NCC [13] , SSDA [15] , Chamfer image matching algorithm [18] and RIMA [21] . It has also been observed that proposed algorithm provides 85% of correct matches at 1.0 scale which is significantly greater than 55% of classical correlation [10] , 18% of NCC [13] , 23% of SSDA [15] , 0% of Chamfer image matching algorithm [18] , 65% of RIMA [21] and 71% of FDIM [24] . The results for different rotations are compared with other methods in Fig. 20 . The behavior of the results have same pattern which was elaborated in Fig. 18 . However the results deteriorate slightly due to the presence of AWGN. The results have also been assessed for excessive impulsive noise which is primarily due to imperfection/malfunctioning of different sensors. We have evaluated the proposed algorithm at different template scales as well as different template image rotations in the presence of 30 dB impulsive noise. Figure 21 shows the comparison of the percentage of correct matches for 0.4 to 2.0 template scale range. The results in Fig. 21 shows that the proposed algorithm out performs than the classical correlation [10] , NCC [13] , SSDA [15] , Chamfer image matching algorithm [18] , RIMA [21] and FDIM [24] . A similar behavior is also observed at different template rotation angles as shown in Fig. 22 . 
Real Application Results
We have obtained several real aerial images of district Mansehra, NWPF, Pakistan. The images were obtained by a gray scale Sony camera (XC-ST70CE) with analog video out. This video was digitized at a resolution of 720 × 480 pixels at the height of 700 m. These snapshots represent real noisy/degraded, scaled and rotated images with varying illumination. A sample image of this class is shown in Fig. 23 . The satellite image of this area is also shown in Fig. 24 . These 1000 real images were matched with the satellite images of the area using the proposed algorithm and the results show that the percentage of correct classification was 86%. However, the classical correlation [10] , NCC [13] , SSDA [15] , Chamfer image matching algorithm [18] , RIMA [21] and FDIM [24] showed the per-centage of correct classification as 54.6%, 57.3%, 62.1%, 1.2%, 59.8% and 71.2%, respectively. The results show that the proposed algorithm is capable of image matching under a variety of real environment.
Conclusion
This paper presents a new image matching method using hyper vectorization of gray level sliced binary images. It is proposed to utilize the gray level binary sliced images for boundary extraction of connected patches. The process of signaturization has been proposed to form image feature vectors of fixed dimensions. Therefore, the proposed method represents the image gray shape features in the terms of 1D normalized vector cluster. These vectors were proposed to be compared to find the image matching solution in an iterative way. Thus, shape matching is performed in a much more effective way as the computations have been reduced to vector subtraction only. The results of the algorithm are fairly robust and computationally very attractive. Image matching shows good performance for a complete 360 o rotated template and over a wide range of template scaling. The performance is further enhanced using a supervisory adaptive prediction mechanism which predicts the next matching location of the incoming template image. This prediction reduces the computation level to a great deal. The performance in real situation is also satisfactory. The immunity against noise also shows to be much better than many techniques known in the literature.
