Abstract. Let F r be an extension of a finite field F q with r = q m . Let each g i be of order n i in F * r and gcd(n i , n j ) = 1 for 1 ≤ i = j ≤ u. We define a cyclic code over F q by
C (q,m,n1,n2,...,nu) = {c(a 1 , a 2 , . . . , a u ) : a 1 , a 2 , . . . , a u ∈ F r }, and n = n 1 n 2 · · · n u . In this paper, we present a method to compute the weights of C (q,m,n1,n2,...,nu) . Further, we determine the weight distributions of the cyclic codes C (q,m,n1,n2) and C (q,m,n1,n2,1) .
Introduction
Let F q be a finite field with q elements, where q = p s , p is a prime, and s is a positive
integer. An [n, k, d] linear code C is a k-dimensional subspace of F with least degree such that C = g(x) and g(x) | (x n − 1). Then g(x) is called the generator polynomial and h(x) = (x n − 1)/g(x) is called the parity-check polynomial of the cyclic code C. Suppose that h(x) has u irreducible factors over F q , we call C the dual of the cyclic code with u zeros. Let A i be the number of codewords with Hamming weight i in the code C of length n. The weight enumerator of C is defined by 1 + A 1 x + A 2 x 2 + · · · + A n x n .
The sequence (1, A 1 , A 2 , . . . , A n ) is called the weight distribution of the code C. In coding theory it is often desirable to know the weight distributions of the codes because they can be used to estimate the error correcting capability and the error probability of error detection and correction with respect to some algorithms. This is quite useful in practice. Unfortunately, it is a very hard problem in general and remains open for most cyclic codes. Let r = q m for a positive integer m and α a generator of F * r . Let h(x) = h 1 (x)h 2 (x) · · · h u (x), where h i (x)(1 ≤ i ≤ u) are distinct monic irreducible polynomials over F q . Let g
−1 i
= α −N i be a root of h i (x) and n i the order of g i for 1 ≤ i ≤ u. Denote δ = gcd(r − 1, N 1 , N 2 , . . . , N u ) and n = r−1 δ
. The cyclic code C can be defined by C (q,m,n 1 ,...,nu) = {c(a 1 , a 2 , . . . , a u ) : a 1 , a 2 , . . . , a u ∈ F r }, ( and Tr r/q denotes the trace function from F r to F q . It follows from Delsarte's Theorem [7] that the code C is an [n, k] cyclic code over F q with the parity-check polynomial
. The weight distributions of such cyclic codes have been studied for many years and are known in some cases. We describe the known results as follows.
(1) For u = 1, C (q,m,n 1 ) is called an irreducible cyclic code. The weight distributions of irreducible cyclic codes have been extensively studied and can be found in [1, 2, 8, 9, 12, 24, 25] . (2) For u = 2, i.e., h(x) = h 1 (x)h 2 (x). The duals of the cyclic codes with two zeros have been well investigated when deg(h 1 (x)) = deg(h 2 (x)). If g 1 and g 2 have the same order in F * r , we know deg(h 1 (x)) = deg(h 2 (x)). Then the weight distribution of cyclic code C (q,m,n 1 ,n 1 ) had been determined for some special cases [11, 13, 15, 22, 29, 30, 31, 32, 33, 37] . If F * r = g 1 = g 2 , then the weight distribution of the code C (q,m,r−1,r−1) which is called the dual of primitive cyclic code with two zeros had been studied in [3, 4, 5, 6, 14, 21, 23, 26, 28, 35] . (3) For u = 3. The results on the weight distribution of the dual of cyclic code C (q,m,n 1 ,n 2 ,n 3 ) with three zeros can be found in [20, 36, 38] where the orders are not pairwise coprime. (4) For arbitrary u. Yang et al. [34] described a class of the duals of cyclic codes with u zeros and determined their weight distributions under special conditions. Li et al. [18] also studied such cyclic codes and developed a connection between the weight distribution and the spectra of Hermitian forms graphs.
In the following, we always assume that r−1 = n i N i for 1 ≤ i ≤ u and gcd(n i , n j ) = 1 for i = j. Let α be a generator of F * r , where r = q m for a positive integer m. For
, it is easily known that g i and g j are not conjugates of each other over F q when i = j. Denote δ = gcd(r − 1, N 1 , N 2 , . . . , N u ), and n = r−1 δ
. In fact, we have
In this paper, we present a method to compute the weight distribution of C (q,r,n 1 ,n 2 ,...,nu) when gcd(n i , n j ) = 1 for i = j. Further, we determine the weight distributions of the cyclic codes C (q,m,n 1 ,n 2 ) and C (q,m,n 1 ,n 2 ,1) clearly by using the Gauss periods. This paper is organized as follows. In Section 2, we introduce some results about Gauss periods. In Section 3, we shall present a method to compute the weights of the cyclic code C (q,m,n 1 ,n 2 ,...,nu) . In Section 4, we obtain the weight distributions of the cyclic code C (q,m,n 1 ,n 2 ) by using Gauss periods and some examples. In Section 5, we give the weight distributions of the cyclic code C (q,m,n 1 ,n 2 ,1) by using Gauss periods and some examples.
For convenience, we introduce the following notation in this paper: F r finite field of r elements, r = q m ,
Gauss periods
Let F r be the finite field with r elements, where r is a power of prime p. For any a ∈ F r , we can define an additive character of the finite field F r as follows:
p is a p-th primitive root of unity and Tr r/p denotes the trace function from F r to F p . If a = 1, then ψ 1 is called the canonical additive character of F r . The orthogonal property of additive characters which can be found in [19] is given by
Let r − 1 = nN and α a fixed primitive element of F r , where r = q m = p sm . We 
where ψ is the canonical additive character of F r and η
In general, the explicit evaluation of Gauss periods is a very difficult problem. However, they can be computed in a few cases.
Lemma 2.1. [27] When N = 2, the Gauss periods are given by
, if p ≡ 3 (mod 4), and η (2,r) 1
The Gauss periods in the semi-primitive case are known and are described in the following lemma. (1) If f, p, and
(2) In all other cases,
The Gauss periods in the index 2 case can be described in the following lemma. 
Then the Gauss periods of order N are given by
where
In this section, we present a method to compute the weights of codewords in cyclic code C (q,m,n 1 ,n 2 ,...,nu) as (
For any a 1 , a 2 , . . . , a u ∈ F r , the Hamming weight of c(a 1 , a 2 , . . . , a u ) is equal to
Proof. Let φ be the canonical additive character of F q . Then ψ = φ • Tr r/q is the canonical additive character of F r . By the orthogonal property of additive characters we have
Denote n
).
Since gcd(n 1 , n ′ 1 ) = 1, for any fixed t we have the inner sum
Thus we have
Similarly, we have
This completes the proof. 
Proof. Note that q = 2 and F * 2 = {1}. Then by Theorem 3.1 we have Z(r, a 1 , a 2 , . . . , a u ) = n 2 + 1 2
This completes the proof.
In this section, we shall determine the weight distribution of C (q,m,n 1 ,n 2 ) with gcd(n 1 , n 2 ) = 1, where
It follows from Delsarte's Theorem [7] that the code C (q,m,n 1 ,n 2 ) is a cyclic code over F q with the parity-check polynomial h 1 (x)h 2 (x), where h 1 (x) and h 2 (x) are the minimal polynomial of g (1) Then
(2) Then there is an isomorphism of groups:
, then the weight distribution of the cyclic code C (q,m,n 1 ,n 2 ) is given by Table 1 . Table 1 . Weight distribution of C (q,m,n 1 ,n 2 ) when gcd(n 1 , n 2 ) = 1 Weight Frequency 0 1
Proof. By Theorem 3.1 we have
We will compute the values of Z(r, a, b) in the following four cases.
(1) If a = 0 and b = 0, then
This value occurs only once.
(2) If a = 0 and b = 0. Suppose that a ∈ C
, by Lemma 4.1 there exist exactly
This value occurs N 2 ) . Similarly, we have
This value occurs . Then
and
Then by Lemma 4.1 we have
It is easily known that C
N 0 i , by Lemma 4.1 there exist exactly r, a, b) . Then we can obtain the Table 1 and this completes the proof. Note that η If one of n 1 and n 2 is equal to 1, without loss of generality we assume that n 1 = 1, then we have
This value occurs
. Thus we can get the weight distribution of the cyclic code C (q,m,1,n 2 ) . In fact, the first author and the second author [17] had presented its weight distribution. Theorem 4.2 can be viewed as the generalization of the result in [17] . C (q,m,n 1 ,1) .
Proof. For completeness we give a proof here. If n 1 = 1, then we have
. By Theorem 3.1 we have
It is known that Tr r/q maps F r onto F q and |{a ∈ F r : Tr r/q (a) = ω}| = r q 
This value occurs q − 1 times. 
Moreover,
This value occurs r, a, b) . Then we can obtain the Table 2 and this completes the proof. It follows from Delsarte's Theorem [7] that the code C (q,m,n 1 ,n 2 ,1) is a cyclic code over F q with the parity-check polynomial (
where Z(r, a, b, c) = |{i : Tr r/q (ag
, then the weight distribution of the cyclic code C (q,m,n 1 ,n 2 ,1) is given by Table 3 . Table 3 . Weight distribution of C (q,m,n 1 ,n 2 ,1) when gcd(n 1 , n 2 ) = 1 Weight Frequency 0 1 n 1 n 2 q − 1
It is known that Tr r/q maps F r onto F q and 
. This value occurs 
and Tr r/q (c) ∈ C 
. This value occurs , and
. Then by the proof of Theorem 3.1 and Lemma 4.1 we have
. Then by Lemma 4.1 we know
, N 1 ). Hence we have
.
Therefore we have a, b, c) . Then we can obtain the Table 3 and this completes the proof.
Example 5.2. Let (q, m, n 1 , n 2 ) = (4, 2, 5, 3). Then we have r = 16, Example 5.3. Let (q, m, n 1 , n 2 ) = (8, 2, 9, 7). Then we have r = 64, Theorem 5.4. If q = 2 and gcd(n 1 , n 2 ) = 1, then the weight distribution of the cyclic code C (q,m,n 1 ,n 2 ,1) is given by Table 4 . Table 4 can be obtained by Table 3 and this completes the proof. Then by Table 4 we know that C (q,m,n 1 ,n 2 ,1) is a [15, 7, 3] 
Concluding remarks
In this paper, we have presented a method to compute the weights of codewords of cyclic code C (q,m,n 1 ,n 2 ,...,nu) and have determined the weight distributions of the cyclic codes C (q,m,n 1 ,n 2 ) and C (q,m,n 1 ,n 2 ,1) .
Let g 1 and g 2 be two elements of F * r with the coprime orders n 1 and n 2 , respectively. For a divisor e 1 of n 1 , we assume that g 1 and g 3 = µ 1 g 1 are not conjugates of each other over F q and ord(g 3 ) = n 1 , where µ 1 ∈ F * r and ord(µ) = e 1 . The weight distribution of the cyclic code C (q,m,n 1 ,n 2 ,n 1 ) can be determined by our method and the method in [11] or [22] . Moreover, let µ 2 be a elements of F * r and ord(µ 2 ) = e 2 , where e 2 is a divisor of n 2 . Suppose that g 2 and g 4 = µ 2 g 2 are not conjugates of each other over F q . Then the weight distribution of the cyclic code C (q,m,n 1 ,n 2 ,n 1 ,n 2 ) can also be determined by our method and the method in [11] or [22] . We leave this for future work.
