The Fed model postulates that the equity earnings yield follows the bond yield in the long run. Our tests based on a cointegration analysis of the United States, United Kingdom and German data indicate that the Fed model has predictive power in forecasting changes in the equity prices, earnings and bond yields. The predictions are better in the US than in other countries. Our approach consists of building a Vector Equilibrium Correction model which provides a quantitative dynamic version of the Fed model.  2005 Elsevier Inc. All rights reserved.
Introduction
The Fed model postulates that the earnings yield E/P of a stock index tends to move in the same direction as the treasury bond yield Y thus giving a way to predict price movements in the equity market: if E/P is much less than Y one might expect a decrease in the equity prices P . This effect was studied already in Ziemba and Schwartz (1991) and it became widely known with the Humphrey-Hawkins Report Board of Governors of the Federal Reserve System (1997). The idea is that bonds and stocks compete for investment funds and those funds tend to move towards the more attractive investment. Ziemba and Schwartz (1991) used the difference Y − E/P as a stock market danger indicator. They showed that this was accurate in predicting major crashes in the stock markets of US and Japan during 1948 -1989 . Berge and Ziemba (2003 made a further study of the predictive ability of this indicator for predicting stock price rises and declines with various data estimation techniques for the US, Japan, Germany, Canada and the UK. For 1970 Berge and Ziemba (2003 found that the measure provided signals to enter and exit the stock markets superior to buy and hold strategy and provided signals that predicted large declines. Practitioners such as Yardeni (2003) have also used this measure to try signal large stock market moves. Ziemba (2003) details many successful applications of the idea in various equity markets. Campbell and Vuolteenaho (2004) show that during 1927-2002 the bond yield and proxies of the risk premium are strongly statistically significant in explaining variations in the log stock yield (either the earnings-price ratio or the dividends-price ratio). Despite the empirical success in describing the behavior of stock prices and its popularity among practitioners the Fed model has also been criticized for being theoretically invalid; see, e.g., Asness (2003) and Campbell and Vuolteenaho (2004) . The main criticism is that the Fed model compares a nominal quantity Y to the real quantity E/P . This paper studies the Fed model from statistical point of view with a focus on the ability of the Fed model to forecast changes in equity prices, earnings and bond yields. This is done through studying the logarithmic indicator defined by
Taking logarithms of positive quantities is common practice in econometrics and it has two important advantages. First, proportional variations in the values of strictly positive variables are often more meaningful than absolute ones. Second, logarithmic variables often fit statistical models better than original ones. Figure 1 displays the logarithmic indicator together with logarithmic values of the general equity market index for the US. During 2001 stock market prices fell and the indicator moved to a lower level indicating less danger in the market. However, in late 2001, the fall in stock market prices was exceeded by the fall in earnings. This lead to the indicator moving even higher which anticipated the 22% fall in the stock prices in 2002. In late 2002 the indicator moved to a low level which is consistent with the rise in stock prices in 2003.
The main idea of the paper is to develop a linear time series model around the log indicator and to test whether the indicator improves the predictive power of the model. Being linear in all the logarithmic variables suggests that I t might serve as an equilibrium correction term in a Vector Equilibrium Correction (VEC) model for the logarithmic vari- ables; see Engle and Granger (1987) and Johansen (1995) . The resulting time series model provides a quantitative version of the FED-model and it gives predictions not only of the equity price index but all the variables in the model.
Out-of-sample forecast tests in the US, the UK, and Germany indicate that VEC-models with the logarithmic indicator outperform Vector autoregressive (VAR) models, without the indicator.
The paper is organized as follows. Section 2 describes the data used in the tests. In Section 3, we study the stationary properties of the time series, and in particular of the log indicator. In Section 4, we develop and analyze VEC-models for markets in the US, the UK and Germany. Section 5 compares the predictive ability of the VEC-models against VAR-models in out-of-sample forecast tests. Section 6 concludes.
Data
The stock market price and earnings data as well as the bond yields for the three markets are from Datastream. Datastream total market price indices for the United States, United Kingdom and Germany represent the behavior of the stock prices in all three markets. The earnings (past) corresponding to the indices are calculated from the reported price earnings (P /E) ratios. The bond yields represent the yields on ten-year government benchmark bonds and are calculated by Datastream. Our dataset covers quarterly observations from January 1980 to December 2003.
Tests for cointegration
This section studies the stationarity properties of the time series. Figures 2-4 The value of z(t) indicates the deterministic terms included in the unit root regressions. When z(t) = 0 the deterministic terms are omitted, with z(t) = 1 a constant is included and with z(t) = (1, t) a constant and a trend are included. * Indicate the rejection of the unit root null at the 1% significance level.
We study, using data from 1980/1 to 2003/4, the stationarity properties of ln Y i t , ln P i t and ln E i t by performing augmented Dickey-Fuller (Dickey and Fuller, 1981) tests for all the time series. The results of the unit root tests in Table 1 are very similar across the markets. The log bond yield, log stock price index and log earnings are non-stationary and their first differences are stationary. Next we test the stationarity of the indicator, ln I i t , using different subsamples of our data set. Figure 5 displays the p-values of augmented Dickey-Fuller tests for the logarithmic indicator on different subsamples for all the three markets. The initial estimation period used in the unit root tests is t = 1980/1, . . . , 1990/1. After this, the sample size is expanded by one observation at a time and the test statistic is recomputed for each subsample (t = 1980/1 to 1990/2, t = 1980/1 to 1990/3, etc.). The results in Fig. 5 , where low p-values (e.g., below 5%) indicate the rejection of the unit root null, confirm the stationarity of the log indicator in the US over all the considered subsamples. In the UK and Germany the indicator is fairly stationary until the end of 2001, since the p-values are below 10% over most of the subsamples. Figures 3-4 show that the rapid decline of the log indicator towards the end of year 2001 causes the p-values of the ADF tests to increase to over 10% and 20% in the UK and Germany, respectively. Since, the indicator appears fairly stationary over most of the subsamples in all the markets, thus implying cointegration between the time series, we estimate VEC models to test whether the indicator can be used to explain the observed variations in the time series and especially in equity prices. To study how the recent market developments affect the resulting parameter estimates, we analyze all the estimation results using two different samples. The first subsample covers observations before the latest market turmoil, from 1980/1 to 2000/4, where the indicator appears very stationary, and the second sample uses the whole dataset, 1980/1 to 2003/4.
Statistical analysis of the Fed model
To test the predictive ability of the indicator, we estimate a Vector Equilibrium Correction (VEC) model popularized by Engle and Granger (1987) and Johansen (1995) for the vector process
This approach is similar to the Vector autoregression (VAR) approach used in Campbell and Shiller (1988) , and it has similar advantages. A VEC model is obtained from a VAR model by adding an "equilibrium correction" term to it. It is a linear time series model of the form
and Σ ∈ R 3×3 is the covariance matrix for the normally distributed random innovations. The third term on the right takes into account the long-term behavior of x t around statistical equilibria described by the linear equations β x = µ. It is assumed that, in the long run,
and that if x t deviates from the equilibria (due to shocks in economic conditions) it will tend to move back to them. The matrix α determines the speed of adjustment towards the equilibria. In this sense, VEC-models incorporate long-run equilibrium relationships (often derived from economic theory) with short-run dynamic characteristics deduced from historical data.
We are interested in whether or not the indicator I t could serve as an equilibrium term in a VEC-model for x t , and whether it explains the variations in x t , and particularly on P t as the Fed model stipulates. As described in Section 3, we assume that the indicator is stationary, i.e., choose β = [1, −1, 1], and estimate the remaining parameters of (2) from historical data. Although our approach resembles the method of Engle and Granger (1987) it is not a valid statistical approach. If there is actually no cointegration between the time series, i.e., the indicator is nonstationary, our model will be incorrectly specified and the t-statistic inference of the VEC model will be invalid. However, VEC model offers a natural way for modeling the phenomenon and testing the predictive ability of the indicator. of the dependent variable and may be interpreted as the fraction of the variance of the dependent variable explained by the regressors. One problem with using R 2 as a measure of goodness of fit is that R 2 will never decrease as more regressors are added. The adjusted R 2 penalizes for the addition of regressors which do not contribute to the explanatory power of the model, can decrease as regressors are added, and for poorly fitting models, may be negative. The reported F -statistic p-values are from a test of the hypothesis that all of the coefficients (excluding the constant) in a regression are zero. If the p-value is less than a specified significance level, say 0.05, the null hypothesis that all equation coefficients are equal to zero is rejected. In the US the results are similar across the considered samples. The indicator, I t , has a statistically significant negative effect on the equity prices, as the Fed model postulates, but it also enters the bond yield equation with a significant negative coefficient. Thus, the indicator pushes the equity prices and bond yields to the same direction, which can be interpreted as a two way correction to an observed disequilibrium between the current bond yields and equity earnings. The changes in log earnings are well explained by its lagged values which account for a high proportion of the variation in the time series, as is apparent from the relatively high R 2 for the earnings equation. This is in line with the findings of Campbell and Shiller (1988) for predicting equity earnings. If the reported p-value of the F -statistic is less than a specified significance level, say 0.05, the null hypothesis that all equation coefficients are equal to zero is rejected. The datastream UK market price index is used to present the equity prices and the earnings are calculated from the reported P /E ratios. The bond yields correspond to the Datastream UK ten-year government benchmark bond index.
In the UK, the indicator is the only significant regressor explaining the variations of the equity prices and earnings during the first considered sample. However, this effect is alleviated when the whole dataset is used for estimation. The model does not explain the observed variations in the time series very well, which is highlighted by the low adjusted R 2 and high p-values of the F -statistics, see Table 3 .
In Germany, the indicator is again the most significant regressor in the model, by entering the earnings and bond yield equations with significant coefficients in the 1980/1-2000/4 sample, and the bond yield equation in the full sample. The earnings' fluctuations are explained by the changes in equity prices and the bond yields are strongly autocorrelated in both samples. Table 5 reports multivariate residual test statistics for the regressions. The tests reveal no autocorrelation or heteroskedasticity problems in the residual time series. However, the normality assumption of the residuals is rejected at a 1% significance level in the first subsample of the UK data and for the whole sample the residuals seem to be non-normally distributed in all the three countries.
The indicator is able to explain some of the observed variations in the time series in all three markets. Especially, in the US and UK the indicator predicts the changes in equity prices, but it also appears as a significant regressor for bond yields in the US and Germany If the reported p-value of the F -statistic is less than a specified significance level, say 0.05, the null hypothesis that all equation coefficients are equal to zero is rejected. The datastream Germany market price index is used to present the equity prices and the earnings are calculated from the reported P /E ratios. The bond yields correspond to the Datastream Germany ten-year government benchmark bond index. (Johansen, 1995) . The normality test reports the multivariate extensions of the Jarque-Bera residual test (Doornik and Hansen, 1994) , which compares the third and fourth moments of the residuals to those from the normal distribution. The reported value is the probability that a Jarque-Bera statistic exceeds (in absolute value) the observed value under the null hypothesis. A small probability value leads to the rejection of the null hypothesis of a normal distribution. Heteroskedasticity test is the extension of White's (1980) test to systems of equations as discussed, e.g., by Doornik (1995) . The test regression is run by regressing each cross product of the residuals on the cross products of the regressors and testing the joint significance of the regression. Under the null of no heteroskedasticity, the non-constant regressors should not be jointly significant, see Doornik (1995) .
as well as for earnings in the UK and Germany. However, the extent of its forecasting power is somewhat questionable due to the low adjusted R 2 values reported in Tables 2-4 . To further analyze the forecast ability of the indicator we compare the developed VEC model against VAR models in out-of-sample forecast tests in the next section.
Forecast tests with the Fed model
We compare the predictive ability of the VEC-models in out-of-sample tests against VAR-models for differences. The VAR-models are obtained by dropping the equilibrium correction term (the FED-indicator), so the focus is on the predictive ability of the log indicator. The models' forecast performance is tested in a 1-step ahead forecast comparison using recursive estimation, where the models are re-estimated each time a new prediction has to be constructed. Initially, the models are estimated using a data sample t = 1980/1 to 1989/4, and a 1-step ahead forecast is constructed using the estimated parameters. After this, the estimation period is expanded by one observation at a time (i.e., t = 1980/1 to 1990/1, t = 1980/1 to 1990/2, etc.) and a new 1-step prediction is constructed using the re-estimated parameters. We use the root mean squared forecast error (RMSE) (see, e.g., Makridakis et al., 1998) as a criterion for measuring the forecast accuracy of the different models. The VAR and VEC models' RMSEs on two different subsamples, 1990/1 to 2000/4 and 1990/1 to 2003/4, are given in Table 6 .
In the first subsample, 1990/1 to 2000/4, the VEC models outperform the VAR models by producing smaller forecast errors for the log differences of all the forecasted time series in all the three markets. The same general observation applies also in the second sample, 1990/1 to 2003/4, although the prediction errors generated by the models are slightly larger when the observations from 2001/1 to 2003/4 are included in the forecast test. Apart from forecasting the changes in the German log earnings, VEC models outperform VAR models by generating smaller or equal forecast errors for all the time series. It appears that the indicator has predictive power in forecasting quarterly differences of equity prices, earnings and bond yields, even though the reductions in the forecast errors produced by the indicator are somewhat limited.
Conclusion
This paper developed a logarithmic Vector Equilibrium Correction version of the Fed model. The results of Section 4 show that the model is statistically significant in explaining variations in the logarithmic values of stock prices, earnings and bond yields. Moreover, in the forecast tests of Section 5, the VEC-model outperforms the VAR-model obtained by dropping the log indicator from the VEC-model (and re-estimating the parameters). These results support the earlier findings of Ziemba and Schwartz (1991) , Berge and Ziemba (2003) , Ziemba (2003) and Campbell and Vuolteenaho (2004) . Consistent with Berge and Ziemba (2003) , our results indicate that the Fed model is more successful in the US than in the other markets. Our results do not validate the logic behind the Fed model but they do show that during 1980-2003 the Fed model has had some predictive power in the US, the UK and German markets.
