Let R be an exchange ring. We prove that the relative elementary subgroups E n (R, I) are normal in the general linear group GL n (R) if n ≥ 1 and that the standard commutator formula E n (R, I) = [E n (R), E n (R, I)] = [E n (R), C n (R, I)] holds if n ≥ 3. Moreover, we classify the subgroups of GL n (R) that are normalised by the elementary subgroup E n (R) in the case n ≥ 3.
Introduction
Let R be a ring. A left R-module M is said to have the exchange property if for any module X and decompositions
where M ′ ∼ = M, there exists submodules N ′ i ⊆ N i for each i such that
R is called an exchange ring if R R has the exchange property. W. Nicholson [5] showed that R is an exchange ring iff for any x ∈ R there is an idempotent e ∈ xR such that 1 − e ∈ (1 − x)R. It follows that any exchange ring R has property (1) below, see [5, Proposition 1.11 ].
If m ∈ N and x 1 , . . . , x m ∈ R such that x 1 + · · · + x m = 1, then there are orthogonal idempotents e i ∈ x i R (1 ≤ i ≤ m) such that e 1 + · · · + e m = 1.
The class of exchange rings is quite large, it contains all semiperfect rings [5] , semiregular rings [5] , local rings [5] , clean rings [5] , purely infinite simple rings [2] and (not necessarily simple) purely infinite Leavitt path algebras [1, Corollary 3.8.19 ].
The main results of this paper are the following three theorems, where GL n (R) denotes the general linear group (of degree n) over R, E n (R) the elementary subgroup, E n (R, I) the elementary subgroup of level I and C n (R, I) the full congruence subgroup of level I. Theorem 1. Suppose that R is an exchange ring and I ⊳ R an ideal. Then E n (R, I) is a normal subgroup of GL n (R).
Theorem 2. Suppose that R is an exchange ring and n ≥ 3. Then
for any ideal I ⊳ R.
Theorem 3. Suppose that R is an exchange ring and n ≥ 3. Let H be a subgroup of GL n (R). Then H is normalised by E n (R) iff there is an ideal I ⊳ R such that
Moreover, the ideal I is uniquely determined.
Similar results for other classes of rings (including the class of commutative rings) were obtained in [3] , [11] , [4] , [8] , [9] and [10] .
The rest of the paper is organised as follows. In Section 2 we recall some standard notation which is used throughout the paper. In Section 3 we recall the definitions of the general linear group GL n (R) and some important subgroups. In Section 4 we prove Theorem 1, in Section 5 Theorem 2 and in Section 6 Theorem 3.
Notation
N denotes the set of positive integers. If G is a group and g, h ∈ G, we let g h := h −1 gh and [g, h] := ghg −1 h −1 . If H and K are subgroups of G, we denote by [H, K] the subgroup of G generated by the set {[h, k] | h ∈ H, k ∈ K}. By a ring we mean an associative ring with 1 = 0. By an ideal of a ring we mean a twosided ideal. To denote that I is an ideal of a ring R we write I ⊳ R.
Throughout the paper R denotes a ring and n ∈ N a positive integer. We denote by R n the set of all columns u = (u 1 , . . . , u n ) t with entries in R and by n R the set of all rows v = (v 1 , . . . , v n ) with entries in R. Furthermore, the set of all n × n matrices over R is denoted by M n (R). The identity matrix in M n (R) is denoted by e and the matrix with a one at position (i, j) and zeros elsewhere is denoted by e ij . If σ ∈ M n (R), we denote the the entry of σ at position (i, j) by σ ij . We denote the i-th row of σ by σ i * and its j-th column by σ * j . If σ ∈ M n (R) is invertible, we denote the entry of σ −1 at position (i, j) by σ ′ ij , the i-th row of σ −1 by σ ′ i * and the j-th column of σ −1 by σ ′ * j .
The general linear group
We shall recall the definitions of the general linear group GL n (R) and its elementary subgroup E n (R). For an ideal I ⊳R we shall recall the definition of the preelementary subgroup E n (I) of level I, the elementary subgroup E n (R, I) of level I and the full congruence subgroup C n (R, I) of level I.
The general linear group and its elementary subgroup
Definition 4. The group GL n (R) consisting of all invertible elements of M n (R) is called the general linear group of degree n over R.
Definition 5. Let x ∈ R and i, j ∈ {1, . . . , n} such that i = j. Then the matrix t ij (x) := e + xe ij ∈ GL n (R) is called an elementary transvection. The subgroup E n (R) of GL n (R) generated by the elementary transvections is called the elementary subgroup.
Proof. Straightforward computation.
It is easy to show that p −1 ij = p ji . The subgroup of E n (R) generated by the generalised permutation matrices is denoted by P n (R).
Proof. Easy exercise.
Relative subgroups
In this subsection I ⊳ R denotes an ideal. 
Normality of relative elementary subgroups
Lemma 12. Let I ⊳ R be an ideal. Let u ∈ R n and v ∈ n R such that vu = 0. Suppose that v has a zero entry and that all the other entries of v lie in I. Then e + uv ∈ E n (R, I) Lemma 3] shows that
Recall that a row v ∈ n R is called unimodular if there is a column w ∈ R n such that vw = 1.
Proposition 13. Suppose R is an exchange ring and n ≥ 2. Let I ⊳ R be an ideal and x ∈ I. Let u ∈ R n be a column and v ∈ n R a unimodular row such that vu = 0. Then e + uxv ∈ E n (R, I)
Proof. Let w ∈ R n such that vw = 1. Since R has property (1), there are elements r 1 , . . . , r n ∈ R and idempotents e 1 , . . . , e n ∈ R such that
Clearly v ′ j = 0. It follows from Lemma 12 that e + u ′ v ′ ∈ E n (R, I) and hence τ (i) ∈ E n (R, I). Thus e + uxv = τ (1) . . . τ (n) ∈ E n (R, I).
Proof of Theorem 1. The case n = 1 is trivial, so let us assume that n ≥ 2. Let t ij (x) be an I-elementary transvection and σ ∈ GL n (R). Then t ij (x) σ = e + σ ′ * i xσ j * . By Proposition 13 we have e + σ ′ * i xσ j * ∈ E n (R, I). Thus E n (R, I) is normal.
Remark 14. Using the proofs of Lemma 12 and Proposition 13 it is easy to obtain an explicit expression of a matrix t ij (x) σ , where σ ∈ GL n (R), i = j, x ∈ R, as a product of 4n 2 − 3n elementary transvections.
The standard commutator formula
The following result is well-known, see e.g. Proof. The case n = 1 is trivial. Suppose now that n ≥ 2 and let σ ∈ C n (R, I), 1 ≤ i = j ≤ n and x ∈ R. We have to show that [t ij (x), σ] ∈ E n (R, I). Since R has property (1), there are elements r 1 , . . . , r n ∈ R and idempotents e 1 , . . . , e n ∈ R such that e k = σ ′ jk σ kj r k (1 ≤ k ≤ n) and e 1 + · · · + e n = 1. Let now k ∈ {1, . . . , n} and set τ (k) :
Since k = j we have e k ∈ I and hence t ij (xe k ) ξ ∈ E n (R, I). Moreover, v l = 0 and hence e + uv ∈ E n (R, I) by Lemma 12. It follows that τ (k) ∈ E n (R, I).
where
Moreover, v l = 0 for any l = j. One checks easily that
Clearly [ξ −1 , t ij (xe j )] and l =i,j t lj (−σ li xe j σ ′ jj ) lie in E n (R, I) (note that ξ ∈ E n (R, I)). Moreover,
≡0 mod I by Remark 11, and hence t ij (xe j (1 + z) − σ ii xe j σ ′ jj ) ∈ E n (R, I). It remains to show that e + ze jj ∈ E n (R, I). Clearly
Clearly b ∈ I and ba = 0. Let u ′ ∈ R n be the column that has a at position j and zeros elsewhere. Furthermore, let v ′ ∈ n R be the row that has b at position j and zeros elsewhere. It follows from Lemma 12 that e + ze jj = e + u ′ v ′ ∈ E n (R, I). Hence τ (j) ∈ E n (R, I).
We have shown that
Theorem 2 follows immediately from Lemma 15 and Proposition 16.
Sandwich classification of E n (R)-normal subgroups
In Subsection 6.1 we recall the concept of simultaneous reduction in groups, which was introduced in [6] . In Subsection 6.2 we apply this idea to get a result for general linear groups over arbitrary rings, namely Proposition 20. In Subsection 6.3 we use Proposition 20 to prove Theorem 3.
Simultaneous reduction in groups
In this subsection G denotes a group.
then we write (a 1 , b 1 ) g − → (a 2 , b 2 ). In this case (a 1 , b 1 ) is called reducible to (a 2 , b 2 ) by g.
Definition 18. If (a 1 , b 1 ), . . . , (a n+1 , b n+1 ) ∈ G × G and g 1 , . . . , g n ∈ G such that (a 1 , b 1 )
then we write (a 1 , b 1 ) g 1 ,...,gn − −−− → (a n+1 , b n+1 ). In this case (a 1 , b 1 ) is called reducible to (a n+1 , b n+1 ) by g 1 , . . . , g n .
Let H be a subgroup of G. If g ∈ G and h ∈ H, then we call g h an H-conjugate of g.
..,gn − −−− → (a 2 , b 2 ) for some g 1 , . . . , g n ∈ G, then a 2 b 2 is a product of 2 n H-conjugates of a 1 b 1 and (a 1 b 1 ) −1 where H is the subgroup of G generated by {a 1 , g 1 , . . . , g n }.
Proof. Assume that n = 1. Then
Hence a 2 b 2 is a product of two H-conjugates of a 1 b 1 and (a 1 b 1 ) −1 . The general case follows by induction.
Application to general linear groups
The proposition below generalises [6, Proposition 9(ii),(iii)].
Proposition 20. Suppose that n ≥ 3 and let σ ∈ GL n (R). Suppose that y n p=1 σ ip x p = 0 for some i ∈ {1, . . . , n} and x 1 , . . . , x n , y ∈ R where x j = 1 for some j ∈ {1, . . . , n}.
Then for any k = l and a, b ∈ R, the elementary transvection t kl (ayx i b) is a product of 8 E n (R)-conjugates of σ and σ −1 .
Proof. Case 1 Suppose i = j. Choose 1 ≤ r, s ≤ n such that i, r and s are pairwise distinct. Set τ := p =i t pi (x p ) and
(note that t ri (−y) and τ commute). Clearly ξ is a product of 2 E n (R)-conjugates of σ and σ −1 . Since t ri (y) σ = e + σ ′ * r yσ i * and (yσ i * τ ) i = 0, we get that (t ri (y) στ ) * i = e * i . One checks easily that
It follows from Lemma 19 that t is (ayb) is a product of 4 E n (R)-conjugates of ξ and ξ −1 . Thus t is (ayb) is a product of 8 E n (R)-conjugates of σ and σ −1 . The assertion of the proposition follows now from Lemma 8. ξ := [t ri (−y), σ −1 ] τ = t rj (−yx i )t ri (−y)t ri (y) στ (note that t ri (−y) τ = t rj (−yx i )t ri (−y)). Clearly ξ is a product of 2 E n (R)-conjugates of σ and σ −1 . Since t ri (y) σ = e + σ ′ * r yσ i * and (yσ i * τ ) j = 0, we get that (t ri (y) στ ) * j = e * j . One checks easily that
It follows from Lemma 19 that t ji (ayx i b) is a product of 4 E n (R)-conjugates of ξ and ξ −1 . Thus t ji (ayx i b) is a product of 8 E n (R)-conjugates of σ and σ −1 . The assertion of the proposition follows now from Lemma 8.
Proof of Theorem 3
Proposition 21. Suppose that R is an exchange ring and n ≥ 3. Let σ ∈ GL n (R), i = j, k = l and a, b, c ∈ R. Then (i) t kl (aσ ij b) is a product of 16n − 8 E n (R)-conjugates of σ and σ −1 and (ii) t kl (a(cσ ii − σ jj c)b) is a product of 48n − 24 E n (R)-conjugates of σ and σ −1 .
Proof. (i) Since R has property (1), there are there are elements r 1 , . . . , r n ∈ R and idempotents e 1 , . . . , e n ∈ R such that e p = σ ip σ ′ pi r p (1 ≤ p ≤ n) and e 1 + · · · + e n = 1. Clearly e p (σ ii − σ ip σ ′ pi r p σ ii ) = 0 for any p = i. It follows from Proposition 20 that t kl (ae p b) is a product of 8 E n (R)-conjugates of σ and σ −1 for any p = i. (5) Moreover, e i (σ ij − σ ii σ ′ ii r i σ ij ) = 0. It follows from Proposition 20 that
Clearly
It follows from (5) and (6) that t kl (aσ ij b) is a product of 8n + 8(n − 1) = 16n − 8 E n (R)-conjugates of σ and σ −1 .
(ii) Clearly the entry of σ t ji (−c) at position (j, i) equals cσ ii − σ jj c + σ ji − cσ ij c. Applying (i) to σ t ji (−c) we get that t kl (a(cσ ii − σ jj c + σ ji − cσ ij c)b) is a product of 16n − 8 E n (R)-conjugates of σ and σ −1 . Applying (i) to σ we get that t kl (a(cσ ij c−σ ji )b) = t kl (acσ ij cb)t kl (−aσ ji b) is a product of 2·(16n−8) = 32n−16 E n (R)-conjugates of σ and σ −1 . It follows that t kl (a(cσ ii − σ jj c)b) = t kl (a(cσ ii − σ jj c + σ ji − cσ ij c)b)t kl (a(cσ ij c − σ ji )b) is a product of 48n − 24 E n (R)-conjugates of σ and σ −1 .
Proof of Theorem 3. (⇒) Suppose that H is normalised by E n (R). Let I ⊳ R be the ideal generated by the set {σ ij , aσ ii − σ jj a | σ ∈ H, i = j, a ∈ R}.
Then H ⊆ C n (R, I) by Remark 11. It remains to shown that E n (R, I) ⊆ H. Since H is normalised by E n (R), it suffices to show that E n (I) ⊆ H. But that clearly follows from Proposition 21. 
