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We consider the boundary value problem ϕpu′′ + λFt u = 0, with p > 1,
t ∈ 0 1, u0 = u1 = 0, and with λ > 0. The value of λ is chosen so that the
boundary value problem has a positive solution. In addition, we derive an explicit
interval for λ such that, for any λ in this interval, the existence of a positive solution
to the boundary value problem is guaranteed. In addition, the existence of two
positive solutions for λ in an appropriate interval is also discussed.  2002 Elsevier
Science (USA)
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1. INTRODUCTION
This paper is devoted to a study of the existence to the two-point bound-
ary value problem
ϕpu′′ + λFt u = 0 in 0 1(1.1)
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u0 = u1 = 0(1.2)
where ϕps = sp−2s , p > 1, and λ > 0.
Problems of the form (1.1)–(1.2) model a variety of nonlinear phenom-
ena [6]. When the differential operator is linear; i.e., p = 2, several exis-
tence and multiplicity results are available in the literature. In recent years
the one-dimensional p-Laplacian boundary value problem (1.1)–(1.2) has
attracted considerable attention [12–15]. These papers include a discussion
of the existence and uniqueness of solutions and also a discussion on con-
structive methods.
By a positive solution of (1.1)–(1.2), we mean a function u ∈ C	0 1
 R
∩C10 1 R with ϕpu′ ∈ C10 1 R satisfying (1.1)–(1.2), and with
u nonnegative and not identically zero on [0, 1]. If, for a particular λ, the
boundary value problem (1.1)–(1.2) has a positive solution u, then λ is
called an eigenvalue and u a corresponding eigenfunction of (1.1)–(1.2). The
set of eigenvalues of (1.1)–(1.2) will be denoted by E; i.e.,
E = λ > 0  11–12 has a positive solution
In Section 2, we characterize the values of λ so that the boundary value
problem (1.1)–(1.2) has a positive solution. More speciﬁcally, we show that
the set E is an interval and we establish conditions under which E is a
bounded or an unbounded interval. In Section 3, explicit eigenvalue inter-
vals are obtained in terms of f0 and f∞, where
f0 = lim
x→0+
f x
xp−1
and f∞ = lim
x→∞
f x
xp−1

We state a ﬁxed point theorem due to Krasnosel’skii [4] which will be
needed in this paper.
Theorem 1.1. Let X be a Banach space, and let K ⊂X be a cone.
Assume 12 are open subsets of X with 0 ∈ 1, 1 ⊂ 2, and let
T  K ∩ 2\1 → K
be a continuous and compact operator such that either
(a) Tu ≤ u, u ∈ K ∩ ∂1, and Tu ≥ u, u ∈ K ∩ ∂2, or
(b) Tu ≥ u, u ∈ K ∩ ∂1, and Tu ≤ u, u ∈ K ∩ ∂2.
Then, T has a ﬁxed point in K ∩ 2\1.
eigenvalues and the one-dimensional p-laplacian 385
2. EIGENVALUES OF (1.1)–(1.2)
In this paper X = C	0 1
  ·  (here u = supt∈	01
ut u ∈ C	0 1
)
will be our Banach space and
K = y ∈ C	0 1
  yt ≥ 0 for t ∈ 	0 1
 and y is concave on 	0 1

with
KR = y ∈ K  y < R
Lemma 1 ([2]). Let y ∈ K. Then yt ≥ t1− ty.
Throughout this paper, it is assumed that there exist continuous functions
f  	0∞ → 	0∞ and αβ 0 1 → R such that
(H1) F  0 1 × 	0∞ → 0∞ is continuous;
(H2) f xαt ≤ Ft x ≤ βtf x, for t ∈ 0 1 and x ∈ 	0∞;
(H3) α is nonnegative and there exist a natural number k ≥ 3 and
c ∈ 1/k k− 1/k with αc > 0 and f c > 0;
(H4)
∫ 1
2
0 ϕ
−1
p
(∫ 1
2
s βrdr
)
ds + ∫ 11
2
ϕ−1p
(∫ s
1
2
βrdr
)
ds <∞.
For u ∈ K, deﬁne
xt =
∫ t
0
ϕ−1p
(∫ t
s
Fr urdr
)
ds −
∫ 1
t
ϕ−1p
(∫ s
t
Fr urdr
)
ds
for 0 < t < 1. Clearly, xt is continuous and strictly increasing in (0, 1)
and x0+ < 0 < x1−. Thus, xt has zeros in (0, 1). Let A be a zero of
xt in (0, 1). Then
∫ A
0
ϕ−1p
(∫ A
s
Fr urdr
)
ds =
∫ 1
A
ϕ−1p
(∫ s
A
Fr urdr
)
ds(2.1)
Let the operator Tλ K → X be deﬁned by
Tλut =


∫ t
0
ϕ−1p
(∫ A
s
λFr urdr
)
ds 0 ≤ t ≤ A
∫ 1
t
ϕ−1p
(∫ s
A
λFr urdr
)
ds A ≤ t ≤ 1
(2.2)
From the deﬁnition of Tλ, we deduce that for each u ∈ K, Tλu ∈ K and
satisﬁes (1.2) and TλuA is the maximum value of Tλu on [0, 1]. This
shows that TλK ⊂ K and each ﬁxed point of the operator Tλ in K is a
solution of (1.1)–(1.2).
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We also deﬁne the operators Sλ Vλ K → X by
Sλut =


∫ t
0
ϕ−1p
(∫ B
s
λαrf urdr
)
ds 0 ≤ t ≤ B
∫ 1
t
ϕ−1p
(∫ s
B
λαrf urdr
)
ds B ≤ t ≤ 1
(2.3)
and
Vλut =


∫ t
0
ϕ−1p
(∫ C
s
λβrf urdr
)
ds 0 ≤ t ≤ C
∫ 1
t
ϕ−1p
(∫ s
C
λβrf urdr
)
ds C ≤ t ≤ 1
(2.4)
where BC satisfy respectively
∫ B
0
ϕ−1p
(∫ B
s
αrf urdr
)
ds =
∫ 1
B
ϕ−1p
(∫ s
B
αrf urdr
)
ds
and ∫ C
0
ϕ−1p
(∫ C
s
βrf urdr
)
ds =
∫ 1
C
ϕ−1p
(∫ s
C
βrf urdr
)
ds
Lemma 2. Suppose (H1), (H2), (H3), and (H4) hold. Then for ∀u ∈ K,
we have Sλut ≤ Tλut ≤ Vλut, t ∈ 	0 1
.
Proof. We ﬁrst prove the right-hand inequality. By (2.3) and (2.4), we
have
ϕpSλu′t′ = −λαtf ut t ∈ 0 1
and
ϕpTλu′t′ = −λFt ut t ∈ 0 1
We now show that Sλut ≤ Tλut for t ∈ 0 1. Otherwise, Sλu− Tλu
would have a positive absolute maximum at, say, t0 ∈ 0 1, in which case
Sλu′t0 = Tλu′t0 and hence there would exist an interval a b such
that Sλut > Tλut in a b and Sλua − Tλua = Sλub −
Tλub = 0. Let m = Sλut0 − Tλut0 be the positive maximum of
Sλut − Tλut on 	a b
. Integrating both sides of the above equality
over 	s t0
, a < s < t0, we get
Sλu′s = ϕ−1p
(
ϕpSλu′t0 + λ
∫ t0
s
αrf urdr
)
and
Tλu′s = ϕ−1p
(
ϕpTλu′t0 + λ
∫ t0
s
Fr urdr
)
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Integrating both sides of the above equality from a to t0, we obtain
Sλut0 − Sλua =
∫ B
a
ϕ−1p
(
ϕpSλu′t0 + λ
∫ t0
s
αrf urdr
)
ds
and
Tλut0 − Tλua =
∫ B
a
ϕ−1p
(
ϕpTλu′t0 + λ
∫ t0
s
Fr urdr
)
ds
Consequently, we are lead to a contraction,
0 < m = Sλut0 − Tλut0 ≤ 0
using (H2). Similarly, Tλut ≤ Vλut, for t ∈ 	0 1
.
Lemma 3. Suppose (H1), (H2), (H3), and (H4) hold. Then for ∀R > 0,
Sλ Tλ, and Vλ KR → K are continuous and compact operators.
Proof. We ﬁrst prove ∀R > 0, Sλ KR → K is a continuous and compact
operator.
We ﬁrst show that SλKR is bounded. Put
f¯ = supf y  y ∈ 	0 R

and
Y t =


∫ t
0
ϕ−1p
(∫ B∗
s
λαrdr
)
ds ϕ−1p f¯  0 ≤ t ≤ B∗∫ 1
t
ϕ−1p
(∫ s
B∗
λαrdr
)
ds ϕ−1p f¯  B∗ ≤ t ≤ 1
where B∗ is a zero of the function
xt =
∫ t
0
ϕ−1p
(∫ t
s
αrdr
)
ds −
∫ 1
t
ϕ−1p
(∫ s
t
αrdr
)
ds 0 < t < 1
Let y ∈ KR . It is clear that
ϕpY ′′ + λf¯αt = 0(2.5)
ϕpSλy′′ + λαtf yt = 0(2.6)
and
αtf yt ≤ f¯ αt for t ∈ 	0 1
(2.7)
We now show that 0 ≤ Sλyt ≤ Y t, for y ∈ KR and t ∈ 	0 1
. If it was
false, then there would exist t0 ∈ 0 1 with Sλyt0 > Y t0 and hence
there would exist an interval a b with t0 ∈ a b such that Sλyt > Y t
in a b and Sλya −Y a = Sλyb −Y b = 0. Let m = SλyB −Y B
be the positive maximum of Sλyt − Y t on 	a b
. Then B ∈ a b and
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Sλy′B = Y ′B. Integrating both sides of the equalities (2.5) and (2.6)
over 	s B
, a < s < B, yields
Y ′s = ϕ−1p
(
ϕpY ′B + f¯
∫ B
s
λαrdr
)
and
Sλy′s = ϕ−1p
(
ϕpSλy′B +
∫ B
s
λαrf yrdr
)

Integrating both side of the above equality from a to B will yield
Y B − Y a =
∫ B
a
ϕ−1p
(
ϕpY ′B + f¯
∫ B
s
λαrdr
)
ds
and
SλyB − Sλya =
∫ B
a
ϕ−1p
(
ϕpSλy′B +
∫ B
s
λαrf yrdr
)
ds
Consequently, we are lead to a contraction since
0 < m = SλyB − Y B ≤ 0
using the inequality (2.7). As a result
Sλy = sup
t∈	0 1

Sλyt ≤ Y = sup
t∈	0 1

Y t = Y B∗ ∀ y ∈ KR
We next show the equicontinuity of SλKR on [0, 1]. For any ε > 0, from
the continuity of Y t on [0, 1], it follows that there is a δ1 ∈ 0 14 such
that
0 ≤ Sλyt ≤ Y t < ε for every y ∈ KR and t ∈ 	0 2δ1
 ∪ 	1− 2δ1 1

Thus Sλyt1 − Sλyt2 < 2ε, for t1 t2 ∈ 	0 2δ1 or 1 − 2δ1 1
. Next,
we consider t1 t2 ∈ 	2δ1 1− 2δ1
. If 0 ≤ SλyB < ε, then for any t1 t2 ∈
	0 1
, we have
Sλyt1 − Sλyt2 ≤ Sλyt1 + Sλyt2 < 2ε
If SλyB ≥ ε, then B ∈ 	2δ1 1− 2δ1
 and hence, for t ∈ 	δ1 1− δ1
,
Sλy′t ≤
∣∣∣∣ϕ−1p
(∫ 1−δ1
δ1
λMαrdr
)∣∣∣∣ = L
here M = supy∈	0R
f y.
Put δ2 = ε/L. Then for t1 t2 ∈ 	δ1 1− δ1
 and t1 − t2 < δ2, we have
Sλyt1 − Sλyt2 ≤ Sλy′ηt1 − t2 < Lδ2 = ε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here η lies between t1 and t2. Let δ = minδ1 δ2. Then for t1 t2 ∈ 	0 1
,
t1 − t2 < δ, we have
Sλyt1 − Sλyt2 < 3ε for ∀ y ∈ KR
This shows that SλKR is equicontinuous on [0, 1].
We next claim that Sλ KR → K is continuous. Assume that yn∞n=0 ⊂ KR
and yn converges to y0 uniformly on [0, 1]. The Arzela–Ascoli Theorem
guarantees that there exists a subsequence of Sλyn∞n=1 (without loss of
generality assume the subsequence is the whole sequence) and that a v ∈
C	0 1
 with Sλyn converges uniformly to v on [0, 1] as n → ∞. We can
also assume without loss of generality that Bn converges, and we suppose
Bn converges to B0 as n→∞. We will now prove that vt = Sλy0t, for
t ∈ 	0 1
.
Without loss of generality, we may choose a sequence Bnj such thatBnj is monotonically increasing (the proof is similar if it is monotonically
decreasing) and Bnj → B0, as j →∞. Then,
ϕ−1p
(∫ Bnj
s
λαrf ynj rdr
)
≤ ϕ−1p Mϕ−1p
(∫ B0
s
λαrdr
)
for 0 ≤ s ≤ Bnj ; here M = max0≤y≤R f y. The Lebesgue Dominated Con-
vergence Theorem guarantees that
vt = lim
n→∞ Sλynt =
∫ t
0
ϕ−1p
(∫ B0
s
λαrf y0rdr
)
ds(2.8)
for 0 ≤ t ≤ B0. Note that for any integer j > J that
ϕ−1p M
∫ 1
BnJ
ϕ−1p
(∫ s
BnJ
λαrdr
)
ds <∞
and
ϕ−1p
(∫ s
Bnj
λαr f ynj rdr
)
ds ≤ ϕ−1p Mϕ−1p
(∫ s
BnJ
λαrdr
)
ds
for Bnj ≤ s ≤ 1; here M = max0≤y≤R f y. The Lebesgue Dominated Con-
vergence Theorem guarantees that
vt= lim
j→∞
∫ 1
t
ϕ−1p
(∫ s
Bnj
λαr f ynj rdr
)
ds
=
∫ 1
t
ϕ−1p
(∫ s
B0
λαr f y0rdr
)
ds B0 ≤ s ≤ 1
(2.9)
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From (2.8) and (2.9) we have
vB0 =
∫ B0
0
ϕ−1p
(∫ B0
s
λαr f y0rdr
)
ds
=
∫ 1
B0
ϕ−1p
(∫ s
B0
λαr f y0rdr
)
ds
Clearly, vt ≡ Sλy0t, t ∈ 	0 1
.
The above shows that there exists a subsequence H of N = 1 2   
with Sλyn → Sλy0 uniformly on [0, 1] as n → ∞ in H. We now show
Sλyn → Sλy0 uniformly on [0, 1] as n → ∞ in H. Suppose this is false.
Then there exist ε0 > 0 and a subsequence H1 of N with
Sλyn − Sλy00 ≥ ε0 for n ∈ H1
Since yn → y0 uniformly on [0, 1] as n → ∞ in H1, then as above there
exists a subsequence H2 of H1 with Sλyn → Sλy0 uniformly on [0, 1] as n→
∞ in H2. This is a contradiction. As a result Sλ KR → K is a continuous,
compact operator.
Similarly, ∀R > 0 we can show that Vλ KR → K and Tλ KR → K are
continuous, compact operators.
Let
A1 = max
{∫ 1
2
0
ϕ−1p
(∫ 1
2
s
βrdr
)
ds
∫ 1
1
2
ϕ−1p
(∫ s
1
2
βrdr
)
ds
}

Theorem 2.1. Suppose (H1), (H2), (H3), and (H4) hold. Then there
exists c > 0 such that the interval 0 c
 ⊆ E.
Proof. Let R > 0. Deﬁne
c = ϕpR/A1/M(2.10)
where M = sup0≤y≤R f y. Let λ ∈ 0 c
. We shall prove that TλKR ⊆
KR. For ∀u ∈ KR it is clear from Lemma 2 that
Tλut ≤ Vλut
=


∫ t
0
ϕ−1p
(∫ C
s
βrλf urdr
)
ds 0 ≤ t ≤ C
∫ 1
t
ϕ−1p
(∫ s
C
βrλf urdr
)
ds C ≤ t ≤ 1
≤
∫ C
0
ϕ−1p
(∫ C
s
βrλf urdr
)
ds
=
∫ 1
C
ϕ−1p
(∫ s
C
βrλf urdr
)
ds
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≤ λ 1p−1M 1p−1 max
[∫ 1
2
0
ϕ−1p
(∫ 1
2
s
βrdr
)
ds
∫ 1
1
2
ϕ−1p
(∫ s
1
2
βrdr
)
ds
]
≤ R
As a result,
Tλu ≤ R
Hence, TλKR ⊆ KR . Schauder’s ﬁxed point theorem guarantees that Tλ
has a ﬁxed point in KR. Clearly, this ﬁxed point is a positive solution of
(1.1)–(1.2) and therefore λ is an eigenvalue of (1.1)–(1.2). Since λ ∈ 0 c

was arbitrary, it follows immediately that the interval 0 c
 ⊆ E.
Theorem 2.2. Suppose (H1), (H2), (H3), and (H4) hold. In addition,
we assume that
(H5) f y > 0 ∀ y ∈ 0+∞, and that f y is nondecreasing in
0+∞ is satisﬁed. If λ0 ∈ E, then λ ∈ E for each 0 < λ < λ0.
Proof. Suppose that y0 is a positive solution for the equations (1.1)–
(1.2) for λ = λ0. Let Ky0 = y ∈ K  yt ≤ y0 t for t ∈ 	0 1
. For
∀ y ∈ Ky0 λ ∈ 0 λ0, we have that
Tλyt ≤ Tλ0y0t = y0t for t ∈ 	0 1

Hence, TλKy0 ⊆ Ky0 . By Schauder’s ﬁxed point theorem Tλ has a ﬁxed
point in Ky0 . Clearly, this ﬁxed point is a positive solution of (1.1)–(1.2) and
therefore λ is an eigenvalue of (1.1)–(1.2).
Corollary 1. Suppose (H1), (H2), (H3), (H4), and (H5) hold. Then E
is an interval.
Let
A2 = min
{∫ c
1
k
ϕ−1p
(∫ c
s
αrdr
)
ds
∫ k−1
k
c
ϕ−1p
(∫ s
c
αrdr
)
ds
}

where k and c are as given in (H3).
Theorem 2.3. Suppose (H1), (H2), (H3), (H4), and (H5) hold. In addi-
tion assume that λ is an eigenvalue and y is a corresponding eigenfunction of
(1.1)–(1.2). Then
ϕpd/A1/f d ≤ λ ≤ ϕpd/A2/f γd(2.11)
here d = y γ = k− 1/k2.
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Proof. Let t0 ∈ 	0 1
 be such that d = y = yt0. Using Lemma 2, we
have that
d=yt0=Tλyt0≤Vλyt0
≤max
[∫ 1
2
0
ϕ−1p
(∫ 1
2
s
βrλf urdr
)
ds
∫ 1
1
2
ϕ−1p
(∫ s
1
2
βrλf urdr
)
ds
]
≤λ 1p−1 f d 1p−1 max
[∫ 1
2
0
ϕ−1p
(∫ 1
2
s
βrdr
)
ds
∫ 1
1
2
ϕ−1p
(∫ s
1
2
βrdr
)
ds
]
≤λ 1p−1 ·f d 1p−1 ·A1
Consequently, the left-hand side of the inequality (2.11) is proved.
From Lemma 1, we have
min
t∈	 1k  k−1k 

yt ≥ γd
Without loss of generality, assume c ∈ 0A
 (here c is as described in
(H3)). Then
d ≥ yc =
∫ c
0
ϕ−1p
( ∫ A
s
λFr urdr
)
ds
≥
∫ c
1
k
ϕ−1p
( ∫ c
s
λαrf urdr
)
ds
≥ λ 1p−1 · f γd 1p−1 ·A2
Consequently, the right-hand side of inequality (2.11) is proved.
3. EIGENVALUE INTERVALS
In this section, we will not assume (H5).
Theorem 3.1. Suppose (H1), (H2), (H3), and (H4) hold. Then, the
boundary value problem (1.1)–(1.2) has at least one positive solution for each
λ ∈ 1/f∞ϕpγA2 1/f0ϕpA1(3.1)
here γ = k− 1/k2.
Proof. Let λ satisfy (3.1) and ε > 0 be such that
1
f∞ − εϕpγA2
≤ λ ≤ 1f0 + εϕpA1
(3.2)
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Next, we pick r > 0 so that
f x ≤ f0 + εxp−1 0 < x ≤ r(3.3)
Let y ∈ ∂Kr . Then from Lemma 2, we ﬁnd that for t ∈ 	0 1
,
Tλyt ≤ Vλyt
≤ max
{ ∫ 1
2
0
ϕ−1p
( ∫ 1
2
s
λβrf yrdr
)
ds
∫ 1
1
2
ϕ−1p
( ∫ s
1
2
λβrf yrdr
)
ds
}
≤ max
{ ∫ 1
2
0
ϕ−1p
( ∫ 1
2
s
λβrf0 + εyp−1rdr
)
ds
∫ 1
1
2
ϕ−1p
( ∫ s
1
2
λβrf0 + εyp−1rdr
)
ds
}
≤ λ 1p−1 f0 + ε
1
p−1 rA1 ≤ r = y
Hence,
Tλy ≤ y(3.4)
If we set 1 = y ∈ X  y < r, then (3.4) holds for y ∈ K ∩ ∂1.
Let R1 > 0 be such that
f x ≥ f∞ − εx x ≥ R1(3.5)
Let y ∈ K be such that y = R = max2r R1/γ. Then, for t ∈ 	 1k  1k−1 
,
yt ≥ γy ≥ γ · R1
γ
= R1
which in view of (3.5) leads to
f yt ≥ f∞ − εyp−1t t ∈
[
1
k

1
k− 1
]
(3.6)
Without loss of generality assume c ∈ 0A
 (here c is as in (H3)). Then
Lemma 2, (3.2), and (3.6) yield
Tλyc =
∫ c
0
ϕ−1p
( ∫ A
s
λFr yrdr
)
ds
≥
∫ c
1
k
ϕ−1p
( ∫ c
s
λαrf yrdr
)
ds
≥ λ 1p−1 f∞ − ε
1
p−1γRA2
= λ 1p−1 f∞ − ε
1
p−1γy ≥ y
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Therefore,
Tλy ≥ y(3.7)
If we set 2 = u ∈ X  u < R, then (3.7) holds for u ∈ K ∩ ∂2.
Now (3.4), (3.7), and Theorem 1.1 guarantee that Tλ has a ﬁxed point
u ∈ K ∩ 2\1 with r ≤ u ≤ R. Clearly, this u is a positive solution of
(1.1)–(1.2).
Theorem 3.2. Suppose (H1), (H2), (H3), and (H4) hold. Then, the
boundary value problem (1.1)–(1.2) has at least one positive solution for each
λ ∈ 1/f0ϕpγA2 1/f∞ϕpA1(3.8)
here γ = k− 1/k2.
Proof. Let λ satisfy (3.8) and let ε > 0 be such that
1
f0 − εϕpγA2
≤ λ ≤ 1f0 + εϕpA1
(3.9)
Choose r > 0 so that
f x ≥ f0 − εxp−1 0 < x ≤ r(3.10)
Further, let y ∈ K be such that y = r. Then, yt ≥ γy for t ∈ 	 1
k
 1
k−1 
.
Without loss of generality assume c ∈ 0A
 (here c is as in (H3)). Then
(3.10) guarantees
Tλyc =
∫ c
0
ϕ−1p
( ∫ A
s
λFr yrdr
)
ds
≥
∫ c
1
k
ϕ−1p
( ∫ c
s
λαrf yrdr
)
ds
≥ λ 1p−1 f0 − ε
1
p−1γrA2 ≥ r = y
Therefore,
Tλy ≥ y(3.11)
If we set 1 = y ∈ X  y < r, then (3.11) holds for y ∈ K ∩ ∂1. Next,
we may choose R2 > 0 such that
f x ≤ f∞ + εxp−1 x ≥ R2(3.12)
Here are two cases to consider, namely, where f is bounded and where f
is unbounded.
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Case 1. Suppose that f is bounded.
Then, there exists some M > 0 such that
f x ≤M x ∈ 0∞(3.13)
We deﬁne
R4 = max
{
2r λM 1p−1A1
}

Let y ∈ K be such that y = R4. For t ∈ 	0 1
, from Lemma 2 and (3.12)
we ﬁnd that
Tλyt ≤ Vλyt
≤ max
{ ∫ 1
2
0
ϕ−1p
( ∫ 1
2
s
λβrf yrdr
)
ds
∫ 1
1
2
ϕ−1p
( ∫ s
1
2
λβrf yrdr
)
ds
}
≤ λ 1p−1M 1p−1A1 ≤ R4 = y
Hence,
Tλy ≤ y for y ∈ ∂KR4 (3.14)
Case 2. Suppose that f is unbounded.
Then, there exists R5 ≥ max2r R2 such that
f x ≤ f R5 0 < x ≤ R5(3.15)
Let y ∈ K be such that y = R5. Then, Lemma 2 and (3.15) yield
Tλyt ≤ Vλyt
≤ max
{ ∫ 1
2
0
ϕ−1p
( ∫ 1
2
s
λβrf yrdr
)
ds
∫ 1
1
2
ϕ−1p
( ∫ s
1
2
λβrf yrdr
)
ds
}
≤ λ 1p−1 max
{ ∫ 1
2
0
ϕ−1p
( ∫ 1
2
s
βrf R5dr
)
ds
∫ 1
1
2
ϕ−1p
( ∫ s
1
2
βrf R5dr
)
ds
}
≤ λ 1p−1 f∞ + ε
1
p−1 yA1 ≤ y
Thus (3.14) is true here also.
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In both Case 1 and Case 2, if we set
2 =
{
u ∈ X  u < R = maxR4 R5
}

then (3.14) holds for u ∈ K ∩ ∂2.
Now that we have obtained (3.11) and (3.14), it follows from Theorem 1.1
that Tλ has a ﬁxed point u ∈ K ∩ 2\1 such that r ≤ u ≤ R. It is clear
that u is a positive solution of (1.1)–(1.2).
Let
L1 f0 = ∞,
L2 f∞ = ∞,
L3 f0 = 0,
L4 f∞ = 0,
L5 f0 = l,
L6 f∞ = l,
where 0 < l <∞.
Corollary 2. Suppose (H1), (H2), (H3), and (H4) hold. In addition,
assume one of the following conditions holds: (1) L1 and L4; or (2) L2
and L3. Then we conclude from Theorems 3.1 and 3.2 that E = 0∞; i.e.,
the boundary value problem (1.1)–(1.2) has a positive solution for any λ > 0.
Lemma 4. Suppose (H1), (H2), (H3), and (H4) hold. In addition, assume
there exist two constants R > r > 0, such that
max
0≤y≤r
f y ≤ ϕpr/A1/λ min
γR≤y≤R
f y ≥ ϕpR/A2/λ
here γ = k − 1/k2. Then, problem (1.1)–(1.2) has a solution u ∈ K with
r ≤ u ≤ R.
Proof. For u ∈ ∂Kr , we have that f ut ≤ ϕpr/A1/λ, for t ∈ 	0 1
.
Then
Tλut ≤ Vλut
=


∫ t
0
ϕ−1p
( ∫ C
s
λβrf urdr
)
ds 0 ≤ t ≤ C
∫ 1
t
ϕ−1p
( ∫ s
C
λβrf urdr
)
ds C ≤ t ≤ 1
≤ r/A1 ·max
{ ∫ 1
2
0
ϕ−1p
( ∫ 1
2
s
βrdr
)
ds
∫ 1
1
2
ϕ−1p
( ∫ s
1
2
βrdr
)
ds
}
= r = u
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As a result, Tλu ≤ u, ∀u ∈ ∂Kr .
For u ∈ ∂KR, we have that f ut ≥ ϕpR/A2/λ, for t ∈  1k  k−1k .
Without loss of generality, we suppose that c ∈ 0A
 (here c is as in
(H3)). Then
Tuc =
∫ c
0
ϕ−1p
( ∫ A
s
λFr urdr
)
ds
≥
∫ c
0
ϕ−1p
( ∫ A
s
λαrf urdr
)
ds
≥ R/A2 ·
∫ c
1
k
ϕ−1p
( ∫ c
s
αrdr
)
ds
≥ R/A2 ·A2 = R = u
As a result, Tu ≥ Tuc ≥ u, for u ∈ ∂KR.
Apply Theorem 1.1 to Tλ.
For the remainder of the results in this section we will need the following
condition.
(H6) supr>0 minγr≤y≤r f y > 0, where γ = k− 1/k2.
Let
λ∗ = sup
r>0
ϕpr/A1
max0≤y≤r f y
and λ∗∗ = inf
r>0
ϕpr/A2
minγr≤y≤r f y

We easily obtain that 0 < λ∗ ≤ ∞ and that 0 ≤ λ∗∗ < ∞ by using (H1)
and (H6).
Theorem 3.3. Suppose (H1), (H2), (H3), (H4), (H6), (L1), and (L2)
hold. Then, the problem (1.1)–(1.2) has at least two nontrivial positive solu-
tions ∀λ ∈ 0 λ∗.
Proof. Deﬁne
hr = ϕpr/A1
max0≤y≤r f y

Using the conditions (H1), (L1), and (L2) we easily obtain that h 0∞ →
0∞ is continuous and
lim
r→0
hr = lim
r→∞hr = 0
There exists r0 ∈ 0∞ such that hr0 = supr>0 hr = λ∗. For λ ∈ 0 λ∗,
there exist constants c1 c2 0 < c1 < r0 < c2 <∞ with hc1 = hc2 = λ.
Thus
f y ≤ ϕpc1/A1/λ for y ∈ 	0 c1

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and
f y ≤ ϕpc2/A1/λ for y ∈ 	0 c2

On the other hand, using the conditions (L1) and (L2), there exist constants
d1 d2 0 < d1 < c1 < c2 < d2 <∞ with
f y
yp−1
≥ 1
λ
ϕp
(
1
γA2
)
 y ∈ 0 d1 ∪ γd2+∞
Thus
min
γd1≤y≤d1
f y ≥ ϕpd1/A2/λ min
γd2≤y≤d2
f y ≥ ϕpd2/A2/λ
Using Lemma 4, we can complete the proof.
Theorem 3.4. Suppose (H1), (H2), (H3), (H4), and (H6) hold. Assume
one of the conditions (L1) or (L2) holds. Then the problem (1.1)–(1.2) has at
least one positive solution for ∀λ ∈ 0 λ∗.
Theorem 3.5. Suppose (H1), (H2), (H3), (H4), (H6), (L3), and (L4)
hold. Also assume f y > 0, for y > 0. Then the problem (1.1)–(1.2) has at
least two nontrivial positive solutions ∀λ ∈ λ∗∗∞.
Proof. Deﬁne
pr = ϕpr/A2
minγr≤y≤r f y

Using conditions (H1), (L3), and (L4), we easily see that p 0∞ →
0∞ is continuous and
lim
r→0
pr = lim
r→∞pr = +∞
There exists r0 ∈ 0∞ such that pr0 = infr>0 pr = λ∗∗. For λ ∈
λ∗∗∞, there exist constants d1 d2 0 < d1 < r0 < d2 <∞ with pd1 =
pd2 = λ. Thus
f y ≥ ϕpd1/A2/λ y ∈ 	γd1 d1

and
f y ≥ ϕpd2/A2λ y ∈ 	γd2 d2

On the other hand, using the condition (L3), there exists a constant c1
0 < c1 < d1 with
f y
yp−1
≤ 1
λ
ϕp
(
1
A1
)
 y ∈ 0 c1
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Thus
max
0≤y≤c1
f y ≤ ϕpc1/A1/λ
Using the condition (L4), there exist a constant c (d2 < c <∞) with
f y
yp−1
≤ 1
λ
ϕp
(
1
A1
)
 for y ∈ c∞
Let M = supy∈	0c
 f y and c2 ≥ A1ϕ−1p λM. It is easily seen that
max
0≤y≤c2
f y ≤ ϕpc2/A1/λ
Using Lemma 4, we can complete the proof.
Theorem 3.6. Suppose (H1), (H2), (H3), (H4), and (H6) hold. Assume
one of the conditions (L3) or (L4) holds. Then, the problem (1.1)–(1.2) has at
least one positive solution ∀λ ∈ λ∗∗∞.
Corollary 3. Suppose (H1), (H2), (H3), (H4), and (H6) hold. Assume
that one of the following conditions holds: (1) L1 and L6, or (2) L2 and
L5. Then the problem (1.1)–(1.2) has at least one positive solution ∀λ ∈
0 1/lϕpA1.
Corollary 4. Suppose (H1), (H2), (H3), (H4), and (H6) hold. Assume
one of the following conditions holds: (1) L3 and L6; (2) L4 and
L5. Then the problem (1.1)–(1.2) has at least one positive solution
∀λ ∈ 1/lϕpγA2∞.
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