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ON THE 2-TYPICAL DE RHAM-WITT COMPLEX
VIOREL COSTEANU
Abstract. In this paper we introduce the 2-typical de Rham-Witt complex
for arbitrary commutative, unital rings and log-rings. We describe this complex
for the rings Z and Z(2), for the log-ring (Z(2),M) with the canonical log-
structure, and we describe its behaviour under polynomial extensions. In an
appendix we also describe the p-typical de Rham-Witt complex of (Z(p),M)
for p odd.
1. Introduction
The p-typical de Rham-Witt complex was introduced by Bloch, Deligne, and
Illusie for Fp-algebras (see [1], [6]). The definition was generalized by Hesselholt
and Madsen to Z(p)-algebras, for p odd (see [4], [5], [3]). Hesselholt and Madsen’s
construction was motivated by the effort to understand TR, an object that appears
in algebraic topology and is related to topological cyclic homology and to higher
algebraic K-theory. More precisely, for a fixed prime p and a Z(p)-algebra A, one
defines:
TRnq (A; p) = πq(T (A)
C
pn−1 ),
where T (A) is the topological Hochschild spectrum associated to A, and Cr ⊂ S
1
is the cyclic group of order r. As n and q vary these groups are related by certain
operators F, V,R, d, ι which satisfy several relations. One notes that ι is induced by
the multiplication with the element η ∈ πs1S
0 from stable homotopy. This element
has order 2, so the operator ι is trivial if 2 is invertible. This is the case if A is a
Z(p)-algebra with p odd, and this explains why the case p = 2 is different from p
odd.
A first step in understanding TR is to understand the universal example of an
object that has the same algebraic structure as TR . The algebraic structure of
TR is captured by the notion of a Witt complex, that we will give shortly. The
fact that TR is a Witt complex was proved by Hesselholt in [3]. Before giving the
definition we make precise what we mean by a pro-object and a strict map of pro-
objects. We let Z be the category associated with the poset (Z,≥); a pro-object
in a category C is a covariant functor X : Z → C, in other words a sequence of
objects {Xn}n∈Z and of morphisms R : Xn → Xn−1. A strict map of pro-objects
is a natural transformation of functors, that is a sequence of maps fn : Xn → Yn
that commutes with the maps R.
Definition 1.1. A 2-typical Witt complex consists of:
(i) a graded-commutative pro-graded ring {E∗n, R : E
∗
n → E
∗
n−1}n∈Z, such that
E∗n = 0 for all n ≤ 0. The index n is called the level.
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(ii) a strict map of pro-rings λ :W•(A)→ E
0
• from the pro-ring of Witt vectors
of A.
(iii) a strict map of pro-graded rings
F : E∗• → E
∗
•−1,
such that λF = Fλ.
(iv) a strict map of pro-graded E∗• -modules
V : F∗E
∗
• → E
∗
•+1
such that λV = V λ and FV = 2. The linearity of V means that V (x)y =
V (xF (y)), ∀x ∈ E∗n, y ∈ E
∗
n+1.
(vi) a strict map of pro-graded abelian groups d : E∗• → E
∗+1
• , which is a deriva-
tion, in the sense that
d(xy) = d(x)y + (−1)deg(x)xd(y)
The operator ι : E∗• → E
∗+1
• is by definition multiplication by the el-
ement dλ[−1]nλ[−1]n , where [a]n = (a, 0, . . . , 0) ∈ Wn(A) is the multiplicative
representative.
The operators F, V, d, and ι are required to satisfy the following relations:
FdV = d+ ι,
dd = dι = ιd,
Fdλ([a]n) = λ([a]n−1)dλ([a]n−1]), for all a ∈ A.
Visually, a Witt complex is a two dimensional array:
W2(A)
R

λ //
F

E02
R

ι
//
d //
F

E12
R

ι
//
d //
F

E22
R

F

A
[−]n
DD
























;;wwwwwwwwwwwwwww [−]1 // W1(A)
λ //
V
TT
E01 ι
//
d //
V
TT
E11 ι
//
d //
V
TT
E21
V
TT
A map of 2-typical Witt complexes is a map f : E∗• → E
′∗
• of pro-graded rings
such that λ′ = fλ, fd = df, F ′f = fF, and V ′f = fV.
The paper is organized as follows. In Section 2 we discuss Witt vectors, the de
Rham complex, and Witt complexes in general. We also derive the identity that
expresses the Teichmu¨ller representative of an integer as a combination of a system
of generators:
[a]n = a[1]n +
n−1∑
i=1
a2
i
− a2
i−1
2i
V i[1]n−i.
In the third section we prove, using category theory, that the category of 2-typical
Witt complexes over a given ring admits an initial object, and that by definition is
the de Rham-Witt complex of the ring. A similar result holds for the more general
notion of a log-ring.
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Section 4 contains several calculations. The first result of this section is the
structure theorem of the de Rham-Witt complex of the ring of rational integers
Z. It states that in degree zero it is the pro-ring of Witt vectors of the integers,
in degree one it is generated by the elements dV i(1), and in degrees above one it
vanishes:
WnΩ
0
Z
∼=
n−1⊕
i=0
Z · V i(1),(1)
WnΩ
1
Z
∼=
n−1⊕
i=1
Z/2iZ · dV i(1),(2)
WnΩ
i
Z = 0, for i ≥ 2.(3)
The product rule and the action of the operators are given in Theorem 4.1 below.
We note that, additively, the formula for the 2-typical de Rham-Witt complex is
similar to the one for the p-typical de Rham-Witt complex for p odd. The differences
appear in the product rule and the action of the operators d, F, and, of course, ι.
In a remark at the end of the section we note that a very similar result holds for
the de Rham-Witt complex of the ring Z(2).
In Section 4 we also describe the behaviour of the de Rham-Witt complex under
polynomial extensions. Again the result is similar to the one in the p-typical case,
for p odd, which is found in Section 4.2 in [4]. The de Rham-Witt complex of the
ring A[X ] consists of formal sums of four types of elements:
• Type 1: elements of the form a[X ]j, where a ∈WnΩ
q
A,
• Type 2: elements of the form b[X ]k−1d[X ], where b ∈WnΩ
q−1
A ,
• Type 3: elements of the form V r(c[X ]l), where r > 0, c ∈ Wn−rΩ
q
A, and l
is odd,
• Type 4: elements of the form dV s(e[X ]m), where s > 0, e ∈ Wn−sΩ
q−1
A ,
and m is odd.
The product rule and the action of the operators are given explicitely.
In the last part of the fourth section we define the notion of a Witt complex
for log-rings and we compute the 2-typical de Rham-Witt complex of the log-
ring (Z(2),M), where M = Q
∗ ∩ Z(2) →֒ Z(2) is the canonical log-structure. The
difference from the 2-typical de Rham-Witt complex of Z(2) and of (Z(2),M) is the
element d log[2] :
WnΩ
0
(Z(2),M)
∼=WnΩ
0
Z(2)
∼=Wn(Z(2)),(4)
WnΩ
1
(Z(2),M)
∼=WnΩ
1
Z(2)
⊕ Z/2nZd log[2]n,(5)
WnΩ
i
(Z(2),M)
= 0, for all i ≥ 2.(6)
An interesting formula in this context is:
V (d log[2]n) = 2d log[2]n+1 + dV [1]n − dV
2[1]n−1 + 4dV
3[1]n−2.
The paper has two appendices. In the first one we describe the structure of the
p-typical de Rham-Witt complex of the log ring (Z(p),M), with p odd. This result
is very similar to the one for p = 2, the difference being in the product formulas
and the action of the operator V. We note here that there are two distinct cases for
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p odd, namely p = 3 and p ≥ 5. For example, the mentioned formula becomes:
V (d log[p]n) =
{
3d log[3]n+1 + dV [1]n + 3dV [1]n−1, if p = 3,
p d log[p]n+1 + dV [1]n, if p ≥ 5.
In the second appendix, which is rather technical, we verify the associativity of
the multiplication defined in Section 4, subsection 4.2.
In this paper all rings are associative, commutative, and unital. Graded rings
are graded commutative, or anti-symmetric, meaning that, for every two elements
x, y of degrees |x|, |y|, respectively, one has
xy = (−1)|x||y|yx.
Acknowledgement. This paper is based on the author’s Ph.D. dissertation
written under the direction of Lars Hesselholt at MIT. The author wants to thank
Lars Hesselholt for his enthusiasm and inspiring guidance.
2. Generalities: Witt vectors, the de Rham complex, and Witt
complexes
In this section we recall the Witt vectors and the de Rham complex. The stan-
dard references for these are [12], [11], respectively. Then we derive some elementary
results for Witt vectors and Witt complexes.
The de Rham complex of a ring A is the exterior algebra on the module of
Kaehler differentials over A. More precisely, if I is the kernel of the multiplication
A ⊗ A → A, the module of Kaehler differentials is defined to be Ω1A = I/I
2; the
map d : A→ Ω1A defined by da = a⊗ 1− 1⊗ a+ I
2 is the universal derivation from
A to an A-module. The de Rham-complex is the exterior algebra
Ω∗A = Λ
∗
AΩ
1
A
with differential
d(a0da1 . . . dan) = da0da1 . . . dan,
where the exterior algebra of an A-module M is
Λ∗(M) = TA(M)/〈m⊗m | m ∈M〉.
In this paper we will need a related construction, that of a universal anti-
symmetric differential graded algebra over the ring A. By this we mean a graded
algebra over A which is commutative in the graded sense and is endowed with a
Z-linear differential of degree 1, which is also a derivation. We will denote this by
Ω˜∗A. Explicitly,
Ω˜∗A = Λ˜
∗
AΩ
1
A,
where:
Λ˜∗(M) = T (M)/〈m⊗ n+ n⊗m | m,n ∈M〉
is the universal anti-symmetric graded A-algebra generated by the A-module M .
When 2 is invertible in A the two constructions give the same result as the ideals
〈m⊗m | m ∈M〉 and 〈m⊗ n+ n⊗m | m,n ∈M〉 are the same. In this paper we
cannot assume that 2 is invertible and this is why we need the second construction.
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The ring Wn(A) of Witt vectors of length n in A is the set of n-tuples in A with
the following ring structure. One defines the “ghost” map
w :Wn(A)→ A
n
with components:
wi(a0, . . . , an) = a
2i
0 + 2a
2i−1
1 + . . . 2
iai.
To add or multiply two vectors a and b one maps them via w in An, adds or
multiplies them componentwise, then uses w−1 to map them back in Wn(A). Of
course one has to check that the sum or product of w(a) and w(b) are in the image
of the ghost map and that their preimage is unique. That they are in the image
follows from a lemma of Dwork; the uniqueness of the preimage is true only when
A has no 2-torsion, which will be the case for the rings considered in this paper.
When A has 2-torsion one has to give a canonical element in the preimage, and this
is done requiring that the ghost map be a natural transformation of functors from
rings to rings.
The projection onto the first n− 1 factors is a ring homomorphism
R :Wn(A)→Wn−1(A),
called restriction, and this makes W•(A) a pro-ring. There is a second ring homo-
morphism, the Frobenius,
F :Wn(A)→Wn−1(A),
w(F (a0, . . . , an−1)) = (w1(a), . . . , wn−1(a)),
and a Wn(A)-linear map, Verschiebung,
V : F∗Wn−1(A)→Wn(A)
V (a0, . . . , an−2) = (0, a0, . . . , an−2)
The notation F∗Wn−1(A) indicates that Wn−1(A) is considered a Wn(A)-module
via the Frobenius map F :Wn(A)→Wn−1(A). The linearity of V means therefore
that xV (y) = V (F (x)y), for all x ∈ Wn(A) and y ∈ Wn−1(A), formula known
as Frobenius reciprocity. Both Frobenius and Verschiebung commute with the
restriction maps. The Teichmu¨ller map is the multiplicative map
[ ]n : A→Wn(A),
[a]n = (a, 0, . . . , 0).
We list now a few numerical results, some of which are not available in the odd
prime case.
Proposition 2.1. In the ring of 2-typical Witt vectors of length n, Wn(A),
[−1]n = −[1]n + V [1]n−1.
Proof. It is enough to prove this relation for A = Z. In ghost coordinates,
w([−1]n) = (−1, 1, . . . , 1),
w([1]n) = (1, 1, . . . , 1),
w(V [1]n−1) = (0, 2, . . . , 2).
The relation follows from the fact that addition is done component-wise in these
coordinates and the ghost map is injective for A = Z. 
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Proposition 2.2. In the ring of 2-typical Witt vectors of length n, Wn(Z), there
are 4 square roots of unity, [1]n, [−1]n,−[1]n,−[−1]n.
Proof. Let a = (a0, . . . , an−1) ∈ Wn(A) be a square root of unity. Let (w0, . . . , wn−1)
be its ghost coordinates. Then (w20 , . . . , w
2
n−1) = (1, . . . , 1). From w
2
0 = 1 we
get a20 = 1, hence a0 = ±1. Equating the second ghost coordinate we obtain:
(a20+2a1)
2 = 1⇒ (1+2a1)
2 = 1⇒ a1 = 0 or a1 = −1. We will prove by induction
that for s ≥ 1, as = a1. Assume this is true for s − 1. We have two cases, a1 = 0
and a1 = −1.
(i) a1 = 0: w
2
s = (a
2s
0 + · · ·+ 2
s−1a2s1 + 2
sas)
2 = 1, so (1 + 2sas)
2 = 1 and the
unique integral solution is as = 0.
(ii) a1 = −1: w
2
s = (a
2s
0 + · · ·+ 2
s−1a2s1 + 2
sas)
2 = 1 ⇒ (1 + 2 + · · · + 2s−1 +
2sas)
2 = 1 ⇒ (2s − 1 + 2sas)
2 = 1 and the unique integral solution is
as = −1.
Therefore the solutions of the equation a2 = 1 are the vectors (±1, 0, . . . , 0) and
(±1,−1, · · · ,−1). An examination of these vectors shows that they are exactly
those listed in the statement. 
Proposition 2.3. In the ring of p-typical Witt vectors of length n, Wn(Z), the vec-
tors {[1]n, V ([1]n−1, . . . , V
n−1([1]1)} form a Z-basis. A vector a = (a0, . . . , an−1) ∈
Wn(Z) with ghost coordinates (w0, . . . , wn−1) can be written in this basis as:
a =
n−1∑
s=0
csV
s([1]n−s),
where
cs =
{
w0 if s = 0
p−s(ws − ws−1) if 1 ≤ s ≤ n− 1.
The multiplication in this basis is given by the rule:
V i([1]n−i)V
j([1]n−j) = p
iV j([1]n−j), if i ≤ j.
Proof. In ghost coordinates, V s[1]n−s = (0, . . . , 0, p
s, . . . , ps), the first s coordinates
being zero. Since the addition is component-wise it follows that these vectors are
linearly independent. The multiplication is also component-wise and the product
formula follows.
We show that they form a system of generators. For a vector a = (a0, . . . , an−1) ∈
Wn(Z) with ghost coordinates (w0, . . . , wn−1) we find the coefficients ci by induc-
tion. Equating the first ghost coordinate we get c0 = w0 = a0. Assume we have
found c0, . . . , cs1 . We equate the s-th ghost coordinate
ws =
s∑
i=0
cip
i =
s−1∑
i=0
cip
i + csp
s = ws−1 + p
scs
and therefore, cs = p
−s(ws−ws−1). These numbers are a priori rational. To finish
the proof we need to show that they are integers.
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cs = p
−s(ws − ws−1)
= p−s(
s∑
i=0
piap
s−i
i −
s−1∑
i=0
piap
s−1−i
i )
= p−s(psas +
s−1∑
i=0
pi(ap
s−i
i − a
ps−1−i
i ))
= as +
s−1∑
i=0
pi−sap
s−1−i
i (a
ps−i−ps−1−i
i − 1)
It remains to show that for every integer a and every non-negative integer n:
ap
n−1
(ap
n−pn−1 − 1) ≡ 0 (mod pn)
There are two cases. If vp(a) ≥ 1, then vp(a
pn−1) ≥ pn−1 ≥ n, and if vp(a) = 0,
then ap
n−pn−1 − 1 = aφ(p
n) − 1 ≡ 0 (mod pn). 
Corollary 2.4. In the ring of 2-typical Witt vectors of length n, Wn(Z), for every
integer a, one has:
[a]n = c0[1]n + c1V [1]n−1 + · · ·+ cn−1V
n−1[1]1,
where c0 = a and ci = 2
−i(a2
i
− a2
i−1
).
Proposition 2.5. In every 2-typical Witt complex E∗• the following relations hold:
V d = 2dV,
dF = 2Fd,
V (x)dV (y) = V (xdy) + ιV (xy).
Proof. We will use the relations from the definition of a Witt complex:
V (xF (y)) = V (x)y, FdV = d+ ι, FV = 2.
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We have:
V d(x) = V (d+ ι+ ι)(x) = V (FdV + ι)(x)
= V (1)dV (x) + V ι(x)
= d(V (1)V (x)) − dV (1)V (x) + V ι(x)
= d(V (FV (1)x)) − V (FdV (1)x) + V ι(x)
= dV (2x)− V ((d+ ι)(1)x) + V ι(x)
= 2dV (x) − V (d(1)x) − V (ιx) + V (ιx)
= 2dV.
dF (x) = (d+ ι)F (x) − ιF (x) = FdV F (x)− ιF (x)
= Fd(V (1)x)− Fι(x) = F (dV (1)x+ V (1)d(x)) − Fι(x)
= FdV (1)F (x) + FV (1Fdx)− Fι(x)
= (d+ ι)(1)F (x) + FV Fdx− Fι(x)
= F (2dx) = 2Fdx.
V (x)dV (y) = V (xFdV (y))
= V (x(d+ ι)y) = V (xdy) + ιV (xy).

Proposition 2.6. ι([1]n) =
∑n−1
s=1 2
s−1dV s([1]n−s).
Proof. Since 2ι([1]n) = 0, we we’ll prove that ι([1]n) = −
∑n−1
s=1 2
s−1dV s([1]n−s).
The proof is by induction on n, starting with the case n = 1 which is trivial. Assume
the statement for n− 1. We will use the relations d([1]n) = 0 and ([−1]n)
2 = [1]n.
[−1]n = −[1]n + V ([1]n−1),
d([−1]n) = dV ([1]n−1),
d([−1]n)
[−1]n
=
dV ([1]n−1)
[−1]n
= [−1]ndV ([1]n−1),
ι([1]n) = [−1]ndV ([1]n−1)
= (−[1]n + V ([1]n−1))dV ([1]n−1)
= −dV ([1]n−1) + V (FdV ([1]n−1))
= −dV ([1]n−1) + V ((d+ ι)([1]n−1))
= −dV ([1]n−1) + V (ι([1]n−1))
= −dV ([1]n−1)−
n−2∑
s=1
2s−1V dV s([1]n−s).
The statement now follows from V d = 2dV . 
Proposition 2.7. ι2 = 0.
ON THE 2-TYPICAL DE RHAM-WITT COMPLEX 9
Proof. Again it is enough to prove ι2([1]n) = 0. We do this by induction. The case
n = 1 is trivial. Assume the statement for n− 1.
ι2([1]n) =
d([−1]n)
[−1]n
d([−1]n)
[−1]n
= (d([−1]n))
2
= (d(−[1]n + V ([1]n−1))
2
= dV ([1]n−1)dV ([1]n−1)
= d(V ([1]n−1)dV ([1]n−1))− V ([1]n−1)ddV ([1]n−1)
= d(V (FdV ([1]n−1)))− V (FdV ι([1]n−1))
= d(V ((d+ ι)([1]n−1)))− V ((d+ ι)ι([1]n−1)))
= dV ι([1]n−1))− V (ι([1]n−1)ι([1]n−1)).
The second summand is zero by induction. We show that the first summand is also
zero. For this we will use the previous lemma and the relations V d = 2dV, 2ι = 0,
and dd = dι:
dV ι([1]n−1)) = dV (
n−2∑
s=1
2s−1dV s([1]n−s)
=
n−2∑
s=1
2sddV s+1([1]n−s)
=
n−2∑
s=1
(2sι)dV s+1([1]n−s) = 0.
This completes the proof. 
3. The de Rham-Witt complex
3.1. Existence. The Witt complexes over a ring A form a category WA. We will
prove that this category has an initial object. We call this object the de Rham-Witt
complex of A and denote it W•Ω
∗
A To prove the existence of an initial object we
use the Freyd adjoint functor theorem [10, p.116].
Theorem 3.1. The category WA of Witt complexes over A has an initial object.
Proof. The categoryWA has all small limits, so we need to prove that the solution
set condition is verified. First we note that at each level a Witt complex is also a
DG-ring. The differential is defined as follows:
D : En• → E
n+1
• , D =
{
d, if n = even;
d+ ι, if n = odd.
Proposition 3.2. The operator D is both a differential and a derivation.
Proof. We show first that D is a differential, that is D2 : En• → E
n+2
• is zero. If n
is even, D2 = (d+ ι)d = dd + dι = 2dι = 0, the same if n is odd. Let’s see that D
is a derivation, that is D(xy) = D(x)y + (−1)deg(x)xD(y). There are three cases.
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(1) Both deg(x) and deg(y) even:
D(xy) = d(xy) = d(x)y + xd(y) = D(x)y + xD(y)
(2) deg(x) even, deg(y) odd:
D(xy) = (d+ ι)(xy) = d(xy) + ιxy
= (d(x)y + xd(y)) + ιxy = d(x)y + (xd(y) + ιxy)
= D(x)y + xD(y)
(3) Both deg(x) and deg(y) odd:
D(xy) = d(xy) = d(x)y + xd(y) = d(x)y + xd(y) + 2ιxy
= (d(x)y + ιxy) + (xd(y) + ιxy)
= D(x)y + xD(y).
For the last case we used the relation 2ι = 0. 
To prove that the category WA has an initial object we have to show that the
solution set condition is satisfied. That means we have to find a set of objects
{Oi}i∈I , such that for any other object X in the category, there is an index i ∈ I
and a map φ : Oi → X , not necessarily unique. Since at each level, a Witt complex
E = E∗• is also a complex, there is a map λ : Ω˜
∗
W•(A)
→ E∗• which in degree zero
is the map λ : W•(A) → E
0
• prescribed in the definition of a Witt complex. We
prove that the image of λ is a sub-Witt complex of E∗• . Since the isomorphisms
classes of such objects form a set (they are all quotients of Ω˜∗W•(A)), the solution
set condition is satisfied and the proposition is proved.
First of all we have to see that ι([1]n) ∈ Im(λ). But this is so because
ι([1]n) =
d(λ[−1]n)
λ[−1]n
=
D(λ[−1]n)
λ[−1]n
=
λd[−1]n
λ[−1]n
∈ Im(λ).
Since ι([1]n) ∈ Im(λ) we see that Im(λ) is closed under ι. It is also closed under
d because it is closed under D and d = D or d = D − ι depending on the degree.
It remains to see that it is closed under F and V .
We start with F . The Frobenius operator is multiplicative and each element
in the image of λ is of the form λ(a0da1 . . . dan) = λ(a0)d(λ(a1)) . . . d(λan), so
it suffices to show that F (λ(a)) and F (d(λ(a)) are in the image of the canonical
map. Part of the definition of a Witt complex is that λF = Fλ for all a ∈ A. So
F (λ(a)) ∈ Im(λ). Let us prove that F (d(λ(a))) ∈ Im(λ). We use the formula:
a = [a0]n + V ([a1]n−1) + · · ·+ V
n−1([an−1]1),
which shows that
F (dλ(a)) = F (dλ([a0]n)) + F (dλ(V ([a1]n−1))) + · · ·+ F (dλ(V
n−1([an−1]1))).
Recall from the definition of a Witt complex that Fdλ([a]n) = λ([a]n−1)dλ([a]n−1]).
and that both F and V commute with λ.
F (dλ(a)) = F (dλ([a0]n)) + F (dV λ([a1]n−1)) + · · ·+ F (d(V
n−1λ([an−1]1))
= λ([a0]n−1)dλ([a0]n−1]) + (d+ ι)(λ([a1]n−1) + · · ·+
(d+ ι)V n−2λ([an−1]1);
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and this sum clearly is in the image of λ.
Now we prove that Imλ is closed under V . This follows from the Frobenius
reciprocity formula. For example
V (λa0dλ(a1)) = V (λ(a0))dV (λ(a1))− ιV (λ(a0a1)).
More generally
V (λ(a0da1 . . . dan)) =
n∑
i=1
ιV (a0ai)
∏
1≤j 6=i≤n
dV (λ(aj)).
This again is in the image of λ. 
Definition 3.3. The initial object in the category WA of Witt complexes over A is
called the de Rham Witt complex of A and is denoted W•Ω
∗
A.
Proposition 3.4. For every ring A the following assertions hold:
(i) the canonical map Ω˜∗W•(A) →W•Ω
∗
A is surjective,
(ii) the canonical map λ :W•(A)→W•Ω
0
A is an isomorphism.
Proof. Denote for the moment by E∗• the image of the map λ : Ω˜
∗
W•(A)
→ W•Ω
∗
A.
It is a sub-Witt complex of W•Ω
∗
A, in particular it is an object of the category
WA. Therefore it admits a unique map from the initial object. We consider the
composition:
W•Ω
∗
A → E
∗
• →W•Ω
∗
A.
Being an endomorphism of the initial object, it has to be the identity map. So the
second map is surjective, which amounts to the same thing as the map Ω˜∗W•(A) →
W•Ω
∗
A being surjective.
In degree zero this means that the map W•(A)→ W•Ω
0
A is surjective. To prove
that it is also injective, we consider the Witt complex E∗• defined by E
0
n =Wn(A)
and Ein = 0, for all i ≥ 1. As W•Ω
∗
A is initial in the category WA, there is a
morphism µ : W•Ω
∗
A → E
∗
• . The fact that µ is a morphism means among other
conditions that the diagram
WnΩ
0
A
µ0

Wn(A)
λ
::uuuuuuuuu
λ
$$I
II
II
II
II
I
E0n
commutes. By the definition of E∗• the corresponding λ is the identity morphism,
so µ0 ◦ λ = 1 and it follows that λ is injective. 
3.2. The standard filtration. On every Witt complex E∗• there is a standard
filtration (see also [6]):
FilsEqn = V
sEqn−s + dV
sEq−1n−s.
This filtration can be used to set up inductive arguments when computing de Rham-
Witt complexes. The important result that allows this is the following.
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Lemma 3.5. The following sequence is exact:
0→ FilsWnΩ
q
A →WnΩ
q
A
Rn−s
−−−→WsΩ
q
A → 0
Proof. First we show that the composition of the two morphisms is zero. Actually
the composition is zero for all Witt complexes. This is so because R commutes
with the other operators and any Witt complex is by definition zero in levels zero
and below:
Rn−s(Fils Eqn) = R
n−s(V sEqn−s + dV
sEq−1n−s)
= V sRn−sEqn−s + dV
sRn−sEq−1n−s
⊂ V sEi0 + dV
sEq−i0 = 0
Once we know that this composition is zero it follows that Rn−s induces a mor-
phism
Eqn/Fil
s(Eqn) −→ R
n−sEqx.
To end the proof of the lemma we need to show that this morphism is an isomor-
phism for E∗• =W•Ω
∗. Fix a value of n− s and define
W ′sΩ
i
A =WnΩ
q
A/Fil
sWnΩ
q
A.
We prove that this is a Witt complex over A. We only need to check that the opera-
tors are well defined, then the relations are automatically satisfied. To show that R
and F induce operators R,F :W ′sΩ
q
A →W
′
s−1Ω
q
A we need to show R(Fil
sWnΩ
q
A) ⊂
Fils−1Wn−1Ω
q
A and F (Fil
sWnΩ
q
A) ⊂ Fil
s−1Wn−1Ω
q
A. The first relation follows
from V R = RV and dR = Rd and the second from FV = 2 and FdV = d+ ι. Sim-
ilarly V induces an operator on W ′•Ω
∗
A if V (Fil
sWnΩ
q
A) ⊂ Fil
s+1Wn+1Ω
q
A and this
follows from V d = 2dV . ι and d induce operators if ι(FilsWnΩ
q
A) ⊂ Fil
sWnΩ
q+1
A
and d(FilsWnΩ
q
A) ⊂ Fil
sWnΩ
q+1
A . The first follows from ιV = V ι and ιd = dι and
the second from dd = dι.
We show now that W ′•Ω
∗
R is an initial object in the category of 2-typical Witt
complexes over A and hence the morphism induced by Rn−s, W ′•Ω
∗
R → W•Ω
∗
R is
an isomorphism and hence the sequence is exact.
Consider E∗• a 2-typicalWitt complex overA. We construct a morphismW
′
•Ω
∗
A →
E∗• and show that it is unique. Since the standard filtration is natural we have maps:
W ′sΩ
i
A =WnΩ
i
A/Fil
sWnΩ
q
A → E
i
n/Fil
sEin
Rn−s
−−−→ Eis.
To show that this homomorphism of Witt complexes is unique we first show that
the map Ω˜i(Ws(A))→W
′
sΩ
i
A is surjective. This is immediate from the diagram
Ω˜i(Wn(A))

// // WnΩiA

Ω˜i(Ws(A)) // W
′
sΩ
i
A
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Now in the diagram
Ω˜∗(W•(A)) //

E∗•
W ′•Ω
∗
A
::uuuuuuuuuu
consider in the category of pro-DGA the top map is unique, therefore the oblique
map is unique. 
3.3. An additivity result. As far as we know, the relations in the definition of
a 2-typical Witt complex are independent. However, one relation can be partially
deduced from the others. We make this precise in the following Lemma.
Lemma 3.6. Let A be an arbitrary ring, and E∗• a pro-graded ring. Assume that
E∗• is endowed with all the operators in the definition of a 2-typical Witt complex,
and all the relations are sastisfied with the exception of the last relation. Assume
that this relation holds for two given elements f, g ∈ A, that is
Fdλ([f ]n) = λ([f ]n−1)dλ([f ]n−1]),
Fdλ([g]n) = λ([g]n−1)dλ([g]n−1]).
Then it also holds for their sum, f + g ∈ A :
Fdλ([f + g]n) = λ([f + g]n−1)dλ([f + g]n−1]).
Proof. The proof is inspired by the proof of Proposition 1.3 in [9].
Since there is no danger of confusion, we omit λ.
We prove the statement by induction on the level n. If n = 1 the relation holds
trivially. Assume we have proved the Lemma for n− 1. We know that
Fd[f ]n = [f ]n−1d[f ]n−1],
Fd[g]n = [g]n−1d[g]n−1],
and if we apply R to these relations we obtain
Fd[f ]n−1 = [f ]n−2d[f ]n−2],
Fd[g]n−1 = [g]n−2d[g]n−2].
By the induction hypothesis, we have
Fd[f + g]n−1 = [f + g]n−2d[f + g]n−2.
We define τ ∈ Wn−1(A) by the formula:
[f + g]n = [f ]n + [g]n + V τ.
We apply R to both sides of this identity:
[f + g]n−1 = [f ]n−1 + [g]n−1 + V Rτ.
We square both sides:
[f + g]2n−1 = [f ]
2
n−1 + [g]
2
n−1 + (V Rτ)
2 + 2([f ]n−1 + [g]n−1)V Rτ + 2[fg]n−1,
and, since (V Rτ)2 = V (RτFV Rτ) = 2V R(τ2), we get:
F ([f + g]n + [f ]n − [g]n) = 2(V Rτ + [fg]n−1 + ([f ]n−1 + [g]n−1)V Rτ).
The left hand side of this identity is F (V τ) = 2τ , thus we obtain:
2τ = 2(V Rτ + [fg]n−1 + ([f ]n−1 + [g]n−1)V Rτ).
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This identity is true in the ring Wn−1(R) for any ring R, in particular for the ring
of polynomials in two variables R = Z[f, g]. For this ring the multiplication by 2
in Wn−1(R) is injective, therefore the following identity is true for this particular
ring:
τ = V Rτ + [fg]n−1 + ([f ]n−1 + [g]n−1)V Rτ.
Taking Witt vectors of length n− 1 is functorial, and it follows that the identity is
true for arbitrary rings R and elements f and g.
Once we proved this formula we return to the identity we want to prove:
Fd[f + g]n = [f + g]n−1d[f + g]n−1,
or equivalently:
Fd([f ]n + [g]n + V τ) = ([f ]n−1 + [g]n−1 + V Rτ)(d[f ]n−1 + d[g]n−1 + dV Rτ).
We expand the right hand side:
Fd[f ]n + Fd[g]n + FdV τ = [f ]n−1d[f ]n−1 + [g]n−1d[g]n−1
+ d([fg]n−1 + ([f ]n−1 + [g]n−1)V Rτ) + V RτdV Rτ.
Using the hypothesis that Fd[f ]n = [f ]n−1d[f ]n−1 and Fd[g]n = [g]n−1d[g]n−1, and
the formula for τ , the previous identity becomes equivalent to:
FdV τ = d(τ − V Rτ2) + V RτdV Rτ
or:
dτ + ιτ = dτ − dV Rτ2 + V RτdV Rτ.
We reduced the problem to proving the following formula:
ιτ = −dV Rτ2 + V RτdV Rτ.
We prove this separately in the next Lemma. 
Lemma 3.7. For every ring A and every element τ ∈Wk(A), the following identity
holds:
dV Rτ2 = V RτdV Rτ + ιτ
Remark: This lemma says that ιmeasures the failure of d to be a PD-derivation.
To explain this we need to recall what a PD-structure on a ring is and what a PD-
derivation is.
If A is a commutative and unital ring and I is and ideal, a PD-structure on
(A, I) is a family of maps γn : I → A, n ∈ N which morally behave like dividing
the n’th power by n!. More precisely they are required to satisfy five conditions:
(i) γ0(x) = 1, γ1(x) = x, γn(x) ∈ I, ∀x ∈ I,
(ii) γn(x+ y) =
∑n
i=0 γi(x)γn−i(y), ∀x, y ∈ I,
(iii) γn(ax) = a
nγn(x), ∀a ∈ A, x ∈ I,
(iv) γp(x)γq(x) =
(
p+q
p
)
γp+q(x), ∀p, q ∈ N, x ∈ I,
(v) γp(γq(x)) =
(pq)!
p!(q!)p γpq(x), ∀p, q ∈ N, x ∈ I.
If A is a Z(p)-algebra, there is a canonical PD-structure on (Wn(A), V Wn−1(A)),
namely:
γm : VWn−1(A)→Wn(A)
γm(V x) =
{
1, if m = 0,
pm−1
m! V (x
m), if m ≥ 1
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If (A, I) is a ring with a PD-structure and d : A → M is a derivation of A into
an A-module M , then d is called a PD-derivation if d(γn(x)) = γn−1(x)dx, for all
x ∈ I. If we consider W (A), the inverse limit of the pro-ring W•(A), elements in
it are sequences of elements xn ∈ Wn(A), andR : W (A) → W (A) becomes the
identity morphism. So the identity in the lemma reads: if x ∈ VW (A) ⊆ W (A),
x = V τ, then:
d(γ2(x)) = γ1(x)dx + ιτ.
If we did not have ιτ in this relation, then Lemma 1.2 of Langer, Zink [9] would
show that d is a PD-derivation. We will now prove the lemma.
Proof. The proof is in three steps. First we show that the identity holds for all
elements τ = [φ]k, for φ ∈ A[X ]. Then we show that once it holds for τ it also
holds for V τ. Finally we show that if the identity holds for two elements τ1, τ2 it
also holds for their sum τ1 + τ2.
We begin with τ = [φ]k for some φ ∈ A[X ]. We manipulate the left hand side of
the identity that we want to prove:
dV [φ]2k−1 = dV (F ([φ]k)) = d(V ([1]k−1)[φ]k)
= dV ([1]k−1)[φ]k + V ([1]k−1)d[φ]k
= dV ([1]k−1)[φ]k + V (Fd[φ]k),
and using the induction hypothesis that Fd[φ]k = [φ]k−1d[φ]k−1 for k ≤ n− 1 :
dV [φ]2k−1 = (dV [1]k−1)[φ]k + V ([φ]k−1d[φ]k−1).
The right hand side is
V [φ]k−1dV [φ]k−1 + ι[φ]k = V ([φ]k−1FdV [φ]k−1) + ι[φ]k
= V ([φ]k−1d[φ]k−1) + V (ι[φ]
2
n−1) + ι[φ]k.
Therefore the equality of the two members is equivalent to the equality
dV [1]k−1[φ]k = V (ι[1]k−1)[φ]n + ι[φ]k,
which is certainly true if
dV [1]k−1 = V (ι[1]k−1) + ι[1]k.
This last identity follows from Lemma 2.6 which gives the formula for ι[1]k.
Now we assume we know the relation for τ and we want to prove it for V (τ).
We know:
dV Rτ2 = V RτdV Rτ + ιτ,
we apply V to this:
V (dV Rτ2) = V (V RτdV Rτ) + V (ιτ);
The left hand side of this equation is:
V (dV Rτ2) = 2dV 2Rτ2 = dV 2(RτFV Rτ)
= dV (V (Rτ)V (Rτ)) = dV R(V (τ)2)
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We want to prove:
dV R(V (τ)2) = V RV τdV RV τ + ιV τ.
We notice that the left hand side of this equation is equal to the left hand side of
the previous equation, so it is sufficient for us to prove:
V (V RτdV Rτ) + V (ιτ) = V RV τdV RV τ + ιV τ,
or:
V (V RτdV Rτ) = V RV τdV RV τ
V (V RτdV Rτ) = V ((RV τ)FdV RV τ)
V (V RτdV Rτ) = V ((RV τ)dRV τ) + V ((RV τ)ι(RV τ))
0 = ι(V ((V Rτ)2))
0 = ι(V (RτFV Rτ))
which is true since FV = 2 and 2ι = 0.
Finally we want to prove that if the relation holds for τ1 and τ2, it also holds for
τ1 + τ2. We know:
RdV τ21 = RV τ1dRV τ1 + ιτ1,
RdV τ22 = RV τ2dRV τ2 + ιτ2
and we want:
RdV (τ1 + τ2)
2 = RV (τ1 + τ2)dRV (τ1 + τ2) + ι(τ1 + τ2),
or equivalently:
RdV τ21 +RdV τ
2
2 + 2RdV (τ1τ2) = RV τ1dRV τ1 +RV τ2dRV τ2
+ d(RV τ1RV τ2) + ιτ1 + ιτ2.
After cancelling six terms the equation reduces to:
2RdV τ1τ2 = RdV τ1V τ2,
2RdV τ1τ2 = RdV (τ1FV τ2),
which is true since FV = 2. 
4. Computations
4.1. The 2-typical de Rham-Witt vectors of the integers. Before we state
the structure theorem for W•Ω
∗
Z
we introduce a bit of notation. We denote by
V i(1) ∈ WnΩ
0
A the element V
i([1]n−i).
Theorem 4.1. The structure of W•Ω
∗
Z
is as follows
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(i) As abelian groups
WnΩ
0
Z =
n−1⊕
i=0
Z · V i(1),(7)
WnΩ
1
Z =
n−1⊕
i=1
Z/2iZ · dV i(1),(8)
WnΩ
i
Z = 0, for i ≥ 2.(9)
(ii) The product is given by
V i(1) · V j(1) = 2iV j(1), if i ≤ j,(10)
V i(1) · dV j(1) =
{
2idV j(1) +
∑n−1
s=j+1 2
s−1dV s(1), if 1 ≤ i < j∑n−1
s=i+1 2
s−1dV s(1), if 1 ≤ j ≤ i.
(11)
(12)
(iii) The operator V acts as follows
V (V i(1)) = V i+1(1),(13)
V (dV i(1)) = 2dV i+1(1).(14)
(iv) The operator F acts as follows
F (V i(1)) = 2V i−1(1),(15)
F (dV i(1)) = dV i−1(1) +
n−2∑
s=i
2s−1dV s(1).(16)
(v) The operator d acts by d(V i(1)) = dV i(1) when i ≥ 1 and d(1) = 0, and
the action of the operator ι is given by
ι(V i(1)) =
n−1∑
s=i+1
2s−1dV s(1).(17)
(vi) The operator R :WnΩ
∗
Z
→Wn−1Ω
∗
Z
acts as follows
RV i(1) =
{
V i(1) if i ≤ n− 2
0 if i = n− 1
(18)
RdV i(1) =
{
dV i(1) if i ≤ n− 2
0 if i = n− 1.
(19)
Proof. We begin with the fifth assertion and then we prove the others in the stated
order.
(v) We already know the formula (see 2.6):
ι[1]n =
n−1∑
s=1
2s−1dV s(1),
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which is the particular case for the relation we want to prove when i = 0. For other
i we have:
ιV i([1]n−i) = V
i(ι[1]n−i)
= V i(
n−i−1∑
s=1
2s−1dV s([1]n−i−s−1)
=
n−i−1∑
s=1
2s+i−1dV s+i([1]n−i−s−1)
=
n−2∑
s=i+1
2s−1dV s([1]n−s−1).
(i),(ii)The isomorphism described in the first relation follows from the previous
theorem. The second relation follows from the fact that the map λ : Ω˜∗W•(A) →
W•Ω
∗
A is surjective and from the product relations that we now prove. The first
product relation is the product rule described in 2.3 in the case p = 2. The second
product relation:
• If 1 ≤ i ≤ j:
V i(1) · dV j(1) = V i(F idV j(1)) = V i((d+ ι)V j−i(1))
= V idV j−i(1) + V j(ι(1))
= 2idV j(1) + V j(
n−j−1∑
s=1
2s−1dV s(1))
= 2idV j(1) +
n−j−1∑
s=1
2s+j−1dV j+s(1)
= 2idV j(1) +
n−1∑
s=j+1
2s−1dV s(1).
• If 1 ≤ j ≤ i:
V i(1) · dV j(1) = d(V i(1)V j(1))− dV i(1)V j(1)
= d(2jV i(1))− V j(1)dV i(1)
= 2jdV i(1)− 2jdV i(1)−
n−1∑
s=i+1
2s−1dV s(1)
=
n−1∑
s=i+1
2s−1dV s(1).
We note here that one can give a unified product relation for V i(1) · dV j(1),
namely:
V i(1) · dV j(1) = 2idV j(1) +
n−1∑
s=max(i,j)+1
2s−1dV s(1)
(iii) The first relation is trivial and the second follows from V d = 2dV .
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(iv) The first relation follows from FV = 2. The second relation:
F (dV i(1)) = (d+ ι)V i−1(1)
= dV i−1(1) + ι(V i−1(1)
= dV i−1(1) +
n−2∑
s=i−1
2sdV s+1(1).
Once we have these relations and the fact that 2idV i(1) = V id(1) = 0, it follows
that λ factors through a surjective map
⊕n−1
i=1 Z/2
iZ · dV i(1)→W•Ω
1
Z
.
We prove now that W•Ω
i
Z
= 0, for i ≥ 2. We will prove this by induction on the
level using the standard filtration. The first step of the induction, that W1Ω
q
Z
= 0,
forall q ≥ 2 follows from the surjectivity of the map λ : ΩqW1(Z) = Ω
q
Z
→W1Ω
q
Z
, and
fact that the domain of the map is zero whenever q ≥ 1. Assuming that WnΩ
q
Z
= 0
for all q ≥ 2 we prove that Wn+1Ω
q
Z
= 0, for all q ≥ 2. This is so because in the
short exact sequence
0→ Filn−1WnΩ
q
Z
→WnΩ
q
Z
R
−→Wn−1Ω
q
Z
→ 0
the right term is zero by induction and the left term is zero because Filn−1WnΩ
q
Z
=
V n−1W1Ω
2
Z
+ dV n−1W1Ω
1
Z
and both W1Ω
1
Z
and W1Ω
2
Z
are zero as seen above.
To finish the description of the groups that form the de Rham-Witt complex
W•Ω
∗
Z
we consider the pro-graded ring G∗• defined by the groups on the right hand
side of the relations (1)− (3), that is:
G0n =
n−1⊕
i=0
Z · V i(1),
G1N =
n−1⊕
i=1
Z/2iZ · dV i(1),
Gin = 0, for i ≥ 2.
The product is defined by the relations in (ii) , the operators F, V, d, ι, R are given
by the relations in (iii)- (vi). We check that with these definitions G∗• is indeed a
Witt complex.
The only non-trivial relation to verify is that Fdλ([a]n) = λ([a]n−1)dλ([a]n−1]),
for all integers a. Using the additivity result 3.6, we see that we need to check
this relation only for the integers a = 1 and a = −1. It is trivially satisfied in
the first case, and easy to see in the second, once we recall from 2.1 that [−1]n =
−[1]n + V [1]n−1 :
Fd[−1]n = Fd(−[1]n + V [1]n−1) = FdV [1]n−1
= (d+ ι)[1]n−1 = ι[1]n−1
= [−1]n−1d[−1]n−1.
To prove now that W•Ω
∗
Z
∼= G∗• we define a morphism of Witt complexes
G∗• −→W•Ω
∗
Z
V i(1) 7−→ V i(1)
dV i(1) 7−→ dV i(1)
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The composition W•Ω
∗
Z
→ G∗• →W•Ω
∗
Z
is an endomorphism of the initial object in
the category WA and as so it is the identity. The composition G
∗
• → W•Ω
∗
Z
→ G∗•
is an endomorphism of G∗•; it is not hard to see that the only endomorphism of G
∗
•
is the identity: being a morphism of pro-rings it maps [1]n to itself, and since it
commutes with V and d it will also map V i(1) and dV i(1) to themselves. 
Remark: The same proof works to give us the structure of W•Ω
∗
Z(2)
:
(i) As abelian groups:
WnΩ
0
Z(2)
=
n−1⊕
i=0
Z(2) · V
i(1),(20)
WnΩ
1
Z(2)
=
n−1⊕
i=1
Z/2iZ · dV i(1),(21)
WnΩ
i
Z(2) = 0, for i ≥ 2.(22)
(ii) The product formulas and the actions of the various operators are the same
as in Theorem 4.1.
Indeed, the only thing we have to check is that Ωi
Z(2)
= 0 for all i ≥ 2. To
see this we need to prove that d( 1m) = 0 for all m ∈ Z odd. This follows from
0 = d(1) = d(m 1m ) = md(
1
m ), since m ∈ Z is a unit.
4.2. The 2-typical de Rham-Witt complex for polynomial extensions. In
this subsection we describe the relationship between the 2-typical de Rham-Witt
complex of the ring of polynomials in one variable over a Z(2)-algebra A and the 2-
typical de Rham-Witt complex of the ring A. In order to do that we will identify the
left adjoint of the forgetful functor WA[X] → WA. We call this functor P : WA →
WA[X], and since it commutes with colimits, it will carry W•Ω
∗
A into W•Ω
∗
A[X].
In order to define the functor P we first analyze the Witt complex W•Ω
∗
A[X].
Inside it we find the image of the map W•Ω
∗
A →W•Ω
∗
A[X] induced by the inclusion
A → A[X ]. Besides this image we can certainly identify the elements [X ]in. If we
play with the multiplication and with the operators R, F , V , d, and ι we will find
new elements, but because of the relations that hold in every Witt complex, we will
see that all these elements can be classified in four types. The first obvious type is
the elements of the form a[X ]in, where a ∈ Im(W•Ω
∗
A), i ∈ N, and n ≥ 1. When
there is no danger of confusion, we omit the subscript n, and also write a ∈ W•Ω
∗
A.
This type is closed under multiplication and also under the action of R, F , and ι.
If we apply d and V we will get two new types: elements of the form b[X ]k−1d[X ]
and elements of the form V r(c[X ]l), where b, c ∈ W•Ω
∗
A, and k, r, l > 0. Special
attention has to be paid to the latter type, as some elements of that form were
already listed as elements of the first type. An example is V (c[X ]2) = V (cF ([X ])) =
V (c)[X ]. The restriction that we have to impose is l be odd. Finally, if we apply
V and then d we obtain a new type, of elements of the form dV s(e[X ]m), where
s > 0, e ∈ W•Ω
∗
A, and m is odd. If we multiply elements of any of these two types
together we will get a sum of elemtents of these types. The key observation is the
following:
Lemma 4.2. In any Witt complex over A[X ] the following relation holds:
d[X ]d[X ] = ι([1])[X ]d[X ].
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Proof.
d[X ]d[X ] = d([X ]d[X ])− [X ]dd[X ] = d(Fd[X ])− [X ]dι[X ]
= 2Fdd[X ] + ι([1])[X ]d[X ] = 2Fdι[X ] + ι([1])[X ]d[X ]
= ι([1])[X ]d[X ].

Using this observation we can see for example that the product of two elements
of the second type is again an element of second type:
b[X ]k−1d[X ]b′[X ]k
′−1d[X ] = ι(bb′)[X ]k+k
′−1d[X ].
The other products and the action of the different operators on the elements can
also be derived. The formulas that we obtain will be exactly the formulas that we
plug in the definition of the functor P .
Before we define the functor P we need to recall a result of Hesselholt, Madsen
that describes the ring of p-typical Witt vectors over the ring A[X ]: every element
f ∈ Wn(A[X ]) can be written uniquely as a sum:
f =
∑
j∈N
a0,j [X ]
j
n +
n−1∑
s=1
∑
(j,p)=1
V s(as,j [X ]
j
n−s),
with as,j ∈ Wn−s(A) and all but finitely many as,j zero (see Lemma 4.1.1 in [3]).
In the case p = 2 this results read: every element f ∈ Wn(A[X ]) can be written
uniquely as a finite sum of elements of two types, that we will call type 1 and type
3, for reasons that will soon become clear:
• Type 1: elements of the form a[X ]j, where a ∈WnΩ
q,
• Type 3: elements of the form V r(c[X ]l), where r > 0, c ∈ Wn−rΩ
q, and l
is odd.
Now we are ready to define the functor P :WA →WA[X]. On objects it is defined
as follows: for a Witt complex E∗• ∈ WA, P (E)
q
n consists of formal sums of four
types of elements:
• Type 1: elements of the form a[X ]j, where a ∈ Eqn,
• Type 2: elements of the form b[X ]k−1d[X ], where b ∈ Eq−1n ,
• Type 3: elements of the form V r(c[X ]l), where r > 0, c ∈ Eqn−r, and l is
odd,
• Type 4: elements of the form dV s(e[X ]m), where s > 0, e ∈ Eq−1n−s, and m
is odd.
The product is graded commutative, and is given by the following ten formulas:
P1.1: a[X ]ja′[X ]j
′
= aa′[X ]j+j
′
,
P1.2: a[X ]jb[X ]k−1d[X ] = ab[X ]j+k−1d[X ],
P1.3: a[X ]jV r(c[X ]l) = V r(F r(a)c[X ]2
rj+l),
P1.4:
a[X ]jdV s(e[X ]m) =(−1)|a|
m
2sj +m
dV s(F s(a)e[X ]2
sj+m)
− (−1)|a|V s((F s(da)e −
j
2sj +m
d(F s(a)e))[X ]2
sj+m),
P2.2: b[X ]k−1d[X ]b′[X ]k
′−1d[X ] = ι(bb′)[X ]k+k
′−1d[X ],
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P2.3:
b[X ]k−1d[X ]V r(c[X ]l) =− (−1)|b|
1
2rk + l
V r(d(F r(b)c)[X ]2
rk+l)
+ (−1)|b|
2r
2rk + l
dV r(F r(b)c[X ]2
rk+l),
P2.4:
b[X ]k−1d[X ]dV s(e[X ]m) =− (−1)|b|
1
2sk +m
V s(F s(db + kι(b))de[X ]2
sk+m)
+ (−1)|b|
1
2sk +m
dV s(F s(b)de[X ]2
sk+m),
P3.3:
V r(c[X ]l)V r
′
(c′[X ]l
′
) =
=


2r
′
V r(cF r−r
′
(c′)[X ]2
r−r′ l′+l), if r > r′,
2rV r−v(V v(cc′)[X ]2
−v(l+l′)), if r = r′ and v = v2(l + l
′), v ≤ r,
2rV r(cc′)[X ]2
−r(l+l′)
, if r = r′ and v > r,
P3.4:
V r(c[X ]l)dV s(e[X ]m) =
=


(−1)|c|
2rm
2s−rl +m
dV s(F s−r(c)e[X ]2
s−rl+m), if r < s,
V r−v(V v(c(d+ ι)(e))[X ]2
−v(l+m))
+(−1)|c| 2
rm
l+mdV
r(ce[X ]2
−v(l+m)
−(−1)|c| 2
vm
l+mV
r−v(dV v(ce)[X ]2
−v(l+m)), if r = s, v = v2(l +m) < r,
V r((c(d + ι)(e))[X ]2
−r(l+m))
+(−1)|e|mV r(ce)[X ]2
−r(l+m)−1d[X ], if r = s, v = v2(l +m) ≥ r,
V r(cF r−s((d + ι)(e))[X ]2
r−sm+l)
+(−1)|c|
2rm
2r−sm+ l
dV r(cF r−s(e)[X ]2
r−sm+l)
−(−1)|c|
m
2r−sm+ l
V r(d(cF r−s(e))[X ]2
r−sm+l), if r > s,
P4.4:
dV s(e[X ]m)dV s
′
(e′[X ]m
′
) =
=


−(−1)|e|dV s
′
((F s
′−s((d+ ι)(e)e′) +
m
2s′−sm+m′
d(F s
′−s(e)e′))[X ]2
s′−sm+m′)
+V s
′
((F s
′−s(de)ι(e′) + F s
′−s(e)dι(e′))[X ]2
s′−sm+m′), if s < s′,
V s−v((V v(edι(e′)) + dV v(eι(e′)))[X ]2
−v(m+m′))
+dV s−v((V v(e(d+ ι)(e′)) + dV v(ee′))[X ]2
−v(m+m′)), if s = s′, v = v2(l +m) < s,
(V s(eι(e′)) + (−1)e
′
m′dV s(ee′)[X ]2
−s(m+m′)−1d[X ])
+V s(edι(e′)[X ]2
−s(m+m′))
+dV s(e(d+ ι)(e′)[X ]2
−s(m+m′)), if s = s′, v = v2(l +m) ≥ s.
The definition of λ, R, and ι are obvious, the action of V is given by the following
four formulas:
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V1:
V (a[X ]j) =
{
V (a[X ]j), if j odd,
V (a)[X ]j/2, if j even,
V2:
V (b[X ]k−1d[X ]) =
{
(−1)|b| 1kV ((db)[X ]
k)− (−1)|b| 2kdV (b[X ]
k), if k odd,
V (b)[X ]k/2−1d[X ], if k even,
V3: V (V r(c[X ]l)) = V r+1(c[X ]l)),
V4: V (dV s(e[X ]m)) = 2dV s+1(e[X ]m)).
The action of F is given by:
F1: F (a[X ]j) = F (a)[X ]2j ,
F2: F (b[X ]k−1d[X ]) = F (b)[X ]2k−1d[X ],
F3: F (V r(c[X ]l)) = 2V r−1(c[X ]l),
F4: F (dV s(e[X ]m)) = dV s−1(e[X ]m) + V s−1(ι(e)[X ]m.
The action of d is given by:
d1: d(a[X ]j) = d(a)[X ]j + (−1)|a|ja[X ]j−1d[X ],
d2: d(b[X ]k−1d[X ]) = d(b)[X ]k−1d[X ] + kι(b)[X ]k−1d[X ],
d3: d(V r(c[X ]l) = dV r(c[X ]l,
d4: d(dV s(e[X ]m)) = dV s(ι(e)[X ]m).
On morphisms the functor P is defined in the obvious way: if θ : E∗• → F
∗
• is a
morphisms of Witt complexes over A, then P (θ) : P (E∗•) → P (F
∗
• ) is defined on
elements of type 1 by the formula P (θ)(a[X ]i) = θ(a)[X ]i and similarly for elements
of the other three types.
Theorem 4.3. The functor P : WA →WA[X] is well defined and is a left adjoint
of the forgetful functor WA[X] →WA.
Proof. The fact that the functor P is well defined means that for any Witt complex
E over the ring A, the complex P (E) is indeed a Witt complex over A[X ]. We need
to prove that the six conditions in the definition of a Witt complex are satisfied.
Only two of these conditions and relations are hard to verify, the associativity and
the relation Fdλ([f ]n) = λ([f ]n−1)dλ([f ]n−1]), for all f ∈ A[X ]. The associativity
requires a straightforward verification, that we will do in an appendix.
We will prove the relation Fdλ([f ]n) = λ([f ]n−1)dλ([f ]n−1]), for all f ∈ A[X ]
using induction by the level. For the level n = 1 the identity is trivial, as both sides
are equal to zero. Assume we know that the identity is true for the level n − 1.
We notice that the relation is easily verified for monomials, that is elements of the
form f = aXm ∈ A[X ].
Lemma 4.4. The relation
Fdλ([aXm]n) = λ([aX
m]n−1)dλ([aX
m]n−1)
holds for all aXm ∈ A[X ].
Proof. Because there is no danger of confusion we will drop λ and the subscript
index indicating the level.
Fd[aXm] = Fd([a][X ]m) = F ((d[a])[X ]m + [a]d[X ]m)
= F (d[a])F ([X ]m) + F ([a])F (d[X ]m)
= ([a]d[a])[X ]2m +m[a]2F ([X ]m−1d[X ])
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and using the formula F2:
Fd[aXm] = [a][X ]2md[a] +m[a]2[X ]2m−1d[X ]
= [a][X ]m([X ]md[a] + [a]d[X ]m) = [aXm]d[aXm],
which is what we wanted to prove. 
The relation follows for arbitrary polynomials from the additivity result 3.6.
With this we proved that P : WA → WA[X] is well defined. To prove that it is
the left adjoint of the forgetful functor U :WA[X] →WA we need to show that:
HomWA[X](P (E), E
′) ∼= HomWA(E,U(E
′)).
The morphism from left to right takes a map f : P (E) → E′ to its restriction to
E ֌ U(P (E)). The morphism from right to left takes g : E → U(E′) to its unique
extension g˜ : P (E)→ E′ defined such that g([X ]n) = λ
′([X ]n). The two morphisms
are inverse to each other. 
4.3. The 2-typical de Rham-Witt complex of the log-ring Z(2) with the
canonical log-structure. In this section we define the notion of a 2-typical de
Rham-Witt complex associated to a log-ring and we compute this complex for the
ring Z(2) with the canonical log-structure. We first recall the notions of log-rings
and of differentials with log-structures. The standard reference is [8].
Definition 4.5. A log-ring is a ring R together with a map of monoids
α : M → R,
where R is considered a monoid under the multiplication. We will denote this log-
ring be (R,M).
The map α itself is called a “pre-log structure”.
Definition 4.6. A derivation of a log-ring (R,M) into an R-module E is a pair
of maps
(D,D log) : (R,M)→ E,
where D : R → E is a derivation and D log : M → R is a map of monoids such
that for all a ∈M ,
α(a)D log(a) = Da.
There is a universal example of a derivation of a log-ring (R,M) given by the
R-module
Ω1(R,M) = (Ω
1
R ⊕ (R⊗Z M
gp))/ < dα(a) − α(a)⊗ a >,
where Mgp is the group completion of the monoid M . The structure maps are :
d : R→ Ω1(R,M), da = da⊕ 0,
d log : M → Ω1(R,M), d log a = 0⊕ (1 ⊗ a).
Definition 4.7. A log-differential graded ring (E∗,M) consists of a differential
graded ring E∗, a pre-log structure α : M → E0, and a derivation (D,D log) :
(E0,M) → E1 such that D is equal to the differential d : E0 → E1 and such that
d ◦D log = 0.
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The universal example of an anti-symmetric log-differential graded ring is:
Ω˜∗(R,M) = Λ˜
∗
R(Ω
1
(R,M)).
Here Λ˜∗R(N) = TR(N)/〈m⊗ n+ n⊗m | m,n ∈ N〉 is the universal anti-symmetric
graded R-algebra generated by the R-module N .
If (R,M) is a log-ring, then for each n ∈ N the ring of length-n Witt vectors,
Wn(R) over R becomes part of the data that gives a log-ring (Wn(R),M): the map
of monoids M → Wn(R) is just the composition of the map α : M → R and the
Teichmu¨ller map [−]n : R→Wn(R).
Definition 4.8. A Witt complex (E∗• ,ME) over a log-ring (R,M) is a Witt complex
E∗• over R together with pre-log structures αn : ME → E
0
n and an extension of
λ :W•(R)→ E
0
• to a strict map of pro-log-rings λ : (W•(R),M)→ (E
0
• ,ME), such
that:
(i) the pre-log structures αn are compatible, in the sense that R ◦ αn = αn−1 ,
(ii) d ◦ d log[a]n = 0, for all a ∈M ,
(iii) F d log[a]n = d log[a]n−1, for all a ∈M.
Proposition 4.9. The category of (2-typical) Witt complexes over a log-ring (R,M)
has an initial object W•Ω
∗
(R,M), called the (2-typical) de Rham-Witt complex of
(R,M).
Proof. The proof is an application of the Freyd’s adjoint functor theorem, entirely
similar to the proof of Theorem 3.1 that asserts the existence of an initial object in
the category of 2-typical Witt complexes over a ring. 
Remark: We note that if M is the trivial monoid, then the 2-typical de Rham-
Witt complex associated to (R,M) is the 2-typical de Rham-Witt complex associ-
ated to R, so the notion of a 2-typical de Rham-Witt complex is a generalization
of the notion of a 2-typical de Rham-Witt complex.
In this section we will describe the 2-typical de Rham-Witt complex of (Z(2),M),
where M = Q∗ ∩ Z(2) →֒ Z(2) is the canonical log-structure. The strategy is
the same as in the previous calculations of de Rham-Witt complexes: we find a
candidate G∗• described explicitely by generators and relations and by formulas
for the product and the actions of the various operators, and we prove that this
candidate is isomorphic to W•Ω
∗
(R,M).
In degree zero the de Rham-Witt complex is again the Witt vectors of the ring
R, this following from a proof similar to the proof of Proposition 3.4. In degree one,
the only new generator that we have in the de Rham-Witt complex of (Z(2),M),
which is not in the de Rham-Witt complex of Z(2) is d log[2]. The product formulas
are the same for the elements that already existed in the de Rham-Witt complex
of Z(2), so the only product formulas that we have to derive are V
i(1)d log[2].
Proposition 4.10. i)The element d log[2]n ∈WnΩ
1
(Z(2),M)
is annihilated by 2n.
ii) V [1]n−1d log[2]n ≡ 2d log[2]n (mod dV (Wn−1Ω
0
(Z(2),M)
)).
Proof. The proof of both assertions is by induction. i)The case n = 1 : 2d log[2]1 =
d(2) = 0. Assuming 2id log[2]i = 0 for all i ≤ n we will prove that 2
n+1d log[2]n+1 =
0. We use the formula [2]n+1d log[2]n+1 = d[2]n+1 and the Corollary 2.4 which says
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that
[2]n+1 =
n∑
i=0
ciV
i(1),
where ci = 2
−i(22
i
− 22
i−1
).
We have:
n∑
i=0
ciV
i(1)d log[2]n+1 =
n∑
i=1
cidV
i(1)
We use that V i(1)d log[2]n+1 = V
i(F i(d log[2]n+1)) = V
i(d log[2]n+1−i) :
2d log[2]n+1 =
n∑
i=1
(−V i(d log[2]n+1−i) + cidV
i(1)).
Now if we multiply this relation by 2n we obtain:
2n+1d log[2]n+1 =
n∑
i=1
(−V i(2n+1d log[2]n+1−i) + 2
n+1cidV
i(1)),
which is zero by the induction hypothesis and the fact that 2idV i(1) = 0.
ii) For n = 1 the congruence is trivial as both members are zero. Assuming that
the congruence holds for n, we want to prove that it holds for n + 1. Firs, by an
easy induction, we see that:
V i[1]n−id log[2]n ≡ 2
id log[2]n (mod dV )
Then we use the formula [2]n+1d log[2]n+1 = d[2]n+1 combined with Corrolary 2.4:
2d log[2]n+1 +
n∑
i=1
ciV
i[1]n+ 1− id log[2]n+1 =
n∑
i=1
cidV
i[1]n+1−i ≡ 0 (mod dV ).
This gives:
2d log[2]n+1 +
n∑
i=1
V (ciV
i−1[1]n− (i− 1)d log[2]n) ≡ 0 (mod dV ),
or, using the formula described above for V i−1[1]n− (i − 1)d log[2]n :
2d log[2]n+1 + V (
n∑
i=1
ci2
i−1d log[2]n) ≡ 0 (mod dV ),
2d log[2]n+1 + V ((2
2n−1 − 1)d log[2]n) ≡ 0 (mod dV ).
Since 22
n−1
is always divisible by 2n, which annihilates d log[2]n, we get the desired
result.

The second part of this Proposition together with Proposition 2.3, which de-
scribes a basis of Wn(Z), tell us that the product formula we are trying to derive
is of the form:
V [1]nd log[2]n = 2d log[2]n + a1dV [1]n−1 + a2dV
2[1]n−2 + · · ·+ an−1dV
n−1[1]1.
We note that the coefficients ai, don’t depend on n, as we can apply R to the
relation in level n+ 1 to obtain the relation in level n.
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Lemma 4.11. Assuming the previous product formula, the following formulas hold:
V i(1)d logn(2) = 2
id logn(2)+2
i−1(a1+· · ·+ai)dV
i(1)+· · ·+2i−1(an−i+· · ·+an−1)dV
n−1(1).
Proof. The proof is by induction. The case i = 1 is obvious. We prove that if the
formula is true for i then it must be true for i+ 1.
V i+1(1)d logn(2) = V (V
i(1)d logn−1(2))
= V (2id logn−1(2) + 2
i−1(a1 + · · ·+ ai)dV
i(1) + · · ·
· · ·+ 2i−1(an−i−1 + · · ·+ an−2)dV
n−2(1))
= 2iV (1)d logn(2) + 2
i−1(a1 + · · ·+ ai)V dV
i(1)+
· · ·+ 2i−1(an−i−1 + · · ·+ an−2)V dV
n−2(1)
= 2i+1d logn(2) + 2
ia1dV (1) + · · ·+ 2
iaidV
i(1) + 2iai+1dV
i+1(1) + · · ·
· · ·+ 2ian−1dV
n−1(1) + 2i(a1 + · · ·+ ai)dV
i+1(1) + · · ·
· · ·+ 2i(an−i−1 + · · ·+ an−2)dV
n−1(1)
= 2i+1d logn(2)2
i(a1 + · · ·+ ai+1)dV
i+1(1) + · · ·+ 2i(an−i−1 + · · ·+ an−1)dV
n−1(1).
We used the fact that 2idV (1) = · · · = 2idV i(1) = 0, which follows from 2dV =
V d and d(1) = 0. 
We will now compute the coefficients ai. We start with the relation
[2]nd log[2]n = d[2]n
This gives:
n−1∑
i=0
ci(V
i(1)d logn(2)) =
n−1∑
i=1
cidV
i(1),
and we use the formula that we just derived for V i(1)d logn(2):
c0d logn(2) +
n−1∑
i=0
ci(2
id logn(2) +
n−1∑
j=i
(
j∑
k=j−i+1
ak)dV
j(1)) =
n−1∑
i=1
cidV
i(1).
We regroup the sums and we obtain:
(
n−1∑
i=0
2ici)d logn(2) +
n−1∑
j=1
j∑
i=1
(2ici
j∑
k=j−i+1
ak)dV
j(1) =
n−1∑
j=1
cjdV
j(1).
The first term in the left hand side member is zero because
∑n−1
i=0 2
ici = 2
2n−1 and
d logn(2) is annihilated by 2
n. We equate the coefficients of dV j(1) modulo 2j and
obtain:
j∑
i=1
(2ici
j∑
k=j−i+1
ak) ≡ cj (mod 2
j),
or:
j∑
k=1
(
j∑
i=j−k+1
2i−1ci)ak ≡ cj (mod 2
j).
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Let us call Bjk =
∑j
i=j−k+1 2
i−1ci, if j ≥ k, and Bjk = 0, ifj < k. We obtain
therefore a system of equations:
j∑
k=1
Bjkak ≡ cj (mod 2
j).
We need to make a comment about this system. A priori the unknowns ak are in
different rings, namely ak ∈ Z/2
kZ. So the system as it stands doesn’t really make
sense. However we can think of 2j−kak as an element of Z/2
jZ, and we notice
that Bjk is divisible by 2
j−k, because Bjk =
∑j
i=j−k+1 2
i−1ci = 2
2j−1 − 22
j−k−1,
if j ≥ k, and Bjk = 0, ifj < k. To solve this system, we lift it to a system over
the ring of integers Z, we solve that system, and then take classes of congruence
modulo the corresponding power of 2.
We observe that Bjk = 2
2j−1 − 22
j−k−1 ≡ −22
j−k−1 (mod 2j), and that c1 = 1,
c2 ≡ −1 (mod 2
2), c3 ≡ −2 (mod 2
3), and ci ≡ 0 (mod 2
i), for i > 3. We find
thus convenient to lift the previous system of equation to the following system over
Z:
j∑
k=1
bjkak = c
′
j ,
with bjk = −2
2j−k−1 for j ≥ k, bjk = 0 for j < k, c
′
1 = 1, c
′
2 = −1, c
′
3 = −2, and
ci = 0, for i > 3.
The matrix of the system is lower triangular and it has only −1 on the diagonal.
We can invert it using, for example, Gauss-Jordan’s method. The inverse matrix
F is also lower triangular and it has entries:
fij =


0, if i < j,
−1, if i = j,∑
i=i0>i1>···>is=j
bi0i1bi1i2 · · · bis−1is , if i > j.
A direct computation shows that b21 = b32 = b43 = −2, b31 = b42 = −2
3, and using
this that f21 = f32 = f43 = 2 and f31 = f42 = −2
2. These entries of the matrix F
are all we need to compute the first three coeficients in the product formula. We
obtain: a1 ≡ 1 (mod 2), a2 ≡ −1 (mod 4), a3 ≡ 4 (mod 8). We will prove that all
the other coefficients are zero.
For all i ≥ 3 we have:
ai ≡ fi1c
′
1 + fi2c
′
2 + fi3c
′
3 = fi1 − fi2 − 2fi3 (mod 2
i)
We remark first that v2(bij) ≥ i−j, with equality if and only if i = j+1. Using this
observation we see that all the terms that add up to give fi1 are divisible by 2
i−1,
and the only one that is not divisible by 2i is bii−1bi−1i−2 · · · b21 = (−1)
i−12i−1.
Therefore fi1 ≡ (−1)
i−12i−1 (mod 2i). Similarly, fi2 is divisible by 2
i−2 and the
terms in the sum that makes up fi2 that are not divisible by 2
i are of two forms:
- one product bii−1bi−1i−2 · · · b32 = (−1)
i−22i−2,
- (i − 3) products of the form bii−1bi−1i−2 · · · bk+1kbkk−2bk−2k−3 · · · b32 =
(−1)i−32i−1.
We obtain fi2 ≡ (−1)
i−22i−2 + (i− 3)(−1)i−32i−1 (mod 2i).
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We treat fi3 in the same way:
2fi3 ≡ 2(bii−1bi−1i−2 · · · b32 +
∑
k
bii−1bi−1i−2 · · · bk+1kbkk−2bk−2k−3 · · · b32
= 2[(−1)i−32i−3 + (i − 4)2i−2] (mod 2i)
With these formulas we can compute ai for i > 3:
ai = fi1 − fi2 − 2fi3
≡ (−1)i−12i−1 − (−1)i−22i−2 − (i− 3)(−1)i−32i−1 − 2[(−1)i−32i−3 + (i− 4)2i−2]
≡ 0 (mod 2i)
We have:
Lemma 4.12. The following product formula holds for all n:
V [1]nd log[2]n = 2d log[2]n + dV [1]n−1 − dV
2[1]n−2 + 4dV
3[1]n−3.
Now we can state the structure theorem for the 2-typical de Rham-Witt complex
of (Z(2),M), where M = Z
∗
(2).
Theorem 4.13. The structure of W•Ω
∗
(Z(2),M)
is:
(i) As abelian groups
WnΩ
0
(Z(2),M)
=
n−1⊕
i=0
Z(2) · V
i(1),(23)
WnΩ
1
(Z(2),M)
= Z/2nZ d log[2]n ⊕
n−1⊕
i=1
Z/2iZ · dV i(1),(24)
WnΩ
i
(Z(2),M)
= 0, for all i ≥ 2.(25)
The product relations and the actions of the various operators are the
ones from Theorem 4.1, in addition to which we also have:
(ii) the product formulas:
V [1]n−1d log[2]n = 2d log[2]n + dV [1]n−1 − dV
2[1]n−2 + 4dV
3[1]n−3,
V i[1]n−id log[2]n = 2
id log[2]n − 2
i−1dV i+1[1]n−i−1 + 2
i+1dV i+2[1]n−i−2,
(iii) the action of the operator V :
V (d log[2]n) = 2d log[2]n+1 + dV [1]n − dV
2[1]n−1 + 4dV
3[1]n−2,
(iv) the action of the operator F :
F (d log[2]n) = d log[2]n−1.
Proof. The proof is similar to the proof of Theorem 4.1, which describes the struc-
ture of the 2-typical de Rham-Witt complex of the integers. More precisely we
define the pro-graded ring G∗• to be:
G0n =
n−1⊕
i=0
Z(2) · V
i(1),(26)
G1n = Z/2
nZ d log[2]n ⊕
n−1⊕
i=1
Z/2iZ · dV i(1),(27)
Gin = 0, for all i ≥ 2,(28)
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with the product rule and the action of the operators as in the theorem. We want
to prove that W•Ω
∗
(Z(2),M)
∼= G∗•. We will show that we have morphisms
φ :W•Ω
∗
(Z(2),M)
→ G∗•,
ψ : G∗• →W•Ω
∗
(Z(2),M)
,
and that they are inverse to each other.
The existence (and uniqueness) of the morphism φ follows from the fact that G∗•
is a 2-typical Witt complex. The definition of ψ is forced by the requirements that
it is a morphism of 2-typical Witt complexes: [1]n 7→ [1]n (since ψ is a morphism
of rings), V i[1]n−i 7→ V
i[1]n−i, dV
i[1]n−i 7→ dV
i[1]n−i (ψ commutes with V and
d), [2]n 7→ [2]n (because [2]n =
∑n−1
i=0 ciV
i[1]n−i by Prop 2.4 and ψ is additive),
d log[2]n 7→ d log[2]n (because ψ commutes with d log).
In order to see that ψ is well defined we need to show that WnΩ
i
(Z(2),M)
= 0
for i ≥ 2. This is proven by induction on n. The first step of the iduction, that
W1Ω
i
(Z(2),M)
= 0 follows from the fact that Ωi(Z(2),M) = 0 for all i ≥ 2 (which follows
from d ◦ d log = 0) and the fact that Ωi(Z(2),M) →W1Ω
i
(Z(2),M)
is surjective.
Assuming thatWn−1Ω
i
(Z(2),M)
= 0 for i ≥ 2, we want to prove thatWnΩ
i
(Z(2),M)
=
0 for i ≥ 2. We use the standard filtration:
FilsWnΩ
i
(Z(2),M)
= V sWn−iΩ
i
(Z(2),M)
+ dV sWnΩ
i−1
(Z(2),M)
.
The sequence:
0→ Filn−1WnΩ
i
(Z(2),M)
→WnΩ
i
(Z(2),M)
→Wn−1Ω
i
(Z(2),M)
→ 0
is exact by exactly the same argument used to prove Lemma 3.5. For i ≥ 2 the
last term in this short exact sequence is zero by the induction hypothesis. The first
term is:
Filn−1WnΩ
i
(Z(2),M)
= V n−1Wn−iΩ
i
(Z(2),M)
+ dV n−1WnΩ
i−1
(Z(2),M)
= V n−1(0) + dV n−1(Z/2Z d log[2]1).
This is zero if dV n−1(d log[2]1) = 0. We have:
dV n−1(d log[2]1) = d(V
n−1([1]1)d log[2]n)
= d(2n−1d log[2]n + dV (x))
= 2n−1d ◦ d log[2]n + ddV (x)
= ddV (x),
where x ∈ Wn−1Ω
i−2
(Z(2),M)
. Too see that ddV (x) = 0 we use the following trick:
W•Ω
∗
(Z(2),M)
is a Witt complex over the log-ring (Z(2),M), so in particular it is a
Witt complex over the ring Z(2), and as such it is the target of a unique homo-
morphism from the de Rham-Witt complex W•Ω
∗
Z(2)
. The element ddV (x) is in the
image of this homomorphism, but W•Ω
i
Z(2)
= 0 for i ≥ 2, therefore ddV (x) = 0.
This finishes the proof that WnΩ
i
(Z(2),M)
= 0 if i ≥ 2, and thus ψ is well defined.
Too see that φ and ψ are inverse to each other we check that φ ◦ ψ = 1 and
ψ◦φ = 1. The first follows from the fact that φ◦ψ is a morphism of Witt complexes,
and therefore [1]n 7→ [1]n, V
i[1]n−i 7→ V
i[1]n−i, dV
i[1]n−i 7→ dV
i[1]n−i, [2]n 7→ [2]n,
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and d log[2]n 7→ d log[2]n, and the second from the fact that ψ◦φ is an endomorphism
of an initial object in a category. 
5. Appendix A: The p-typical de Rham-Witt complex of Z(p) with the
canonical log-structure, p odd
In this appendix we give the structure of the p-typical de Rham-Witt complex
of the log-ring (Z(p),M), for p odd. Here M = Q
∗ ∩ Z(p) →֒ Z(p) is the canonical
log-structure on Z(p). The computations are exactly the same as for the case p = 2,
but the results are a little different. We first recall the structure of the p-typical de
Rahm-Witt complex of Z(p) from Example 1.2.4 of [2].
Proposition 5.1. The structure of W•Ω
∗
Z(p)
for p odd is:
(i) As abelian groups:
WnΩ
0
Z(p)
=
n−1⊕
i=0
Z(p) · V
i(1),(29)
WnΩ
1
Z(p)
=
n−1⊕
i=1
Z/piZ · dV i(1),(30)
WnΩ
i
Z(p) = 0, for i ≥ 2.(31)
(ii) The product is given by:
V i(1)V j(1) = piV j(1), if i ≤ j,(32)
V i(1)dV j(1) =
{
pidV j(1), if i < j,
0, if i ≥ j.
(33)
(ii) The action of the operators F and V is given by:
FV i(1) = pV i−1(1),(34)
FdV i(1) = dV i−1(1),(35)
V (V i(1)) = V i+1(1),(36)
V (dV i(1)) = pdV i+1(1).(37)
The structure of W•Ω
∗
(Z(p),M)
is different for p = 3 and p ≥ 5.
Theorem 5.2. The structure of W•Ω
∗
(Z(p),M)
with p odd is:
(i) As additive groups:
WnΩ
0
(Z(p),M)
=WnΩ
0
Z(p)
∼=Wn(Z(p)),(38)
WnΩ
1
(Z(p),M)
=WnΩ
1
Z(p)
⊕ Z/pnZd log[p]n,(39)
WnΩ
i
(Z(p),M)
= 0, for all i ≥ 2.(40)
(ii) The product is given by the formulas in the previous theorem and the fol-
lowing formula that involves d log[p]:
V i[1]n−id log[p]n =
{
3id log[3]n + 3
i−1dV i[1]n−i + 3
idV i+1[1]n−i−1, if p = 3,
pi log[p]n + p
i−1dV i[1]n−i, if p ≥ 5.
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(ii) The action of F and V on d log[p]n is:
F (d log[p]n) = d log[p]n−1,(41)
V (d log[p]n) =
{
3d log[3]n+1 + dV [1]n + 3dV [1]n−1, if p = 3,
p d log[p]n+1 + dV [1]n, if p ≥ 5.
(42)
The proof of this theorem is entirely similar to the proof of the structure theorem
for W•Ω
∗
(Z(2),M)
.
6. Appendix B: Associativity
In this appendix we discuss the associativity of the multiplication rule defined
in Section 4. We recall that the functor P : WA → WA[X] is defined on objects
as follows: for a a Witt complex E∗• ∈ WA, P (E)
q
n consists of formal sums of four
types of elements:
• Type 1: elements of the form a[X ]j, where a ∈ Eqn,
• Type 2: elements of the form b[X ]k−1d[X ], where b ∈ Eq−1n ,
• Type 3: elements of the form V r(c[X ]l), where r > 0, c ∈ Eqn−r, and l is
odd,
• Type 4: elements of the form dV s(e[X ]m), where s > 0, e ∈ Eq−1n−s, and m
is odd.
The product is given by ten formulas, from P1.1 to P1.4.
We make now the convention that, for example, A1.3.4 means the statement that
says that (xy)z = x(yz), where x is an element of the first type, y an element of the
third type, and z an element of the fourth type. In order to prove the associativity
one has to check twenty relations like this, from A1.1.1 to A4.4.4 .
Since there are three product formulas given in “cases” format, the associativity
relations involving these formulas will be a little more tedious to verify. Ten out
of the twenty relations that we want to check contain at least a product given in
cases format. Out of the remaining ten, five are more or less trivial, namely A1.1.1,
A1.1.2, A1.1.3, A1.2.2, and A2.2.2 . The five formulas that don’t involve products
with the cases format are A1.1.4, A1.2.3, A1.2.4, A2.2.3, and A2.2.4 . The hardest
seems to be the first, even if it doesn’t involve the operator ι. We will show how it
is derived, and then we will also show A1.2.4 , where ι is involved.
Among the ten cases where at least one product is in the cases format, one is
almost trivial, A1.3.3 . The other nine require all some extensive computations. The
most dificult of them are A3.3.4 and A3.4.4 .We will show how A3.3.4 is derived.
We start with the relation A1.1.4 . Let x = aXj, y = a′Xj
′
, and z = dV s(eXm).
Then:
(xy)z = aa′Xj+j
′
dV s(eXm)
= (−1)|aa
′| m
2s(j + j′) +m
dV s(F s(aa′)eX2
s(j+j′)+m)
− (−1)|aa
′|V s((F s(d(aa′))e−
j + j′
2s(j + j′) +m
d(F s(aa′)e))X2
s(j+j′)+m).
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On the other hand:
x(yz) =aXj{(−1)|a
′| m
2sj′ +m
dV s(F s(a′)eX2
sj′+m)
− (−1)|a
′|V s((F s(da′)e −
j′
2sj′ +m
d(F s(a′)e))X2
sj′+m)}.
If we denote E = F s(a′)e, M = 2sj′ +m, and P = 2s(j + j′) +m, we obtain:
x(yz) =aXj{(−1)|a
′| m
M
dV s(EXM )− (−1)|a
′|V s((E −
j′
M
d(F s(a′)e))XM )}
=(−1)|a
′| m
M
{(−1)|a|
M
P
dV s(F s(a)EXP )
− (−1)|a|V s((F s(da)E −
j
P
d(F s(a)E))XP )}
− (−1)|a
′|V s((F s(ada′)e −
j′
M
F s(a)d(F s(a′)e))XP )
=(−1)|aa
′|m
P
dV s(F s(aa′)eXP ) + V s(UXP ),
where U is the expression:
U =(−1)|aa
′| m
M
F s(da a′)e + (−1)|aa
′| m
M
j
P
d(F s(aa′)e)
− (−1)|a
′|F s(ada′)e + (−1)|a
′|F s(a)d(F s(a′)e)).
Using the fact that d is a derivation and that dF s = 2sF sd, we obtain:
U =− (−1)|aa
′|m
P
F s(da a′)e− (−1)|a
′|m
P
F s(ada′)e
+
j + j′
P
F s(aa′)de,
which agrees with the expression we find inside V s for the elemtent (xy)z.
We prove now A1.2.4 . Let x = aXj, y = bXk−1dX, and z = dV s(eXm). We
have:
(xy)z =(abXj+k−1dX)dV s(eXm)
=− (−1)|ab|
1
2s(j + k) +m
V s(F s(d(ab) + (j + k)ι(ab)deX2
s(j+k)+m))
+ (−1)|ab|
1
2s(j + k) +m
dV s(F s(ab)deX2
s(j+k)+m).
On the other hand:
x(yz) =aXj{−(−1)|b|
1
2sk +m
V s(F s(db + (j + k)ι(b)deX2
sk+m))
+ (−1)|b|
1
2sk +m
dV s(F s(b)deX2
sk+m)}.
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We denote by M = 2sk +m, and P = 2s(j + k) +m, we obtain:
x(yz) =− (−1)|b|
1
M
V s(F s(a db+ kι(ab))deXP )
+ (−1)|b|
1
M
{(−1)|a|
M
P
dV s(F s(ab)deXP )
− (−1)|a|V s((F s(da)F s(b)de−
j
P
d(F s(ab)de))XP )}
=(−1)|ab|
1
P
dV s(F s(ab)deXP ) + V s(WXP ).
We compute separately the expression W :
W =− (−1)|b|
1
M
F s(a db)de+ kF s(ι(ab))de
− (−1)|ab|
1
M
F s(da b)de+ (−1)|ab|
j
MP
d(F s(ab)de)
=− (−1)|ab|
1
M
F s(d(ab))de + F s(kι(ab))de
+ (−1)|ab|
2sj
MP
F s(d(ab))de +
j
MP
F s(ab)dde.
The last term in this sum is jMP F
s(ab)dde = jMP F
s(ι(ab))de. We make the obser-
vation that for any odd number m ∈ Z we have 1m ι = ι, so the last term in the sum
becomes simply jF s(ι(ab))de. Therefore:
W =− (−1)|ab|
1
P
F s(d(ab))de + F s((j + k)ι(ab))de
=− (−1)|ab|
1
P
F s(d(ab) + (j + k)ι(ab))de,
which agrees with the expression we find inside V s in the product (xy)z.
We show now how to derive the associativity relation A3.3.4 . Let x = V r(cX l),
y = V r
′
(c′X l
′
), and z = dV s(eXm). Since the product formulas depend on the
ordering of the exponents r, r′, and s, it follows that verifying this relation involves
checking 13 different cases, from r < r′ < s to s < r′ < r. We will verify the case
s < r′ < r.
We make the notations C = cF r−r
′
(c′), C′ = c′F r
′−s((d+ι)(e)), E = c′F r
′−s(e),
L = 2r−r
′
l′ + l, M = 2r
′−sm+ l′, and P = 2r−sm+ 2r−r
′
l′ + l. We have:
(xy)z =(V r(cX l)V r
′
(c′X l
′
))dV s(eXm)
=2r
′
V r(cF r−r
′
(c′)X2
r−r′ l′+l)dV s(eXm)
=2r
′
V r(CXL)dV s(eXm)
=2r
′
{V r(CF r−s((d+ ι)(e))XP ) + (−1)|cc
′| 2
rm
P
dV r(CF r−s(e)XP )
− (−1)|cc
′|m
P
V r(d(CF r−s(e))XP )}
=(−1)|cc
′| 2
r+r′m
P
dV r(cF r−r
′
(c′)F r−s(e)XP ) + V (UXP ),
where the expression U is:
U =2r
′
{cF r−r
′
(c′)F r−s((d+ ι)(e)) − (−1)|cc
′|m
P
d(cF r−r
′
(c′)F r−s(e))}
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On the other hand:
x(yz) =V r(cX l)(V r
′
(c′X l
′
)dV s(eXm))
=V r(cX l){V r
′
(c′F r
′−s((d+ ι)(e))X2
r′−s+l′)
+ (−1)|c
′| 2
r′m
2r′−sm+ l′
dV r
′
(c′F r
′−s(e)X2
r′−s+l′)
− (−1)|c
′| m
2r′−sm+ l′
V r
′
(d(c′F r
′−s(e))X2
r′−s+l′)}
=V r(cX l){V r
′
(C′XM ) + (−1)|c
′| 2
r′m
M
dV r
′
(EXM )
− (−1)|c
′| m
M
V r
′
(dE XM )}
=2r
′
V r(cF r−r
′
(C′)XP ) + (−1)|c
′| 2
r′m
M
{V r(cF r−r
′
((d+ ι)E)XP )
+ (−1)|c|
2rM
P
dV r(cF r−r
′
(E)XP )− (−1)|c|
M
P
V r(d(cF r−r
′
(E))XP )}
− (−1)|c
′| m
M
2r
′
V r(cF r−r
′
(dE)XP ).
The second and the fifth term in this sum cancel each other, since 2r
′
ι = 0. We
have:
x(yz) = (−1)|cc
′| 2
r+r′m
P
dV r(cF r−r
′
(c′)F r−s(e)XP ) + V (WXP ),
where the expression W is:
W =2r
′
{cF r−r
′
(c′)F r−s(d(e)) + (−1)|c
′| 2
r′m
M
cF r−r
′
(d(c′F r
′−s(e)))
− (−1)|cc
′|m
P
d(cF r−r
′
(c′F r
′−s(e)))− (−1)|c
′| 2
r′m
M
cF r−r
′
(d(c′F r
′−s(e))).
The second and the fourth term cancel, and we see that W = U , hence (xy)z =
x(yz).
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