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Resumo
Objetivo Existem vários critérios para a escolha do número de componentes a serem
mantidos na análise de componentes principais. Esta escolha pode dar-se por
critérios arbitrários (critério de Kaiser p.ex.) ou subjetivos (fatores
interpretáveis). Apresenta-se o critério de simulação de Lébart e Dreyfus.
Método É gerada uma matriz de números aleatórios, sendo realizada a análise de com-
ponentes principais a partir dessa matriz. Os componentes extraídos de um con-
junto de dados como este representam um limite inferior que deve ser ultrapas-
sado para que um componente possa ser selecionado.  Utiliza-se como exemplo
a análise de componentes principais da escala de Hamilton para a depressão (17
itens) numa amostra de 130 pacientes.
Resultados e Conclusões O método de simulação é comparado com o método de Kaiser. É mostrado que
o método de simulação mantém apenas os  componentes clinicamente signifi-
cativos ao contrário do método de Kaiser.
Simulação. Análise fatorial.
Abstract
Objective There are many methods to determine how many components should be
retained in principal components analysis. This choice can be made on the basis
of arbitrary (Kaiser) or subjective (Interpretable factors) criteria. This work
presents the simulation criteria of Lébart e Dreyfus. The method create a matrix
of randomized numbers and a principal component analysis is performed on
the basis of this matrix. The components extracted from this data represent the
cut off values. Those that exceed this cut off value should  be retained.  As an
example, a principal component analysis is performed with the Hamilton
depression rating scale (17 items) on a sample of 130 subjects.
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Results and Conclusion The Simulation method is compared with the Kaiser method and is shown   that
the Simulation method maintains the components clinically significant.
Simulation. Factor analysis, statistical.
da é igual à qualidade da representação de uma vari-
ável e é proporcional à sua contribuição à inércia do
eixo. A interpretação do fator funda-se sobre a sínte-
se das variáveis mais ligadas (com maior coeficiente
de correlação) ao eixo10.
Uma das principais questões que se coloca na ACP
é o critério de  escolha do número de componentes
a manter. Existem alguns métodos clássicos para
orientar essa escolha. Os mais conhecidos são os
seguintes12:
Critério de Kaiser11
É provavelmente o critério mais usado. Kaiser
propõe  considerar apenas os autovalores superiores
a um, demonstrando que esses seriam os valores es-
tatisticamente significativos. No entanto, esta condi-
ção não é suficiente. Nem todos os autovalores su-
periores a um correspondem a componentes com sig-
nificado evidente.
Diagrama de Autovalores
A observação do diagrama de  autovalores per-
mite conservar aqueles situados acima do ponto de
ruptura da queda da curva da função que relaciona a
ordem e os autovalores. Assim, se dois fatores são
associados a  autovalores quase iguais, eles repre-
sentam a mesma  proporção de variabilidade e não
há motivo, a priori, de conservar um e não outro. In-
versamente, uma forte diminuição entre dois auto-
valores sucessivos, leva a conservar na interpretação
os fatores que a precederam.
Fatores Interpretáveis
Um critério empírico mas não desprovido de sen-
tido é recomendado por diferentes autores, em
particular Thurstone16, que propõem conservar os fa-
tores os quais sabe-se claramente dar um significado.
A partir da constatação de que esses métodos em mui-
tos exemplos são excessivamente arbitrários (como
o método de Kaiser) ou excessivamente subjetivos
(como o método dos fatores interpretáveis), será des-
crito no presente artigo o método de simulação de
Lébart13 que, embora pouco conhecido, propicia uma
abordagem intermediária e por vezes muito útil como
guia na escolha do número de componentes a con-
servar para a interpretação e/ou rotação.
INTRODUÇÃO
A Análise de Componentes Principais (ACP) é
uma técnica estatística de análise multivariada que
transforma linearmente um conjunto original de va-
riáveis num conjunto substancialmente menor de va-
riáveis não correlacionadas que contém a maior parte
da informação do conjunto original. Esta idéia foi
desenvolvida por Hotteling9, embora Pearson15 já o
tivesse lançado sob uma forma geométrica diferente1.
O objetivo da ACP é similar ao da análise fatorial
no sentido de que ambas as técnicas tentam explicar
parte da variação de um conjunto de variáveis a par-
tir de um número menor de variáveis subjacentes.
Resumidamente, a principal diferença entre as duas
técnicas é a de que a ACP parte da ausência de um
modelo estatístico subjacente na divisão das variá-
veis observadas e focaliza a explicação da variação
total das variáveis observadas baseando-se nas
propriedades da variância máxima dos componen-
tes principais. A análise fatorial, por outro lado, parte
de um modelo estatístico prévio que divide a
variância total1.
A ACP pode ser representada geometricamente
sob a forma de uma nuvem de pontos individuais no
espaço das variáveis. Os fatores ou eixos principais
saídos de uma ACP fornecem imagens aproximadas
dessa nuvem de pontos e a ACP propõe-se a medir a
qualidade dessa aproximação 2.
Existem alguns conceitos fundamentais em ACP.
Numa ACP normalizada, a inércia total da nuvem
de pontos é igual ao número de variáveis (k). O auto-
valor associado a cada fator representa a inércia da
nuvem segundo a direção desse eixo. O primeiro
autovalor está sempre compreendido entre l e k; se
ele está próximo de um, as variáveis não são
correlacionadas duas a duas e a ACP não permite a
redução da dimensão de dados. Quanto maior o auto-
valor, maior é sua capacidade de resumir as variá-
veis e, portanto, mais provável é o fator de ser im-
portante. Um autovalor inferior a um  indica que o
eixo sintetiza menos dados que uma variável isola-
da. Considerar o número de autovalores  quase nu-
los permite calcular a dimensão real dos dados.
A coordenada de uma variável ao longo de um
eixo é o coeficiente de correlação entre essa variável
e o fator (saturação). O quadrado de sua coordena-
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MÉTODO DE SIMULAÇÃO DE LÉBART
O método de simulação de Lébart13 visa a responder a
seguinte questão: “ O que acontecerá se se conduzir uma
análise de componentes principais sobre um conjunto de
dados que na sua construção não continham nenhuma es-
trutura subjacente”.  É intuitivamente claro que os fatores
extraídos de um conjunto de dados como este representa
um limite inferior que deve ser ultrapassado para que um
componente possa ser levado em conta.
Para a sua operacionalização, cria-se uma matriz do
mesmo tamanho de números aleatórios mas que respei-
tem a mesma distribuição (desvio-padrão) e a mesma mé-
dia de cada variável da matriz em estudo. Após, faz-se a
análise de componentes principais e obtém-se uma série
de  autovalores. Este processo é repetido “n“ vezes. Para
cada classificação na série de  autovalores, conserva-se o
autovalor máximo observado  ao longo das “n” simula-
ções. Esses valores máximos observados representam  o
limite inferior que deve ser ultrapassado para que um com-
ponente possa ser levado em conta. A probabilidade de se
observar um autovalor maior que o valor máximo obtido
durante as n-1 simulações precedentes é de 1/n. Assim,
para uma matriz de um tamanho determinado, há um risco
de 1/n de se observar um autovalor de uma dada matriz
que seja superior a este limite de confiança. Vinte
simulações são suficientes para atingir um limiar de
significância de 5% (1/20).
Aplicação a um Exemplo
Cento e trinta pacientes internados por uma síndrome
depressiva em serviços universitários de dois países (Fran-
ça e Brasil)  foram incluídos no presente estudo.
Os critérios de inclusão foram os seguintes: a) início
de um episódio depressivo atual definido como os primei-
ros três dias após a internação;  b) presença de ao menos
dois dos sintomas seguintes: humor depressivo, idéias de
suicídio, desesperança, sentimento de inutilidade,
hipocondria e/ou ansiedade, sentimento de capacidade
diminuída, auto-acusações ou culpabilidade, incapacida-
de de sentir ou de desfrutar e lentificação ídeo-motora; c)
ser considerado um indivíduo da nacionalidade do país
em estudo (francês na França/ brasileiro no Brasil) defini-
da pelo seguinte: ter a língua oficial do país em estudo
como primeira língua;  ter sido educado no país em estu-
do durante pelo menos os dez primeiros anos de vida;  ter
vivido a maior parte da vida no país em estudo.
Os critérios de exclusão (ou de não-inclusão) foram
os seguintes: a) doença física real em evolução; b) trans-
tornos mentais orgânicos segundo o “Diagnostic and
Statistical Manual of Mental Disorders (DSM III-R)”; c)
transtornos ligados ao uso de substâncias ilegais ou álcool
(dependência) segundo o DSM III-R; d) esquizofrenia
segundo o DSM III-R; e) presença de dificuldades de
linguagem ou de audição e f) retardo mental (Q.I. = 70
ou menos).
Todos os pacientes foram avaliados do ponto de vista
diagnóstico com a entrevista CIDI (Composite
International Diagnostic Interview) nas versões francesa14
e brasileira. Este instrumento permite a obtenção dos dados
necessários para fazer o diagnóstico das principais
categorias diagnósticas da Classificação Internacional de
Doenças (CID-10) e do DSM III-R de forma completa-
mente padronizada. Além da avaliação diagnóstica, foram
aplicadas quatro escalas de depressão: Escala de Depressão
de Hamilton com 17 itens (HDRS-17); Escala de
Montgomery-Asberg (MADRS); Escala de Lentificação
Depressiva (ELD) e Escala Complementar (EC) compos-
ta por itens não avaliados pelas outras escalas.
As escalas foram aplicadas a partir de um guia para
uma entrevista semi-estruturada adaptado às quatro esca-
las de depressão utilizadas no estudo. A versão original
foi feita em francês3, sendo realizada uma versão em
português, seguida de retro-tradução comparada com o
original em francês3.
As características da amostra, bem como os resulta-
dos do presente estudo foram objeto de publicações espe-
cíficas4,5.
Para o presente trabalho se utilizará como  ilustração
o processo de escolha do número de fatores para análise
de componentes principais da escala de Hamilton para a
depressão (17 itens)7, 8 numa amostra de 130 pacientes.
Os dados foram analisados através do programa
BMDP-90 versão 7.0. Foi usada a ACP com rotação
Varimax. Para o método de simulação foram realizadas
20 simulações utilizando a geração de número aleatórios
presente no programa BMDP-90.
RESULTADOS
Observa-se que o número de fatores mantidos
utilizando os diferentes critérios variou (Tabela 1).
Ao se utilizar o Critério de Kaiser, observa-se
que os seis primeiros autovalores são superiores a
um, o que levaria a que estes  6 fossem mantidos
(Tabela 2). No entanto, a interpretação clínica desses
fatores é possível para apenas alguns deles. O fator
1 (“depressão”) agrupa os itens “nucleares” da
sintomatologia depressiva: “humor depressivo”, “re-
tardo”, “trabalho e atividades” e  “culpabilidade”.
O fator 2  (“insônia”) reúne os três itens referentes a
insônia (“insônia terminal”, ”insônia intermediária”
e “insônia inicial”).  O fator 3 (“ansiedade”) agrupa
os itens que descrevem sintomas de ansiedade tanto
psíquica como somática (“hipocondria”, “ansieda-
Tabela 1- Número de fatores retidos segundo os diferentes
critérios na Análise de Componentes Principais da escala
de Hamilton-17.
Método Nº de fatores
Diagrama de autovalores 1
Método de simulação 3
Método dos fatores interpretáveis 4
Método de Kaiser 6
270 Rev. Saúde Pública, 32 (3), 1998 Método de simulação e escolha de fatores
Fleck, M. P. A. & Bourdel, M. C.
de somática” e “ansiedade psíquica”) enquanto o
fator 4 agrupa os itens exclusivamente somáticos
(“sintomas somáticos gastrintestinais” e “perda de
peso”). Os fatores 5 e 6 agrupam itens sem coerên-
cia clínica evidente (Tabela 3).
Quando se utiliza o critério do Diagrama de auto-
valores observa-se que existe um ponto de inflexão
na curva entre o fator 1 e 2 (Figura). Desta forma,
segundo este critério, apenas o fator 1 deve ser reti-
Tabela 3- Coeficientes de saturação dos itens da escala de Hamilton-17 em relação a 6 fatores (Critério de Kaiser:
autovalor >1).
1 2 3 4 5 6
Depressão Insônia Ansiedade Sint. somáticos
Sintomatologia 3,76 (a) 1,9 1,52 1,29 1,15 1,07
(21%) (b) (14%) (11%) (9%) (7%) (6%)
1. Humor depressivo 0,84*
8. Retardo 0,81*
7. Trabalho e atividades 0,73*
2. Culpa 0,56* 0,27 0,29
6. Insônia (terminal) 0,82*
5. Insônia (intermed) 0,77* 0,26
4. Insônia (inicial) 0,76* 0,27
15. Hipocondria 0,82*
11. Ansiedade somática 0,72*
10. Ansiedade psíquica 0,32 0,51* - 0,37
12. Sint. somáticos gastrintestinais 0,84 * 0,43
16. Perda de peso 0,33 0,70 *
3. Suicídio 0,61*
9. Agitação 0,27 0,37 0,57*
17. “Insight” 0,74 *
14. S. Genitais 0,28 0,47 0,57 *
13. Sint. somáticos gerais 0,39 0,31 0,27 0,36
(a) Autovalor
(b) Percentagem da variância explicada pelo fator.
* Coeficiente de saturação > 0,5
Os coeficientes de saturação < 0,25 foram suprimidos.
Tabela 2- Relação dos autovalores na amostra e no método
de simulação.
Autovalores Amostra Simulação
1 3,76 1,93
2 1,90 1,62
3 1,52 1,51
4 1,29 1,37
5 1,15 1,31
6 1,07 1,22
7 0,97 ...
8 0,88 ...
9 0,84 ...
10 0,71 ...
11 0,59 ...
12 0,55 ...
13 0,48 ...
14 0,44 ...
15 0,32 ...
16 0,28 ...
17 0,26 ...
Figura - Representação dos escores dos autovalores de
cada fator (método do Diagrama de autovalores).
do e os demais fatores suprimidos.
Utilizando o método dos Fatores interpretáveis
observou-se que esses são em número de 4, confor-
me visto anteriormente: um primeiro fator represen-
tando o “núcleo depressivo”; o segundo fator repre-
sentando o fator “insônia”; o terceiro sendo um fator
de “ansiedade” e o quarto agrupando os itens “perda
de peso” e “sintomas gastrintestinais”. Os fatores se-
guintes parecem itens sem ligação clínica evidente.
Através do método de Simulação três fatores fo-
ram mantidos. Os valores máximos obtidos para os
6 primeiros autovalores, alcançados depois de 20
simulações, foram 1,93; 1,62; 1,51; 1,37; 1,31; 1,22
(Tabela 2).  Como apenas os três primeiros autova-
Rev. Saúde Pública, 32 (3), 1998 271Método de simulação e escolha de fatores
Fleck, M. P. A. & Bourdel, M. C.
Tabela 4- Coeficientes de saturação dos itens da escala de Hamilton-17 em relação a 3 fatores (critério de Lébart).
1 2 3
Sintomatologia
Depressão Ansiedade Insônia
3,76 1,9 1,52
(22%) (11%) (9%)
1. Humor depressivo 0,83 *
8. Retardo 0,79 *
7. Trabalho e atividades 0,74 *
2. Culpa 0,54 *
15. Hipocondria 0,68 *
9. Agitação 0,63 *
11. Ansiedade somática 0,57 *
12. Sintomas somáticos  gastro-intestinais 0,55 *
10. Ansiedade psíquica 0,26 0,55 *
5. Insônia (intermediária) 0,80 *
6. Insônia (terminal) 0,78 *
4. Insônia (precoce) 0,76 *
16. Perda de peso 0,48 0,34
3. Suicídio 0,26
17. “Insight” -0,25 0,31
13. Sintomas somáticos  gerais 0,47
14. Sintomas genitais 0,31
* Coeficiente de saturação > 0,5
Os coeficientes de saturação < 0,25 foram suprimidos.
lores de nossa análise ultrapassam esses valores (que
são os limiares para 5,0%), conservam-se portanto
três fatores. Após a rotação Varimax sobre três fato-
res, os três eixos principais são interpretados como
um núcleo depressivo, um componente de insônia e
outro de ansiedade (Tabela 4).
DISCUSSÃO
Os quatro  métodos conduzem a escolhas muito
diferentes indo de um (método de Diagrama de
autovalores) a seis fatores (método de Kaiser).  A
simulação que permite conservar os três fatores que
mais claramente são interpretados (o quarto é com-
posto por apenas dois itens) é satisfatório. Esse mé-
todo permite  reduzir o número de fatores eliminan-
do todos aqueles que poderiam ser observados pelo
acaso com uma probabilidade dada; essa probabili-
dade pode ser reduzida tanto quanto desejada, au-
mentando o número de simulações. No entanto, as
simulações demandam tempo de cálculo e devem ser
refeitas para cada estudo,  pois a tabela de simulação
depende do número de variáveis, de sujeitos e, so-
bretudo, da distribuição das variáveis.
Embora seja um método pouco conhecido e uti-
lizado, ele foi descrito há aproximadamente 25 anos
(Lébart e Dreyfus13, 1972).  Apresenta como carac-
terísticas principais o fato de não ser arbitrário como
o método de Kaiser, sendo adaptado para cada amos-
tra de dados já que as simulações devem ser indivi-
dualizadas, tomando como base a média e desvio-
padrão da amostra em estudo. Sua principal desvan-
tagem é que sua aplicação é mais demorada, neces-
sitando realizar 20 ACP a partir de dados gerados ao
acaso para escolher os autovalores limites.
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