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Abstract：The attribute reduct algorithm CARRDG，which can efficiently compute total attribute reducts for large scale informa－
tion system，has been proposed recently.Although it has rigorous theoretical foundation，further improvement may be possible，espe－
cially in the implementation level.In addition to the existed three heuristic deep-first searching principles （Member Executive
Principle MEP，Friend Persuade Principle FPP，Stranger Enter Principle SEP） based on reduct discernibility graph，a mew heuris－
tic searching principle——Blocking Layer Block Principle（BLBP） has been proposed in this paper to improve the searching effi－
ciency.Since the reasonable data structures have been developed，BLBP will not increase the implementing complexity of the algo－
rithm.In contrast，the experimental results by using UCI data show that BLBP exceeds MEP and FPP in trimming efficiency for
some large information systems.
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2 属性约简算法 CARRDG 及其改进
2.1 基本概念
（1）信息系统
在 Rough 集理论中，信息系统（Information System，IS）定
义为：IS=（U，A，V，f），其中 U={u1，u2，…，un}是对象的集合；A 是
属性的集合；V={Vai ：ai∈A}，Vai 表示属性 ai 的值域；f 是信息函
数：f：U×A→V。
（2）决策系统
若信息系统的属性集 A 可分为条件属性集 C 和决策属性
集 D，即 C∪D=A，C∩D=准，则该信息系统称为决策系统（Deci－





{a1，a2，…，am}，条件属性 ak∈C，称 ak 为分辨属性（Discernibility
Attribute，DA），若存在 ui∈U，uj∈U，ui≠uj，使得 f（ui，ak）≠f（uj，ak），
f（ui，d）≠f（uj，d）。特别地，称 ak 为关于对象 ui、uj 的分辨属性。









































在 RDG 的深度优先搜索过程中，设 Pik-1 是一条未完成路
径，若 Sons（Pik-1）∩MemberSet（Pik-1）≠准，则 Pik-1 必经顶点 vik 继
续延伸，其中顶点 vik 满足：vik=FirstMember（Pik-1，k）。
（2）友人劝阻原则（Friend Persuade Principle）
在 RDG 的深度优先搜索过程中，设 Pik-1 是一条未完成路
径，若 Sons（Pik-1）∩MemberSet（Pik-1）=准，且顶点 vik 满足：vik∈
Sons（Pik-1）∩FriendSet（Pik-1），则 Pik-1 不再经顶点 vik 继续延伸。
（3）陌生人吸纳原则（Stranger Enter Principle，SEP）
在 RDG 的深度优先搜索过程中，设 Pik-1 是一条未完成路
径，若 Sons（Pik-1）∩MemberSet（Pik-1）=准，且顶点 vik 满足：vik∈
























curlayer // 路径 P 延伸的当前层层号
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typedef struct AttsInLayerCodeNode /* 主干节点 */
{
int arrAttsInLayer[CATTCOUNT]；/* 该层的分辨属性集数组 */
int intCapacity；/* 该层中含属性个数---容量 */
ATTCODENODE * ptrFirstAttInLayerCode；/* 分支 */




























AddToResult（P）； //将路径 P 添加到 SearchResult 中
Else
{
UpdateFriendSet（P）； //更新路径 P 的友人集




















g 的序号分别为 0，1，2，3，4，5，6，则图 2 可表示为图 3。
3.2 约简分辨图的数据结构设计
通常用于表示图的邻接矩阵和邻接链表数据结构并不适
合于算法 CARRDG。为此，针对算法 CARRDG 的搜索特点，设




































































































































































typedef struct AttCodeNode /* 分支节点 */
{
int intAttNum； /* 属性序号，从 0 开始计 */
struct AttCodeNode * ptrBrother；
}ATTCODENODE；
图 6 分支节点的结构体定义
序号为 i 的属性属于该层的分辨属性的集合，否则，若 arrAttsIn－
Layer[i]=0，则表示序号为 i 的属性不属于该层的分辨属性的集
合；intCapacity 指示了该层中包含的属性的个数，称为容量；指
针 ptrFirstAttInLayerCode 指向该层的分支节点；指针 ptrSon 指
向下一层的主干节点。
（2）分支节点


















三原则剪枝数占总的剪枝数的比例情况见表 2。表 2 中数
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