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ABSTRACT
We have calculated analytically the temporal autocorrelation function of the electric ﬁeld component of multiply
scattered coherent light transmitted through an anisotropically scattering mediuma irradiated with a plane
ultrasonic wave. The accuracy of the analytical solution is veriﬁed with an independent Monte Carlo simulation.
The analytical model shows that an approximate similarity relation exists.
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1. INTRODUCTION
Recently ultrasound-modulated optical tomography has been established as a new and growing area of research.
Potential applications exist in the imaging of scattering media, especially biological tissues. This technique
combines ultrasonic resolution and optical contrast based on the diﬀerences in optical properties among diﬀerent
types of tissues. The collective motion of the scatterers and the periodical changes in the index of refraction that
are generated by focused ultrasound produce ﬂuctuations in the intensity of the speckles formed by the multiply
scattered light. By measuring the depth of intensity ﬂuctuations, we can spatially localize diﬀerences in optical
properties inside a scattering medium. Intensive research has been conducted by several groups in the past few
years1–12 in an attempt to explain the mechanism of ultrasonic tagging of light and to develop practical systems
based on this new imaging modality. However, additional work is needed to advance our understanding of this
relatively new phenomenon.
In our simple model we will consider two basic mechanisms that are responsible for variation in the optical
phase of multiply scattered light. With the ﬁrst mechanism, the variation in the phase is caused by ultrasound-
induced collective displacements of scatterers, which was modeled for the ﬁrst time by Leutz and Maret.10 With
the second mechanism, the variation in the phase is caused by ultrasound-induced variation of the index of
refraction, which was modeled, in combination with the ﬁrst mechanism, by Wang.11, 12 The current models,
however, are based on non-absorbing and isotropic scattering media rather than the more realistic absorbing and
anisotropic scattering media.
In this paper we extend the solution for the temporal autocorrelation function of the electrical ﬁeld component
obtained in,11 incorporating into the model a general scattering phase function. The organization of the paper
is as follows. Section 2 describes the derivation of the autocorrelation function of the ultrasound-modulated
electric ﬁeld along paths of length s while the detailed derivations are deferred to the appendix. In Sect. 3
we incorporate the expressions obtained in Sect. 2 into the solution for the total electric ﬁeld autocorrelation
function transmitted through a scattering slab in the case of a plane source of coherent light and a point detector.
We examine the accuracy of our analytical solution with an independent Monte Carlo simulation in Sec. 4. In
Sect. 5 we use both the Monte Carlo simulation as well as the analytical solution for the autocorrelation function
to explore the validity of the similarity relation. Finally, a brief summary of our conclusions is presented.
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2. AUTOCORRELATION OF A SINGLE PATHLENGTH
Consider the propagation of coherent light through a homogeneous scattering medium irradiated by a plane
ultrasonic wave. If we neglect all the polarization eﬀects, the temporal autocorrelation function of the electric
ﬁeld component of the scattered light at the point detector position can be written as follows:
G1(τ) = 〈E(t)E∗(t+ τ)〉 . (1)
We assume that the photon mean free path is much longer than the optical wavelength (weak scattering)
and the acoustic amplitude is much less than the optical wavelength. In this weak scattering approximation,
the correlation between diﬀerent random paths vanishes and only the photons travelling along the same path of
length s produce a nonzero eﬀect. Consequently, the autocorrelation function becomes10, 11
G1(τ) =
∞∫
0
p(s) 〈Es(t)E∗s (t+ τ)〉U 〈Es(t)E∗s (t+ τ)〉B ds , (2)
where p(s) is the probability density function of path length s. In Eq. (2) we assume that contributions from
Brownian motion (B) and ultrasound (U) are independent and that we can separate them.
The remaining task in this section is to consider the ultrasound component of Eq. (2) when photon scattering
is anisotropic. Following the derivations in,10, 11 the autocorrelation for paths of length s can be written as
〈Es(t)E∗s (t+ τ)〉U =
〈
exp

−i

 N∑
j=1
∆φn,j(t, τ) +
N−1∑
j=1
∆φd,j(t, τ)




〉
. (3)
In Eq. (3), ∆φn,j(t, τ) = φn,j(t + τ) − φn,j(t), where φn,j(t) is the phase variation induced by the modulated
index of refraction along the jth free path and ∆φd,j(t, τ) = φd,j(t + τ) − φd,j(t), where φd,j(t) is the phase
variation induced by the modulated displacement of the jth scatterer following the jth free path. Summation is
going over all N free paths and N − 1 scattering events along the photon path. Averaging is over time and over
all the photon paths of length s. When the phase variation is small (much less than unity), we can approximate
Eq. (3) with
〈
Es(t)E∗s (t+ τ)
〉
U
= exp (−F (τ)/2) , (4)
where the function F (τ) is
F (τ) =
〈 N∑
j=1
∆φn,j(t, τ) +
N−1∑
j=1
∆φd,j(t, τ)


2〉
. (5)
Let us assume that the plane ultrasound waves propagate along the Z direction with wave vector ka = kaeˆa,
whereˆ indicates a unity vector, and ka = 2π/λa, where λa is the ultrasonic wavelength. Along the photon
path with N free paths, the positions of the N − 1 scatterers are r1, r2, ..., rN−1. We will associate each free
path between two consecutive scattering events with a vector lj = rj − rj−1, (lj = lj eˆj). The expressions for
∆φn,j(t, τ) and ∆φd,j(t, τ) in terms of the ultrasound amplitude A, background index of refraction n0, and the
amplitude of the optical wave vector k0 are11
∆φn,j(t, τ) = (4n0k0Aη) sin (ωaτ/2) sin [(1/2)kalj cos θj ](cos θj)
−1 (6)
× cos [ka · rj−1 + (1/2)kalj cos θj − ωat− ωaτ/2] ,
∆φd,j(t, τ) = (2n0k0A) sin (ωaτ/2) [(eˆj+1 − eˆj) · eˆa] cos (ka · rj − ωat− ωaτ/2) , (7)
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where coeﬃcient η depends on the acoustic velocity of the material va, the density of the medium ρ, and the
adiabatic piezo-optical coeﬃcient ∂n/∂p : η = (∂n/∂p)ρv2a. In Eqs. (6) and (7), θj is the angle between the
propagation directions of the light and ultrasound (cos θj = eˆa · eˆj), and ωa = 2πfa, where fa is the ultrasonic
frequency.
Now we can express the function F (τ) from Eq. (5) as
F (τ) =
〈
N∑
j=1
(∆φn,j(t, τ))
2
〉
t, Π(s)
+
〈
2
N∑
j=2
j−1∑
k=1
∆φn,j(t, τ)∆φn,k(t, τ)
〉
t, Π(s)
+
〈
N−1∑
j=1
(∆φd,j(t, τ))
2
〉
t, Π(s)
+
〈
2
N−1∑
j=2
j−1∑
k=1
∆φd,j(t, τ)∆φd,k(t, τ)
〉
t, Π(s)
+
〈
2
N∑
j=1
N−1∑
k=1
∆φn,j(t, τ)∆φd,k(t, τ)
〉
t, Π(s)
. (8)
The averaging over time t of each term on the right side of Eq. (8) is an easy task, while the averaging over
all the allowed paths Π(s) of length s with N free paths is more diﬃcult. In order to simplify the probability
density function of a particular photon path p(l1, ..., lN ), we will ﬁrst make some assumptions. The number of
steps N in each photon path in the diﬀusion regime is much larger than unity. Consequently, even if the total
path length s is ﬁxed, the correlation between the lengths of free paths lj is still weak. As a result, we have
p(l1, ..., lN ) = p(l1)p(l2)...p(lN )g(eˆ1, ..., eˆN ) , (9)
where p(lj) = l−1 exp(−lj/l) is the probability density for a photon to travel a distance lj between two scattering
events, and g(eˆ1, ..., eˆN ) is the probability density for the photon to travel along the directions eˆ1, ..., eˆN . Because
the probability of scattering a photon travelling in direction eˆj into direction eˆj+1 is described with phase function
f(eˆj · eˆj+1), we can write Eq. (9) as
p(l1, ..., lN ) = ps(eˆ1)
N∏
j=1
p(lj)
N−1∏
j=1
f(eˆj · eˆj+1) , (10)
where ps(eˆ1) is the probability density function of the starting photon direction eˆ1 in the scattering medium.
Note that we assumed the phase function does not depend on the azimuth angle or the incident direction.
Using Eq. (10) as the probability density function and going through some algebra (see Appendix), Eq. (8)
becomes
F (τ)  s
l
(2n0k0A)2 sin2
(
1
2
ωaτ
){
η2 (kal)
2 
[
Jˆ(Iˆ − Jˆ)−1
]
0,0
+
1
3
(1− g1)
}
, (11)
where 
[
Jˆ(Iˆ − Jˆ)−1
]
0, 0
represents the real part of the (0, 0) element of the matrix Jˆ(Iˆ− Jˆ)−1 and the elements
of the matrix Jˆ are deﬁned as
Jm, n = g1/2m g
1/2
n
√
2m+ 1
2
√
2n+ 1
2
1∫
−1
T (x)Pm(x)Pn(x)dx , T (x) =
1
1− ikalx , (12)
where Pj(x) is a Legendre polynomial of order j, and gj is the jth Legendre polynomial expansion coeﬃcient of
the scattering phase function [Eq. (24)]. Thus, g1 is equal to the scattering anisotropy factor g, i.e., the average
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cosine of the scattering angle. The value 
[
Jˆ(Iˆ − Jˆ)−1
]
0, 0
is the limit of the 
[
JˆQ(IˆQ − JˆQ)−1
]
0, 0
when Q
approaches inﬁnity, where JˆQ is the Q×Q matrix whose elements are deﬁned by Eq. (12).
We will rearrange the expression for F (τ) to
F (τ) = s(2n0k0A)2 sin2 (ωaτ/2) (δn + δd) , (13)
where
δn = η2k2al 
[
Jˆ(Iˆ − Jˆ)−1
]
0, 0
, δd = (1− g)/(3l) . (14)
3. AUTOCORRELATION FOR A SLAB: ANALYTICAL SOLUTION
In this section, we will test the accuracy of our analytical expression for F (τ) from the previous section with an
independent Monte Carlo simulation in the case of an inﬁnitely wide scattering slab. Slab geometry has been
considered previously for various particular problems.10–16 We will solve Eq. (2) for anisotropically scattering
and absorbing media based on the expression for function F (τ) obtained in the previous section.
The Z axis of the coordinate system is perpendicular to the inﬁnitely wide slab of thickness L. The index of
refraction of both the surrounding and scattering media is n0. A plane ultrasonic wave propagates along the slab
(in the X − Y plane) and is assumed to ﬁll the whole slab. At the same time, one side of the slab is irradiated
by a plane electromagnetic wave, and a point detector measures the temporal autocorrelation function of the
electric ﬁeld component on the other side of the slab. By solving the diﬀusion equation for such geometry, it
is possible to ﬁnd a reasonably good expression11, 13, 16 for the photon path length probability density function
p(s). We follow the derivation of p(s) from11, 13 by applying an inﬁnite number of image sources and introducing
extrapolated-boundary conditions 13, 16 to obtain the following expression:
p(s) = K(s)
∞∑
i=0
{
[(2i+ 1)L0 − z0] exp
(
− [(2i+ 1)L0 − z0]
2
4Ds
)
− [(2i+ 1)L0 + z0] exp
(
− [(2i+ 1)L0 + z0]
2
4Ds
)}
, (15)
K(s) =
1
2
√
πD
sinh
(
L0
√
µaD−1
)
sinh
(
z0
√
µaD−1
) s−3/2 exp (−µas) , (16)
where D = l∗/3 is the diﬀusion constant; L0 is the distance between the two extrapolated boundaries of the
slab; z0 is the location of the converted isotropic source from the extrapolated incident boundary of the slab; and
l∗ is the isotropic scattering mean free path deﬁned as l∗ = l/(1 − g). The distance between the extrapolated
boundary and the corresponding real boundary of the slab is l∗γ (γ = 0.7104). The converted isotropic source
is one isotropic scattering mean free path into the slab. Therefore, L0 = L+ 2l∗γ, and z0 = l∗(1 + γ).
Incorporating the inﬂuence of Brownian motion of scatterers10, 14, 15 and the expression for F (τ), we can solve
the integration in Eq. (2) over s for the temporal autocorrelation function:
G1(τ) = C
sinh
(
z0
√
(SU + SB + µa)D−1
)
sinh
(
L0
√
(SU + SB + µa)D−1
) , (17)
C = sinh
(
L0
√
µaD−1
)
/ sinh
(
z0
√
µaD−1
)
,
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Figure 1. The kal dependence of the maximum variation of the time autocorrelation function while ka is kept constant.
Diﬀerent lines are for diﬀerent values of the scattering anisotropy factor g and the acoustic amplitude A. Empty symbols
indicate the Monte Carlo results: ©(g = 0.9, A = 3.5 ◦A), (g = 0, A = 3.5
◦
A). Solid lines indicate the analytical results.
Filed symbols indicate the analytical results as well but by using the similarity relation. The following parameters are
used in the calculations: L/l = 127.35, the wavelength of light in vacuo is λ0 = 500 nm, n0 = 1.33, fa = 1 MHz, va = 1480
m/s, and η = 0.3211 .
where SB = 2τ/(τ0l∗) is the term due to Brownian motion (τ0 is the single-particle relaxation time), and SU is
the term due to the ultrasonic inﬂuence:
SU =
1
2
(2n0k0A)2 sin2 (ωaτ/2) (δn + δd) . (18)
4. MONTE CARLO SIMULATION
To provide an independent numerical approach, we modiﬁed the existing public-domain Monte Carlo package17
for the transport of light in scattering media to sample the autocorrelation function according to Eqs. (2) and
(3). Because it would be very time-consuming to physically simulate a point detector using the Monte Carlo
code, we applied the principle of reciprocity in our simulation : the slab is illuminated by a point source and
the transmitted light is collected by a plane detector. The scattering angle of a photon in our Monte Carlo
simulation is determined by the Henyey-Greenstein phase function,18 but it would be trivial to extend it to any
analytically or numerically deﬁned phase function. For details of the Monte Carlo implementation, refer to.12
As a ﬁrst comparison between our analytical solution and the Monte Carlo simulation, we neglect both the
optical absorption by setting µa to zero and the Brownian motion eﬀect by setting τ0 → ∞. In Eqs. (17) and
(18) we see that the value of G1(τ) oscillates between 1 at τ = 0 and the minimum value at τ = π/ωa. The
maximum variation of G1(τ) is compared for diﬀerent values of kal while ka and the ratio L/l (the number of
mean free paths in a slab of thickness L) are kept constant. We repeat the test for several diﬀerent values of the
scattering anisotropy factor g and the acoustic amplitude A.
The results are shown in Fig. 1. The analytical predictions (solid lines in Fig. 1) ﬁt the Monte Carlo
calculations (empty scatterers) very well. In general, increasing the value of g leads to a decreased maximum
variation of G1(τ) due to a decreased number of equivalent isotropic scattering events inside the slab. Further, a
larger ultrasonic amplitude increases the maximum variation of the temporal autocorrelation function due to the
larger movement of scattering centers and greater modulation of the index of refraction. Finally, the maximum
variation grows in a slab geometry with kal due to the larger value of the product lδn, while the product lδd
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Figure 2. Relative error of (a) δ∗n, and (b) δ
∗ for diﬀerent kal∗ and g values. Lines (∗,©, +, , ) represent respectively
(0.1, 0.3, 0.5, 0.7, 0.9) values of the scattering anisotropy factor g.
remains unchanged. From Fig. 1 we see that our analytical model works well for a wide range of kal even when
the anisotropy factor is non-zero.
5. SIMILARITY RELATION
In this section, we will explore a similarity relation using the veriﬁed analytical solution, rather than the numerical
solution shown previously.12 In intensity- based photon transport theory, there is a similarity relation19: if the
transport scattering coeﬃcient µ∗s[= µs(1 − g)] remains constant when the scattering coeﬃcient µs and the
scattering anisotropy factor g vary, the spatial distribution of light intensity will be approximately the same.
The similarity relation [µ∗s = µs(1 − g)] can be rewritten as l∗ = l/(1 − g), where l∗ is the isotropic scattering
mean free path. Here, we will examine the counterpart of this conventional similarity relation in the ultrasonic
modulation of coherent light. In other words, we will compare two cases: (1) the scattering coeﬃcient is µs
and the scattering anisotropy factor is g and (2) the scattering coeﬃcient is µ∗s[= µs(1− g)] and the scattering
anisotropy factor is zero. In the following text, the symbols with ∗ indicate case (2).
In Eq. (13) we see that the values of δd for both the cases are exactly the same (δd = δ∗d). On the other
hand, the matrix Jˆ for the isotropic case (2) reduces to only one number: χ = arctan(kal∗)/(kal∗) and we have
δ∗n = η
2k2al
∗χ/(1 − χ).11 However, the matrix Jˆ for the general case (1) is quite complicated, and a direct
analytical comparison with case (2) is diﬃcult. Instead, we will plot the relative error between the two cases.
From Fig. 2(a), we see that the discrepancy between δ∗n and δn is not very large (less than 13 percent), even
when the scattering anisotropy factor g is 0.9. The error grows with g and has a maximum around kal∗ = 2.
Because the δd part of the sum δ = δn+ δd is unchanged by the similarity transformation, the relative diﬀerence
between δ∗ and δ is even smaller. From Fig. 2(b) we see that the relative error of δ∗ is less than 8 percent. The
validity of the similarity relation can also been seen in Fig. 1 (Sec. 4).
In conclusion, with a relatively small error, we can apply the similarity relation in the calculation of the
temporal autocorrelation function under the conditions we considered during the derivation of F (τ) and G1(τ).
6. CONCLUSION
In conclusion, we have presented an analytical solution for the autocorrelation function of an ultrasound-
modulated electric ﬁeld along a path with N scatterers when scattering is anisotropic. A further analytical
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solution was found for light transmitted through a scattering slab using a plane source and a point detector.
Using a Monte Carlo simulation, we veriﬁed the accuracy of the analytical solution. We also tested the similar-
ity relation and showed that it can be used as a good approximation in the calculation of the autocorrelation
function. Our analytical solution is valid under the following conditions: diﬀusion regime transport, a small
ultrasonic modulation, and the value of kal is not too small.
APPENDIX A.
The averaging over time of each term on the right side of Eq. (8) and over the lengths lj of all free paths produce:
〈
N∑
j=1
(∆φn,j(t, τ))
2
〉
t, lj
=
1
8
(4n0k0Aη)2 sin2
(
1
2
ωaτ
)
(kal)
2
N∑
j=1
(T (xj) + T ∗(xj)) , (19)
〈
2
N∑
j=2
j−1∑
k=1
∆φn,j∆φn,k
〉
t, lj
=
1
8
(kal)
2(4n0k0Aη)2 sin2
(
1
2
ωaτ
)
(20)
×
N∑
j=2
j−1∑
k=1
(
j∏
m=k
T (xm) +
j∏
m=k
T ∗(xm)
)
,
〈
N−1∑
j=1
(∆φd,j(t, τ))
2
〉
t, lj
=
1
2
(2n0k0A)2 sin2
(
1
2
ωaτ
)N−1∑
j=1
(xj+1 − xj)2 , (21)
〈
2
N−1∑
j=2
j−1∑
k=1
∆φd,j∆φd,k
〉
t, lj
=
1
2
(2n0k0A)2 sin2
(
1
2
ωaτ
)N−1∑
j=2
j−1∑
k=1
{
[(eˆj+1 − eˆj) · eˆa] (22)
× [(eˆk+1 − eˆk) · eˆa]
(
j∏
m=k+1
T (xm) +
j∏
m=k+1
T ∗(xm)
)}
,
〈
2
N∑
j=1
N−1∑
k=1
∆φn,j∆φd,k
〉
t, lj
=
1
2
kal(2n0k0A)2η sin2
(
1
2
ωaτ
)
(23)
×

N−1∑
j=1
N−1∑
k=j
(xk+1 − xk)

 k∏
m=j
T (xm) +
k∏
m=j
T ∗(xm)


+
N∑
j=2
j−1∑
k=1
(xk+1 − xk)
(
j∏
m=k+1
T (xm) +
j∏
m=k+1
T ∗(xm)
) ,
where T (xm) = 1/(1− ikalxm), T ∗(xm) is its complex conjugate, i is imaginary unit, and we use a variable xm
to represent cos θm.
In order to provide averaging over all scattering directions, as a ﬁrst step we expand the phase function for
the polar angle f(cos θ) over Legendre polynomials:
f(cos θ) =
∞∑
m=0
2m+ 1
2
gmPm(cos θ) , gm =
π∫
0
f(cos θ)Pm(cos θ) sin θdθ , (24)
where cos θ represents the cosine of the deﬂection angle.
Notice that in Eq. (24) g0 = 1, and g1 is equal to the scattering anisotropy factor g. In the case of Henyey-
Greenstein phase function for the polar angle,18 the value of each coeﬃcient gm is themth power of the scattering
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anisotropy factor (gm = gm). Because the azimuth angles are uniformly distributed, the phase function for both
the azimuth and polar angles are simply the polar phase function multiplied by a constant factor (2π)−1.
In our case the argument of the phase function is the cosine of the angle between the incoming and outgoing
photon direction (eˆj · eˆj+1). The unity vector eˆj in a spherical coordinate system has a form eˆj = cos θj eˆa +
sin θj cosϕj eˆx + sin θj sinϕj eˆy, and the argument of the phase function in this representation becomes
cos θ = cos θj cos θj+1 + sin θj sin θj+1 cos(ϕj − ϕj+1) . (25)
Using the identity20
Pn
(
xy −
√
1− x2
√
1− y2 cos (α)
)
= Pn (x)Pn (y) (26)
+2
n∑
k=1
(−1)k cos(kα)(n− k)!
(k + n)!
P kn (x)P
k
n (y) ,
and representing x, y, and α with cos θj , cos θj+1, and π + ϕj − ϕj+1, we ﬁrst provide integration over all
uniformly distributed azimuth angles in Eqs. (19-23). Because in Eqs. (19-23) nothing depends on the azimuth
angle, all terms with Associate Legendre polynomials P kn () in Eq. (26) vanish during the integration. Thus, for
the further integration over the polar angles, the probability density function of the photon to travel along the
directions eˆ1,...,eˆN reduce to the function f (N)(cos θ1, ..., cos θN ), which depends only on the polar angles along
the photon path:
f (N)(cos θ1, ..., cos θN ) = p˜s(cos θ1)
N−1∏
j=1
f (2)(cos θj , cos θj+1) , (27)
f (2)(cos θj , cos θj+1) =
∞∑
m=0
2m+ 1
2
gmPm(cos θj)Pm(cos θj+1) , (28)
where p˜s(cos θ1) is the probability density function of the starting polar angle. For simplicity, we assume
p˜s(cos θ1) = 1/2 (uniform distribution) instead of the actual anisotropic phase function, which was shown not to
aﬀect the ﬁnal result in the diﬀusion regime.
Using the orthogonality of Legendre polynomials, now it is straightforward to obtain the following equations:
Hj(xj−1, xj+1) =
1∫
−1
f (2)(xj−1, xj)T (xj)f (2)(xj , xj+1)dxj
=
∞∑
m=0
∞∑
n=0
g1/2
m
g1/2n
√
2m+ 1
2
√
2n+ 1
2
Jm,nPm(xj−1)Pn(xj+1) , (29)
〈T (xj)〉xi =
1∫
−1
...
1∫
−1
T (xj)f (N)(x1, ..., xN )dx1...dxN
=
(
Jˆ
)
0,0
, (30)
〈
j∏
m=k
T (xm)
〉
xi
=
1∫
−1
...
1∫
−1
(
j∏
m=k
T (xm)
)
fN (x1, ..., xN )dx1...dxN
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=
∞∑
i(1)=0
...
∞∑
i(j−k)=0
J0, i(1)Ji(1), i(2)...Ji(j−k), 0
=
(
Jˆj−k+1
)
0,0
, (31)
where Jˆ is the matrix deﬁned by
Jm,n = g1/2m g
1/2
n
√
2m+ 1
2
√
2n+ 1
2
1∫
−1
T (x)Pm(x)Pn(x)dx , (32)
and the
(
Jˆ
)
0,0
represents the (0, 0) element of the matrix Jˆ .
Thus, the average of the right side of Eq. (19) over all the polar angles becomes
〈
N∑
j=1
(∆φn,j(t, τ))
2
〉
t, lj , xi
=
1
8
(4n0k0Aη)2 sin2
(
1
2
ωaτ
)
(kal)
2
N
[
(Jˆ)0,0 + (Jˆ∗)0, 0
]
. (33)
On the other hand, the average of the right side of Eq. (20) has a more complicated form:
〈
2
N∑
j=2
j−1∑
k=1
∆φn,j∆φn,k
〉
t, lj , xi
=
1
8
(kal)
2(4n0k0Aη)2 sin2
(
1
2
ωaτ
)
×
N∑
j=2
j−1∑
k=1
[
(Jˆj−k+1)0, 0 + (Jˆ∗
j−k+1
)0, 0
]
. (34)
If we replace the sums on the right side of Eq. (34) with
N∑
j=2
j−1∑
k=1
(Jˆj−k+1)0, 0 =
{
Jˆ2(Iˆ − Jˆ)−1
[
(N − 1)Iˆ − Jˆ(Iˆ − JˆN−1)(Iˆ − Jˆ)−1
]}
0, 0
, (35)
and further keep only the terms that are proportional to a large number N in the above equation, we have
〈
2
N∑
j=2
j−1∑
k=1
∆φn,j∆φn,k
〉
t, lj , xi
 N 1
8
(kal)
2(4n0k0Aη)2 sin2
(
1
2
ωaτ
)
(36)
×
[
Jˆ2(Iˆ − Jˆ)−1 + Jˆ∗2(Iˆ − Jˆ∗)−1
]
0, 0
.
Joining equations (33) and (36), we ﬁnally have
〈
N∑
j=1
(∆φn,j(t, τ))
2 + 2
N∑
j=2
j−1∑
k=1
∆φn,j∆φn,k
〉
t, lj , xi
 N 1
4
(kal)
2(4n0k0Aη)2 sin2
(
1
2
ωaτ
)
×
[
Jˆ(Iˆ − Jˆ)−1
]
0, 0
, (37)
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where  is for the real value.
The remaining task is to provide the average of the right side of Eqs. (21), (22), and (23), over all polar
angles. As a ﬁrst step, we deﬁne the coeﬃcient Φm,n for any function Φ(x), and for each pair of nonnegative
integer numbers (m,n):
Φm,n =
1∫
−1
√
2m+ 1
2
√
2n+ 1
2
g1/2m g
1/2
n Φ(x)Pm(x)Pn(x)dx . (38)
Then, according to the deﬁnition in Eq. (38), it is easy to show that for the functions x, x2, T (x), and xT (x)
we have
(x)0,j = δ1,j
√
g1/3 , (39)(
x2
)
0,0
= 1/3 ,
(xT (x))0,j = (ikal)
−1 (T0,j − δ0,j) ,
Tj, 1 = (ikal)
−1√3g1 (T0, j − δ0, j) ,
where δa, b represents the delta function.
Using the results in Eq. (39), the average over all the polar angles of the right side of Eq. (21) becomes
〈
N−1∑
j=1
(∆φd,j(t, τ))
2
〉
t, lj , xi
=
1
2
(2n0k0A)2 sin2
(
1
2
ωaτ
)
(N − 1) 2
3
(1− g1) . (40)
On the other hand, the average of the right side of Eq. (22) is
〈
2
N−1∑
j=2
j−1∑
k=1
∆φd,j∆φd,k
〉
t, lj , xi
= (2n0k0A)2 sin2
(
1
2
ωaτ
)
(41)
×(1− g)2(kal)−2
[
Mˆ
]
0, 0
, (42)
where Mˆ = JˆN−2 − Iˆ. Since the right side of Eq. (41) is not proportional to N , we consider it much smaller
than the right side of Eq. (40), and we have
〈
N−1∑
j=1
(∆φd,j(t, τ))
2 + 2
N−1∑
j=2
j−1∑
k=1
∆φd,j∆φd,k
〉
t, lj , xi
 N 1
2
(2n0k0A)2 sin2
(
1
2
ωaτ
)
2
3
(1− g1) . (43)
In general, the errors of approximation we made in Eqs. (37) and (43) are small when both kal and the
average N are large. Conversely, the error can be large: for example, if N = 10, and kal = 1, the error is about
50% for isotropic scattering.
Finally, the average over all the polar angles of the right side of Eq. (23) is
〈
2
N∑
j=1
N−1∑
k=1
∆φn,j∆φd,k
〉
t, lj , xi
= (1− g1)(kal)−1i(N − 1)
[
(Jˆ2)0,0 − (Jˆ∗2)0,0
]
(44)
= 0 .
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The zero is obtained in Eq. (44) because the elements of the symmetric matrix Jˆ are either real or imaginary
numbers.
The expression for the function F (τ) [Eq. (4)] becomes
F (τ) 
〈
N
1
4
(kal)
2(4n0k0Aη)2 sin2
(
1
2
ωaτ
)

[
Jˆ(Iˆ − Jˆ)−1
]
0,0
(45)
+N
1
2
(2n0k0A)2 sin2
(
1
2
ωaτ
)
2
3
(1− g1)
〉
N
,
where the last average is over all realizations of the number of free paths N in a photon path of length s. Since
the average value of N is s/l, we have
F (τ)  s
l
(2n0k0A)2 sin2
(
1
2
ωaτ
){
η2 (kal)
2 
[
Jˆ(Iˆ − Jˆ)−1
]
0,0
+
1
3
(1− g1)
}
. (46)
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