We present an open-source and validated chemical kinetics code for studying hot exoplanetary atmospheres, which we name VULCAN. It is constructed for gaseous chemistry from 500 to 2500 K using a reduced C-H-O chemical network with about 300 reactions. It uses eddy diffusion to mimic atmospheric dynamics and excludes photochemistry. We have provided a full description of the rate coefficients and thermodynamic data used. We validate VULCAN by reproducing chemical equilibrium and by comparing its output versus the disequilibriumchemistry calculations of Moses et al. and Rimmer & Helling. It reproduces the models of HD 189733b and HD 209458b by Moses et al., which employ a network with nearly 1600 reactions. We also use VULCAN to examine the theoretical trends produced when the temperature-pressure profile and carbon-to-oxygen ratio are varied. Assisted by a sensitivity test designed to identify the key reactions responsible for producing a specific molecule, we revisit the quenching approximation and find that it is accurate for methane but breaks down for acetylene, because the disequilibrium abundance of acetylene is not directly determined by transportinduced quenching, but is rather indirectly controlled by the disequilibrium abundance of methane. Therefore, we suggest that the quenching approximation should be used with caution and must always be checked against a chemical kinetics calculation. A one-dimensional model atmosphere with 100 layers, computed using VULCAN, typically takes several minutes to complete. VULCAN is part of the Exoclimes Simulation Platform (ESP; exoclime.net) and publicly available at https://github.com/exoclime/VULCAN.
INTRODUCTION
Atmospheric chemistry is a nascent subdiscipline of exoplanet science that is rapidly gaining attention, because of its importance in deciphering the abundances of atoms and molecules in exoplanetary atmospheres. Unlike for the Earth and Solar System bodies, the bulk of the focus is on currently observable exoplanetary atmospheres, which fall into the temperature range of 500 to 2500 K (for reviews, see Seager & Deming 2010; Madhusudhan et al. 2014; Heng & Showman 2015) . There exists a diverse body of work on the atmospheric chemistry of exoplanets, and the published models fall into two basic groups: chemical equilibrium (Burrows & Sharp 1999; Lodders & Fegley 2002; Madhusudhan 2012; Blecic et al. 2016 ) and photochemical kinetics (Kopparapu, Kasting & Zahnle 2012; Line et al. 2011; Visscher & Moses 2011; Hu, Seager & Bains 2012; Moses et al. 2013a,b; Line & Yung 2013; Agúndez et al. 2014; Zahnle & Marley 2014; Hu, Seager & Yung 2015; Venot et al. 2012 Venot et al. , 2015 Rimmer & Helling 2016) . Some of this work traces its roots back to the study of brown dwarfs and low-mass stars (Burrows & Sharp 1999; Lodders & Fegley 2002) . The two types of models take on very distinct approaches. Chemicalequilibrium models seek to minimize the Gibbs free energy of the system and do not require a knowledge of its chemical pathways. They are hence able to deal with a large number of species with different phases (Zeggeren & Storey 1970) . Chemical-kinetics models employ a network to calculate the change of every reaction rate with time, and requires the solution of a large set of stiff differential equations. Chemical-equilibrium models are a simple starting point, but we expect hot exoplanets to host disequilibrium chemistry (Stevenson et al. 2010; ).
In the current work, we have constructed, from scratch, a computer code to calculate the chemical kinetics of hot exoplanetary atmospheres using a flexible chemical network. In theory, one could construct a single, complete chemical network that is valid for all temperatures. In practice, chemical networks are constructed with a limited subset of reactions specifically for low or high temperatures, with the former being relevant for Earth and the Solar System bodies. A low-temperature network typically omits the endothermic reactions (e.g., Liang et al. 2003) , because they are very slow and hence do not affect the outcome, but their inclusion would slow down the calculation unnecessarily. Furthermore, extrapolating reaction rates measured at low temperatures to higher temperatures may result in errors at the order-of-magnitude level. In constructing this code, which we name VULCAN 1 , we have built a reduced chemical network consisting of about 300 reactions for the temperature range from 500-2500 K, which is compatible with the currently characterizable exoplanets. We perform a twofold validation of our network: by reproducing chemical equilibrium and by reproducing the disequilibrium-chemistry models of HD 189733b and HD 209458b by and also models by Rimmer & Helling (2016) . Initially, our results disagreed with those of Rimmer & Helling (2016) , but upon further investigation we were able to show that this is due to the different chemical networks used.
Chemical kinetics codes are typically proprietary (e.g., Allen, Yung & Waters 1981; Line et al. 2011) , which raises questions of scientific reproducibility. VULCAN is constructed to be completely open-source under the GNU Free Documentation License in the hope that this will accelerate scientific progress. Furthermore, the user may elect to use a chemical network that is different from what we provide. VULCAN is also constructed as part of a long-term hierarchical approach, which started with the re-examination of the theoretical foundations of atmospheric chemistry in Heng, Lyons & Tsai (2016) , analytical carbon-hydrogen-oxygen (C-H-O) networks of equilibrium chemistry in and analytical carbonhydrogen-oxygen-nitrogen (C-H-O-N) networks of equilibrium chemistry in . In the current study, we focus on C-H-O networks of chemical kinetics that take into account disequilibrium chemistry due to atmospheric mixing, which we approximately describe by diffusion in the one-dimensional (1D) limit. We consider only the gas phase and do not include photochemistry. We investigate the validity of the quenching approximation and how it is affected by the carbon-to-oxygen ratio (denoted by C/O).
In §2, we state the governing equations and boundary conditions used. In §3, we describe our numerical methods. In §4, we provide a detailed description of the chemical rate coefficients used in our default, reduced network, as they are a key ingredient of any chemical kinetics code. In §5, we subject VULCAN to several tests, thereby validating it. In §6, we use VULCAN to study theoretical trends, including varying C/O, and also to revisit the quenching approximation. In §7, we provide a concise summary of our current work, compare 1 Named after the Roman god of alchemy.
it to previous work and suggest opportunities for future work. Appendix A describes our Rosenbrock method, which we use for temporal integration. Appendix B describes a method we developed to identify the key chemical reactions involved in producing a specific atom or molecule. Appendix C describes how one may implement a different set of chemical reactions in VULCAN. Appendix D provides the full set of forward rate coefficients. Appendix E describes the thermodynamics data we used to reverse our forward reaction rates.
2. THEORY
Governing Equations
For 1D systems, chemical kinetics codes essentially solve a set of mass continuity equations,
where n i is the number density of the i-th species and t denotes the time. P i and L i are the production and loss rates of the i-th species (cm −3 s −1 ). The transport flux is given by
where z denotes the sole spatial coordinate in the vertical/radial direction. The mixing ratio (X i ) is the number density of the i-th species normalized by the total number density, which we denote by n total . The number density of each species is given by n i = X i n total . Collectively, equations (1) and (2) describe a diffusion equation with chemical source/production and sink/loss terms. Appendix A of Hu, Seager & Bains (2012) includes a derivation of equation (2) from the general diffusion equation for heterogeneous atmospheres. The so-called "eddy diffusion" coefficient is denoted by K zz . It assumes that convection and turbulence occur on scales much smaller than the pressure scale height, such that atmospheric motion resembles diffusion. Such an approach has been successful for Earth and the Solar System bodies, e.g., in explaining the over-abundance of carbon monoxide in the upper troposphere of Jupiter (Prinn & Barshay 1977; Visscher et al. 2010) . However, previous studies of the atmospheric circulation of hot Jupiters, in three dimensions, have demonstrated that it takes the form of equator-to-pole circulation cells that extend over several orders of magnitude in vertical/radial pressure (Heng, Frierson & Phillipps 2011; Perna, Heng & Pont 2012; Parmentier et al. 2013; Mendonça et al. 2016) , which renders the eddy-diffusion approximation suspect 2 . Nevertheless, it has become entrenched, within the atmospheric chemistry community, 2 It has been argued that convection may be approximately described by "mixing length theory", but the fact remains that such an approach involves a free parameter, which is the mixing length. It cannot be derived from first principles and requires calibration against more sophisticated calculations.
to use such an approximation (Allen, Yung & Waters 1981; Moses et al. , 2013a Line et al. 2011; Visscher & Moses 2011; Kopparapu, Kasting & Zahnle 2012; Madhusudhan 2012; Agúndez et al. 2014; Hu, Seager & Bains 2012; Hu, Seager & Yung 2015; Venot et al. 2015; Rimmer & Helling 2016 ) and we will do the same for the purpose of comparison to previous work in the literature. We consider the use of eddy diffusion to be a "necessary evil" for 1D calculations.
The general goal is to solve a set of equations given by (1) , for N i number of species, and seek a steady-state solution where ∂n i /∂t = 0, given the initial and boundary conditions.
Initial Conditions
The initial conditions enter according to the chosen elemental abundances. In our C-H-O network, they are the ratios of carbon, oxygen and helium to that of hydrogen (f C , f O , f He ). Helium is not sequestered by any molecule but only participates in chemical reactions as a third body. We refer to the term "metallicity" as the set of elemental abundances with atomic numbers that are larger than that of helium. In our C-H-O network, these would be f C and f O only. We note that one may adopt different values of the metallicity, but still have the same value of
For each elemental abundance (which we denote by f X ), we write down the particle conservation equation (Heng, Lyons & Tsai 2016) 
where n H is the total number of hydrogen atoms. The quantity A i records the number of atoms of X that this i-th molecule contains. For example, in conserving hydrogen, this quantity is 2 for H 2 and 4 for CH 4 . Operationally, since we have three elemental abundances for C, H and O, we have three particle conservation equations. Our method for specifying the initial conditions is to pick three molecules: at least one molecule needs to contain C, at least one molecule needs to contain H and at least one molecule needs to contain O. For example, a set of choices would be CH 4 , H 2 O and H 2 . Given our input values of the elemental abundances, the set of three particle conservation equations can be uniquely solved to obtain the mixing ratios of CH 4 , H 2 O and H 2 . We use these mixing ratios as our initial conditions and set the mixing ratios of all of the other atoms and molecules, in the network, to zero. When our calculations attain a numerical steady state, we find that the outcome is independent of our choice of these three molecules, as expected.
In the top panel of Figure 1 , we show three sets of calculations that assume different initial conditions. One of them adopts initial values for the mixing ratios of CH 4 , H 2 O 10 -6 10 -5 10 -4 10 -3 10 -2 10 -1 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 10 8
Time ( Exploring the effects of different choices of initial and boundary conditions. The top panel shows the mixing ratios at P =0.1 bar from a set of calculations with different initial conditions: chemical equilibrium (solid curves), non-zero initial values for CO, H 2 O and H2 (dashed curves), and non-zero initial values for CH 4 , H 2 O and H2 (dotted curves). These calculations assume the temperature-pressure profile of Figure 6 -B, Kzz = 10 10 cm 2 s −1 and zero-flux boundary conditions. The bottom panel adopts the same temperature-pressure profile and compares zero-flux (solid curves) versus chemical-equilibrium (dashed curves) boundary conditions. Basically, the choice of boundary conditions affects the outcome, while the choice of initial conditions does not if zero-flux boundary conditions are chosen.
and H 2 , as we have just described. Another instead adopts initial values for the mixing ratios of CO, H 2 O and H 2 . The third set of calculations uses the analytical models of to specify the mixing ratios of all of the major molecules. It is apparent that all three sets of curves, for the erent major molecules, converge to the same numerical solutions after they are evolved for ∼ 10 7 s. The time required to attain the numerical steady state depends on the shorter of the two timescales: chemical versus dynamical.
For the calculations we present in this study, we adopt the following values for protosolar abundance (Lodders, Palme & Gail 2009 
and f He ≡ n He /n H = 0.09691, except for the comparison with for HD 189733b and HD 209458b, where we follow their assumption of multiplying f O by a factor of 0.793, accounting for the effect of oxygen sequestration. When the value of C/O is varied, we keep f O fixed and vary the value of f C .
Boundary Conditions
Solving equation (1) also requires the specification of boundary conditions. Several combinations of choices are possible Hu, Seager & Bains 2012) : constant deposition velocity, constant flux or constant mixing ratio at the lower and/or upper boundaries.
In Hu, Seager & Bains (2012) , the boundary conditions were chosen to describe atmospheric escape (for the upper boundary) and surface emission or deposition (for the lower boundary), as these authors were modeling terrestrial exoplanets. In the current study, we are interested in gas-giant exoplanets with no physical surface, which necessitates the choice of a zero-flux boundary condition at both boundaries. Physically, we are imposing closed boundaries at the top and bottom of our model atmosphere, meaning that no exchange of mass is permitted across them. For example, and Venot et al. (2012) both adopt zero-flux boundary conditions. Some previous works have made a different choice, which is to impose chemical equilibrium at the lower boundary (e.g., Line et al. 2011; Zahnle & Marley 2014) . (It is not uncommon to encounter studies where the choice of lower boundary condition is unspecified.) Physically, in making such a choice, one is arguing that the chemical timescale is short, compared to any dynamical timescale, deep within the atmosphere. In the presence of vertical transport, molecules can freely flow across this open boundary until all other model levels reach a steady state with it. While this seems like a plausible approach, we find in practice that some species do not reach chemical equilibrium even at high pressures.
An example is shown in the bottom panel of Figure 1 , where we assume the temperature-pressure profile of Figure 6-B and K zz = 10 10 cm 2 s −1 . Due to the presence of a temperature inversion, the hotter upper atmosphere is in chemical equilibrium, while vigorous vertical transport prevents CO and CO 2 from achieving chemical equilibrium near the bottom even when P = 100-1000 bar and the temperature is close to 1000 K. The zero-flux boundary values of the molecular abundances deviate from their chemicalequilibrium values by over an order of magnitude. In fact, the chemical timescale associated with converting CO to CH 4 at 1000 K and 1000 bar is ∼ 10 6 s, which is equivalent to the dynamical timescale associated with K zz = 10 9 cm 2 s −1 in this atmosphere. These results suggest that chemicalequilibrium boundary conditions lack generality. Furthermore, we are able to demonstrate that our calculations with zero-flux boundary conditions naturally do not depend on the initial conditions assumed (see §2.2). For all of these reasons, we consider the zero-flux lower boundary condition to be a better choice than an equilibrium-chemistry one when modeling exoplanets without surfaces.
3. NUMERICAL METHOD
Discretization of Equations
To numerically solve equation (1), we discretize the spatial derivative (the diffusion term) using the finite difference method,
where, as before, the index i refers to the i-th species in our network. The index j refers to the j-th discretized layer of our model atmosphere. The upper and lower boundaries of the j-th layer are marked by the j + 1/2 and j − 1/2 indices, respectively. The spacing between the layers is given by ∆z. This staggered grid structure is a natural way to define the diffusion flux at the interface between two layers (Hu, Seager & Bains 2012) . Equation (2) can then be discretized as
where we have approximated n total,j±1/2 = n total,j±1 + n total,j 2 .
With this approach, the set of partial differential equations in equation (1) is transformed into a set of ordinary differential equations with time as the independent variable. Operationally, one begins with the initial conditions, which allows one to calculate all of the source and sink terms in equation (5). We then apply the Rosenbrock method (see Appendix A) to evolve n i,j forward in time. At each timestep, we need to solve a block-tridiagonal systems of equations, the details of which we describe in Appendix A. For a system of N i species and N j layers, a square matrix with a size of N i N j by N i N j has to be dealt with. As n i,j is evolved, the chemical production and loss terms, as well as the diffusion term, are updated. The process proceeds until all n i,j reaching a steady-state solution.
The number of layers can be freely chosen for the required resolution and efficiency. We have tested the insensitivity of our results to specifying 20, 50, 100 and 200 layers. We find that 20 layers is insufficient to accurately resolve the quench levels. With 100 layers, we have about 6 layers for every pressure scale height (as our calculations span pressures of 10 −4 to 10 3 bar) and visibly smoother profiles for the mixing ratios. We first specify our grid in terms of pressure and then compute the corresponding grid in distance (z) by solving the hydrostatic balance equation. At each grid point, we compute the mean molecular weight using
where m i is the mass of the individual molecules and m u is the atomic mass unit. We set the surface gravity to be 10 3 cm s −2 . For the comparison with , we use surface gravities of 2140 cm s −2 and 936 cm s −2 for HD 189733b and HD 209458b, respectively.
Integration Routine for Stiff Equations
Integrating equation (5) is challenging, because the system of equations are "stiff". This occurs because the chemical timescales vary over many orders of magnitude. The stiffness of the system can be defined as the ratio
where t s and t f are the timescales of the slowest and fastest reactions, obtained by taking the ratio of the maximum to the minimum eigenvalues (denoted by ξ) of the Jacobian matrix, which is stated in equation (A10). Our C-H-O network typically has a stiffness ratio r ∼ 10 20 − 10 30 , which means that the fastest reaction is 20-30 orders of magnitude faster than the slowest ones. The timestep used for explicit solvers is required to be smaller than the fastest reaction in the chemical network (t f ) to maintain stability, which creates a computational bottleneck. Implicit solvers are suitable for solving stiff equations, because the computational timestep is only limited by the desired accuracy (Press et al. 2007 ). Among the implicit methods, the backward Euler is one of the simplest, lowest-order (first-order) and most stable. It is widely used by atmospheric chemists (e.g., Hu, Seager & Bains 2012) . Other chemical kinetics codes use canned solvers of higher order, e.g., DLSODES Grassi et al. 2014; Rimmer & Helling 2016) . VULCAN is implemented with the Rosenbrock method, which is of higher order (second-order or forth-order) than the backward Euler method (Appendix A).
The initial timestep is typically chosen as ∆t = 10 −8 s to better maintain positivity (otherwise negative values of the number density may result). After each step, the following conditions have to be satisfied: 1. positive solutions obtain; 2. the estimated truncation error (see Appendix A) has to be smaller than the desired tolerance; 3. mass conservation has to be obeyed. If all of these conditions are satisfied, the solution is stored and evolved to the next step. If not, it is rejected and the stepsize is reduced, and the solver routine is called until the conditions are satisfied.
The integration stepsize is adjusted according to the estimated truncation error. It is crucial for solvers in kinetics to have an adaptive stepsize control since the chemical timescales span such a wide range. As the error becomes smaller in a typical run, the stepsize increases in the later stages. The solver stops once the convergence condition is satisfied, for which we define the variation over a period of time: After the k-th timestep and τ integration time, we compute the relative variation
where k ′ refers to the timestep at f τ , i.e., the variation of the solution from f τ to τ is examined. For example, if f is set as 0.5, it means the last half of the integration is examined for a steady state. We declare our calculation to have reached a numerical steady state if ∆n < δ and ∆n ∆t < ǫ,
In practice, we find that δ = 0.01 and ǫ = 10 −4 s −1 is useful for ensuring that our calculations complete within a reasonable time (∼minutes). VULCAN is written purely in Python, but still remains efficient 3 . For the model atmosphere of HD 189733b with 100 vertical levels, it takes about 3 minutes for VULCAN to attain steady state with a single 3.2 GHz Intel Core i5 processor running on an iMac.
In the current version of VULCAN, our temperaturepressure profiles are held fixed. As such, after a successful integration we reset the total number density (if it has changed) in order to preserve the value of the pressure in each layer.
CHEMICAL RATE COEFFICIENTS
Rate coefficients are the essential ingredients of a chemical kinetics model. We adopt the generalized Arrhenius equation (Glassman & Yetter 2015; Heng, Lyons & Tsai 2016) ,
where k is the rate coefficient in units of cm 3 s −1 for bimolecular reactions and cm 6 s −1 for termolecular reactions, such that the reaction rate has units of reactions per unit volume and time (cm −3 s −1 ). The values of A, b and E (the activation energy normalized by the specific gas constant) for the forward reactions are listed in Glassman & Yetter 2015) , but with most of the rate coefficients obtained from the NIST database 4 (validated from 500 to 2500 K). Some of the irrelevant reactions are further removed by performing the sensitivity analysis (described in Appendix B). We typically select the exothermic reaction as the forward reaction, wherever possible, since they are usually more well characterized-with some exceptions (often thermo-dissociation reactions) where the endothermic reaction rates are better measured. It is common to have inconsistent data for the same reaction in the database. When there is more than one rate coefficient available, they are selected by the following criteria (Zahnle et al. 2009 ): 1. validation within a better temperature range; 2. date of the publication; 3. review versus experimental versus theoretical publications (in that order). We note that although we benefit from the detailed investigation of the reactions from the combustion industry, some of the rate coefficients are not well studied or have been measured in a biased manner, meaning some of the combustion networks are optimized for a specific scheme and prefer a more effective pathway (see Venot et al. 2012 ; Moses 2014 for a detailed discussion).
As an example, in the scheme for CH 4 ↔ CO, which is one of the most important conversion schemes in the hot Jupiter regime, there are various pathways leading to the interconversion. The slowest reaction in the fastest pathway effectively determine the efficiency of the conversion scheme, which is the control or the rate-limiting step/reaction. The uncertainties in these reaction rates have a major influence on the quenching behavior and the disequilibrium mixing ratios. In particular, the reactions
and
are often the control steps in CH 4 → CO and CO → CH 4 , respectively. Physically, they are responsible for the step with highest energy barrier, breaking and forming the bond between carbon and oxygen. Unfortunately, these reactions rates are not well studied and the measured rates reported in the literature are inconsistent (Baulch et al. 1994; Humpfer et al. 1994; Hidaka et al. 1989) . (See the discussion in Visscher & Moses 2011; In our network, we adopt the rate coefficients for reaction (13) from Jasper et al. (2007) by considering its more recent publication date and more thorough treatment. For reaction (14), we adopt the rate coefficient from the ab initio transition-state theory calculated in , which has an activation barrier much larger than other similar reactions and also those from the combustion literature (Hidaka et al. 1989 Rimmer & Helling (2016) performed a similar quantum chemical calculation of the rate coefficient and obtained 9.41 × 10 −9 exp (−12400 K/T ) cm 3 s −1 , where the pre-exponential factor is much larger and hence yields a faster reaction rate. The reason for this discrepancy remains unknown. Adopting different rate coefficients alters the CH 4 → CO pathways and eventually changes its chemical timescales.
In some cases, the rate coefficient of the reverse reaction is experimentally measured. We refer to this as the "backward rate coefficient" to distinguish it from the thermodynamically reversed rate coefficient. One may then use either the backward or reversed rate coefficients (see Venot et al. 2012 for a discussion). In our initial calculations, we used both the forward and backward rate coefficients that were obtained from experiments, whenever possible, and found that it does not always reproduce chemical equilibrium in our benchmarking tests (see the discussion in Section 2.1.3 of Venot et al. 2012) . We then used the reversed rate coefficients for all of our calculations to ensure that chemical equilibrium can be consistently achieved. The forward rate coefficient is reversed using the procedure outlined in Appendix E (see also Visscher & Moses 2011 and Heng, Lyons & Tsai 2016 5 ), which requires the use of thermodynamic data. For completeness, Table E4 lists the NASA polynomials used to compute the enthalpy and entropy, which are taken from http://garfield.chem.elte.hu/Burcat/burcat.html.
Having obtained the reversed rate coefficients, we do not fit them with the functional form of the generalized Arrhenius equation, because we find that the fitting procedure can fail or produce noticeable errors (especially when the values vary rapidly with temperature) and requires manual verification (Nagy & Turányi 2011). Instead, we reverse the rate coefficients, at given values of the temperature and pressure, on the fly and before the calculation starts.
BENCHMARKING
In writing VULCAN from scratch, we have learned that benchmarking is an indispensible first step in demonstrating that a chemical kinetics code is accurate, especially when constructing a reduced chemical network. We have used the TEA Gibbs free energy minimization code of Blecic et al. (2016) to compute equilibrium-chemistry results from 800 to 2500 K. For disequilibrium chemistry, we compare the output from VULCAN with that from the ARGO code of Rimmer & Helling (2016) . Furthermore, we reproduce the models of HD 189733b and HD 209458b by .
Comparison with Calculations of Equilibrium Chemistry
We perform a first validation of VULCAN by comparing its equilibrium-chemistry results-steady-state solutions of (1) without the diffusion term-to that from the TEA code, which we show in Figure 2 . Generally, the agreement is excellent except for H 2 CO at T = 800 K. We determined that the difference in H 2 CO at 800 K between VULCAN and TEA is due to the different choices for the thermodynamic data: VULCAN uses the NASA polynomials, while TEA uses the JANAF tables 6 . Table 1 illustrates the differences in the dimensionless standard Gibbs free energy of formation (normalized by the universal gas constant and temperature) between the two databases. Since the standard Gibbs free energy provided by the NASA polynomials have a different reference level (where the zero energy is defined) than the standard Gibbs free energy of formation, we have to convert the former to the latter. This is done by considering the standard Gibbs free energy change for the reactions forming the substance from the elements in their most stable form. For example, 2 C(graphite) + O 2 → 2 CO is used to calculate the standard Gibbs free energy change of formation for CO. For the purpose of discussion, more consistent data for CH 4 is also listed. The differences between JANAF and the NASA polynomials are quite significant for H 2 CO and C 2 H, about 10-20 % for H 2 CO and about 20-25 % for C 2 H, while those for CH 4 agree to within 2%. This discrepancy in H 2 CO directly leads to the different equilibrium abundances in Figure  2 . Work to update the thermodynamic databases, especially for these two species, is required to reduce the discrepancies.
It is worth noting that the integration time required to attain a numerical steady state is highly sensitive to the temperature and pressure, ranging from ∼ 10 4 s to ∼ 10 20 s for 2500 K and 800 K, respectively. An efficient, stable solver that is capable of integrating for such long times is desirable. Nevertheless, reproducing chemical equilibrium is a necessary but insufficient first step. It is useful for weeding out errors associated with implementation of the code, but does not by itself validate a chemical kinetics code . Table 1 . Differences of normalized Gibbs free energy of formation: JANAF versus NASA polynomials 
Comparison with the Disequilibrium Calculations of Rimmer & Helling
A necessary second step for validating a chemical kinetics code is to compare its output with that of other chemical kinetics codes. As already explained by Venot et al. (2012) , different chemical networks with backward reactions reversed from the same equilibrium constants will evolve toward the same equilibrium state, but they may take somewhat different paths en route. These differences in the path taken will lead to discrepant results when chemical disequilibrium, due to atmospheric mixing, is included in the system. Effectively, each setup has a different overall chemical timescale.
We compare the output from VULCAN against that from ARGO written by Rimmer & Helling (2016) . ARGO takes a different approach. Instead of solving a set of 1D mass continuity equations, it uses a zero-dimensional (0D) Lagrangian "box" approach and tiles these boxes to construct a 1D model atmosphere. Each box takes a set of initial conditions and computes the output, which is then used as the initial condition for the next box. ARGO utilizes a large network of about 1100 thermochemical reactions 7 . The top panels of Figure 3 shows calculations from VULCAN and ARGO at 1000 K and 1500 K. Generally, the two sets of models agree well at 1000 K, but ARGO produces results much closer to chemical equilibrium at 1500K, even with stronger diffusion. Since VULCAN and ARGO have adopted different chemical networks and different numerical approaches, we run a separate set of models to track down the source of the discrepancies: we run ARGO, but using the reduced chemical network of VULCAN (labeled ARGO-VULCAN in the middle panels of Figure 3 ), which shows that the discrepancies are minor and may be entirely attributed to the differences in the numerical approaches. Hence, we conclude that the discrepancies between the outputs of VULCAN and ARGO are mainly due to the different chemical networks employed, with the implication that the 0D box model in ARGO can mimic the 1D diffusion process.
The bottom panels of Figure 3 show the chemical evolution of 0D calculations (without diffusion) from VULCAN, ARGO and ARGO-VULCAN (basically, ARGO-VULCAN and VULCAN only differed in their numerical solvers). It demonstrates that the same chemical-equilibrium abundances are obtained, albeit over different integration times. Overall, ARGO exhibits shorter chemical timescales than VULCAN and ARGO-VULCAN by an order of magnitude. It confirms that the chemical network of ARGO produces results closer to chemical equilibrium, as discussed above. It reinforces the point that, for benchmarking chemical kinetics calculations with diffusion, reproducing chemical equilibrium is a neces-sary but insufficient condition.
In §4, we already discussed the control steps of the CH 4 ↔ CO interconversion scheme. For reaction (13), ARGO makes a different choice and uses Oser et al. (1992) , which is valid at only 300-480 K and may not be suitable for higher temperatures. For reaction (14), ARGO uses a rate coefficient based on their own calculations (their reaction 646). Overall, the more efficient CH 4 ↔ CO scheme keeps the kinetics results of ARGO closer to chemical equilibrium and less affected by atmospheric diffusion. Moses et al. for HD 189733b and HD 209458b Our final benchmarking exercise is to produce calculations of disequilibrium chemistry with more realistic temperature-pressure profiles. We pick the published models of , who considered the hot Jupiters HD 189733b and HD 209458b. Note that, like , our calculations are not self-consistent in the sense that the temperature-pressure profiles are held fixed at their input values. In reality, any change in the molecular abundances will lead to changes in the opacities, which will in turn alter the temperature-pressure profile (Drummond et al. 2016) . Fully self-consistent calculations take this interplay into account. Figure 4 demonstrates that our VULCAN results closely reproduce those of , despite our use of a reduced chemical network. employ a network with nearly 1600 reactions (including nitrogen species), compared to about 300 for our current version of VULCAN. Since we have omitted photochemistry in this current study, we have compared our results to the "no photon" models with constant K zz = 10 9 cm 2 s −1 of HD 189733b and HD 209458b by . Discrepancies, if any, may thus be entirely attributed to differences in our chemical networks and numerical implementation. For HD209458b, the abundances of most species match well, except that CH 4 is quenched slightly differently and the discrepancy propagates to other species that are influenced by the abundance of CH 4 , including CH 3 , C 2 H 2 , C 2 H 4 , C 2 H 6 and CH 3 OH. Specifically, CH 3 OH (methanol) is a key intermediate molecule that determines the conversion rate of CH 4 to CO. By contrast, species such as CO, CO 2 and H 2 O are largely unaffected by this difference in quenching behavior. The fact that VULCAN closely matches for the C-H-O species also informs us that nitrogen couples weakly with the other molecules in the hot Jupiter regime (but see Venot et al. 2012 for the uncertainty of reactions for nitrogen compounds). Rimmer & Helling (2016) have included many more reactions than we have (about 1100 versus about 300), because of their desire to treat lightning chemistry and prebiotic photochemistry, which we have neglected in our current implementation of VULCAN. Despite this simplification, we have reproduced the HD 189733b and HD 209458b Comparing VULCAN and ARGO calculations of disequilibrium chemistry at T = 1000 K (left column) and 1500 K (right column). The constant eddy diffusion coefficient is taken to be Kzz = 10 6 cm 2 s −1 and 10 10 cm 2 s −1 , respectively. The top panels compare calculations of chemical equilibrium from VULCAN and ARGO. The middle panels additionally show chemical-equilibrium calculations performed using ARGO, but using the chemical network of VULCAN, which we label ARGO-VULCAN. The bottom panels show the evolution of mixing ratios at 1 bar, using all three models but without diffusion (Kzz = 0), with initial conditions determined using H 2 , CH 4 and H 2 O (see text). Figure 9 ), because of similarities in our choices of rate coefficients for key reactions compared to , which we have already discussed. It demonstrates that thermochemistry in the hot Jupiter regime may be represented by a reduced set of chemical reactions, which will have important implications for coupling chemical kinetics to three-dimensional general circulation models.
Comparison with the Disequilibrium Calculations of

Benchmarking Conclusions
The results of this section lead us to conclude that we have successfully benchmarked VULCAN. We are able to reproduce chemical equilibrium. We are also able to reproduce the model atmospheres of HD 189733b and HD 209458b as originally constructed by 6. RESULTS We explore trends associated with model atmospheres computed using analytical temperature-pressure profiles. The formulae for these profiles are taken from Heng, Mendonça & Lee (2014) , which are based on generalizations of the work of Guillot (2010) and Heng et al. (2012) . Our choice of parameter values for the irradiation temperature (T irr ), longwave opacity (κ L ), shortwave opacity (κ S ), longwave scattering parameter (β L ) and shortwave scattering parameter (β S ) are fully listed in Table 2 . As already mentioned, these calculations are not self-consistent, because the temperature-pressure profiles are held fixed at their input values. The advantage of using these analytical temperature-pressure profiles is that they are easily reproducible. Figure 5 shows the temperature-pressure profiles when the irradiation temperature takes on values of T irr = 1200 and 2200 K, while holding the other parameter values fixed. The profiles are similar in shape, but their normalizations are shifted wholesale. The first trend we expect is that the dominant carbon carrier shifts from being CH 4 to CO as the model atmosphere becomes hotter (Madhusudhan 2012; Heng, Lyons & Tsai 2016) . Furthermore, CO and CH 4 are favored at low and high pressures, respectively, because of Le Châtelier's principle. These competing behaviors are evident in the equilibrium-chemistry abundance profile for CH 4 (red dashed curves). The second trend we see is that CO 2 is always subdominant compared to CO and H 2 O for a solarlike metallicity.
Exploring Trends with Analytical Temperature-Pressure Profiles
cm 2 g −1 - -
The Effects of Stellar Irradiation
The Effects of a Temperature Inversion
A much discussed issue in the literature is the absence or presence of temperature inversions in the atmospheres of hot Jupiters. Intuitively, we expect the presence of a temperature inversion to negate the effects of disequilibrium chemistry produced by atmospheric mixing. In Figure 6 , we vary the "greenhouse parameter" (κ S /κ L ) from 0.1 to 10 and examine its effect on the atomic and molecular abundances. It is called the greenhouse parameter, because it controls the relative strength of optical/visible to infrared absorbers in the atmosphere.
We build our understanding in a hierarchical fashion. The middle panel of Figure 6 shows the mixing ratios for a network with only hydrogen and oxygen, which has only about a dozen chemical reactions. Water and molecular hydrogen are dominant species that are unaffected by atmospheric mixing. For the model atmosphere without a temperature inversion, we see that H, O and OH are quenched at pressures about 0.1 bar. When a temperature inversion is present, we see that the mixing ratios of H, O and OH eventually attain their chemical-equilibrium values at high altitudes. Some- what surprisingly, we were able to identify the reaction,
as the key reaction controlling the quench levels of O and OH using the technique outlined in Appendix B. Although this reaction only involves and controls H, due to the simplicity of this chemical network, OH and O are predominantly controlled by the abundance of H. It is an illustrative example of how the abundances of some species can be controlled by those of others, which has implications for the quenching approximation that is commonly invoked in the literature (and which we will revisit in §6.3).
A similar qualitative behavior is seen for CO, CO 2 and H 2 O, when one examines a C-H-O network. The mixing ratios of CH 4 and C 2 H 2 do not attain their chemicalequilibrium values at high altitudes, due to the longer timescale of converting CH 4 . We will elucidate the reasons for this seemingly strange behavior in §6.3. Since the geometric albedos of exoplanetary atmospheres may be readily measured by detecting their visible/optical secondary eclipses, it is relevant to understand the effects of varying the Bond albedo. As derived by Heng, Mendonça & Lee (2014) , the Bond albedo (A B ) and shortwave scattering parameter are related by A B = (1 − β S )/(1 + β S ). In Figure 7 , we see that increasing the Bond albedo essentially lowers the average temperature and the temperature gradient as well. The effect of varying temperatures is similar to that in Figure 5 , except the abundance of CO in Figure 7 -B is more significantly reduced due to the lower temperatures in the deep levels.
The Effects of Scattering in the Visible (Varying the Bond
The Effects of Scattering in the Infrared (Scattering Greenhouse Effect)
The analytical profile of Heng, Mendonça & Lee (2014) includes a generalization to consider scattering in the infrared, which serves as a proxy for the presence of micronsized (or larger) aerosols, condensates or cloud particles. This "scattering greenhouse effect" warms the atmosphere throughout (top panel of Figure 8 ), which diminishes methane and enhances carbon monoxide (bottom panel of Figure 8 ).
Revisiting the Quenching Approximation
A potential way to describe disequilibrium chemistry, induced by atmospheric motion, without having to perform full calculations of chemical kinetics, is to employ the quenching approximation (Prinn & Barshay 1977) . It is the notion that there exists a point, within the atmosphere, where the chemical and dynamical timescales are equal, known as the "quench level". Below this point, chemistry reacts fast enough that the abundance is simply determined by chemical equilibrium. Above this point, the abundances of the atoms and molecules are frozen to their equilibrium values at the quench level, because chemistry is slow compared to dynamics. Madhusudhan & Seager (2011) show a recent example of how the quenching approximation is employed to compute the abundances of major molecules when eddy diffusion is present. In practice, one computes the chemical timescale (t chem ) given by
where dn i,j /dt is the control or rate-limiting step. A caveat is that ambiguities or discrepancies may arise when identifying the rate-limiting reaction and determining the values of the rate coefficients, and one is sometimes forced to choose between competing or even contradictory sources. The chemical timescale is then compared to the dynamical timescale,
where L is a characteristic lengthscale, typically taken to be the pressure scale height without justification. Smith (1998) has discussed how the characteristic lengthscale ranges from being L = 0.1H to L = H (see Table I in Smith 1998 and Table 1 in Visscher & Moses 2011 ). This ambiguity translates into an uncertainty of two orders of magnitude in the dynamical timescale. We note that Madhusudhan & Seager (2011) have assumed L = H. The uncertainties associated with identifying the control or rate-limiting step and choosing the value of L have been previously discussed in Visscher & Moses (2011) . In this work, we will demonstrate a third uncertainty, which is the interplay between the quenched species and unquenched species.
We focus on two species: methane and acetylene, as they are illustrative and instructive. We factor in the uncertainty associated with the dynamical timescale. In Figure 9 , we compare full calculations of chemical kinetics versus those obtained using the quenching approximation for the temperature-pressure profile in Figure 6 
where we found CH 3 + OH → CH 2 OH + H and CH 3 + OH + M → CH 3 OH + M to be the rate-limiting step at low and high pressures, respectively, in agreement with .
For C 2 H 2 → CH 4 conversion, the chemical pathway is given by
where we found the rate-limiting step to be C 2 H 5 + H 2 → C 2 H 6 + H or C 2 H 6 + M → 2 CH 3 + M at low pressure.
For methane, the approximate mixing ratios lie in the range bounded by the uncertainty associated with t dyn . As the eddy diffusion coefficient becomes larger, the range of methane abundances obtained from the quenching approach spans orders of magnitude, because the gradient of the chemical timescale, across pressure, becomes steep. The utility of the quenching approximation becomes suspect.
For acetylene, the quenching approximation does not even produce solutions that are within the range bounded by the uncertainty associated with t dyn . In fact, the accuracy is worse than at the order-of-magnitude level. The reason is because the unquenched acetylene interacts with the quenched methane, which causes its mixing ratio to deviate from the values predicted by the quench level. The discrepancy results from manually fixing the quench abundance and negating its interplay with other species. This reasoning is supported by the bottom panel of Figure 9 , which demonstrates that the abundances of acetylene and methane, relative to their chemical-equilibrium values, closely track each other.
Our results in Figure 9 demonstrate that the quenching approximation cannot be applied wholesale to all of the species in a chemical network, because the abundances of some of these species are not determined by their quench levels, but are rather controlled by the abundances of other species. For this reason, calculations that employ the quenching approximation need to be checked by full calculations of chemical kinetics, at least in the hot exoplanetary atmosphere regime.
For completeness, we include in Tables B1 and B2 the sets of most relevant reactions for CH 4 and C 2 H 2 , respectively, for T = 1000 K and P = 1 bar. For the conversion of CH 4 to CO, the reactions labeled by R1, R13, R126, R127, R232, R270, and R291 belong to the pathways, and for the conversion of C 2 H 2 → CH 4 , the reactions labeled by R14, R25, R36, R231, R232, R241, R245, and R258 are important, while the rest of the reactions in Table B1 and B2 do not directly belong to the main CH 4 → CO and CH 4 → C 2 H 2 pathways.
Interplay Between C/O and Atmospheric Mixing
We also explore the interplay between C/O and atmospheric mixing, and the consequences for the photospheric abundances of the major molecules. In Figures 10, 11 and 12, we show the mixing ratios of CH 4 , CO, CO 2 , H 2 O and C 2 H 2 for isothermal atmospheres at 1200 K, as well as temperature-pressure profiles from Figure 6 -A and 6-B, respectively. We performed calculations from C/O = 0.1 to 10, both with and without atmospheric mixing 8 . The chemicalequilibrium molecular abundances are sensitive to the value of C/O and experience a qualitative transition versus pressure at C/O = 1 (Moses et al. 2013a ). The carbon and oxygen atoms are bound up in carbon monoxide, because of its relative stability. Any excess carbon is then bound up in methane if C/O > 1, and any access oxygen is bound up in water if C/O < 1, and these molecules then maintain a uniform mixing ratio across pressure, unaffected by the presence of atmospheric mixing. This trend is broken for methane when a temperature inversion exists, as the higher temperatures favor the deposition of carbon in acetylene (see C/O > 1 curves in Figure 12 ). of chemical equilibrium displayed by the major molecules are somewhat simple, as already noted by Madhusudhan (2012) and Heng, Lyons & Tsai (2016) . When atmospheric mixing is present, one is effectively sampling the molecular abundances originating from a deeper part of the isothermal atmosphere with higher pressures (except for species like C 2 H 2 ). Therefore, the presence of atmospheric mixing may lead to a degeneracy in interpretation if it is focused only on one molecule. For example, at solar metallicity, a high abundance of methane may be a result of high C/O or low C/O in the presence of efficient mixing. Similarly, a high abundance of water may be the result of low C/O or high C/O in the presence of efficient mixing. The joint consideration of two or more molecules breaks these degeneracies. For example, a high abundance of methane combined with a low abundance of water constitutes evidence for a high C/O.
SUMMARY & DISCUSSION
Overall Conclusions
We have constructed an open-source and validated chemical kinetics code, named VULCAN, for studying the gaseous chemistry of hot (500-2500 K) exoplanetary atmospheres using a reduced C-H-O network of about 300 reactions for 29 species. We have provided a full description of the rate coefficients and thermodynamic data used. We have demonstrated that VULCAN is able to reproduce chemical equilibrium as a limiting case and also compared our calculations to the disequilibrium-chemistry models of and Rimmer & Helling (2016) . Specifically, we are able to reproduce the models of HD 189733b and HD 209458b by , despite using a reduced chemical network (300 versus nearly 1600 reactions), thus demonstrating that the accuracy of a chemical kinetics calculation is not determined by the sheer size of the network alone. We further examine trends associated with varying the temperaturepressure profile. We demonstrate that the quenching approximation cannot always be employed and may result in large errors of several orders of magnitude. Finally, we show that the abundances of CH 4 and H 2 O depend sensitively on the presence of atmospheric mixing at low and high values of C/O, respectively.
Comparison to Previous Work and Opportunities for Future Work
In terms of its technical setup, VULCAN shares some similarities to the work of ), Hu, Seager & Bains (2012 , Moses et al. (2013a,b) , Hu, Seager & Yung (2015) and Venot et al. (2012 Venot et al. ( , 2015 . These codes solve a set of mass continuity equations with chemical source and sink terms, and approximate atmospheric motion by diffusion. They differ in some details: we have used the Rosenbrock (semi-implicit) method, while Hu, Seager & Bains (2012) used the backward Euler method. Among these studies, we have employed the smallest chemical network, but we have demonstrated that our results are equivalent. The approach of Rimmer & Helling (2016) is somewhat different from this body of work (see §5.2). An obvious opportunity for future work is to include nitrogen, sulphur and phosphorus in our chemical network. Another missing ingredient is photochemistry. It would also be insightful to include the effects of condensation in a setting with disequilibrium chemistry. Burrows & Sharp (1999) have included condensation in their calculations, but these are restricted to being in chemical equilibrium.
In the long term, it will be necessary to couple radiative transfer, chemistry and atmospheric dynamics, since the temperature-pressure profile of the atmosphere changes with the chemistry, because the relative abundances of the molecules alter the opacities, which in turn change the temperature Drummond et al. (2016) . Atmospheric dynamics should be properly represented, instead of being crudely approximated by eddy diffusion, which does not apply to situations where the length scale of atmospheric motion exceeds a pressure scale height. Initial investigations of the coupling of atmospheric dynamics with chemistry have been performed by Cooper & Showman (2006) , Burrows et al. (2010) and Agúndez et al. (2012) , albeit with (severe) approximations taken. Cooper & Showman (2006) used a single rate coefficient to describe the conversion between carbon monoxide and methane. Burrows et al. (2010) post-processed the output of general circulation models to study the relative abundance of methane between the dayside and nightside hemispheres of hot Jupiters. Agúndez et al. (2012) used a simple dynamical model with solid-body rotation to study the effects of a uniform zonal jet on the chemical kinetics; Agúndez et al. (2014) added photochemistry to the model of Agúndez et al. (2012) . A fully self-consistent calculation is still missing from the literature.
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where n is the dependent variable, t is the independent variable and f (n) is an arbitrary function of n. If we discretize this equation and denote the stepsize by ∆t, then explicit differencing (i.e., the forward Euler method) yields
where k denotes the k-th index of the discretized independent variable. Fully-implicit differencing (i.e., the backward Euler method) gives
Solving the above non-linear equations for n k+1 generally involves using a Newton-Raphson-like iteration method, which is the most computationally expensive part in chemical kinetics. An alternative approach is to perform a Taylor expansion of f for the linear term (i.e., the semi-implicit Euler method) (Press et al. 2007) ,
which may be expressed more compactly as
where I is the identity matrix and
represents the Jacobian matrix evaluated at n k . The semi-implicit Euler method is generally stable when dealing with stiff ODEs. Since it avoids numerical iteration for solving non-linear equations, it is much more efficient than the backward Euler method. The s-stage Rosenbrock method generalizes equation (A4) (Rosenbrock 1963; Press et al. 2007) ,
The quantities b i , α ij and γ ij are all scalars (i.e., numbers) chosen to meet the desired stability and accuracy, and s is the number of stages specified. It is common to take γ ii = γ for all stages. For example, if s = 1, γ = 1 and b 1 = 1, we recover the semi-implicit Euler method. To minimize the matrix computation, g i in (A7) can be written as
VULCAN has been implemented with both a second-order (s = 2) and a fourth-order (s = 6) Rosenbrock solver. Verwer et al. (1998) recommended the second-order Rosenbrock method for being stable over large stepsizes, which suits the need of chemical kinetics. With the following coefficients, b 1 = 1/2, b 2 = 1/2, α 21 = 1, γ 11 = γ 22 = 1 + 1/ √ 2 and γ 21 = −2, the second-order Rosenbrock method takes the form,
One can easily use the first-order solution n * k+1 to estimate the truncation error by |n k+1 − n * k+1 |,
The truncation error (E) can be used to adjust the stepsize according to
where T is the desired relative error tolerance and 0.9 is simply a safety factor. After each timestep, if E is greater than T , the solution is rejected and the stepsize is reduced. After a successful integration, the above scheme is applied to adjust the stepsize. Typically, we use values of T between 0.01 and 0.1. The most computationally expensive part of the above method is evaluating the Jacobian matrix, which has a "block triadiagonal" structure, as already noted by Hu, Seager & Bains (2012) . The entries of the Jacobian matrix are
where the indices α and β refer to the location of a "block" or submatrix ( Figure A1 ). Within each block, α(i, j) and β(i ′ , j ′ ) refer to f for the i-th species at the j-th level and n for the i ′ -th species at the j ′ -th level, respectively. Physically, this structure accounts for the interaction of all of the chemical species within a layer and also with those in the other layers. Since we are employing a first-order discretization of the spatial derivative (the diffusion term), we only need to account for interactions, via diffusion, between a layer and the two layers immediately adjacent to it (i.e., above and below it). As illustrated in Figure A1 , the diagonal blocks account for the interaction between all of the chemical species in a given layer. If there are N i species in the chemical network, then each diagonal block has a size of N i by N i . The off-diagonal blocks account for interactions between the chemical species located in a layer with those in the adjacent layers and also has a size of N i by N i . Other blocks in the Jacobian matrix are empty (contain zeros), because layers that are spaced two layers or more apart do not interact via diffusion in our first-order treatment. The Jacobian matrix has N j blocks across each dimension and a size of N i N j by N i N j . We store the Jacobian matrix as a banded matrix (in order to get rid of most of the zeros; e.g., see Section 2.4 of Press et al. 2007 ) and handle it using the linear algebra routine scipy.linalg.solve banded in Python.
B. SENSITIVITY ANALYSIS
To apply the quenching approximation, we need a technique for identifying the dominant or key reactions, within our network, that contribute to the production or loss of a molecule. For each reaction in our network, we vary its rate coefficient and measure the effect on the abundance of a specific molecule. The influence or importance of each reaction on the molecule in question is quantified via the Pearson product-moment correlation coefficient, also known as "Pearson's r" (Press et al. 2007) .
In Figure B2 , we show our calculations of the Pearson product-moment correlation coefficient for CH 4 , C 2 H 2 , H 2 O and CO. For each reaction, the Pearson product-moment correlation coefficient is computed from a set of 6 calculations, where each rate coefficient is varied by a factor of 10 −3 , 10 −2 , 10 −1 , 10, 10 2 and 10 3 . Positive (negative) values of the Pearson product-moment correlation coefficient mean that the abundance of the molecule in question increases (decreases) when the rate coefficient is increased. Figure A1 . Schematic illustration of the Jacobian matrix, which has a "block tridiagonal" structure. The diagonal blocks are colored blue and represent the interactions between all of the chemical species in a given layer. The off-diagonal blocks, which are colored red and green, represent the interactions between the chemical species in a given layer and those located in the layers immediately adjacent to it. Blank/white squares contain zero values, since there is no coupling between a given atmospheric layer and any layer that is located more than two layers away for our first-order treatment of diffusion. Table B1 . Key reactions that determine the abundances of CH 4 at T = 1000 K and P = 1 bar (with a Pearson product-moment correlation coefficient greater than 0.75)
We found this technique to be useful for identifying the key reactions, when we were using the forward and backward rate coefficients and failing to reproduce chemical equilibrium in our initial calculations. It is also possible to apply this technique when diffusion is present. In principle, such a technique could also be useful for constructing a reduced chemical network from scratch. More sophisticated techniques for analyzing and identifying the key reactions may be found in Dobrijevic et al. (2010) and Wakelam et al. (2010) . VULCAN is constructed in a way to allow the user to specify a different chemical network, if desired. This involves specifying a different set of chemical reactions from the ones we have used in the current study, which also involves writing down their rate coefficients. The most tedious step is in constructing the Jacobian matrix, described in Appendix A. As part of VULCAN, we have written a complementary code (to the main chemical kinetics solver), also in the Python programming language, that allows a different chemical network to be set up and for its corresponding Jacobian matrix to be constructed symbolically. Hence, as a chemical network is provided, all the relevant numerical functions, including the one for the analytical Jacobian matrix, would be automatically generated to optimize computational efficiency.
The chemical reactions are read into VULCAN in a user-friendly form,
...
The numbers X1, X2, X3 are A, b, E in the generalized Arrhenius formula in equation (12). Once the entire list of chemical reactions and rate coefficients are entered, the code allocates the reactions that are relevant for producing and destroying the i-th species and constructs the chemical production and loss terms, as well as the diffusion term. The last step involves using the jacobian routine, from the sympy package, to obtain the algebraical form of the Jacobian matrix related to chemical reactions.
Based on this, Python functions of the total Jacobian matrix including diffusion are constructed and can be used for the ODE Table B2 . Key reactions that determine the abundances of C 2 H 2 at T = 1000 K and P = 1 bar (with a Pearson product-moment correlation coefficient greater than 0.99) Index Reaction
The rate coefficients of bimolecular and termolecular reactions are listed in Table D3 , where it is understood that T is expressed in units of K. For reactions involving the third body M (termolecular and thermal dissociation reactions), the rate constants depend on the number density of M, or practically the total pressure(k 0 and k ∞ respectively). The rate coefficient at a given pressure is expressed by
with F being a modification factor to more accurately account for the different collisional efficiency of the different species. A few common choices of F may be found in Appendix C of Venot et al. (2012) . Here, we use the Lindemann form, where we simply have F = 1 (Lindemann et al. 1922) . Following the usual convention, the odd-and even-numbered reactions correspond to the forward and reverse reactions, respectively. Our reverse rate coefficients are obtained by reversing the forward rate coefficients (see Appendix E). 
with k f and k r being the forward and reverse rate constant, k B being the Boltzmann constant, ∆µ being the difference between the forward and reverse stoichiometric coefficients, P 0 being the standard-state pressure (1 bar for ideal gas). The equilibrium constant can be expressed by the standard Gibbs free as
where ∆G 0 is the change of standard Gibbs free energy from reactants to products,
with ∆H 0 and ∆s 0 being the changes in standard enthalpy and standard entropy, respectively, defined in the same way. Equations (E12) and (E13) allow us to calculate the reverse rate coefficient,
The standard enthalpy and standard entropy of each species are expressed in terms of the NASA polynomials, which we archive in Table E4 . For each species, the first row is for T = 200-1000 K. The second row is for T = 1000-6000 K. The enthalpy and 8 Shown by Squib in the NIST database 9 http://www.nist.gov/data/nsrds/NSRDS-NBS67.pdf 
