This lecture note is intended for use in the course 04212 Optimization and Data Fitting at the Technincal University of Denmark. It covers about 25 of the curriculum. Hopefully, the note may be useful also to interested persons not participating in that course.
Introduction
In this lecture note we shall discuss numerical methods for the solution of the optimization problem: For a real function of several real variables we w ant to nd an argument v ector which corresponds to a minimal function value:
The Optimization Problem One global minimizer and many local minimizers.
The ideal situation for optimization computations is that the objective function has a unique minimizer. We call this the global minimizer.
In some cases the objective function has several or even in nitely many minimizers. In problems like this it may be su cient for us to nd one of these minimizers. In many objective functions from applications we h a ve a global minimizer and several local minimizers. It is very di cult to develop methods which can nd the global minimizer with certainty in this situation. Methods for global optimization are very complicated and outside the scope of this note.
The methods described here can nd a local minimizer for the objective function. When a local minimizer has been discovered, we do not know whether it is a global minimizer or one of the local minimizers. We c a n n o t e v en be sure that our optimization method will nd the local minimizer closest to the starting point. In order to explore several local minimizers we can try several runs with di erent starting points, or better still examine intermediate results produced
by a global minimizer. We end this section with an example meant to demonstrate that optimization methods based on too primitive ideas may be dangerous. , x2 2 
:
The idea which w e should not use is the following:
Make a series of iterations. In each iteration we k eep one of the variables xed and seek a value of the other variable so as to minimize the f-value". In Figure After some iterations the steps begin to decrease rapidly in size. They can become so small that they do not in uence the
x-values, because these are represented with a nite precision in the computer, and the progress stops completely. In many cases this happens far away f r o m the solution. We s a y that the iteration is caught i n Stiefel's cage.
Conditions for a Local Minimizer 8
The method" is called the method of alternating variables and it is a classical example of a dangerous method, a method we m ust avoid.
Conditions for a Local Minimizer
A local minimizer for f is an argument v ector giving the smallest function value inside a certain region, de ned by "
:
De nition The stationary points are the local maximizers, the local minimizers and the rest". To distinguish between them, we need one extra term in the Taylor series. This is, provided that f has continuous third derivatives, Note that this is a symmetric matrix. For a stationary point 1.6 takes the form is a local minimizer
The local maximizers and the rest", which w e call saddle points, can be characterized by the following corollary, also derived from 1.6. x s is a local maximizer or a saddle point.
5
f 00
x s is negative de nite:
x s is a local maximizer.
If f 00
x s = 0, t h e n w e need higher order terms in the Taylor series in order to nd the local minimizers among the stationary points. Finally, the Taylor series 1.6 is also the basis for the following: are methods for which it is possible to prove t h a t a n y a c c u m ulation point i. kekk 0:001
They have c1 = c2 = 1 2 in 2.4 and 2.5 respectively. I f w e w ant a n accuracy of 12 decimals, the iteration with quadratic convergence will only need 2 more steps, whereas the iteration with linear convergence will need about 30 more steps, If is not too large, then the rst two terms will dominate over the last:
The sign of the term h f 0
x decides whether we start o uphill or downhill. In our space I R n we consider a hyperplane 
Descent Methods
We n o w de ne a descent direction. This is a downhill" direction, i.e. it is inside the good" halfspace:
De nition h is a descent direction from x h f 0 x 0
2.11
A method based on condition 2.11 is a descent method.
In Figure 2 .1 we h a ve a descent direction h, satisfying 2.11. We introduce the angle between h and ,f 0 x = 6 h; ,f 0 x with cos = ,h f 0 x khk k f 0 xk :
2.12
We state a new condition on this angle,
De nition An absolute descent method has search directions h k , which satisfy 2 , for all k, w i t h 0 independent o f k
2.13
The discussion above is concerned with the geometry in IR 3 , a n d is easily seen to be valid also in IR 2 . If the dimension n is larger than 3, we c a l l the pseudoangle between h and ,f 0 x". In this way w e can use 2.12 and 2.13, for all n 2.
The restriction that must be constant in all the steps is necessary for the global convergence result we g i v e in the next section.
Descent Methods with Line Search
When a descent direction has been determined, we h a ve t o d e c i d e how long the step in this direction should be. We perform a line search as indicated in Algorithm 2.7. First, we m u s t b e s u r e t h a t t h e descending condition 2.2 is satis ed. Next, we m ust guard against To ensure that we get a useful decrease in f-value, we s t o p t h e search with a value s which g i v es a '-value below that of the line y = , indicated in Figure 2. 3. This line goes through the starting point and has a slope which is a fraction of the slope of the starting tangent t o t h e '-curve: 
2.15
The parameter is normally small, 0:001 can be a good value. Condition 2.15 is needed in some convergence proofs.
We also want to ensure that the -value is not chosen too small. In Figure 2 .3 we indicate a requirement, ensuring that the local slope is greater than the starting slope. More speci cly, ' 0 s ' 0 0 with 1 : 2.16 A possible outcome is that the method nds a stationary point x k with f 0 x k = 0 and then it stops. Another possibility i s t h a t fx is not bounded from below for x in the level set fx j fx f x 0 g and the method may fall into the hole". If neither of these occur, the method converges towards a stationary point. The method being a descent method often makes it converge towa r d s a p o i n t w h i c h i s not only a stationary point but also a local minimizer. 2.18 This shows that the exact line search will stop at a point where the local gradient is orthogonal to the search direction. Example 2.4. A divine power" with a radar set follows the movements of our wayward tourist. He has decided to continue in a given direction, until his feet or his altimeter tells him that he starts to go uphill. The "divine power" can see that he stops where the given direction is tangent to a local contour. This is equivalent to the orthogonality mentioned in 2.18. 23 2. Descent Methods For further details about line searches, see Sections 2.5 2.6. There are several disadvantages to exact line search. Firstly, i t i s more time consuming than soft line search. It contains iterative r enement o f a n a p p r o ximation to the minimizer along our direction. This can take quite a lot of time. Even if an exact line search nds the solution in its rst try, in some cases it will perform several steps of computation in order to check its stopping criterion. Its second disadvantage is shown in the next example. Example 2.5. Our wayward tourist has determined to go by exact line searches. Walking in the given direction towards the lowest point i n that direction, our tourist may feel a steep descent across his path. This will make him want to start on a new search direction before he arrives at the bottom in his rst direction.
The example hinted that it is often a good idea to use a step in the given direction which is shorter than the step resulting from an exact line search. This is one of the reasons behind the class of methods given in the next section, methods with no line searches. it is large the agreement is good. Thus we let the gain factor regulate the size of the trust region for the next step or our next attempt for this step when r 0 and h is rejected.
We n o w h a ve the basis for The algorithm has two parts. First we nd an interval a; b t h a t contains acceptable points, see gure 2.5:
acceptable points a b In the second part of the algorithm we successively reduce the interval: We nd a point in the strict interior of a; b . If both conditions 2.24 are satis ed by this -value, then we are nished s = . Otherwise, the reduced interval is either a; b : = a; o r a; b : = ; b , where the choice is made so that the reduced a; b contains acceptable points. Therefore, the function and slope values should be stored in auxillary variables for use in acceptance criteria and elsewhere, and the implementation should return the value of the objective function and its gradient to the calling programme, a descent method. They will be useful as starting function value and for the starting slope in the next linesearch the next iteration.
Exact Line Search
The Here, " and indicate the level of errors tolerated; both should be small positive n umbers. An advantage of an exact line search is that in theory at least it can produce its results exactly, and this is needed in some theoretical convergence results concerning conjugate gradient methods, see Chapter 4. The disadvantages are numerous. It normally takes far more time per search direction than soft line searches do. Also, as indicated in Example 2.5, it can lead to an increased numb e r o f s e a r c h directions.
The Steepest Descent Method
Until now w e h a ve not answered an important question connected with algorithm 2.7: Which of the possible descent directions see de nition 2.11 do we c hoose as search direction? Our rst considerations will be based purely on local rst order information. Which descent direction gives us the greatest gain in function value relative to the step length? Using the rst The example above s h o ws how the nal linear convergence of the steepest descent method can become so slow t h a t i t m a k es the method completely useless when we are near the solution. We s a y that the iteration is caught i n Stiefel's cage. Still, the method is useful when we are far from the solution.
It performs a little better if we m a k e sure that the steps taken are small enough. In a version like this it is included in several modern hybrid methods, where there is a switch b e t ween two methods, one with robust global performance and one with superlinear or even quadratic nal convergence. Under these circumstances the method of steepest descent d o e s a v ery good job as the global part" of the hybrid.
Conjugate Gradient Methods
The methods described in this chapter are the rst ones that we encounter that can be called practical. They are simple and easy to implement, though perhaps not so easy to understand. Generally they are superior to the steepest descent method, but Newton's method and its relatives, that will be described in the next chapter, are usually even better. However, this is not always so, and one class of problems where conjugate gradient methods often outperform 3 The algorithm terminates after at most n steps.
Proof: We examine the inner product in 2.11 and insert the expres- Here, we h a ve exploited that the directions fh i g are conjugate with respect to H, a n d w e h a ve proven 2 .
Finally, H is non-singular, and it is easy to show that this implies that a set of conjugate vectors is linearly independent. Therefore What remains is to nd a clever way to determine . The approach used is to determine in such a w ay that the resulting method will work well for minimizing quadratic functions. The success of the method for quadratics is then used as a justi cation for applying it on more general functions. This makes sense because Taylor's formula shows that smooth functions are locally well approximated by quadratics. For general functions, however, the two methods di er, and through the years experience has shown 4.11 to be superior to 4. The Fletcher Reeves and the Polak Ribi ere formulae are equivalent in this setting, and the resulting method is called the conjugate gradient method for linear systems. Its study is a whole subject in itself, within the eld of numerical linear algebra.
One situation where this method may be preferrable is when the system to be solved is large and sparse. Since the conjugate gradient method only needs matrix-vector multiplications it can then be much cheaper than a direct method, e.g. Gaussian elimination.
Implementation
To implement a conjugate gradient algorithm in a computer program, some decisions must be made. Of course we need to choose a formula for . H e r e t h e P olak Ribi ere formula is recommended.
We also need to specify the exactness of the line search. For Newton-type methods it is usually recommended that the line search be quite soft, so for the line search in Algorithm 2.25 it is common to choose the parameter values = 0 :01 and = 0 :9. For conjugate gradient methods experience dictates that a line search with stricter tolerances be used, say = 0 :01 and = 0 :1. In addition we h a ve t o specify the stopping criterion. Here 2.9 is recommended. We d o n o t have acces to f 00 x k and therefore cannot use 2.10. For methods with a fast convergence rate, 2.8 may be quite satisfactory, but its use for conjugate gradient methods must be discouraged because their nal convergence rate is only linear. Finally some remarks on the storage of vectors. The Fletcher Reeves method may be implemented using three n-vectors of storage, x, g and h. If these contain x, f 0 x and h prev at the beginning of the current iteration step, we m a y o verwrite h with h cg and during the line search w e o verwrite x with x+ h cg and g with f 0 x+ h cg . is widely used for testing optimization algorithms. 
M o s t optimization algorithms will try to follow t h i s v alley. T h us, we will need a considerable amount of iteration steps if we t a k e x0 in the 2nd
quadrant. Thus, in this case the Polak Ribi ere method with soft line search p e rforms best. Below w e g i v e the iterates cf. Top: iterates xk. Bottom: fxk and kf 0 xkk1.
Newton-Type Methods
In this chapter we consider a class of methods for unconstrained optimization which are based on Newton's method. This class is called Quasi-Newton methods. In order to explain these methods we r s t describe Newton's method for unconstrained optimization in detail. Newton's method leads to another kind of methods known as Damped Newton Methods, which will also be presented.
Finally we get to the Quasi-Newton methods. This class includes some of the best methods on the market for solving the unconstrained optimization problem.
Newton's Method
Newton's method forms the basis of all Quasi-Newton methods. It is widely used for solving systems of non-linear equations, and until recently it was also widely used for solving unconstrained optimization problems. As it will appear, the two problems are closely related. Example 5.1. In Example 1.2 we s a w the method of alternating directions fail to nd the minimizer of a simple quadratic in two dimensions and in Example 3.1 we s a w the steepest descent method fail on the same quadratic. In Chapter 4 we s a w that the conjugate gradient methods nds the minimizer of a quadratic in n steps n being the dimension of the space, in two steps in Example 4.1. Newton's method can nd the minimizer of a quadratic in ndimensional space in one step. This follows from equation 5.2 below. Figure 5 .1 gives the contours of our 2-dimensional quadratic together with an arbitrary x0. x1 and the minimizer x , marked by . We can see in Figure 5 .2 that in a region around the minimizer the function looks very well-behaved and extremely simple to minimize. The next point to discuss is that f 00
Newton-Type Methods
x m a y not be positive de nite function evaluations are needed. Below, we summarize the advantages and disadvantages of Newton's method discussed above. They are the key to the development o f more useful algorithms, since they point out properties to be retained and areas where improvements and modi cations are required.
Advantages and disadvantages of Newton's method for unconstrained optimization problems Advantages 3 The system of linear equations to be solved in each iteration may be ill-conditioned or singular.
4 Requires analytic second order derivatives of f. Table 5 x+I is not positive de nite corresponds to changing the quadratic model so that it has a unique minimizer. With the procedure above the direction found is sure to be downhill, but this is not enough to ensure global convergence. We m ust also include measures that ensure that the length of the step is appropriate, so that the method is descending. Consider what would happen if this was the only modi cation and such a method were used to minimize the tricky function 5.5. Also, the procedure only provides mechanisms to increase . There is no way to reduce it and thereby take advantage of the rapid convergence of the Newton method. As in a trust region method we can investigate the value of the cost function at the trial point, i.e. 5.12 59
The simplicity of the original Newton method has disappeared in the attempt to obtain global convergence, but this type of method does perform well in general.
Example 5.4. The three circles in Figure 5 .4a indicates points, where the iterations stalls, i.e. the current x is not changed, but is updated. After passing the bottom of the parabola, the damping parameter is decreased in each step. As in the previous example we a c hieve superlinear nal convergence.
Quasi Newton Methods
The modi cations discussed in the previous section make it possible to overcome the rst three of the main disadvantages of Newton's method shown in Table 5 .3: The damped Newton method is globally convergent, ill-conditioning may b e a voided, and minima are rapidly located. However, no means of overcoming the fourth disadvantage has been considered: The user must still supply formulae and implementations of the second derivatives of the cost function.
In Quasi Newton methods from latin, quasi: nearly the idea is to use matrices which a p p r o ximate the Hessian matrix or its inverse, instead of the Hessian matrix or its inverse in Newton's equation 5. 
Quasi Newton with Updating Formulae
We begin this subsection with a short discussion on why a p p r o ximations to the inverse Hessian are preferred rather than approximations to the Hessian itself: First, the computational labor in the updating 
Dnew
In what follows the requirements to the updating and the techniques needed shall be presented. 
5.17a
This is the Quasi Newton condition. 5.21c
The factor u 
5.25
This was the dominating formula for more than a decade and it was found to work well in practice. In general it is more e cient t h a n the conjugate gradient method see Chapter 4. Traditionally it has been used in Quasi Newton methods with exact line search, but it may also be used with soft line search a s w e shall see in a moment. is the line search function de ned in section 2.1. The DFP formula with exact line search w orks well in practice and has been used widely. When the soft line search methods were introduced, however, the DFP formula appeared less favorable because it does not always work well with a soft line search. There is another rank-two updating formula which w orks better, and the DFP formula only has theoretical importance today. The corresponding formula for updating approximations to the Hessian itself is rather long, and we omit it here. At t h i s p o i n t w e shall elaborate on the importance of using soft line search in Quasi Newton methods. The number of iteration steps will usually be larger with the soft line search when compared to an exact line search, but the total number of function evaluations needed to minimize f will be considerably smaller. Clearly, the purpose of using soft line search is to be able to take the steps which are proposed by the Quasi Newton method directly. I n t h i s w ay w e c a n a void a noticeable number of function evaluations in each iteration step for the determination of the exact minimum of f along the line. Further, in the nal iterations, the approximations to the second order derivatives are usually remarkably good and the Quasi Newton method obtains a ne rate of convergence see below.
The BFGS Formulae
T h e n a l u p d a t i n g f o r m ulae to be discussed in these notes are known as the BFGS formulae, and they are the most popular of all the updating formulae, described in the literature. As it is the case with the 5.10. The BFGS Formulae 72 DFP formula, the BFGS formulae are di cult to derive directly from the requirements. However, they arrive i n a f u n n y w ay through the concept of duality which will be discussed brie y here: Remember the The BFGS formulae are always used together with a soft line search and as discussed above the procedure should be initiated with the full Quasi Newton step in each iteration step, i.e. the initial in 2.25 should be one. Experiments show that it should be implemented with a very loose line search; typical values for the parameters in 2.24 are = 1 0 ,4 and = 0 :9.
The properties a f of the DFP formula also hold for the BFGS formulae. Moreover, Powell has proved a better convergence result for the latter formulae namely that they will also converge with a soft line search o n c o n vex problems. Unfortunately, c o n vergence towards a stationary point has not been proved for neither the DFP nor the BFGS formulae on general non-linear functions no matter which t ype of line search. Still, BFGS with soft line search i s k n o wn as the method which never fails to come out with a stationary point.
Quadratic Termination
We indicated above that there is a close relationship between the DFPupdate and the BFGS-updates. Still, their performances are di erent with the DFP update performing poorly with soft line searches. Broyden suggested to combine the two sets of formulae:
Broyden This implies that a Quasi Newton method with exact line searches determines the minimizer of a positive de nite quadratic after no more than n iteration steps n being the dimension of the space.
5.30
The basis of all the updating in this chapter is the Quasi Newton conditions 5. is not only a stationary point, but also a minimizer.
Implementation of a Quasi Newton Method
In this section we shall discuss some details of the implementation and nally show the Quasi Newton algorithm with the di erent p a r t s assembeled. Based on the above discussion we h a ve c hosen a BFGS updating formula, and for the reasons given p. 62, an update of the inverse Hes- If it is, it may be costly: we need to compute 1 2 nn+1 elements in the symmetric matrix f 00 x, while f 0 x has n elements only.

