We study linear transformations T : R[x] → R[x] of the form T [x n ] = P n (x) where {P n (x)} is a real orthogonal polynomial system. Such transformations that preserve or shrink the location of the complex zeros of polynomials is a recent object of study, motivated by the Riemann Hypothesis. In particular, we are interested in linear transformations that map polynomials with all real zeros to polynomials with all real zeros. It is well known that any transformation
be a linear transformation such that for every real-rooted polynomial p(x), the polynomial T [p(x)] has only real roots. Such transformations are of particular interest when studying the zeros of entire functions. In recent years, transformations involving orthogonal polynomials have been considered because they often naturally arise when studying more general linear operators. We are interested in transformations T with the real-root preserving property and the additional condition that for all n, T [x n ] = P n (x), where the set {P n (x)} ∞ n=0 forms an orthogonal polynomial system and deg(P n (x)) = n.
The operator T :
can be extended uniquely to a linear operator C[x] → C [x] . Any linear operator T : C[x] → C[x] has a unique representation [12, Prop. 29, p . 32] of the form
where D denoted differentiation so that D n f (x) = f (n) (x) and where the Q k (x) are complex polynomials.
In this paper, we will prove the following new results: (1) We classify all orthogonal polynomial systems {P n (x)} ∞ n=0 in the case when each Q k (x) is a constant.
the nth Hermite polynomial, we find explicit formulas for Q H k (x) and show that they have real interlacing roots.
is the transformation T L [x n ] = L n (x), where L n (x) is the nth Laguerre polynomial, we find explicit formulas for Q L k (x) and show that they have real interlacing zeros. These results are important because an open problem is to determine necessary and sufficient conditions on the Q k (x) to guarantee that the linear operator T is a zero-preserving operator. The results of this paper give some insight into that problem.
We will need some important definitions and facts about systems of real orthogonal polynomial system, which we now summarize.
Let ψ(x) be a nonnegative increasing function such that lim x→−∞ ψ(x) = 0 and lim x→∞ ψ(x) exists. Furthermore, assume that the support of the Riemann-Stieltjes measure determined by ψ is not a finite set and that the moments ∞ −∞ x n dψ, relative to this Riemann-Stieltjes measure, exist for all n ≥ 0. We may define an inner product on R[x] by
Using the standard Gram-Schmidt orthogonalization method, we orthogonalize the monomial basis {1, x, x 2 , x 3 , . . .} to form a set of polynomials {P n (x)} ∞ n=0 , where deg(P n (x)) = n for all n and P n (x), P m (x) = 0, m = n.
Definition 1.1. The set of polynomials {P n (x)} defined above is called a system of real orthogonal polynomials.
Remark. In the construction of the set {P n (x)}, the following three normalizations are common:
(1) Multiply ψ(x) by a scalar so that lim x→∞ ψ(x) = 1. In this case dψ becomes a probability measure. (2) Multiply each P n (x) by an appropriate scalar so that the set {P n (x)} is orthonormal. (3) Multiply each P n (x) by an appropriate scalar so that each P n (x) is monic.
We will abbreviate orthogonal polynomial sequences by writing OPS in the singular and plural senses. In the case that all polynomials in the set are monic, we will call the set a monic OPS. One significant property of OPS is that they follow a three-term recurrence relation. We have the following:
n=0 is a real monic OPS if and only if there exist sequences of real constants {c n } ∞ n=1 and {λ n } ∞ n=1 , where λ n+1 > 0 for all n ≥ 1, λ 1 is arbitrary, such that
where P 0 (x) = 1 and P −1 (x) = 0.
In general, an OPS need not be monic, and the system satisfies a recurrence of the form
with A n , C n = 0. Note that in this equation, the highest index is shifted upward, as is standard in the literature for the non-monic case. The zeros of a real OPS satisfy some special properties as given in the next two propositions. Proposition 1.3 (Chihara [6] , Thm. 5.2, p. 27). If {P n (x)} is a real OPS, then the zeros of P n (x) are real and simple for n ≥ 1.
Label the zeros of P n (x) as
Proposition 1.4 (Chihara [6] , Thm. 5.3, p. 28). The zeros of P n (x) and P n+1 (x) mutually separate each other. That is,
In this case, we say that the zeros of P n (x) and P n+1 (x) interlace.
We will study the differential operator representations of the form (1.1) above. We hope that examining this for known transformations that preserve real-rootedness will give insight into knowing about general transformations that preserve realrootedness and give an OPS.
Recently, Chasse, Forgács, Piotrowski, and others [4] and [9] , have studied properties of the polynomials Q k (x) when T is a real-root preserving transformation. In this paper, we will show some examples where T is a real-root preserving transformation, the Q k (x) are real-rooted, and the Q k (x) have interlacing roots. In order to do this, we give a review of some important theorems in this topic.
In this paper, we will call a linear transformation T real-root preserving if, whenever a polynomial f (x) ∈ R[x] has only real roots, the polynomial T [f (x)] is guaranteed to have only real roots. However, many authors use the term hyperbolicity preserving to indicate the same thing. In the following theorem, H n (R) denotes the class of polynomials f (x 1 , . . . , x n ) ∈ R[x 1 , . . . , x n ] such that f (x 1 , . . . , x n ) = 0 whenever Im(z j ) > 0 for 1 ≤ j ≤ n. Furthermore, H n (R) denotes the set of entire functions in n variables that are uniform limits on compact sets of polynomials in H n (R). (1) T has range of dimension at most 2 and is of the form
where α, β : R[x] → R are linear functionals, and P, Q ∈ H 1 (R) have interlacing zeros.
Chasse [4] noted that condition (2) implies stability preserving, which means that all roots of T (f ) lie in the upper or lower half plane whenever f (x) has its roots in that same half plane. Condition (3) implies stability reversing, which means that T (f ) has its roots in the opposite half plane whenever f has all of its roots either in the upper or lower half plane. It is important to note that a non-degenerate real-root preserving transformation is either stability preserving or stability reversing.
From some examples of Forgács and Piotrowski [9] as well as Chasse [4] , we know that for
if the Q k (x) have real roots, it does not necessarily follow that T is real-root preserving. Conversely, if T is real-root preserving, it is not necessarily true that the Q k (x) have real roots. However, we do know the following from Chasse.
Proposition 1.6 ([4], Prop. 209). If the linear operator T is a hyperbolicity preserver and if T can be represented as a differential operator of finite order,
then the Q k (x) have only real zeros. 
is the nth Legendre polynomial. To distinguish the polynomials Q n (x) from equation (1.1) for these different cases, we will write Q n (x), Q He n (x), Q H n (x), Q L n (x), Q T n (x), and Q Le n (x), respectively.
Differential Operators of the Form
The Hermite polynomials play many important roles in physics, probability, and numerical analysis. Prior to Hermite, they were considered by Chebyshev and were first used by Laplace in his celebrated work Mecanique Celeste. (See Chihara [6, p. 145-159] and the references contained therein.) More recently, they are discussed at length by Piotrowski [12] .
In this section, we will prove that the only linear operators T :
} is a real OPS, are essentially associated with generalized Hermite polynomials.
There are several common normalizations. In this section of the paper, we will use the probabilist Hermite polynomials {He n (x)} ∞ n=0 . They are orthogonal relative to the inner product on R[x] defined by and can be expressed as
The generalized probabilist Hermite polynomials {He α n (x)} for the positive real parameter α are orthogonal relative to the inner product defined by
whose weight function is the probability density function of the normal distribution with variance α > 0. They satisfy the recurrence relation
Also, the polynomials {He α n (x)} are related to the polynomials {He n (x)} in the following way, He α n (x) = α n/2 He n x √ α .
Furthermore, they can be represented by the differential operator
and can be expressed as
The relationship between He α n (x) and H n (x) is (2.7)
H n (x) = 2 n He 1/2 n (x). It is well-known that the two linear transformations x n → He α n (x) (with α > 0) and x n → H n (x) are real-root preserving transformations. To see this, we introduce the following class of functions.
Definition 2.1. The Laguerre-Pólya class, denoted by LP, is the set of functions obtained as uniform limits on compact sets of real polynomials with real roots. They have the Weierstrass product representation
where 0 ≤ ω ≤ ∞ and c, α, β, a k are real, n is a non-negative integer, α ≥ 0, and
From the Weierstrass product representation we see that φ(z) = e − α 2 z 2 ∈ LP for α > 0. Then, as the differential operators will only act on polynomials in this paper, the following well-known theorem, originally proved by Pólya, will suffice to show that the two linear transformation x n → He α n (x) and x n → H n (x) are real-root preserving transformations. 
Then, if f (z) is a real polynomial with only real-roots, φ(D)f (z) is also a real polynomial with only real roots.
In the previous proposition, sometimes we can guarantee that the zeros of φ(D)f (x) are simple. [3] ). In Proposition 2.2, if φ(z) has infinitely many zeros, then the zeros of the polynomial φ(D)f (z) are simple.
Proposition 2.3 (Cardon and de Gaston
For a more detailed presentation of the Laguerre-Pólya class, as well as the effect of various linear operators on the location of zeros, we highly recommend chapters VIII and XI of Levin [11] .
The operator exp(− α 2 D 2 ) can be written as ∞ k=0 1 k! (− α 2 D 2 ) k , so in the representation of the linear transformation given in equation (1.1), all of the Q k (x) are constants. This raises the question of classifying all such transformations to orthogonal polynomials that have the differential operator representation in (1.1) with each Q k (x) a constant.
A sequence of polynomials satisfying P n (x) = nP n−1 (x), for all n ≥ 0, is called an Appell sequence [1] . We now recall the following proposition, which comes from the theory of Appell sequences.
, Thm. IV). The only system of real OPS which is at the same time an Appell sequence is that with dψ = e −h 2 (x−c) 2 dx (h,c-const), i.e. that which is reducible to probabilist Hermite polynomials by a linear transformation.
To be clear, in the above theorem dψ refers to the Riemann-Stieltjes measure with respect to which the OPS is orthogonal.
Remark. Equation (2.9) and Proposition 2.4 show that the only types of OPS that are of the form
k! x k are linear shifts of generalized probabilist Hermite polynomials. This is the content of the main theorem of this section. We will use the methods of Shohat to prove part of the next theorem, but we expound on this to give a result that relates more fully to the problem we are studying. (
where P 0 (x) = γ 0 = 0 and P −1 (x) = 0. There exist real constants γ 1 and γ 2 such that P 1 (
Proof. We will prove (1)
Note that the leading term of P n (x) is γ 0 for each n. Furthermore, since deg P n (x) = n for all n ≥ 0, the constant γ 0 is nonzero. Differentiating this expression yields
Hence, {P n (x)} is an Appell sequence. Now, assume (2) . Since the leading term of each P n (x) is constant, we can assume that the OPS {P n (x)} satisfies the recurrence of the form in equation (1.3):
where c n ∈ R for all n, λ n > 0 for all n ≥ 2, and λ 1 ∈ R is arbitrary.
A Equating the coefficients of x k in the various terms and using the convention γ m = 0 for m < 0, gives for n ≥ 0
and so for n ≥ 1
Setting k = n − 1 in equation (2.10) gives
Thus, c n is the constant c n = − γ 1 γ 2 for n ≥ 1. Setting k = n − 2, where n ≥ 2, in equation (2.10) gives
This proves (3). Now, assume (3) . Then, the set {P n (x)} ∞ n=0 follows the three-term recurrence relation
Now recall, as in our discussion at the beginning of this section, that the generalized Hermite polynomials He α n (x) = e − α 2 D 2 x n for real α follow the three-term recurrence relation He α n (x) = x He α n−1 (x) − α(n − 1) He α n−2 (x). From Chihara [6, p. 108], we know that if Q n (x) is an OPS with c n and λ n as the constants of the three-term recurrence and we have R n (x) = Q n (x + s), then the R n satisfy the three-term recurrence
Given P 0 (x) = 1 and P −1 (x) = 0, the three-term recurrence relation uniquely determines the system, so we see that a shift in the c n gives a shift in the OPS. This proves (4). Now, assume (4) . It is well-known that for a function f Note that the condition that β is real just shifts all roots by a real number, which justifies the statement that the operator preserves real-rootedness. The condition that α > 0 comes from the discussion of Theorem 2.2.
We now have the following theorem, which follows from Theorem 5.2, Lemma 2.6, the above observations, and the recurrence relation (2.3) . In Theorem 4.1, we will see that if {H n (x)} is the set of physicist Hermite polynomials and if T [x n ] = H n (x), then unlike this case in the representation
the polynomial Q H k (x) has degree k rather than being a constant and Q H k (x) will be a rescaled physicist Hermite polynomial.
The Laguerre Transformation as a Real-Root Preserving Differential Operator
The standard Laguerre polynomials L n (x) form an OPS relative to the inner product on R[x] defined by p(x), q(x) = ∞ 0 p(x)q(x)e −x dx. They satisfy the three-term recurrence relation:
L 0 (x) = 1,
Also, they satisfy the well-known closed form formula
as well as the differential-difference equation
The generalized Laguerre polynomials are another type of OPS that depend on a real parameter α. (Note that some authors only define these for α > −1.) They have the following closed-form expression:
where for real t and integer m ≥ 0, t m = t(t−1)(t−2)···(t−m+1) m! . It was proved by Fisk [8] that the transformation T [x n ] = L n (x), where the L n (x) are the standard Laguerre polynomials (α = 0), preserves real-rootedness. In this section, we construct the explicit differential operator representation of this transformation. It should be noted that Chasse [4] showed how to obtain an explicit representation for the coefficient polynomials of an arbitrary linear operator T : C[x] → C[x], as follows: We will use Proposition 3.1 to find explicit formulas for the coefficient polynomials of both the Laguerre and Hermite linear transformations.
Theorem 3.2. The Laguerre linear transformation T L : x n → L n (x) can be expressed as a differential operator as
where L n (x) is the n th Laguerre polynomial (α = 0) and
Proof. By equations (3.4) and (3.5), the expression for Q L,α n (x) is
The last expression in the previous calculation comes from the fact that, for any a(k, j), 
Since the Hermite polynomials have real interlacing roots, this shows that the coefficient polynomials for the transformation x n → H n (x) have real interlacing roots.
Proof. From equation (1.1) , T α has a unique representation of the form
and by equation (3.5)
From equation (2.6), the nth physicist Hermite polynomial is
Substituting this expression for H n (x) into equation (4.1) and using the fact that 
5.
Reality and Interlacing of the Roots of the Q L k (x) Now we consider the transformation x n → L n (x), as in equation (3.7) . We have the coefficient polynomials
It is easily verified that the Q L k (x) are not orthogonal with respect to any moment functional because they do not satisfy a three-term recurrence relation. However, it turns out that these have interlacing roots in the interval (0, 1). To prove this, we use the methods of Dominici, Driver, and Jordaan [7] , modifying their arguments to fit the specific case. We first present the following lemma.
Lemma 5.1. The coefficient polynomials Q L n (x) corresponding to the transformation T [x n ] = L n (x) given in equation (3.7) follow the following differentialdifference equation for all n. Next we calculate each term on the right hand side of equation (5.1). The last expression is the coefficient of (−x) r on the left hand side of equation (5.1). This proves that equation (5.1) holds.
Theorem 5.2. The roots of the Q L n (x) given in equation (3.7) strictly interlace and all lie in the interval (0, 1).
Proof. As noted before, this proof modifies the arguments given in [7] . Set A n (x) = 1 n + 1 (x − 2x 2 + x 3 ) and B n (x) = 1 n + 1 (n + 1 − 2x − nx 2 ), so that by Lemma 5.1,
Next, for x ∈ (0, 1), define
This is valid because the roots of A n (t) are at 0 and 1, so Bn(x) An(x) is continuous for t ∈ (0, 1) and so K n (x) is defined and continuous in (0, 1). Now, note that the following is valid for x ∈ (0, 1):
A direct computation using the partial fraction decomposition shows that
While this is only valid for x ∈ (0, 1), we note that, for all n, lim x→0 + K n (x) = 0 and lim x→1 − K n (x) = 0.
Further, note that K n (x) is not zero at any point of (0, 1). Now, recall equation (3.7):
First, Q 0 (x) = 1, which doesn't have any roots. Next, we observe that Q 1 (x) = 1 − 2x, whose lone root is 1 2 ∈ (0, 1). Then, recall equation (5.12) to see
The expression K 1 (x)Q L 1 (x) has a root at 1 2 and approaches 0 as x approaches either 0 from the right or 1 from the left. Since K n (x)Q L 1 (x) is differentiable on (0, 1), By Rolle's Theorem,
has a root in (0, 1 2 ) and a root in ( 1 2 , 1). Since K 1 (x) has no roots in (0, 1), Q L 2 (x) = A 1 (x)
has a root in (0, 1 2 ) and a root in ( 1 2 , 1) because K 1 (x) will not eliminate either of these roots. Since Q L 2 (x) has degree 2, these are the only roots of Q L 2 (x). Proceeding by induction proves the theorem.
Stability Preserving and Stability Reversing
Recall the expression for the Q L k (x) when T : x n → L n (x) where the L n (x) are the standard Laguerre polynomials, shown in Theorem 3.2.
Fisk proved that the transformation x n → L n (x) is a real-root preserver [8] . Since every real-root preserver is either stability reversing or stability preserving, it suffices to check for a single polynomial with all of its roots in either the lower or upper half plane that the linear transformation of this polynomial also has the corresponding property. Consider the polynomial x − i, which has a single root, i, in the upper half plane. Since L 0 (x) = 1 and L 1 (x) = 1 − x, in the transformation defined by x n → L n (x), we get
which has a single root at 1 − i, in the lower half plane. Hence, this transformation is stability reversing, and the coefficient polynomials are real-rooted by Proposition 1.7.
However, in the general case, stability reversing is not a necessary condition for the Q k (x) to be real-rooted. For example, take the transformation x n → H n (x), where H n (x) are the physicist Hermite Polynomials. Note that H 0 (x) = 1 and H 1 (x) = 2x, so that in the transformation defined by x n → H n (x), we get that
which has its only root at i 2 , so this transformation is stability preserving. However, this means that the transformation x n → H n (−x) is a real-root preserving, stability reversing transformation. We now present the following theorem. D k be the differential operator representation for the transformation x n → H n (−x). Then for all k,
. This theorem shows that the + Q H k (x) are real-rooted polynomials that arise from the differential operator representation of a stability preserving transformation. This theorem is significant because it provides an alternative reason why the coefficient polynomials
are real-rooted without needing to know that they are actually rescaled Hermite polynomials. Theorem 6.1 has a nearly trivial proof based on Theorem 4.1. However, we provide a proof that bypasses Theorem 4.1 in order to complete a proof that + Q H k (x) are real-rooted without resorting to their description in terms of Hermite polynomials.
Proof. From equations (2.6) and (3.5), we note that
This expression has only powers of x that are of the same parity as the leading term, and for l even, the coefficient of
A similar computation yields the same coefficients for
Chebyshev and Legendre Polynomials
Because we have discussed the classical Hermite and Laguerre polynomials, it is natural to mention the classical Chebyshev and Legendre polynomials as well. In these two cases, we have both a proposition and a conjecture. In the case of Chebyshev polynomials, coefficient polynomials Q k (x) are known to be real-rooted. For the Legendre polynomials, the roots are conjectured to be real. A more precise explanation follows.
The Chebyshev polynomials {P T n (x)} ∞ n=0 satisfy the recurrence relation
They are the unique polynomials satisfying P T n (cos θ) = cos(nθ). Also, P T n (x) = cos(n arccos(x)). One of the closed form representations is
We note that the transformation T [x n ] = P T n (x) does not preserve the reality of zeros. However, we do have the following Proposition due to Iserles and Saff. Qn(x) n! D n is the monomial to Chebyshev polynomial basis transformation, defined by T [x n ] = cos(n arccos(x)), then the coefficients Q T n (x) have only real zeros. Furthermore,
The Legendre polynomials {P L n (x)} are related to the Chebyshev polynomials. They are both special cases of the more general Jacobi polynomials. The Legendre polynomials are orthogonal with respect to the inner product f (x), g(x) = 1 −1 f (x)g(x) dx. They satisfy the recurrence relation (n + 1)P L n+1 (x) = (2n + 1)xP L n (x) − nP L n−1 (x), n ≥ 1,
and they can be expressed in terms of a Rodrigues' formula P L n (x) = 1 2 n n! d dx (x 2 −1) n and also in closed form as
as well as many other ways. Similar to the result for the Chebyshev polynomials, we have the following result, due to Chasse. 
Hence, Q Le 2k+1 (x) = 0 for all k ≥ 0 and
We expect that this conjecture should have a relatively elementary proof. If this conjecture is true, then it is the case that the linear transformations T : R[x] → R[x] determined by T [x n ] = P n (x) where P n (x) is the nth Hermite, Laguerre, Chebyshev, or Legendre polynomial have coefficient polynomials whose roots are all real. Furthermore, in the cases of Hermite and Laguerre transformations, the coefficient polynomials have interlacing roots. In the cases of the Chebyshev and Legendre transformations, the coefficient polynomials have almost interlacing roots.
Open Problems and Further Research
Finally, we state several open problems that naturally arise from the study of the topic of this paper.
In Borcea and Brändén [2] , a classification for all linear operators that preserve real-rootedness is given. A natural problem following these results is: Problem 8.1. Classify all linear operators that preserve real-rootedness and are of the form T [x n ] = P n (x), where {P n (x)} is an OPS. In general, we do not expect an OPS to satisfy easily accessible formulas as is the case with a classical OPS.
Recall that the physicist Hermite polynomials are orthogonal with respect to the inner product The Jacobi polynomials P α,β n (x) for α, β ∈ R are another type of OPS. The Chebyshev and Legendre polynomials are special cases of the these polynomials, and they are orthogonal with respect to the inner product
These orthogonal systems are all discussed in more detail in Chihara [6, p. 148 ]. With Propositions 7.1 and 7.3 in mind, we present the following problem. Problem 8.2. Does the support of the measure on which an OPS {P n (x)} ∞ n=0 is an orthogonal sequence relate to the real-root preserving property of the transformation x n → P n (x) in a meaningful way?
Forgács and Piotrowski [9, Thm 4, p. 469] showed that if {γ n } is a sequence such that H n (x) → γ n H n (x) is a real root preserving transformation, then the coefficient polynomials Q n (x) have real roots. Computer calculations have suggested that the roots of these Q n (x) interlace. We now present the following problem. (n + 1)Q L n+1 (x) = (x − 2x 2 + x 3 )(Q L n ) (x) + (n + 1 − 2x − nx 2 )Q L n (x) was found by guessing that (n + 1)Q L n+1 = A n (x)(Q L n ) (x) + B n (x)Q L n (x) where A n (x) and B n (x) are polynomials and then solving for A n (x) and B n (x) using a computer algebra system. The proof of Lemma 5.1 merely verifies that equation (5.1) is true. It would be nice to find a proof of Lemma 5.1 that results naturally from basic manipulations of properties of the Laguerre polynomials L n (x). Problem 8. 6 . Determine what extra hypothesis is needed to ensure that if T is a real-root preserver, then the Q n (x) have real interlacing roots? (Note that, by Chasse [4, Ex. 211] , an operator of the form T = ∞ n=0 Qn(x) n! D n where the Q n (x) have real interlacing roots is not necessarily a real-root preserving operator.)
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