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ON EXISTENCE AND PROPERTIES OF STRONG SOLUTIONS OF
ONE-DIMENSIONAL STOCHASTIC EQUATIONS WITH AN
ADDITIVE NOISE
ANDREY YU. PILIPENKO
Abstract. One-dimensional stochastic differential equations with additive Le´vy noise
are considered. Conditions for existence and uniqueness of a strong solution are ob-
tained. In particular, if the noise is a Le´vy symmetric stable process with α ∈ (1; 2),
then the measurability and boundedness of a drift term is sufficient for the existence
of a strong solution. We also study continuous dependence of the strong solution on
the initial value and the drift.
Introduction
Consider an SDE
(1) ξ(t) = x+
∫ t
0
a(ξ(s))ds + Z(t), t ≥ 0,
where a : R → R is a measurable function, Z is a Le´vy process. We study a ques-
tion of existence and uniqueness for the strong solution of (1), and also its continuous
dependence on initial value x and a function a.
At first we obtain a few general results and then apply them to the case, where Z is
a symmetric stable process with α ∈ (1, 2). In particular, in this case the strong solution
exists and is unique if a is bounded. Moreover, let {ξn, n ≥ 1} be a sequence that satisfies
(1) with initial values {xn, n ≥ 1} and drift functions {an, n ≥ 1}. We prove that if xn
converges to x, an converges to a almost surely with respect to the Lebesgue measure,
and a sequence of functions {an, n ≥ 1} is uniformly bounded, then we have the uniform
convergence of solutions in probability:
∀ T > 0 : sup
t∈[0,T ]
|ξn(t)− ξ(t)|
P
→ 0, n→∞.
A lot of ideas and methods of investigation are quite standard. We use the Yamada–
Watanabe theorem, we prove that the minimum of two solutions is a solution, we use
the Skorokhod’s method of a common probability space. However we cannot find in the
literature the direct reference to a general result which can be applied to SDEs with Le´vy
noise.
1. Pathwise uniqueness
In this section we prove that a weak uniqueness of (1) yields a pathwise uniqueness. If
we suppose also existence of a weak solution, then reasoning of the Yamada–Watanabe
theorem and some minor technical assumptions will imply existence and uniqueness of
the strong solution.
2010 Mathematics Subject Classification. 60H10, 60J75.
Key words and phrases. Stochastic differential equations, Strong solution, Le´vy symmetric stable
process.
Research is partially supported by State fund for fundamental researches of Ukraine and the Russian
foundation for basic researches Grant F40.1/023.
Research is partially supported by the Grant of the President of Ukraine, Grant F47/033.
1
2 ANDREY YU. PILIPENKO
Let a : R → R, Z : [0,∞)→ R be measurable (non-random) functions. Consider the
equation
ξ(t) = x+
∫ t
0
a(ξ(s))ds + Z(t), t ≥ 0.
We will assume by definition that if ξ is a solution of this integral equation, then∫ T
0
|a(ξ(s))|ds <∞,
for any T > 0.
We need the following simple statement about solutions of non-random integral equa-
tions.
Lemma 1.1. Assume that measurable functions ξi : [0,∞) → R, i = 1, 2, satisfy the
equation
(2) ξi(t) = x+
∫ t
0
a(ξi(s))ds+ Z(t), t ≥ 0.
Then ξ−(t) = ξ1(t) ∧ ξ2(t) and ξ+(t) = ξ1(t) ∨ ξ2(t) are also solutions of (2).
Proof. At first let us observe that∫ T
0
|a(ξ±(s))|ds ≤
∫ T
0
(|a(ξ1(s))|+ |a(ξ2(s))|)ds <∞,
so integrals
∫ T
0 a(ξ±(s))ds are well-defined.
Let us show that ξ(t) = ξ−(t) is a solution of (2). The reasoning for ξ+(t) is the same.
Since the function ξ1(t) − ξ2(t) =
∫ t
0 (a(ξ1(s))− a(ξ2(s)))ds is continuous, the set
U = {t ≥ 0 : ξ1(t) 6= ξ2(t)}
is open.
Let U = ∪k(bk, ck), where (bk, ck) ∩ (bj , cj) = Ø for k 6= j (possibly ck =∞ for some
k).
For any k the only one of equalities is satisfied, either ξ(t) = ξ1(t), t ∈ (bk, ck), or
ξ(t) = ξ2(t), t ∈ (bk, ck). Moreover, if ck 6=∞, then
ξ1(bk) = ξ2(bk), ξ1(ck) = ξ2(ck).
This yields ∫ ck
bk
a(ξ1(s))ds =
∫ ck
bk
a(ξ2(s))ds =
∫ ck
bk
a(ξ(s))ds =
= −Z(ck) + ξ1(ck) + Z(bk)− ξ1(bk).
(3)
Let t ∈ (bn, cn). Assume that ξ1(t) < ξ2(t). Then∫ t
0
a(ξ(s))ds =
(∫
[0,t]\U
+
∑
(bk,ck)⊂[0,t]
∫ ck
bk
+
∫ t
bn
)
a(ξ(s))ds.
For any s /∈ U : ξ(s) = ξ1(s) = ξ2(s). So the first integral equals∫
[0,t]\U
a(ξ1((s))ds.
Due to (3) we have that the second integral is equal to∑
(bk,ck)⊂[0,t)
∫ ck
bk
a(ξ1(s))ds.
For any s ∈ (bn, cn) : ξ1(s) < ξ2(s). So
ξ(s) = ξ1(s) ∧ ξ2(s) = ξ1(s), s ∈ (bn, t).
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Thus the third integral equals ∫ t
bn
a(ξ1(s))ds.
That is ∫ t
0
a(ξ(s))ds =
∫ t
0
a(ξ1(s))ds,
ξ(t) = ξ1(t) = x+
∫ t
0
a(ξ1(s))ds + Z(t) = x+
∫ t
0
a(ξ(s))ds+ Z(t).
The case t /∈ U can be considered analogously. Lemma 1.1 is proved. 
Let now Z(t), t ≥ 0, be a Le´vy process defined on a filtered probability space (Ω,F ,Ft, P ).
In this case we will consider only (Ft)-adapted solutions of (1).
Lemma 1.1 and weak uniqueness of solution of (1) imply pathwise uniqueness. For
the corresponding definitions see for example [1], Ch.IX § 1.
Corollary 1.1. Assume that (1) satisfies the weak uniqueness property. Then we have
the pathwise uniqueness for a solutions of (1).
Really, let ξ1(t) and ξ2(t) be solutions of (1) defined on the same filtered probability
space. Then ξ−(t) = ξ1(t) ∧ ξ2(t) and ξ+(t) = ξ1(t) ∨ ξ2(t) are also solutions of (1).
Trajectories of ξ1 and ξ2 are ca´dla´g. So, if
P (∃ t ≥ 0 : ξ1(t) 6= ξ2(t)) > 0,
then
∃ t ≥ 0 : P (ξ1(t) 6= ξ2(t)) > 0,
and hence
∃ t ≥ 0 : P (ξ−(t) < ξ+(t)) > 0.
Since ξ−(t) ≤ ξ+(t), the distributions of random variables ξ−(t) and ξ+(t) cannot coin-
cide. This contradicts weak uniqueness. Thus
P (∀ t ≥ 0 : ξ1(t) = ξ2(t)) = 1.
Applying the Yamada–Watanabe theorem and Corollary 1.1 we obtain the following
statement on existence of the strong solution (the formulation of the Yamada–Watanabe
theorem was given for Wiener noise, but the proof can be applied to our situation almost
without changes).
Corollary 1.2. Assume that there exists a unique weak solution of (1). Then this
solution is a strong solution.
As an application of Corollary 1.2 let us consider the case when Z(t), t ≥ 0, is a
symmetric stable process, i.e. Z(t), t ≥ 0, is a ca´dla´g process with stationary independent
increments and
∃α ∈ (0, 2] ∃c > 0 ∀λ ∈ R ∀t ≥ 0 : E exp{iλZ(t)} = exp{−ct|λ|α}.
We need the following result on existence and uniqueness, and properties of weak
solution of (1) with symmetric stable noise.
Theorem 1.1. Assume that Z(t), t ≥ 0, is a symmetric stable process with α ∈ (1, 2).
1) If a ∈ L∞(R), then there exists a unique weak solution to (1).
2) If a ∈ Lp(R) for some p ∈
(
1
α−1 ; +∞
]
, then there exists a weak solution of (1)
such that
a) ξ is a Markov process with a continuous transition probability density p(t, x, y), t >
0, x ∈ R, y ∈ R;
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b) for any T > 0 there exists a constant N = N(T, ‖a‖Lp) such that
∀ t ∈ (0, T ] ∀x, y ∈ R ∀ k ∈ {0; 1} :
∣∣∣∣∣∂kp(t, x, y)∂xk
∣∣∣∣∣ ≤ Nt(t+ |x− y|)α+k+1 .
For the proof of the first item see [2], the second one see in [3, 4].
Corollary 1.3. Let Z(t), t ≥ 0, be a symmetric stable process with α ∈ (1, 2) and
a ∈ L∞(R). Then there exists a unique strong solution to (1).
Remark. Using a localization technique it is not difficult to prove the existence of a
unique solution to (1) if a measurable function a satisfies a linear growth condition:
∃K ∀x : |a(x)| ≤ K(1 + |x|).
2. Continuous dependence on initial conditions and coefficients of the
equation
Assume that {ξn(t), t ≥ 0}, n ≥ 0, are solutions of the equations
(4) ξn(t) = xn +
∫ t
0
an(ξn(s))ds+ Z(t), t ≥ 0,
where {Z(t), t ≥ 0} is a Le´vy process defined on a filtered probability space (Ω,F ,Ft, P ).
As in the previous Section we also require Ft-measurability of ξn(t).
The main result of this Section is the Theorem and Corollary below.
Theorem 2.1. Assume that
1) limn→∞ xn = x0;
2) supn≥0 supx |an(x)| <∞;
3) there exists a finite measure µ on B(R) such that for any n ≥ 1 and λ-a.a. t ≥ 0
(λ is the Lebesgue measure) the distribution of ξn(t) has a density pn(x, t) w.r.t. µ(dx);
4) an → a0, n→∞, in measure µ;
5) for λ-a.a. t ≥ 0 a sequence {pn(·, t), n ≥ 1} is uniformly integrable w.r.t. µ;
6) there exists a unique solution to equation (4) where n = 0.
Then for any T > 0 :
(5) sup
t∈[0,T ]
|ξn(t)− ξ0(t)|
P
→ 0, n→∞.
This theorem, Corollary 1.2 and Theorem 1.1 imply the following result on the con-
tinuous dependence on a parameter for the solution of (4) with a stable noise.
Corollary 2.1. Let {Z(t), t ≥ 0} be a symmetric stable process with α ∈ (1, 2). Assume
that items 1), 2) and 4) of Theorem 2.1 are satisfied, where µ(dx) = (1 + |x|)α+1dx.
Then (4) has a unique strong solution for any n ≥ 0 and (5) holds true.
Remark. The convergence of a sequence of functions in the measure µ is equivalent
the convergence in any absolute continuous finite measure with positive density.
Proof of Theorem 2.1. We use the Skorokhod idea of using a common probability space
[5], Ch.1 §6, Ch.3 §3. Consider a sequence of processes
Xn(·) = (ξn(·), ξ0(·), Z(·), xn +
∫ ·
0
an(ξn(s))ds, x0 +
∫ ·
0
a0(ξ0(s))ds), n ≥ 1
as a sequence with values in
(D([0, T ]))3 × (C([0, T ]))2.
It easily follows from the assumptions 1), 2) of the Theorem that this sequence is tight.
So, there exists a weakly convergent subsequence {Xnk}. Without loss of generality we
will assume that {Xn} is weakly convergent itself.
ON EXISTENCE AND PROPERTIES OF STRONG SOLUTIONS 5
By the Skorokhod theorem [5], Ch.1 §6, there exists a new probability space and
a sequence {X˜n, n ≥ 1} such that X˜n
d
= Xn, n ≥ 1, and {X˜n, n ≥ 1} converges in
probability to some random element X˜0. Denote the three first coordinates of {X˜n, n ≥ 1}
by ξ˜n(·), ξ̂n(·), Zn(·). Note that the fourth and the fifth coordinates of {X˜n, n ≥ 1}
are measurable functions of the first and the second one. So they are equal to xn +∫ ·
0 an(ξ˜n(s))ds, x0 +
∫ ·
0 a0(ξ̂n(s))ds, respectively.
Let
X˜0 = (ξ˜0(·), ξ̂0(·), Z0(·), α(·), β(·)),
where α(t), β(t), t ∈ [0, T ], are continuous processes. We have not known yet that
α(t) = x0 +
∫ t
0
a0(ξ˜0(s))ds, β(t) = x0 +
∫ t
0
a0(ξ̂0(s))ds.
Note that for any t ∈ [0, T ] random variables ξ˜0(t) and ξ̂0(t) are independent of σ(Z0(t+
s)− Z0(t), s ≥ 0).
Let us verify that ξ˜0 is a solution of the equation
(6) ξ˜0(t) = x0 +
∫ t
0
a0(ξ˜0(s))ds+ Z0(t), t ∈ [0, T ].
To prove this it is sufficient to prove that for λ-a.a. t ∈ [0, T ] :
(7) x0 +
∫ t
0
a0(ξ˜0(s))ds = α(t) a.s.
It follows from the convergence in probability in D([0, T ]) that for all t ∈ [0, T ], except
of possibly countable set, a convergence in probability
(8) ξ˜n(t)
P
→ ξ˜0(t)
holds.
Lemma 2.1. Let {ηn, n ≥ 0} be a sequence of random variables. Assume that for any
n ≥ 1 the distribution of ηn is absolutely continuous w.r.t. a probability measure µ.
Denote the corresponding density by pn. Let {an, n ≥ 0} be a sequence of measurable
functions on R. Suppose that the following conditions are satisfied:
1) ηn
P
→ η0, n→∞;
2) an
µ
→ a0, n→∞;
3) a sequence of densities {pn, n ≥ 1} is uniformly integrable w.r.t. µ.
Then
an(ηn)
P
→ a0(η0), n→∞.
The proof is similar to [6], Lemma 2, where it was considered a sequence of random
elements with values in a Polish space. Note that all functions {an}may be discontinuous.
It follows from Lemma 2.1, assumptions of the Theorem and (8) that for λ-a.a. s ∈
[0, T ] :
an(ξ˜n(s))
P
→ a0(ξ˜0(s)), n→∞.
So
E sup
t∈[0,T ]
|
∫ t
0
an(ξ˜n(s))ds−
∫ t
0
a0(ξ˜0(s))ds| ≤
≤ E
∫ t
0
|an(ξ˜n(s)) − a0(ξ˜0(s))|ds→ 0, n→∞,
(9)
by Lebesgue theorem on dominated convergence. Thus (7) is satisfied and hence ξ˜0 is a
solution of (6).
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Similarly it can be proved that ξ̂0 satisfies the same equation
ξ̂0(t) = x0 +
∫ t
0
a0(ξ̂0(s))ds + Z0(t), t ∈ [0, T ], a.s.
Since this equation has a unique solution, we have equality
ξ̂0(t) = ξ˜0(t), t ∈ [0, T ], a.s.
Let us return to the initial probability space. Let ε > 0 be fixed. Then
P ( sup
t∈[0,T ]
|ξn(t)− ξ0(t)| > ε) =
= P ( sup
t∈[0,T ]
|ξ˜n(t)− ξ̂n(t)| > ε) =
= P (|xn − x0|+ sup
t∈[0,T ]
|
∫ t
0
an(ξ˜n(s))ds −
∫ t
0
an(ξ̂n(s))ds| > ε) ≤
≤ P (|xn − x0|+ sup
t∈[0,T ]
|
∫ t
0
an(ξ˜n(s))ds −
∫ t
0
a0(ξ˜0(s))ds| >
ε
2
)+
+P ( sup
t∈[0,T ]
|
∫ t
0
an(ξ̂n(s))ds −
∫ t
0
a0(ξ̂0(s))ds| >
ε
2
).
The items in the r.h.s. converge to zero by (9) and similar statement for ξ̂n. The theorem
is proved. 
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