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How to effectively construct robust quantum gates for time-varying noise is a very important
but still outstanding problem. Here we develop a systematic method to find pulses for quantum
gate operations robust against both low- and high-frequency (comparable to the qubit transition
frequency) stochastic time-varying noise. Our approach, taking into account the noise properties
of quantum computing systems, can output single smooth pulses in the presence of multi-sources
of noise. Furthermore, our method can be applied to different system models and noise models,
and will make essential steps toward constructing high-fidelity and robust quantum gates for fault-
tolerant quantum computation. Finally, we discuss and compare the gate operation performance by
our method with that by the filter-transfer-function method.
PACS numbers: 03.67.Pp, 03.67.Lx, 03.67.-a, 07.05.Dz
I. INTRODUCTION
To realize practical quantum computation, a set of
high-fidelity universal quantum gates robust against
noise in the qubit system is prerequisite. Constructing
control pulses to operate quantum gates which meet this
requirement is an important and timely issue. Quantum
gates in open quantum systems have been investigated
by various methods such as dynamical decoupling meth-
ods [1–6] and optimal control methods [7–10]. For clas-
sical noise, there are many robust control methods such
as composite pulses [11–19], soft uniaxial positive control
for orthogonal drift error (SUPCODE) [20–25], sampling-
based learning control method [26–28], inhomogeneous
control methods [29, 30], analytical method [31], single-
shot pulse method [32], optimal control methods [33–35],
invariant-based inverse engineering method [36, 37], and
filter-transfer-function (FTF) methods [38–41]. However,
in most of these methods [11–34], noise is assumed to be
quasi-static, i.e., is time-independent within the gate op-
eration time but can vary between different gates. We
call these robust control strategies the quasi-static-noise
(QSN) methods. But this QSN assumption is not always
valid [42]. The robust performance of control pulses ob-
tained by the QSN methods under time-dependent noise
(e.g., 1/fα noise with α ? 1) [22, 23, 25, 43] have been
investigated, and it was found that they can still work
well for relatively low-frequency non-Markovian noise.
Stochastic time-dependent noise is treated in the FTF
method [38–40] in which the area of the filter-transfer
function in the frequency region, where the noise power
spectral density (PSD) is non-negligible, is minimized.
However, in this approach only the the filter-transfer
function overlapping with the noise PSD in the preset
frequency region is considered, but the detailed informa-
tion of the distribution of the noise PSD is not included
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in the optimization cost function. Here we develop an op-
timal control method in time domain by choosing the en-
semble average gate infidelity (error) as our cost function
for optimization. As a result, the noise correlation func-
tion (CF) or equivalently the detailed noise PSD distri-
bution appears naturally in our chosen optimization cost
function. Therefore our method can have better robust
performance against noise in a general case. The idea of
our method is simple, and our method is not limited to
particular system models, noise models, and noise CF’s.
We demonstrate our robust control method for classical
noise in this paper, but our method can be easily gen-
eralized to the case of quantum noise by replacing the
ensemble average for classical noise with the trace over
the degrees of freedom of the quantum noise (environ-
ment) [41]. In other words, our method can be applied
to systems with both classical noise and quantum noise
present simultaneously.
II. ENSEMBLE AVERAGE INFIDELITY AND
OPTIMIZATION METHOD
We first introduce our robust control method here,
and then compare it with the QSN method and the
FTF method. We consider a total Hamiltonian H(t) =
HI(t) + HN (t), where HI(t) is the ideal system Hamil-
tonian and HN (t) is the noise Hamiltonian. If a sys-
tem is ideal, i.e., HN (t) = 0, then its propagator is
UI(t) = T+ exp[−i
´ t
0
HI(t′)dt′] (throughout this paper
we set ~ = 1), where T+ is the time-ordering opera-
tor. However, in reality there may be many sources of
noise present in the system, so HN (t) =
∑
j βj(t)HNj (t),
where βj(t) is the strength of the j-th stochastic time-
varying noise and HNj (t) is the corresponding system
coupling operator term. The propagator for a realistic
system is then U(t) = UI(t) · T+ exp[−i
´ t
0
H˜N (t′)dt′].
Here H˜N (t) = Σjβj(t)Rj(t), is the noise Hamiltonian in
the interaction picture transformed by UI(t) and Rj(t) ≡
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2U†I (t)HNj (t)UI(t). Suppose that UT is our target gate
and gate operation time is tf . The gate infidelity (error)
I for an n-qubit gate can be defined as
I ≡ 1− 1
4n
∣∣∣Tr [U†TU(tf )]∣∣∣2 , (1)
where Tr denotes a trace over the n-qubit system
state space. If noise strength is not too strong,
we can expand the propagator U(tf ) in terms of
H˜N (t) by Dyson series [44] into the form U(tf ) =
UI(tf ) · [I + Ψ1 + Ψ2 + · · · ], where the first two
terms of Ψj are Ψ1 = −i
´ tf
0
H˜N (t′)dt′, and Ψ2 =
− ´ tf
0
dt1
´ t1
0
dt2H˜N (t1)H˜N (t2). Substituting the ex-
panded U(tf ) into I in Eq. (1), the expanded infidelity
I (see Appendix A) takes the form
I = J1 + J2 + +O(H˜mN ,m ≥ 3), (2)
J1 ≡ 1− 1
4n
∣∣∣Tr [U†TUI(tf )]∣∣∣2 , (3)
J2 ≡ − 1
2n−1
Re [Tr (Ψ2)]− 1
4n
|Tr (Ψ1)| 2. (4)
Here J1 is the definition of gate infidelity for the ideal
system, J2 is the lowest-order contribution of the noise
to the gate infidelity,  (detailed form shown in Appendix
A) denotes an extra contribution that is correlated to J1
and the Dyson expansion terms Ψj , and O(H˜mN ,m ≥ 3)
represents other higher-order terms excluding . If noise
strength is not too strong such that |Ψj+1|  |Ψj |, the
extra contribution  will become negligible when J1 is
getting small (see discussion in Appendix A). The symbol
Re in Eq. (4) denotes taking the real part of the quantity
it acts on. Because noise βj(t) is stochastic, we denote
the ensemble average of the infidelity over the different
noise realizations as
〈I〉 = J1 + 〈J2〉+ 〈〉+
〈
O(H˜mN ,m ≥ 3)
〉
. (5)
Here
〈J2〉 =
∑
j,k
ˆ tf
0
dt1
ˆ t1
0
dt2Cjk(t1, t2)
Tr [Rj(t1)Rk(t2)]
2n−1
−
∑
j,k
ˆ tf
0
dt1
ˆ tf
0
dt2Cjk(t1, t2)
Tr [Rj(t1)] Tr [Rk(t2)]
4n
,(6)
where Cjk(t1, t2) = 〈βj(t1)βk(t2)〉 is the CF for noise
βj(t1) and βk(t2). The first-order noise term proportional
to Re[Tr(Ψ1)] vanishes due to the fact that Tr(Ψ1) is
purely imaginary rather than the assumption of 〈βj(t)〉 =
0 (see Appendix A). If different sources of noise are in-
dependent, Cjk(t1, t2) = 0 for j 6= k, and if noise Hamil-
tonian HN (t) is traceless, the second term in Eq. (6)
vanishes. The ideal Hamiltonian HI(t) is a function of
the control field Ω(t), that is HI(t) = HI(Ω(t)), and the
control field Ω(t) is chosen to be a function of a set of con-
trol parameters [a1, a2, · · · ]. Then UI(t) and each term
of the ensemble average infidelity 〈I〉 in Eq. (5) are also
a function of the control parameter set [a1, a2, · · · ]. Our
goal is to search the optimal parameter set [a1, a2, · · · ]
that minimizes the ensemble average infidelity 〈I〉. If
the noise strength or fluctuation is not large, then the
dominant noise contribution to 〈I〉 is from 〈J2〉 as the
higher order terms 〈O(H˜mN ,m ≥ 3)〉 can be neglected
(see Appendix B). J1 can generally be made sufficiently
small so that the extra term 〈〉 in 〈I〉 of Eq. (5) can be
safely ignored. So we concentrate on the minimization of
〈I〉 ∼= J1 + 〈J2〉 for obtaining the optimal control param-
eter set. We will, however, use the full-order ensemble
average infidelity 〈I〉 (described later) to exam the per-
formance of the optimal control parameter set found this
way.
We use two-step optimization to achieve this goal. The
first step is called the J1 optimization in which J1 is
the cost function. The gate infidelities J1 in an ideal
unitary system with gate-operation-controllability and a
sufficient number of control parameters can be made as
low as one wishes, limited only by the machine precision
of the computation. So using an ensemble of random
control parameter sets as initial guesses, we obtain af-
ter the J1 optimization an ensemble of optimized control
parameters sets all with very low values of J1. The sec-
ond step is called the J1 + 〈J2〉 optimization. We take
J1 + 〈J2〉 as a cost function and randomly choose some
optimized control parameter sets in the first optimiza-
tion step as initial guesses to run the optimal control
algorithm. After the J1 + 〈J2〉 optimization, we obtain
an ensemble of control parameter sets with low values of
J1 + 〈J2〉, and then choose the lowest one as the optimal
control parameter set. The purpose of using the two-step
optimization is to improve optimization efficiency. If we
run J1 + 〈J2〉 optimization directly from an ensemble of
random control parameter sets, we need more optimiza-
tion iterations to achieve the goal, and the success rate is
relatively low compared with the two-step optimization.
Besides, the J1 + 〈J2〉 optimization enables us to know
separately the optimized values of J1 and 〈J2〉. When
〈J2〉 can be minimized to a very small value as in the case
of static or low-frequency noise, one has to use a small
time step for simulation to make J1 smaller than 〈J2〉.
However, for high-frequency noise, 〈J2〉 is hard to be min-
imized to a very small value, and one can instead choose
a suitable larger time step to make J1 just one or two
orders of magnitude smaller than 〈J2〉, saving substan-
tially the optimization time especially for multi-qubits
and multi-sources of noise. We use the gradient-free and
model-free Nelder-Mead (NM) algorithm [45] in both the
J1 and J1 + 〈J2〉 optimization steps. However, the NM
algorithm may be stuck in local traps in the J1 + 〈J2〉
parameter space topography. To overcome this problem,
we use repeating-NM algorithm in the J1 + 〈J2〉 opti-
mization step. The control parameter set from the first
J1 + 〈J2〉 optimization may lie in a local trap. Therefore,
we add random fluctuations to this control parameter
set and try to pull it out of the trap. Then we use this
shifted control parameter set as an initial guess to run
3the second J1 + 〈J2〉 optimization. We repeat the same
procedure many times until the values of J1 + 〈J2〉 can
not be improved (reduced) anymore, and then output the
corresponding control parameter set. Our optimization
method employing the gradient-free and model-free NM
algorithm is quite general, capable of dealing with differ-
ent forms or structures of the ideal system Hamiltonian
HI(t), control field Ω(t), noise Hamiltonian HN (t), and
noise CF Cjk(t1, t2) for a few qubit systems.
The ensemble infidelity 〈I〉 we use to show the robust
performance of the gate as the noise strength varies is
calculated using the full evolution of the total system-
noise Hamiltonian and many realizations of the noise
without any other approximation. By inputting the op-
timal control parameter set obtained by the optimiza-
tion strategy into the total system-noise Hamiltonian
H(t) = HI(t) + HN (t) to obtain numerically the full
propagator for a single noise realization, we can calculate
the gate infidelity I using Eq. (1) for the noise realiza-
tion. The procedure is repeated for many different noise
realizations. Then we take an ensemble average of the
infidelities over the different noise realizations to obtain
〈I〉.
In principle, we could deal with any given form of the
noise correlation function (or equivalently the noise PSD)
to inset into Eq. (6) for the J1+〈J2〉 optimization. But as
a particular example, we choose the Ornstein-Uhlenbeck
(OU) process βOU (t) to simulate stochastic time-varying
noise [46]. Studying the influence of and developing ro-
bust strategies against time-dependent noise is an im-
portant subject of research in quantum control problems
both theoretically and experimentally [38–40, 42, 43]. If
the initial noise βOU (t = 0) is a normal distribution with
zero mean and with standard deviation σOU , then the
noise CF of the OU process βOU (t) is
COU (t1, t2) = σ
2
OU exp (−γOU |t1 − t2|) (7)
with the noise correlation time τ ∼ (1/γOU ), and the
corresponding noise PSD is Lorentzian
SOU (ω) =
2σ2OUγOU
(γ2OU + ω
2)
. (8)
Lorentzian PSDs of spin noise resulting in a fluctuat-
ing magnetic field at the location of the qubits in In-
GaAs semiconductor quantum dots have been measured
experimentally [47, 48]. Generally, small γOU corre-
sponds to low-frequency or quasi-static noise; large γOU
corresponds to high-frequency noise. The noise βOU (t)
can be simulated through the formula βOU (t + dt) =
(1− γOUdt)βOU (t) + σOU
√
2γOUdW (t), where W (t) is
a Wiener process [46]. Figures 1(c), (d), and (e) show
the different realizations of the noise βOU (t) with σOU =
10−3 for different values of γOU/ω0 = 10−7, 10−3, and
10−1, respectively, where ω0 is the typical system fre-
quency. We note here that the particular choice of the
OU noise should by no means diminish the value of our
work and the power of our method. Any given or ex-
perimentally measured well-behaved noise PSD or noise
γZZ/ω0
10-7 10-6 10-5 10-4 10-3 10-2 10-1
J
1
+
〈J
2
〉
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
(a)Hadamard gate, Z-noise
γXX/ω0
10-7 10-6 10-5 10-4 10-3 10-2 10-1
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
(b)Hadamard gate, X-noise
IDG
QSN
TVN
ω0t
0 10 20
10
3
β
O
U
(t
)
-4
0
4
(c)γOU = 10
−7ω0
ω0t
0 10 20
-4
0
4
(d)γOU = 10
−3ω0
ω0t
0 10 20
-4
0
4
(e)γOU = 10
−1ω0
σZZ = 10
−3,σXX = 0 σXX = 10
−3,σZZ = 0
FIG. 1 (color online). J1 + 〈J2〉 versus (a) γZZ for Z-noise
(σZZ = 10
−3, σXX = 0) and (b) γXX for X-noise (σXX =
10−3, σZZ = 0). The J1 + 〈J2〉 values are obtained using
the optimal control parameter sets of Hadamard gate from
the IDG strategy (in blue triangles), QSN strategy (in orange
circles), and TVN strategy (in yellow squares). (c), (d), and
(e) are 10 realizations of OU noise βOU (t) for γOU/ω0 = 10
−7,
10−3, 10−1 , and σOU = 10−3.
correlation function can be dealt with. We will demon-
strate later that our method can also work effectively for
another form of noise PSD different from that of the OU
noise when we compare the performance of our method
with the FTF method. The reason to use the OU noise in
the system-noise Hamiltonian here is that it is relatively
easy to simulate its stochastic noise realizations in the
time domain. Therefore, we can calculate the full-order
ensemble average infidelity 〈I〉 to show that our J1+〈J2〉
optimization that minimizes the second-order noise con-
tribution to the average infidelity 〈I〉 can indeed work
rather well for not too strong a noise fluctuation.
III. RESULTS AND DEMONSTRATIONS
A. Comparison with quasi-static-noise method
1. Single-qubit gates
We demonstrate as an example the implementation of
single-qubit gates in the presence of time-varying noise
using our method. The ideal system Hamiltonian for the
qubit is
HI(t) = ω0Z
2
+ ΩX(t)
X
2
, (9)
where X and Z stand for the Pauli matrices, ω0 is the
qubit transition frequency, and ΩX(t) is the control field
in the X term. The noise Hamiltonian is written as
HN (t) = βZ(t)ω0Z
2
+ βX(t)ΩX(t)
X
2
. (10)
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FIG. 2 (color online). J1 + 〈J2〉 values versus γZZ for Z-
noise (σZZ = 10
−3, σXX = 0) and versus γXX for X-noise
(σXX = 10
−3, σZZ = 0) obtained from the IDG strategy (in
blue triangles), QSN strategy (in orange circles), and TVN
strategy (in yellow squares) for the phase gate shown in (a)
and (b) respectively, and for the pi/8 gate in (c) and (d),
respectively.
We call βZ(t) the Z-noise and βX(t) the X-noise,
and assume that they are independent OU noises
with CF’s CZZ(t1, t2) = σ
2
ZZ exp (−γZZ |t1 − t2|) and
CXX(t1, t2) = σ
2
XX exp (−γXX |t1 − t2|) as the form of
Eq. (7). We choose the control pulse as a composite sine
pulse expressed as
ΩX(t) =
kmax∑
k=1
ak sin
(
mkpi
t
tf
)
, (11)
where the set of the strengths of the single sine pulses is
the control parameter set [ak] = [a1, a2, · · · , akmax ] and
{mk} is a set of integers, chosen depending on the nature
of the system Hamiltonians and the target gates as well
as the properties of the noise models. For each control
pulse, we choose the number of control parameters kmax
to range from 8 to 20 in our calculations.
We define below three optimization strategies, namely,
the ideal-gate (IDG) strategy, quasi-static-noise (QSN)
strategy, and time-varying-noise (TVN) strategy. The
IDG strategy is to perform the first-step optimization
(J1 optimization) only and to show the performance of
an ideal gate pulse in the presence of noise. The TVN
strategy is our proposed method described earlier above,
in which the actual γZZ and γXX values are used in
the noise CF’s of the cost function 〈J2〉 for the second-
step optimization. The QSN strategy uses the same
optimization procedure as the TVN strategy, but with
γZZ = γXX = 0 for the noise CF’s in the cost function
〈J2〉. Thus it is regarded to represent the QSN methods.
We choose the gate operation time tf = 20/ω0. After the
optimizations of Hadamard gate, we plot the correspond-
ing J1 + 〈J2〉 values obtained from these three strategies
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FIG. 3 (color online). Robust performance of the Hadamard
gate of the IDG strategy (in blue triangles), QSN strategy
(in orange circles), and TVN strategy (in yellow squares) for
low-frequency (γZZ = γXX = 10
−7ω0) (a) Z-noise, (b) X-
noise, and (c) Z-&-X-noise. The corresponding optimal con-
trol pulses of the TVN strategy for Z-noise, X-noise, and
Z-&-X-noise are shown in (d), (e), and (f), respectively. The
number of control parameters kmax=10 for ΩX(t) in (d), (e),
and (f).
versus γZZ in Fig. 1(a) for the Z-noise and versus γXX
in Fig. 1(b) for the X-noise. For low-frequency (quasi-
static) noise (γZZ = γXX = 10
−7ω0), the performance
of the TVN strategy and the QSN strategy are about
the same but they are several orders of magnitude bet-
ter in infidelity J1 + 〈J2〉 value than the IDG strategy
which does not take the noise into account at all. As
the noise goes from the low frequency to high frequency
(γZZ = γXX = 10
−1ω0), the TVN strategy taking ac-
count of the time-varying noise information in the cost
function gets better and better (from a factor-level to
an order-of-magnitude-level) improvement in J1 + 〈J2〉
values than the QSN strategy in which noise is assumed
to be quasi-static. In addition to the Hadamard gate, we
perform calculations for other quantum gates, namely the
phase gate, pi/8 gate and controlled-NOT (CNOT) gate,
in the fault-tolerant universal set in terms of which any
unitary operation can be expressed to arbitrary accuracy.
The J1+〈J2〉 values versus γZZ and versus γXX obtained
from the three strategies are shown in Figs. 2(a) and (b),
respectively, for the phase gate and in Figs. 2(c) and (d),
respectively, for the pi/8 gate. Their performances are
similar to those in Fig. 1(a) and (b) of the Hadamard
gate. The optimization results for the two-qubit CNOT
gate are presented in Sec. III A 2.
Next, we take the optimal control parameter sets of
Hadamard gate from these three strategies to show their
robust performance against Z-noise, X-noise, and Z-&-
X-noise at a low frequency (γZZ = γXX = 10
−7ω0)
in Figs. 3(a), (b), and (c) and at a high frequency
(γZZ = γXX = 10
−1ω0) in Figs. 4(a), (b), and (c).
For low-frequency noises and for small noise strength
5(σXX < 10
−1, σZZ < 10−1), one can see from Fig. 3
that the full-order ensemble average infidelity 〈I〉 scales
for the IDG strategy as the second power of the noise
standard deviation (σZZ , σXX), but scales for the TVN
and QSN strategies as the fourth power. This implies
that 〈I〉 ∼= 〈J2〉 for the IDG strategy, but the TVN and
QSN strategies can nullify the contribution from 〈J2〉 for
the low-frequency (quasi-static) noise and the dominant
contribution in 〈I〉 comes from the next higher-order
term, i.e., 〈I〉 ∼= 〈O(H˜4N )〉. In this case, our method, the
TVN strategy, still performs slightly better than the QSN
strategy. For gate error (infidelity) less than the error
threshold of 10−2 of surface codes [49] required for fault-
tolerant quantum computation (FTQC), the Hadamard
gate of TVN strategy can be robust to σZZ ∼ 30%
for low-frequency Z-noise (i.e., against noise fluctuation
with standard deviation up to about 30% of ω0/2), ro-
bust to σXX ∼ 20% for the X-noise [i.e., against noise
fluctuation with standard deviation up to about 20% of
ΩX(t)/2], and robust to σZZ = σXX ∼ 10% for Z-&-X-
noise as shown in Figs. 3(a), (b), and (c), respectively.
The corresponding optimal control pulses of the TVN
strategy are shown in Figs. 3(d), (e), and (f), respec-
tively.
For high-frequency noise shown in Fig. 4, the full-order
ensemble average infidelity 〈I〉 scales as the second power
of noise standard deviation (σZZ , σXX) for all three
strategies and noises. This indicates that for high fre-
quency noise 〈J2〉 is not nullified completely, and is only
minimized. Even in this case, the TVN strategy still has
over two orders of magnitude improvement in 〈I〉 com-
pared with the IDG strategy, and over one order of mag-
nitude improvement compared with the QSN strategy for
the Z-noise at small noise strengths as shown in Fig. 4(a).
For 〈I〉 . 10−2 less than the FTQC error threshold of
the surface codes, the Hadamard gate implemented by
our optimal control pulse shown in Fig. 4(d) can be ro-
bust to σZZ ∼ 20% for the Z-noise. On the other hand,
for the high-frequency X-noise, 〈I〉 obtained by the QSN
strategy has even slightly higher values than those by the
IDG strategy. The improvement in 〈I〉 by the TVN strat-
egy over the other two strategies is less than one order
of magnitude. To improve the gate performance, we in-
crease the degrees of freedom for optimization by adding
a control term ΩY (t)Y/2 and its accompanying Y -noise
term βY (t)ΩY (t)Y/2 in the Hamiltonian. We choose, for
simplicity, γY Y = γXX and σY Y = σXX , and use the
same optimal procedure as the TVN strategy. The im-
provement in 〈I〉 of the TVN strategy with an additional
Y control as compared with the TVN strategy is over a
half order of magnitude. As a result, the Hadamard gate
with the optimal control pulses of the TVN strategy with
an additional Y control shown in Fig. 4(e) can be robust
to σXX = σY Y ∼ 20% for 〈I〉 . 10−2. Note that the
optimization algorithm seems to find control pulses with
stronger strengths to suppress the Z-noise, but searches
weaker control pulses to minimize the X-noise cost func-
tion since the system coupling operator term of the X-
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FIG. 4 (color online). Robust performance of the Hadamard
gate of the IDG strategy (in blue triangles), QSN strategy (in
orange circles), and TVN strategy (in yellow squares) for high-
frequency (γZZ = γXX = 10
−1ω0) (a) Z-noise, (b) X-noise,
and (c) Z-&-X-noise. For TVN strategy with an additional Y
control (in green pentagrams) in (b), γY Y = γXX = 10
−1ω0
and σY Y = σXX , and in (c), γY Y = γZZ = γXX = 10
−1ω0
and σY Y = σXX = σZZ . The optimal control pulses of the
TVN strategy for the Z-noise is shown in (d) and of TVN
strategy with an additional Y control for the X-noise and
the Z-&-X-noise with accompanying Y -noise are shown in
(e) and (f), respectively. The numbers of control parameters
kmax=10 for ΩX(t) in (d), and kmax=20 for ΩX(t) and ΩY (t)
in (e) and (f).
noise is proportional to the control field ΩX(t) in our
noise model. So for the case with the Z-noise andX-noise
simultaneously present, there is a trade-off in the control
pulse strength for the cost function optimization between
the Z-noise and the X-noise. Consequently, the ensemble
infidelity of the Z-&-X noise does not reach a low value
as the case with only the Z-noise or the X-noise. Thus
one can see from Fig. 4(c) that the improvement in 〈I〉 of
the TVN strategy over the IDG strategy is just near one
order of magnitude, and only a half order as compared
with the QSN strategy. Similar trade-off also takes place
for the TVN strategy with additional Y control although
it performs slightly better than the TVN strategy with
only the ΩX(t) control field. Nevertheless, the Hadamard
gate implemented with the optimal pulse obtained by the
TVN strategy with additional Y control shown in Fig.
4(f) can be still robust to σZZ = σXX = σY Y ∼ 6% for
〈I〉 . 10−2.
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FIG. 5 (color online). Robust performance of CNOT gates of
the IDG strategy (ω0tf = 100 in blue triangles), QSN strategy
(ω0tf = 100 in orange circles), TVN strategy (ω0tf = 100 in
yellow squares and ω0tf = 20 in purple pentagrams) for high-
frequency (γZZ1 = γZZ2 = γXX1 = γXX2 = γJJ = 10
−1ω0)
(a) Z-noise, (b) X-&-J-noise, and (c) Z-&-X-&-J-noise. The
optimal control pulses ΩX1(t) in thick dotted blue line, ΩX2(t)
in thin solid orange line, and J(t) in thick dash-dotted green
line of the TVN strategy (ω0tf = 100) for the Z-noise, X-&-
J-noise, and Z-&-X-&-J-noise are shown in (d), (e), and (f),
respectively. The numbers of control parameters kmax=16, 16,
and 8 for ΩX1(t), ΩX2(t), and J(t) respectively in (d) and (f);
kmax=12, 12, and 6 for ΩX1(t), ΩX2(t), and J(t) respectively
in (e).
2. Two-qubit gates
Next, we demonstrate that our method can find control
pulses for high-fidelity two-qubit CNOT gate operations
in the presence of multi-sources of high-frequency noise.
The two-qubit Hamiltonian is chosen ass
HI(t) = ω0Z1
2
+ΩX1(t)
X1
2
+ω0
Z2
2
+ΩX2(t)
X2
2
+J(t)
Z1Z2
2
,
(12)
where Zj and Xj denote the Pauli’s matrix operators
for qubit j, ΩXj (t) is the control field applied to qubit j
and J(t) is the two-qubit coupling strength. We assume
OU noise can be present in each of the five terms, and
σZZ1, σZZ2, σXX1, σXX2, and σJJ are respectively the
corresponding standard deviation σOU , and γZZ1, γZZ2,
γXX1, γXX2, and γJJ are respectively the corresponding
γOU . We choose the control fields ΩX1(t) and ΩX2(t) as
composite sine pulses, and the two-qubit control J(t) as
a composite sine pulse with a constant shift.
The robust performance of the CNOT gate using the
three strategies for high frequency (γZZ1 = γZZ2 =
γXX1 = γXX2 = γJJ = 10
−1ω0) Z-noise, X-&-J-
noise, and Z-&-X-&-J-noise are shown in Figs. 5(a),
(b), and (c), respectively. The corresponding optimal
control pulses of the TVN strategy for operation time
tf = 100/ω0 are shown in Figs. 5(d), (e), and (f), respec-
tively. For ω0tf = 100, our method (the TVN strategy)
for the case of the Z-noise and the case of the X-&-
J-noise has one-order of magnitude improvement in 〈I〉
values as compared with the QSN strategy for small noise
strength, but only half-order improvement for the case of
the Z-&-X-&-J-noise. This is because for the case of
the Z-&-X-&-J-noise, there is a trade-off in the control
pulse strength for the cost function optimization between
the Z-noise and the X-&-J-noise, similar to that in the
single-qubit case. The robust performance can be im-
proved by reducing gate operation time tf , for example,
from tf = 100/ω0 to tf = 20/ω0, to decrease the du-
ration of the influence of the noises. This can be seen
from the purple pentagrams in Figs. 5(a) and (c). For
the case of the X-&-J-noise in Fig. 5(b), only slight im-
provement is observed for the tf = 20/ω0 case because
when the operation time decreases, it is hard to make the
strengths of the control fields ΩjX(t) and J(t) all small as
in the tf = 100/ω0 case. For high-frequency noise and for
FTQC error threshold 〈I〉 ≤ 10−2 of the surface codes,
the CNOT gate with operation time tf = 20/ω0 can be
robust to σZZ1 = σZZ2 ∼ 10% for the Z-noise, robust to
σXX1 = σXX2 = σJJ ∼ 10% for the X-&-J-noise, and
robust to σZZ1 = σZZ2 = σXX1 = σXX2 = σJJ ∼ 3%
for the Z-&-X-&-J-noise by our method.
We describe briefly about the computational resources
and computation time in our calculations. For the case
of the Z-&-X-&-J-noise, we use 40 control parameters
in a parameter set to run the two-step optimization for
the two-qubit CNOT gate, and choose 100 initial random
guesses of the parameter sets for the first-step optimiza-
tion and 10 parameter sets obtained in the first-step op-
timization as initial guesses for the second step optimiza-
tion. We use a total of 60 2GHz-CPU cores and it takes
about 2 days to obtain the control pulses and robust per-
formance calculations of Fig. 5(c). These resources and
time spent to construct the robust high-fidelity CNOT
gates against five sources of high-frequency noise are
quite acceptable.
B. Comparison with filter-transfer-function
method
In this subsection, we compare our method with the
FTF method [38–40]. The cost function 〈J2〉 in Eq. (6)
can be transformed to frequency domain as
〈J2〉 =
∑
j
1
2pi
ˆ ∞
−∞
dω
ω2
Sj(ω)Fj(ω), (13)
where Sj(ω) is the noise PSD for the j-th noise, and
Fj(ω) is the corresponding filter-transfer function. The
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FIG. 6 (color online). Behavior of
[
Fz(ω)/(2piω
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]
obtained
using the optimal control parameter sets from the IDG strat-
egy (thick dotted blue line), FTF (thin dashed orange line)
strategy, and TVN strategy (thick solid yellow line) for the
noise PSD S(ω) with (a) γ = 0.1ω0, (b) γ = 0.3ω0, and (c)
γ = 0.5ω0 are shown in (d), (e), and (f) respectively. Shown
in (g) are the corresponding 〈J2〉 values.
cost function of the j-th noise for optimization in the FTF
method is defined as [38–40] Aj ≡
´ ωc
ωL
Fj(ω)dω. The re-
gion [ωL, ωc] of the integration of the cost function Aj is
determined by the non-negligible region of the noise PSD.
In order to compare with our method, we use the same
form of control pulse, the same number of control param-
eters, and the same optimal procedure except changing
for the FTF method the cost function from J1 + 〈J2〉 to
J1 +Aj in the second step of the two-step optimization.
We call this procedure the FTF strategy. Then we ap-
ply the IDG strategy, FTF strategy, and TVN strategy
to find high-fidelity Hadamard gate for one-qubit system
with single Z-noise. To demonstrate the advantage of our
method over the FTF method, we choose the noise PSD
for the Z-noise to contain a high-frequency distribution
as
S(ω) = σ2
[
2γ
γ2 + ω2
+
γ
γ2 + (5γ − ω)2 +
γ
γ2 + (5γ + ω)2
]
(14)
that has two peaks at ω = 0 and ω = 5γ. As the value
of γ increases, the dominant distribution associated with
the second peak of the PSD S(ω) moves to a high fre-
quency region in which the FTF method may not work
very effectively. We demonstrate that our method in-
cluding the detailed noise PSD distribution in the cost
function can still in this case suppress the gate error
coming from S(ω), a different PSD from that of the OU
noise model used previously. The lower limit ωL of the
integral of the cost function Az for the FTF strategy
is chosen to be zero, and the upper limit ωc is cho-
sen to be 1ω0, 2ω0, and 3ω0 to enclose the dominant
distribution of S(ω) [see Figs. 6(a), (b), and (c)] for
γ = 0.1ω0, 0.3ω0, and 0.5ω0, respectively. For the sin-
gle Z-noise considered here, the infidelity from Eq. (13)
is 〈J2〉 =
´∞
−∞ dωS(ω)
[
Fz(ω)/(2piω
2)
]
. The improve-
ment of 〈J2〉 can be analyzed through the overlap of
S(ω) with
[
Fz(ω)/(2piω
2)
]
[35]. If the control pulses can
make
[
Fz(ω)/(2piω
2)
]
small in the dominant distribution
region of S(ω), then 〈J2〉 can be significantly improved
(reduced). We plot
[
Fz(ω)/(2piω
2)
]
evaluated by the op-
timal control parameter sets obtained from the above
three strategies for three different values of γ = 0.1ω0,
0.3ω0, and 0.5ω0 of S(ω) in Figs. 6(d), (e), and (f), re-
spectively. The corresponding 〈J2〉 values are shown in
Fig. 6(g). By taking the case of γ = 0.3ω0 as an exam-
ple, the function
[
Fz(ω)/(2piω
2)
]
of the TVN strategy
shows apparent drops near the two peaks of the noise
PSD at ω = 0 and ω = 1.5ω0, but the function for
the FTF strategy and the IDG strategy does not. Thus,
about one order of magnitude improvement in 〈J2〉 of the
TVN strategy over the other two strategies is observed.
In short, as the range of dominant distribution of the
PSD enlarges [e.g., from Fig. 6(a) to Fig. 6(c)], the TVN
strategy, including the detailed noise information (CF)
in the optimization cost function [35], can suppress the
dominant infidelity contribution more effectively than the
FTF strategy. Furthermore, the concatenation method is
used to construct control pulses against two different non-
commuting noises in the FTF method [39, 40]. But using
the concatenation method to deal with the case of multi-
controls, multi-sources of noise, and multi-qubits may be
very complicated. On the other hand, our method can
find robust control pulses for high-fidelity CNOT gates
that involve three control knobs and up to five sources of
high-frequency noise as demonstrated in Fig. 5.
IV. CONCLUSION
To conclude, our two-step optimization method can
provide robust control pulses of high-fidelity quantum
gates for stochastic time-varying noise. Besides, our
method is quite general, and can be applied to different
system models, noise models, and noise CF’s (PSD’s). If
the system is very clean, i.e., quantum noise is very weak,
our method presented in this paper can be used directly
to find control pulses for high-fidelity gates in the pres-
ence of time-varying classical noises. For example, deco-
herence (dephasing) time is rather long in quantum-dot
electron spin qubits in purified silicon [50, 51] as com-
pared to those in GaAs [52, 53], that is, quantum noise
coming from the coupling to the environmental spins is
very weak, and the dominant gate error is due to the elec-
tric classical control noise [51]. We will present the results
for quantum-dot electron spin qubits in purified silicon
elsewhere. Our method will make essential steps toward
constructing high-fidelity and robust quantum gates for
FTQC in realistic quantum computing systems.
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Appendix A: Derivation of Eqs. (2)-(4) in the main
text
We present the derivation of Eqs. (2)-(4) in the main
text and discuss the role of the extra term  in Eq. (2).
Substituting the total system propagator in Dyson ex-
pansion U(tf ) = UI(tf ) · (I + Ψ1 + Ψ2 + · · · ) into the
infidelity definition I of Eq. (1) in the main text, we ob-
tain
I = J1
− 2
4n
Re{Tr[U†TUI(tf )]? · Tr[U†TUI(tf ) · (Ψ1 + Ψ2 + · · · )]}
− 1
4n
∣∣∣Tr[U†TUI(tf ) · (Ψ1 + Ψ2 + · · · )]∣∣∣2 . (A1)
The first term J1 on the right hand side of the equal
sign of Eq. (A1) is the gate infidelity for the ideal system
defined in Eq. (3). Then we define the error shift matrix
U of the ideal propagator UI(tf ) at time tf from the
target gate UT up to a global phase φ as
UI(tf ) = e
iφUT (I + U). (A2)
Note that when the gate infidelity J1 for the ideal system
is made small, the matrix elements of U also become
small. Substituting the expression of UI(tf ) of Eq. (A2)
back to Eq. (A1), we obtain
I = J1 + {− 1
2n−1
Re[Tr(Ψ1)]}
+J2 + (U,Ψj) +O(H˜mN ,m ≥ 3), (A3)
where J2 is defined in Eq. (4),
(U,Ψj) =
− 1
2n−1
Re{Tr[U(Ψ1 + Ψ2 + · · · )]}
− 2
4n
Re{Tr[U]? · Tr[Ψ1 + Ψ2 + · · · ]}
− 2
4n
Re{Tr[U(Ψ1 + Ψ2 + · · · )] · Tr [Ψ1 + Ψ2 + · · · ]?}
− 2
4n
Re{Tr[U]? · Tr[U(Ψ1 + Ψ2 + · · · )]}
− 1
4n
|Tr[U(Ψ1 + Ψ2 + · · · )]|2 , (A4)
and O(H˜mN ,m ≥ 3) denotes other higher-order terms
without containing U. The first-order noise term,
−Re[Tr(Ψ1)]/2n−1, in Eq. (A3) actually vanishes. Be-
cause the noise Hamiltonian HN is Hermitian [with βj(t)
being real], Tr[HN (t′)] is a real number. Thus the first-
order term proportional to the real part of Re[Tr(Ψ1)],
with Tr(Ψ1) = −i
´ tf
0
Tr[HN (t′)]dt′, vanishes. This re-
sult of no first-order noise contribution in I is similar to
that in Ref.[32]. This is also the reason why there is no
first-order noise contribution in ensemble average 〈I〉 of
Eq. (5). Equations (2)-(4) in the main text can then be
easily obtained from Eq. (A3) with the identification of
 = (U,Ψj).
We discuss below the property and the role of  =
(U,Ψj) in Eq. (2) or in Eq. (A3). The extra contri-
bution  ∼= (U,Ψj) to the gate infidelity with detailed
form shown in Eq. (A4) is related to the error shift ma-
trix U and all Dyson expansion terms Ψj . As noted
earlier, if J1 is small, then the matrix elements of U
are also small. Moreover, if the noise strength is not
too strong such that |Ψj+1|  |Ψj |, then the extra con-
tribution  ∼= (U,Ψj) is also small. Therefore when
running optimization for small noise strength for which
the higher-order terms O(H˜mN ,m ≥ 3) becomes negligible
(see Appendix B), the extra contribution  can be omit-
ted as J1 is minimized to a small number. Consequently,
one can focus on the optimization of only J1 + 〈J2〉.
The advantage of introducing J1 and  in our method
is to enable more degrees of freedom in control parame-
ters for optimization. There are actually no J1 and the
extra controbution  in the gate infidelity expression of
the robust control method of SUPCODE [20, 21] and the
filter-transfer-function method [39, 40]. In these meth-
ods, J1 or equivalently the error shift matrix U is set
exactly to zero by imposing some constraints on the con-
trol parameters. In contrast, our method can tolerate
some error of U and thus have more degrees of freedom
in control parameters as long as J1 and the extra con-
tribution 〈〉 in gate infidelity 〈I〉 are made just smaller
than 〈J2〉. This advantage of having more degrees of free-
dom for optimization plays an important role in finding
better control pulses as the number of qubits, the number
of controls, and the number of noise sources increase.
Appendix B: Estimation of higher-order
contributions
Here we estimate the contributions of higher or-
der terms O(H˜mN ,m ≥ 3) and discuss when they can
be neglected. We express the higher-order terms as
O(H˜mN ,m ≥ 3) =
∑
p≥3 Jp, where Jp denotes the p-th
order noise term of the gate infidelity. Detailed forms of
9the first two lowest-order terms in O(H˜mN ,m ≥ 3) are
J3 = − 1
2n−1
Re[Tr(Ψ3)]− 2
4n
Re{Tr(Ψ1)Tr(Ψ2)?},
(B1)
J4 = − 1
2n−1
Re[Tr(Ψ4)]− 1
4n
|Tr(Ψ2)|2 − 2
4n
Re{Tr(Ψ1)Tr(Ψ3)?},
(B2)
where
Ψq = (−i)q
ˆ tf
0
dt1
ˆ t1
0
dt2 · · ·
ˆ tq−1
0
dtqH˜N (t1)H˜N (t2) · · · H˜N (tq)
(B3)
is the q-th order Dyson expansion term. To make an esti-
mation of the magnitude of Ψq, we take the Z-noise model
for the single-qubit gate operations in Sec. III A 1 as an
example. Substituting the noise Hamiltonian H˜N (t) =
βZ(t)ω0RZ(t) with RZ(t) = U
†
I (t)[ω0Z/2]UI(t) in the in-
teraction picture into Ψq, we obtain
Ψq = (−i)q
ˆ tf
0
ω0dt1
ˆ t1
0
ω0dt2 · · ·
ˆ tq−1
0
ω0dtq
× {βZ(t1)βZ(t2) · · ·βZ(tq)}{R¯Z(t1)R¯Z(t2) · · · R¯Z(tq)}.
(B4)
where R¯Z(t) = U
†
I (t)[Z/2]UI(t). Since UI(t) is uni-
tary, its matrix elements |UI,jk(t)| ≤ 1 for all j and
k. Consequently,
∣∣R¯Z,jk(t)∣∣ < 1 for all j and k, so is∣∣{R¯Z(t1)R¯Z(t2) · · · R¯Z(tq)}jk∣∣ < 1 for all j and k. Taking
the strength of βZ(t) to be about its standard deviation
σZZ , we estimate the noise strength contribution to be
|{βZ(t1)βZ(t2) · · ·βZ(tq)}| ≈ (σZZ)q. The time integral
contribution {´ tf
0
ω0dt1
´ t1
0
ω0dt2 · · ·
´ tq−1
0
ω0dtq} can be
estimated to be about ∼ (ω0tf )q/q!. By combining the
above estimations, the magnitude of |Ψq,jk| is in the or-
der of ∼ (ω0tfσZZ)q/q!. Then substituting the estimated
value of |Ψq,jk| into J2 in Eq. (4), J3 in Eq. (B1), and
J4 in Eq. (B2), we obtain the magnitude ratio J3/J2 ∼
(ω0tfσZZ)/3 and J4/J2 ∼ (ω0tfσZZ)2/12. The single-
qubit gate operation time in Sec. III A 1 is ω0tf = 20. If
we choose the noise fluctuation σZZ = 10
−3, then the ra-
tio J3/J2 ∼ (6× 10−3) and J4/J2 ∼ (3× 10−5), and thus
the higher-order terms O(H˜mN ,m ≥ 3) can be safely ne-
glected. If, however, σZZ ∼ 10−1, then ω0tfσZZ ∼ 2.
In this case, J3/J2 ∼ 2/3 and J4/J2 ∼ 1/3, so the
higher-order terms O(H˜mN ,m ≥ 3) can not be neglected.
Comparing our estimation with the results of the full-
Hamiltonian simulation, one finds that the ensemble av-
erage of the gate infidelity 〈I〉 of the IDG strategy scales
as the second power of σZZ (because 〈J2〉 dominates)
for small σZZ until σZZ ∼ 10−1 in Fig. 3(a) for low-
frequency noise γZZ = 10
−7ω0 and in Fig. 4(a) for high-
frequency noise γZZ = 10
−1ω0. This is consistent with
our estimation. In other words, if σZZ is considerably
smaller than 10−1, O(H˜mN ,m ≥ 3) can be ignored. There-
fore, even for the case when the full-Hamiltonian simula-
tion is not available, we can use this estimation method
to determine the criterion for neglecting the higher-order
terms O(H˜mN ,m ≥ 3).
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