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Abstract10
Good quality of medical images is a prerequisite for the success of subsequent11
image analysis pipelines. Quality assessment of medical images is therefore12
an essential activity and for large population studies such as the UK Biobank13
(UKBB), manual identification of artefacts such as those caused by unantic-14
ipated motion is tedious and time-consuming. Therefore, there is an urgent15
need for automatic image quality assessment techniques. In this paper, we16
propose a method to automatically detect the presence of motion-related17
artefacts in cardiac magnetic resonance (CMR) cine images. We compare18
two deep learning architectures to classify poor quality CMR images: 1) 3D19
spatio-temporal Convolutional Neural Networks (3D-CNN), 2) Long-term20
Recurrent Convolutional Network (LRCN). Though in real clinical setup mo-21
tion artefacts are common, high-quality imaging of UKBB, which comprises22
cross-sectional population data of volunteers who do not necessarily have23
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health problems creates a highly imbalanced classification problem. Due to24
the high number of good quality images compared to the relatively low num-25
ber of images with motion artefacts, we propose a novel data augmentation26
scheme based on synthetic artefact creation in k-space. We also investigate27
a learning approach using a predetermined curriculum based on synthetic28
artefact severity. We evaluate our pipeline on a subset of the UK Biobank29
data set consisting of 3510 CMR images. The LRCN architecture outper-30
formed the 3D-CNN architecture and was able to detect 2D+time short axis31
images with motion artefacts in less than 1ms with high recall. We compare32
our approach to a range of state-of-the-art quality assessment methods. The33
novel data augmentation and curriculum learning approaches both improved34
classification performance achieving overall area under the ROC curve of35
0.89.36
Keywords: Cardiac MR Motion Artefacts; Image Quality Assessment;37
Artifact; Convolutional Neural Networks; LSTM38
1. Introduction39
With developments in image acquisition schemes and machine learning algo-40
rithms, medical image analysis techniques are taking on increasingly impor-41
tant roles in clinical decision making. An important and often overlooked42
step in automated image analysis pipelines is the assurance of image quality43
- high accuracy requires good quality medical images.Cine cardiac magnetic44
resonance (CMR) images are instrumental in assessment of cardiac health,45
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deriving metrics of cardiac function (e.g. volumes and ejection fractions),46
and investigating myocardial wall motion abnormalities. The CMR is often47
acquired for patients, who already have existent cardiac diseases, more likely48
to have arrythmias, have difficulties with breath-holding or remaining still49
during acquisition. Therefore, the images can contain a range of image arte-50
facts (Ferreira et al., 2013), and assessing the quality of images acquired by51
MR scanners is a challenging problem. Misleading conclusions can be drawn52
when the original data are of poor quality. Traditionally, images are visually53
inspected by one or more experts, and those showing an insufficient level of54
quality are excluded from further analysis. However, visual assessment is55
time consuming and prone to variability due to inter-rater and intra-rater56
variability.57
58
The UK Biobank is a large-scale study with all data accessible to researchers59
worldwide. The CMR images in UK Biobank will eventually consist of from60
100,000 subjects (Petersen et al., 2015). To maximise the research value61
of this and other similar data sets, automatic quality assessment tools are62
essential. One specific challenge in CMR is motion-related artefacts such63
as mistriggering, arrhythmia and breathing artefacts. These can result in64
temporal and/or spatial blurring of the images, which makes subsequent65
processing difficult (Ferreira et al., 2013). These type of artefacts are more66
common in real clinical acquisitions, and there would be great value for mo-67
tion artefact detection mechanisms being deployed in the MR scanner. For68
3
example, these types of artefact can lead to erroneous quantification of my-69
ocardial wall motion, which is an important indicator in cardiac functional70
assessment. Examples of a good quality image and an image with blurring71
motion artefacts are shown in Figure 1a-b for a short-axis view cine CMR72
scan.73
74
In this paper, we propose a deep learning based approach for fully automated75
motion artefact detection in cine CMR short axis images. A novel data aug-76
mentation strategy based on synthetic artefact creation in k-space and a77
curriculum learning scheme based on the synthetic artefacts with different78
levels of severity (Figure 8) is also proposed. An analysis of multiple deep79
learning architectures and learning mechanisms is also presented. This paper80
builds upon our previously presented work (Oksuz et al., 2018), in which we81
proposed the use of synthetically generated mistriggering artefacts in train-82
ing a Convolutional Neural Network (CNN). Here, we extend this idea to83
include both breathing and mistriggering artefacts and also use different lev-84
els of corruption in order to produce a curriculum of realistic artefact images85
of varying severity (Figure 1c) to improve training.86
87
The remainder of this paper is organised as follows. In Section 2, we first88
present an overview of the relevant literature in image quality assessment89
and the data imbalance problem, which our novel extensions are based on.90
Then, we review the literature on curriculum learning, and present our novel91
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(a) Good quality image (b) Motion artefact image (c) Synthetic image
Figure 1: Examples of a good quality cine CMR image (a), an image with
blurring motion artefacts (b), and a k-space corrupted image (c). The k-
space corruption process is able to simulate realistic motion-related artefacts.
(Please see videos in supplementary material.)
contributions in this context. In Section 3, we provide details of the clinical92
data sets used. In Section 4 we describe the deep learning models that93
we have utilised for classification, including descriptions of the novel data94
augmentation and curriculum learning approaches. Results are presented in95
Section 5, while Section 6 discusses the findings of this paper in the context96
of the literature and proposes potential future work directions.97
2. Related Works98
In this section, we provide an overview of the relevant literature on image99
quality assessment, data imbalance and curriculum learning with a focus on100
applications in medical image analysis.101
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2.1. Image quality assessment102
An automatic image quality assessment (IQA) algorithm, given an input103
image, tries to predict its perceptual quality. The perceptual quality of an104
image is usually defined as the mean of the individual ratings of perceived105
quality assigned by human observers. Early works on IQA focused on using106
Natural Scene Statistics (NSS) to predict the naturalness of the images. For107
example, Mittal et al. (2013) proposed the Naturalness Image Quality Eval-108
uator (NIQE) model, which constructed a collection of statistical features109
based on a space domain NSS model. Moorthy and Bovik (2011) proposed110
a two-stage framework for estimating quality based on NSS models, involv-111
ing identification- and distortion-specific quality assessment. More recently,112
Convolutional Neural Networks (CNNs) have been utilised for image quality113
assessment (Kang et al., 2014) and Talebi and Milanfar (2018) proposed a114
novel loss function definition and focused on the distribution of the ground115
truth quality scores.116
117
IQA is an essential step for analysing large medical image data sets (see118
Chow and Paramesran (2016) for a comprehensive review). Early efforts in119
medical imaging focused on quantifying the image quality of brain MR im-120
ages. Woodard and Carley-Spencer (2006) defined a set of 239 no-reference121
(i.e. without the need for ground truth image) image-quality metrics (IQMs).122
However, the IQMs were calculated on image pairs with simplistic distortions123
such as Gaussian noise or intensity nonuniformity, which are unlikely to ad-124
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equately capture the nature of real world MR image artefacts. Mortamet125
et al. (2009) proposed two IQMs focused on detecting artefacts in the air126
region surrounding the head. They applied these IQMs in 749 scans from127
the Alzheimers Disease Neuroimaging Initiative (ADNI) database. However,128
many potential sources of uncontrolled variability exist between studies and129
sites, including MR protocols, scanning settings, participant instructions, in-130
clusion criteria, etc. The thresholds they proposed on their IQMs are unlikely131
to generalise beyond the ADNI database.132
133
Trends in the computer vision literature have heavily influenced medical134
image quality assessment techniques. CNNs have been utilised for image135
quality assessment for compressed images in the computer vision literature136
with considerable success (Kang et al., 2014). This success has motivated137
the medical image analysis community to utilise them on multiple image138
quality assessment challenges such as fetal ultrasound (Wu et al., 2017) and139
echocardiography (Abdi et al., 2017a). These two techniques use 2D images140
and assess quality using pre-trained neural networks. A more recent study141
(Abdi et al., 2017b) aimed to utilise temporal information using a Long Short142
Term Memory (LSTM) architecture to improve the accuracy of image quality143
assessment. Ku¨stner et al. (2018) utilised a patch-based CNN architecure to144
detect motion artefacts in head and abdomen MR scans to achieve spatially-145
aware probability maps. In more recent work, Ku¨stner et al. (2018) proposed146
to utilise a variety of features and train a deep neural network for artefact147
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detection. The authors made use of an active learning strategy to detect low148
quality images due to the lack of sufficient training data.149
150
In the context of CMR, the literature has mostly focused on missing apical151
and basal slice detection (Zhang et al., 2016). Missing slices adversely affect152
the accurate calculation of the left ventricular volume and hence the deriva-153
tion of cardiac metrics such as ejection fraction. Another study (Zhang et al.,154
2017) used Generative Adverserial Networks in a semi-supervised setting to155
improve the performance of missing slice detection. Tarroni et al. (2018)156
proposed to use a decision forest approach for heart coverage estimation,157
inter-slice motion detection and image contrast estimation in the cardiac re-158
gion. CMR image quality has also been linked with automatic quality control159
of image segmentation in Robinson et al. (2017). Lorch et al. (2017) investi-160
gated synthetic motion artefacts and used histogram, box, line and texture161
features to train a random forest algorithm to detect different artefact levels.162
However, their algorithm was tested only on artificially corrupted synthetic163
data and aimed only at detecting breathing artefacts.164
2.2. Data imbalance165
Data imbalance is a significant factor that influences the stability of machine166
learning algorithms (Chawla, 2010). The fundamental issue with the im-167
balanced learning problem is the ability of imbalanced data to significantly168
compromise the performance of most standard learning algorithms. This169
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occurs because the skewed distribution of class instances can lead the classi-170
fication algorithms to be biased towards the majority class in classification171
tasks. Therefore, the features relevant to the minority class are not learned172
adequately. As a result, standard classifiers (classifiers that do not consider173
data imbalance) tend to misclassify the minority samples into majority sam-174
ples, which results in poor classification performance (Wang et al., 2016).175
How to deal with imbalanced data sets is a key issue in classification and176
it has been well explored over past decades. Until now, this issue has been177
solved mainly in two ways: sampling techniques and cost sensitive methods.178
2.2.1. Sampling techniques179
Sampling techniques aim to address the data imbalance problem by gener-180
ating a balanced data set by sampling the full data set (Estabrooks et al.,181
2004). Random over-sampling is one of the simplest sampling methods. It182
randomly duplicates a certain number of samples from the minority class183
and then augments them into the original data set (Han et al., 2005). Con-184
versely under-sampling randomly removes a certain number of instances from185
the majority class to achieve a balanced data set. In general, random over-186
sampling may lead to overfitting while random under-sampling may result in187
insufficient training data.188
2.2.2. Cost sensitive learning189
In addition to sampling techniques, another way to deal with the data im-190
balance problem is cost sensitive learning. In contrast to sampling methods,191
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cost sensitive learning methods solve the data imbalance problem by assign-192
ing different costs to misclassifying majority and minority samples (Khan193
et al., 2018). An objective function for cost sensitive learning can be con-194
structed based on the aggregation of the overall cost on the whole training195
set. Although cost sensitive algorithms can significantly improve classifica-196
tion performance, they are only applicable when the specific costs of mis-197
classification are known. Unfortunately, in many applications a cost with198
appropriate weights is hard to define (Maloof, 2003).199
2.2.3. Data imbalance problem for neural networks200
In the area of neural networks, many efforts have been made to address201
the data imbalance problem. Nearly all of the work falls into one of the202
main streams mentioned above. Zhou and Liu (2006) empirically studied203
the effect of sampling and threshold-moving in training cost sensitive neural204
networks. Both over-sampling and under-sampling techniques were used to205
modify the distribution of the training data set. To avoid the potential issues206
with these basic approaches, a more complex sampling method was proposed.207
The synthetic minority over-sampling technique (SMOTE) has proven to be208
quite powerful and has achieved a great deal of success in various applications209
(Han et al., 2005). SMOTE creates artificial data based on the similarities210
between existing minority samples. Our approach in this paper is related211
to the SMOTE approach in that we propose to generate synthetic data for212
the minority class using prior knowledge of the process of cine MR image213
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acquisition.214
2.3. Curriculum learning215
A curriculum determines a sequence of training samples, which essentially216
corresponds to a list of samples ranked in ascending order of learning dif-217
ficulty. In a pioneering work Elman (1993) studied the effect of a learning218
structure on a synthetic grammar task. His work was inspired by language219
learning in children and demonstrated that a neural network was able to220
learn the grammar when training data was presented from simple to com-221
plex order and failed to do so when the order was random.222
223
The idea of learning easy things first has been an active research topic in com-224
puter vision (Lee and Grauman, 2011). Bengio et al. (2009) demonstrated225
that curriculum learning resulted in better generalisation and faster learning226
on synthetic vision and word representation learning tasks. Pentina et al.227
(2015) investigated the effect of curriculum learning in a multi-task learning228
setup and proposed a model to learn the order of multiple tasks. They illus-229
trated the superiority of learning tasks sequentially instead of learning tasks230
jointly. Avramova (2015) applied curriculum learning to a natural image231
classification task by training a CNN from scratch. Weinshall et al. (2018)232
investigated the robustness of curriculum learning in common computer vi-233
sion image classification tasks and highlighted the superiority in convergence.234
Gui et al. (2017) proposed a curriculum learning strategy on facial expres-235
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sion classification, where they order the training samples according to their236
difficulty to classify them. The authors have illustrated improved accuracy237
at emotion classification using curriculum learning training.238
239
Recently, the idea of curriculum learning has been utilised for medical imag-240
ing challenges. Jesson et al. (2017) proposed to use patches of different com-241
plexity to train a network for lung nodule detection. Their algorithm learnt242
how to distinguish nodules from the initial surroundings and added difficult243
patches gradually. Maicas et al. (2018) used a teacher-student curriculum244
learning strategy for breast screening classification from DCE-MRI. They245
trained their model on simpler tasks before introducing the final problem of246
malignancy detection. Berger et al. (2018) proposed to use an adaptive sam-247
pling strategy to improve the segmentation performance on difficult regions248
in multi-organ CT segmentation.249
2.4. Contributions250
There are three major contributions of this work:251
• To the authors’ knowledge, this is the first paper that provides a thor-252
ough analysis of machine learning methods for automatic cine CMR253
motion artefact detection on a large scale in-vivo database;254
• A synthetic data augmentation strategy is proposed using k-space cor-255
ruption to simulate motion artefact data (see Figure 1c) of varying256
levels of severity;257
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• A curriculum learning strategy is employed using the synthetic data to258
efficiently train deep learning models with training samples of increas-259
ing difficulty.260
This paper builds upon our previous work (Oksuz et al., 2018), in which we261
proposed the use of synthetically generated mistriggering artefacts in training262
a CNN. Here, we extend this idea to include both breathing and mistriggering263
artefacts and also use different levels of corruption to enable the curriculum264
learning strategy to be introduced.265
3. Materials266
We evaluate our approach using a subset of the UK Biobank data set. The267
UK Biobank CMR data were acquired using a common imaging protocol at268
one of a small number of study centres in the UK. The subset consists of269
short-axis cine CMR images of 3510 subjects. This subset was chosen to be270
free of other types of image quality issues such as missing axial slices and was271
visually verified by an expert cardiologist.The short-axis images have an in-272
plane image resolution of 1.8× 1.8mm2 with a slice thickness of 8.0 mm and273
a slice gap of 2 mm. A short-axis image stack typically consists of approx-274
imately 10 image slices and covers the full heart. The images’ matrix sizes275
vary from 120 to 280 pixels. Each cardiac cycle consists of 50 time frames276
and the full sequence of 50 balanced steady-state free precession (bSSFP)277
magnitude images were used for analysis. Details of the image acquisition278
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protocol can be found in Petersen et al. (2015).279
280
The data for the 3510 subjects consist of 3360 good quality acquisitions and281
150 acquisitions with motion artefacts. The artefact acquisitions featured 57282
mistriggering artefacts, 46 breathing artefacts, 42 arrythmia artefacts and 5283
mixed artefacts. Binary image quality labels were generated by visual in-284
spection and validated by an expert cardiologist.285
286
4. Methods287
In this section we first describe the neural network architectures used for mo-288
tion artefact detection. We describe the preprocessing steps, then we detail289
the two network architectures used for motion artefact detection. We detail290
the data augmentation strategies to balance the classes and the curriculum291
learning setup proposed for training the network. Finally, we explain the292
details of the loss function and the optimisation of the networks.293
4.1. Preprocessing294
To circumvent problems related to different image resolutions and to en-295
able efficient memory usage we use a region-of-interest (ROI) mechanism to296
extract regions of consistent size (illustrated in Figure 2). Similar to Kor-297
shunova et al. (2016), we exploit the fact that each slice sequence captures298
one heart beat and use Fourier analysis to produce an image that captures299
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Figure 2: Region of interest extraction using Fourier transform in the tem-
poral domain.
the maximal activity at the corresponding heart beat frequency. From these300
activity images, we estimate the location of the centre of the left ventricle by301
combining the Hough circle transform with a custom kernel-based majority302
voting approach across all short axis slices. First, for each Fourier image (re-303
sulting from a single slice), the highest scoring Hough circles for a range of304
radii were found, and from all of those, the top 10 highest scoring ones were305
retained. Finally, a likelihood surface (centre image in Figure 2) was obtained306
by combining the centres and scores of the selected circles for all slices. Each307
circle centre was used as the centre for a Gaussian kernel, which was scaled308
with the circle score, and all of these kernels were added. The maximum309
across this surface was selected as the centre of the ROI and 80× 80 regions310
were extracted for further processing. The preprocessing strategy was able311
to correctly identify the heart region for all cases and was validated using312
the myocardial masks.313
314
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4.2. Deep learning models315
We use deep learning methods that are capable of detecting temporal depen-316
dencies in a cine sequence. In this section, we detail the two different types317
of video classification methods namely; 3D CNN and LRCN .318
319
3D CNN: The proposed CNN consists of eight layers as visualised in Fig-320
ure 3. The architecture of our network follows a similar architecture to that321
proposed in Tran et al. (2015), which was originally developed for video clas-322
sification using a spatio-temporal 3D CNN. In our case we use the third323
dimension as the time component for mid-ventricular sequences for classifi-324
cation. The input is an intensity normalised 80 × 80 cropped CMR image325
with 50 time frames as described in Section 4.1. The network has 6 convo-326
lutional layers and 4 pooling layers, 2 fully-connected layers and a softmax327
loss layer to predict motion artefact labels. After each convolutional layer a328
Rectifier Linear Unit (ReLU) activation is used. We then apply pooling on329
each feature map to reduce the filter responses to a lower dimension. We ap-330
ply dropout with a probability of 0.5 at all convolutional layers and after the331
first fully connected layer to enforce regularisation. All of these convolutional332
layers are applied with appropriate padding (both spatial and temporal) and333
stride 1, thus there is no change in terms of size from the input to the output334
of these convolutional layers.335
LRCN: The proposed Long-term Recurrent Convolutional Network model336
follows a similar strategy to that proposed in Donahue et al. (2017), which337
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Figure 3: The 3-dimensional CNN architecture for motion artefact detection.
Blue lines represent convolution operation and red lines correspond to the
pooling operations following convolutional layers at each layer. The final two
layers are densely connected layers of 1024 and 2 nodes respectively.
combines a deep hierarchical visual feature extractor (such as a CNN) with338
a model that can learn to recognise and synthesise temporal dynamics for339
tasks involving sequential data. The method works by passing each visual340
input xt (an image in isolation, or a frame from a video) through a feature341
transformation φ (usually a CNN), to produce a fixed-length vector repre-342
sentation. In our algorithmic setup, we use a feature extractor network to343
produce the feature representation and pass it to a LSTM unit to make the344
final prediction. Figure 4 illustrates the architecture of our network. Our345
feature extractor block consists of 6 convolutional layers and 3 pooling layers346
and vectorises the final output to be used in a recurrent fashion.347
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Figure 4: The LRCN architecture for motion artefact detection. (a) The
feature extractor block for 2D images. Blue lines represent convolution op-
erations and red lines correspond to the pooling operations following con-
volutional layers at each layer. (b) The network architecture. Multiple 2D
inputs of different cardiac phases are passed through the feature extractor
and a recurrent block (LSTM) is used for the final classification.
4.3. Balancing the classes348
In order to address the heavy class imbalance in our data set we propose349
to generate synthetic artefacts using knowledge of the cine MR acquisition350
process. Cine CMR images are acquired using ECG triggering and typically351
the full k-space of one image is filled over multiple beats during a breath352
hold. During the acquisition mistakes with ECG-triggering can cause k-353
space lines to be filled with data from an incorrect cardiac phase. Similarly,354
breathing motion of the patient can cause k-space lines to be filled with data355
from a different anatomical location. We aim to simulate these mistriggering356
and breathing artefacts at varying levels of severity to be able to utilise a357
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curriculum learning strategy during training.358
4.3.1. Mistriggering artefacts359
The UK Biobank data set that we use was acquired using Cartesian sampling360
and we follow a Cartesian k-space corruption strategy to generate synthetic361
but realistic motion artefacts. We first transform each 2D short axis sequence362
to the Fourier domain and change 1 in z Cartesian sampling lines to the cor-363
responding lines from other cardiac phases in order to mimic cardiac motion364
artefacts. By using different values for z, we are able to generate cardiac365
motion artefacts with different severity. In Figure 5 we show an example of366
the generation of a corrupted frame i from the original frame i using infor-367
mation from the k-space data of other temporal frames. We add a random368
frame offset j when replacing the lines.369
370
Using this approach, the original good quality images from the training set371
are used to increase the total number of low quality images in the training372
set. This is a realistic approach as the motion artefacts that occur from373
mistriggering arise from similar misallocations of k-space lines.374
4.3.2. Breathing artefacts375
Following a similar idea to Lorch et al. (2017) we produce breathing arte-376
facts by applying 2D translations to the image frames prior to generating377
their k-space representations. The translations follow a sinusoidal pattern.378
To simulate a subject that completed four breathing cycles within one ac-379
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Frame i Frame n Corrupted Frame i
Frame i
Frame i
. . .
. . .
. . .
Frame i+j
Frame i k-space Frame n k-space Frame i corrupted k-space
Figure 5: K-space corruption for mistriggering artefact generation in k-space.
The Fourier transform of each image frame is applied to generate the k-
space representation of each image. We replace k-space lines with lines from
different temporal frames to generate corruptions.
quisition with 256 phase-encoding steps, we sampled a sinusoidal curve with380
four cycles at 256 time points to produce the translations. Once the k-space381
representations of the frames were generated in this way they were combined382
in the normal way and reconstructed into images.383
384
In Figure 6 we show an example of the generation of a corrupted frame i385
from the original frame i using information from the k-space data of other386
translated frames1(Cruz et al., 2016).387
1Note that the original images themselves sometimes contain small artefacts such as
the Moire artefacts seen in Figure 6. However, these are normally far from the region of
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Frame i Translated frame i
Frame i k-space Translated frame i k-space Corrupted Frame i k-space
Rigid
Motion
Corrupted frame i
Figure 6: K-space corruption for breathing artefact generation in k-space.
The Fourier transform is applied to generate the k-space of each image frame
and we replace k-space lines with lines from frames with different 1D trans-
lations which follow a sinuisodal pattern to simulate repository motion.
4.4. Curriculum learning388
We propose to use baby-step2 curriculum learning during training of the net-389
works to leverage the additional data resulting from the k-space corruption390
strategy. We start the network training with heavily corrupted images (easy391
examples) and gradually introduce less corrupted images (hard examples).392
393
Formally, we have a training data set of images D = (I1, y1), . . . , (In, yn),394
interest and so do not affect our approach.
2The term baby-step refers to keeping the previously introduced training samples in
the pool of training examples rather than replacing them with new ones.
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where Ii ∈ Rd denotes the ith cardiac sequence of training samples, yi rep-395
resents its label and n is the number of training samples. The estimated396
label yˆi is predicted by f(Ii,W ), where W represents the model parameters397
of the decision function f . Let L(yi, f(Ii,W )) denote the loss function which398
calculates the cost between the ground truth label yi and the estimated label399
yˆi = f(xi,W ). The motion artefact detection is then optimised by:400
W ∗ = argmin
W
n∑
i=1
L(yi, f(Ii,W )) .
Here, W ∗ denotes the optimal model parameters. We utilise the different401
levels of corruption achieved by the k-space corruption strategy (as visualised402
in Figure 7) to sort the training samples according to their difficulty for403
classification. This leads to the proposed algorithm illustrated in Figure 8.404
We first group image sequences into subsets based on the corruption level405
of the poor quality image (i.e., from high level of corruption to low level of406
corruption). We then train the model via iterative learning using increasingly407
corrupted images as described in Algorithm 1. The notation Di is defined408
in the input of the algorithm, i.e. i indicates the number of the training409
set in the curriculum, and there are b training sets in total. The clustering410
into subgroups according to artefact severity is only done for the synthetic411
images, and we introduce them only gradually in the training. The original412
artefact cases from the dataset are used at every stage of the curriculum413
learning, since we do not have any information regarding the severity of414
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POOR QUALITYGOOD QUALITY
Figure 7: Gradual corruption using mistriggering type synthetic artefact
generation for curriculum learning. The myocardial borders and papillary
muscles become more blurred with the severity of the artefacts and it is
harder to distinguish those structures under severe artefact cases.
Algorithm 1 Proposed curriculum learning strategy for motion artefact
detection
INPUT: Data set of synthetically generated image sequences D = {Di}bi=1
ordered by a pre-defined curriculum
OUTPUT: Optimized model parameters W ∗
1: Dtrain = Original Data set of Image Sequences
2: for i={1,. . . ,b} do
3: Dtrain = Dtrain
⋃
Di
4: for epoch={1,. . . ,k} do
5: train (W,Dtrain)
6: end for
7: select best W ∗
8: end for
these artefacts.415
4.5. Loss functions and optimisation416
The training of a CNN can be viewed as a combination of two components:417
a loss function or training objective, and an optimisation algorithm that418
minimises this function. In this study, we use the stochastic gradient descent419
(SGD) optimiser to minimise the binary cross entropy. The cross entropy420
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Figure 8: Curriculum learning using motion artefacts generated with various
levels of severity. (a) The traditional way to train a model fails to consider
the complexity of image quality detection where introducing noisy or difficult
samples early in training may impair model performance. (b) The training
data is divided into different difficulty levels based on a predetermined cur-
riculum. The training procedure progresses from easy to hard image samples,
which guides the model to achieve better performance. (The illustration of
complexity is shown in Figure 7).
represents the dissimilarity of the approximated output distribution from421
the true distribution of labels after a softmax layer and is defined as:422
L =
−1
n
n∑
i=1
[yi log(yˆi) + (1− yi)log(1− yˆi)] .
The training converges when the network does not significantly improve its423
performance on the validation set for a predefined number of epochs (100).424
An improvement is considered sufficient if the relative increase in perfor-425
mance is at least 0.5%.426
427
During training of LRCN and CNN, a batch-size of 50 2D+time sequences428
was used due to memory constraints. The momentum of the optimiser was429
set to 0.90 and the learning rate was 0.0001. The parameters of the convo-430
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lutional and fully-connected layers were initialised from a zero mean, unit431
standard deviation Gaussian distribution. In each trial, training was con-432
tinued until the network converged. Convergence was defined as a state in433
which no substantial progress was observed in the training loss. Parame-434
ters were optimised using a grid-search among all parameters. We used the435
Keras Framework with Tensorflow backend for implementation and training436
the network with the curriculum learning setup took around 12 hours on437
a NVIDIA Quadro 6000P GPU. Classification of a single 2D+time image438
sequence took less than 1s.439
5. Experiments and results440
Three sets of experiments were performed. The first set of experiments (Sec-441
tion 5.2) aimed to compare the performance of the different algorithmic ap-442
proaches for automatic motion artefact detection, while the second set of443
experiments (Section 5.3) aimed at comparing different design choices for444
balancing the classes. In Section 5.4 we validate the proposed curriculum445
learning training strategies. Finally, we visualize saliency maps in Section446
5.5 and evaluate our algorithm on multi-class artefact detection task in Sec-447
tion 5.6. All experiments were carried out using the Python programming448
language, using standard Python libraries, Tensorflow, Keras and the scikit-449
learn Python toolkit (Pedregosa et al., 2011). Before describing the experi-450
ments in detail, we first describe the evaluation measures used.451
452
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5.1. Evaluation metrics and methods of comparison453
A 10-fold repeated stratified cross-validation was used to validate the perfor-454
mance of each algorithm. In each fold, the classification accuracy (i.e. the455
proportion of subjects correctly classified), as well as the recall (the propor-456
tion of artefact images correctly classified) and the precision (the proportion457
of correctly classified good quality images) were computed. Finally, we com-458
puted the average balanced accuracies and the area under the ROC curve459
(AUC). The accuracy, precision, recall, balanced accuracy and AUC metrics460
are defined as:461
Accuracy =
TP + TN
TP + FP + FN + TN
,
Precision =
TP
TP + FP
Recall =
TP
TP + FN
,
Balanced Accuracy =
Precision+Recall
2
,
AUC =
∫ ∞
−∞
TPR(t)FPR(t)dt .
462
463
where TP represents true positives, FP is false positives, FN is false nega-464
tives and TN is true negatives. TPR defines the true positive rate and FPR465
defines the false positive rate for a given threshold t.466
467
We compared our algorithm with a range of alternative classification tech-468
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niques: K-nearest neighbours, Support Vector Machines (SVMs), Decision469
Trees, Random Forests, Adaboost and Naive Bayesian. The inputs to all al-470
gorithms were the cropped intensity-normalised data as described in Section471
4.1 with the exception of the method proposed by (Lorch et al., 2017). For472
this method, we used hand crafted features (e.g. box, line, texture and his-473
togram) to train a decision forest algorithm similar to (Lorch et al., 2017). We474
optimised the parameters of each comparative algorithm using a grid search.475
We also tested two techniques developed for image quality assessment in the476
computer vision literature: the NIQE metric (Mittal et al., 2013) is based477
on natural scene statistics and was trained using a separate set of 50000 2D478
good quality CMR images to establish a baseline for good image quality; and479
the Variance of Laplacians is a moving filter that has been used to detect the480
blur level of an image. For both of these techniques we used a 10-fold SVM481
for classification of the final scores.482
5.2. Synthetic data483
We first tested our algorithm using synthetically generated artefacts to eval-484
uate its performance. We generated different levels of corruption from good485
quality images using the pipeline explained in Section 4.3 and evaluated the486
algorithms on a balanced data set consisting of 3360 good quality and 3360487
artefact images with different severity. We used a 10-fold cross validation to488
classify the good quality and artefact images. The results are reported in489
Tables 1 and 2 for breathing and mistriggering artefacts respectively. The490
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Table 1: Synthetic mistriggering artefact data classification results for mean
accuracy (A), precision (P), recall (R) and balanced accuracy (BA) results.
A 10-fold cross validation was used and each image was labelled once over all
folds and standard deviation over folds is reported (mean ± std). All results
are multiplied by 1000 and the bold font highlights the best results.
Methods A P R BA
K-Nearest Neighbours 742± 25 742± 33 746± 40 744± 37
Linear SVM 748± 36 743± 89 749± 41 746± 73
Decision Tree 756± 42 757± 46 751± 33 754± 41
Random Forests 787± 45 782± 78 786± 62 784± 67
Adaboost 783± 37 781± 60 778± 73 779± 66
Naive Bayesian 809± 65 796± 48 804± 57 800± 52
Variance of Laplacian 802± 42 799± 62 803± 79 802± 41
NIQE 922± 56 919± 72 925± 82 923± 71
Lorch et al. (2017) 893± 62 892± 83 894± 49 893± 22
3D CNN 961± 79 957± 101 959± 87 958± 74
LRCN 963 ± 45 963 ± 33 965 ± 41 964 ± 38
high performance of the deep learning architectures is evident for both types491
of artefact. LRCN and 3D-CNN show the highest performance in terms of492
accuracy, recall and balanced accuracy. The general high performance by all493
methods can be explained by the low complexity of the problem (i.e. original494
vs. synthetically corrupted version of the same image) and the availability495
of the balanced data set.496
5.3. Augmentation technique analysis497
We evaluated deep learning algorithms on the real in-vivo cases using 150498
artefact and 3360 good quality images. We tested six different training con-499
figurations of two neural network strategies to evaluate their performance in500
more detail: (1) training using only acquired magnitude data without any501
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Table 2: Synthetic breathing artefact data classification results for mean
accuracy (A), precision (P), recall (R) and balanced accuracy (BA) results.
A 10-fold cross validation was used and each image was labelled once over all
folds and standard deviation over folds is reported (mean ± std). All results
are multiplied by 1000 and the bold font highlights the best results.
Methods A P R BA
K-Nearest Neighbours 718± 33 724± 37 721± 30 723± 36
Linear SVM 740± 41 737± 80 744± 48 741± 76
Decision Tree 707± 55 708± 42 713± 37 711± 48
Random Forests 764± 56 776± 64 781± 68 778± 61
Adaboost 768± 39 768± 54 772± 50 770± 57
Naive Bayesian 788± 70 790± 43 797± 68 793± 42
Variance of Laplacian 809± 43 820± 69 824± 55 822± 59
NIQE 897± 59 899± 71 904± 61 902± 50
Lorch et al. (2017) 896± 62 895± 47 897± 38 896± 77
3D CNN 953± 89 951± 91 961± 82 955± 70
LRCN 961 ± 41 962 ± 29 964 ± 51 963 ± 30
data augmentation, (2) training using translational data augmentation with502
translations only, (3) training using Gaussian bluring corrupted data aug-503
mentation, (4) training using data augmentation with mistriggering k-space504
corrupted data only, (5) training using data augmentation with breathing k-505
space corrupted data only, (6) training using both mistriggering and breath-506
ing type synthetic artefacts, (7) cost-sensitive learning with a weighted cost507
function. The cost sensitive learning used a weighted binary cross entropy508
loss function with the weights determined by the ratio of samples in the509
classes (150 : 3360). We also augmented data in this setup using translations510
for a fair comparison, but the data augmentation was not used to balance511
the classes in this scenario and the augmentation was applied in the same512
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way for both classes. Moreover, we have used Gaussian blurring to corrupt513
the data at different levels to showcase the performance of an addtional data514
corruption strategy. In each setup, the acquired data corrupted by motion515
artefacts were used together with the real motion artefact data.516
517
The translational data augmentation used random shifts in both the hori-518
zontal and vertical directions in the range of [W/5, H/5], where W and H519
represent the width and height of the image respectively (i.e. W=H=80 pix-520
els=144 mm in our case). Rotations were not used due to their influence on521
image quality caused by the necessary interpolation. Note that none of the522
augmented data were used for testing. They were only used for increasing523
the total number of training images.524
525
We used a 10-fold stratified cross validation strategy to test all algorithms,526
in which each image appeared once in the test set over all folds. Due to527
the high class imbalance, all algorithms achieved over 0.9 accuracy and so528
we do not report this metric in Table 3. The interesting comparison for529
the methods lies in the recall numbers, which quantify the capability of the530
methods to identify images with artefacts. The results show that the LRCN-531
based technique is capable of identifying the presence of motion artefacts532
with high recall compared to the other techniques.533
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Table 3: Mean balanced accuracy (BA), precision (P), recall (R) and area un-
der the ROC curve (AUC) results of image classification for motion artefacts
(in-vivo data set) trained on real and synthetic data sets. A 10-fold cross
validation was used and each image was labelled once over all folds(mean ±
std). t-aug,g-aug, m-aug, b-aug represent translational, gaussian blurring,
mistriggering and breathing type augmentations respectively. b-m-aug rep-
resents a random mix of mis-tiggering and breathing artefacts to balance
the data set. cs stands for cost-sensitive learning with weighted losses. All
results are multiplied by 1000 and the bold font highlights the best results.
Methods BA P R AUC
3DCNN no-aug 590± 85 713± 69 467± 82 581± 124
3DCNN t-aug 679± 63 751± 54 607± 78 674± 87
3DCNN g-aug 690± 69 709± 101 670± 91 685± 90
3DCNN m-aug 717± 71 762± 78 673± 74 732± 71
3DCNN b-aug 695± 62 703± 40 687± 98 699± 67
3DCNN cs 515± 91 503± 57 520± 68 613± 50
3DCNN b-m-aug 721± 47 768 ± 61 673± 40 735± 67
LRCN no-aug 629± 97 724± 57 533± 65 603± 71
LRCN t-aug 664± 55 722± 69 607± 87 704± 73
LRCN g-aug 698± 61 715± 73 672± 80 708± 84
LRCN m-aug 731± 77 743± 77 720± 128 826± 80
LRCN b-aug 719± 53 731± 81 707± 81 759± 93
LRCN cs 511± 89 502± 72 520± 48 608± 71
LRCN b-m-aug 742 ± 50 751± 84 733 ± 66 828 ± 57
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5.4. Influence of curriculum learning534
We investigated the influence of curriculum learning on our algorithm. For535
these experiments we used the best performing model from Table 3, namely536
the LRCN model with a mixture of breathing and mistriggering synthetic537
artefacts. During generation of the synthetic training samples we used b = 10538
different levels of k-space corruption and used these to generate the curricu-539
lum. We introduced the easy samples (highly corrupted images) at the be-540
ginning of the training and gradually included harder samples (less corrupted541
images).542
543
In order to evaluate the success of this approach, we compared to two alterna-544
tives. First, we repeated the curriculum generation process in the opposite545
way and first used hard samples and gradually introduced easier samples546
(anti-curriculum). Second, we used a curriculum consisting of a random set547
of samples with no sorting at each run (control-curriculum). Figure 9 shows548
ROC curves and reports AUC values for these three approaches. We per-549
formed a Delong’s statistical significance test (DeLong et al., 1988) to eval-550
uate the differences between the methods. The curriculum learning strategy551
significantly outperformed random sampling and anti-curriculum learning (p-552
value < 0.05).553
554
We show the improvements in classification using curriculum learning using555
samples from the data set in Figure 10. Some difficult classification cases were556
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Figure 9: ROC curves for the LRCN-based motion artefact detection ap-
proach using curriculum learning. Gradually introducing harder samples
during training improves the performance of the algorithm compared to
the random (control-curriculum) and harder-to-easier configurations (anti-
curriculum).
selected to showcase the performance of both methods. The figure shows the557
borderline cases from both classes, where there is only a slight difference558
between the good and poor quality images. The use of curriculum learning559
enables detection of borderline cases of motion artefacts (poor quality images)560
with great success compared to control-curriculum.561
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Figure 10: Curriculum learning improves the classification of motion artefacts
on borderline cases. (a) shows the results of control-curriculum with coloured
circles for good and poor quality images. (b) illustrates the results of the
curriculum learning strategy for the same samples. Most of the borderline
cases are correctly identified with the curriculum learning strategy. The green
circles indicate the correct classifications and red circles indicate the wrong
classifications by the methods.
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(a) Poor Quality Image (b) Attention Map (c) Overlaid
Figure 11: Attention map for a poor quality image learned by the last layer of
the network, where red indicates high attention and blue low attention. The
network architecture captures the area of significance for correctly classifying
the image. Results provided for LRCN network trained with curriculum
learning.
5.5. Saliency Maps562
Attention map Simonyan et al. (2013), uses the gradients of any target con-563
cept (e.g. logits), flowing into the final convolutional layer to produce a564
coarse localization map highlighting the important regions in the image for565
predicting the concept. To visualize activation over final dense layer outputs,566
we need to switch the softmax activation out for linear since gradient of out-567
put node will depend on all the other node activations. Figure 11 shows568
the attention maps of the last layer of the network on an example from the569
test set. Attention maps provide a way to visualize the most influential ar-570
eas in the input data used for the classification. In poor quality images the571
activations are high in blurry regions as visualized in the Figure 11.572
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Table 4: Multi-class detection of motion artefact. The balanced accuracy re-
sults of 3-class classification (Good quality, breathing and triggering-based).
A 10-fold cross validation was used and each image was labelled once over all
folds and standard deviation over folds is reported. All results are multiplied
by 1000 and the bold font highlights the best results.
Methods Breathing Mis-triggering and Arrythmia
Random Forests 658± 129 689± 136
Variance of Laplacian 672± 118 687± 127
LRCN 710± 122 731± 126
LRCN-Curriculum 741 ± 12 752 ± 114
5.6. Multi-class Detection573
We test our LRCN algorithm with curriculum learning on a multi-class clas-574
sification task to evaluate the capability of our our model on classifying be-575
tween breathing vs. gating-related artefacts. We used breathing k-space576
corruption and mis-triggering k-space corruption respectively at each curric-577
ula to balance the classes similar to previous experiments. In Table 4, we578
report the balanced accuracy results for two state of the art technique results579
to show the improved performance with our method. As expected with fewer580
number of cases in the dataset the classification task is more difficult. The581
results indicate the potential of our method in class-specific artefacts, which582
can be instrumental in addressing the image quality issues.583
6. Discussion and conclusion584
We have presented an extensive study on automatic cardiac motion artefact585
detection using spatio-temporal deep learning techniques. The motion arte-586
fact detection problem exhibits a severe data imbalance between the classes587
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in UKBB dataset. Our fundamental contribution in this paper is to address588
this data imbalance by using a k-space based corruption strategy to increase589
the robustness of the classification. With a variety of synthetic data genera-590
tion techniques we propose to augment data for training the classifier using591
knowledge of the cine MR acquisition process. We have also investigated the592
robustness of two deep learning architectures developed for video classifica-593
tion for classifying motion-related artefacts. Benefiting from the controlled594
environment of synthetic data generation we utilised curriculum learning for595
training and showcased the efficiency of the technique in comparison with596
other data sampling strategies.597
598
One key observation of our work is the superiority of deep learning meth-599
ods to classify motion artefacts compared to other state-of-the-art machine600
learning algorithms. Moreover, we tested data augmentation strategies ex-601
tensively and illustrated the superior performance of k-space corruption to602
generate synthetic data for augmentation. It is interesting to observe that603
using different corruption strategies improves the performance of the clas-604
sification techniques. Finally, employing a curriculum learning strategy for605
training the image classification networks ensured better performance com-606
pared to anti-curriculum and random sampling strategies.607
608
In the future, we would like to investigate novel loss functions for the de-609
tection of image quality. Moreover, investigation of basal and apical slice610
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quality, which exhibits a slightly different anatomy and challenge, is an im-611
portant future direction. In this work, we deliberately used existing network612
architectures and loss functions to enable us to focus our evaluation on the613
influence of our novel data augmentation and curriculum learning strategies.614
In future work we would like to investigate novel architectures tailored to615
the problem at hand. Moreover, a regression based approach on artefact616
detection could evaluate the impact of artefacts on downstream tasks (e.g.617
how badly would the artefacts affect segmentation accuracy or calculation of618
metrics such as ejection fraction).619
620
The UK Biobank is a controlled study and the number of images with mo-621
tion artefacts is limited. In real clinical acquisitions the likelihood of motion622
artefact occurrence is higher (although the classes would still be imbalanced),623
and there would be great value for motion artefact detection mechanisms be-624
ing deployed ‘on-the-fly’ in the MR scanner. The indication for CMR is often625
prognostic stratification of already existent cardiac diseases and patients are626
more likely to have arrythmias, have difficulties with breath-holding or re-627
maining still during acquisition. With the successful translation of such tools628
in clinical setups high diagnostic image quality could be ensured on the spot.629
Indeed, these mechanisms would not necessarily need to be CMR specific630
and could even be applied to different medical image modalities and differ-631
ent organs. With this aim in mind, we would like to validate our algorithm632
on multi-vendor and multi-site artefact datasets in the future.633
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In conclusion, we believe that the work that we have presented represents634
an important contribution to the understanding of CMR image quality as-635
sessment. Our novel ideas of leveraging k-space corruption for data augmen-636
tation and training the classifier with a curriculum learning strategy have637
been shown to improve motion artefact detection accuracy. In the current638
environment of the increasing use of imaging in clinical practice, as well as639
the emergence of large population data cohorts which include imaging, our640
proposed automated quality control methods can ensure the accuracy of sub-641
sequent analysis pipelines.642
Data Access Statement643
The imaging data were provided by the UK Biobank Resource under Appli-644
cation Number 17806. Researchers can apply to use the UK Biobank data645
resource for health-related research in the public interest. The data set is646
available upon request at: http://www.ukbiobank.ac.uk/.647
Acknowledgements648
This work was supported by an EPSRC programme Grant (EP/P001009/1)649
and the Wellcome EPSRC Centre for Medical Engineering at the School of650
Biomedical Engineering and Imaging Sciences, Kings College London (WT651
203148/Z/16/Z). This research has been conducted using the UK Biobank652
Resource under Application Number 17806. The GPU used in this research653
was generously donated by the NVIDIA Corporation.654
39
References655
Abdi, A.H., Luong, C., Tsang, T., Allan, G., Nouranian, S., Jue, J., Haw-656
ley, D., Fleming, S., Gin, K., Swift, J., Rohling, R., Abolmaesumi, P.,657
2017a. Automatic quality assessment of echocardiograms using convolu-658
tional neural networks: Feasibility on the apical four-chamber view. IEEE659
Trans. Med. Imaging 36, 1221–1230.660
Abdi, A.H., Luong, C., Tsang, T., Jue, J., Gin, K., Yeung, D., Hawley, D.,661
Rohling, R., Abolmaesumi, P., 2017b. Quality assessment of echocardio-662
graphic cine using recurrent neural networks: Feasibility on five standard663
view planes, in: Descoteaux, M., Maier-Hein, L., Franz, A.M., Jannin, P.,664
Collins, D.L., Duchesne, S. (Eds.), Medical Image Computing and Com-665
puter Assisted Intervention - MICCAI 2017 - 20th International Confer-666
ence, Quebec City, QC, Canada, September 11-13, 2017, Proceedings, Part667
III, Springer. pp. 302–310.668
Avramova, V., 2015. Curriculum learning with deep convolutional neural669
networks. Master’s thesis. School of Computer Science and Communication670
(CSC) KTH. Sweden.671
Bengio, Y., Louradour, J., Collobert, R., Weston, J., 2009. Curriculum672
learning, in: Proceedings of the 26th Annual International Conference on673
Machine Learning, ACM. pp. 41–48.674
Berger, L., Hyde, E., Cardoso, M.J., Ourselin, S., 2018. An adaptive sam-675
40
pling scheme to efficiently train fully convolutional networks for semantic676
segmentation, in: Nixon, M.S., Mahmoodi, S., Zwiggelaar, R. (Eds.), Med-677
ical Image Understanding and Analysis - 22nd Conference, MIUA 2018,678
Springer. pp. 277–286.679
Chawla, N.V., 2010. Data mining for imbalanced datasets: An overview, in:680
Maimon, O., Rokach, L. (Eds.), Data Mining and Knowledge Discovery681
Handbook, 2nd ed.. Springer, pp. 875–886.682
Chow, L.S., Paramesran, R., 2016. Review of medical image quality assess-683
ment. Biomed. Signal Proc. and Control 27, 145–154.684
Cruz, G., Atkinson, D., Buerger, C., Schaeffter, T., Prieto, C., 2016. Acceler-685
ated motion corrected three-dimensional abdominal MRI using total vari-686
ation regularized SENSE reconstruction. Magnetic Resonance in Medicine687
75, 1484–1498.688
DeLong, E.R., DeLong, D.M., Clarke-Pearson, D.L., 1988. Comparing the689
areas under two or more correlated receiver operating characteristic curves:690
a nonparametric approach. Biometrics , 837–845.691
Donahue, J., Hendricks, L.A., Rohrbach, M., Venugopalan, S., Guadarrama,692
S., Saenko, K., Darrell, T., 2017. Long-term recurrent convolutional net-693
works for visual recognition and description. IEEE Trans. Pattern Anal.694
Mach. Intell. 39, 677–691.695
41
Elman, J.L., 1993. Learning and development in neural networks: The im-696
portance of starting small. Cognition 48, 71–99.697
Estabrooks, A., Jo, T., Japkowicz, N., 2004. A multiple resampling method698
for learning from imbalanced data sets. Computational Intelligence 20,699
18–36.700
Ferreira, P.F., Gatehouse, P.D., Mohiaddin, R.H., Firmin, D.N., 2013. Car-701
diovascular magnetic resonance artefacts. Journal of Cardiovascular Mag-702
netic Resonance 15, 41.703
Gui, L., Baltrusaitis, T., Morency, L., 2017. Curriculum learning for facial704
expression recognition, in: IEEE International Conference on Automatic705
Face & Gesture Recognition, IEEE Computer Society. pp. 505–511.706
Han, H., Wang, W.Y., Mao, B.H., 2005. Borderline-smote: a new over-707
sampling method in imbalanced data sets learning, in: International Con-708
ference on Intelligent Computing, Springer. pp. 878–887.709
Jesson, A., Guizard, N., Ghalehjegh, S.H., Goblot, D., Soudan, F., Chapa-710
dos, N., 2017. CASED: curriculum adaptive sampling for extreme data711
imbalance, in: Descoteaux, M., Maier-Hein, L., Franz, A.M., Jannin, P.,712
Collins, D.L., Duchesne, S. (Eds.), Medical Image Computing and Com-713
puter Assisted Intervention - MICCAI 2017 - 20th International Confer-714
ence, Quebec City, QC, Canada, September 11-13, 2017, Proceedings, Part715
III, Springer. pp. 639–646.716
42
Kang, L., Ye, P., Li, Y., Doermann, D.S., 2014. Convolutional neural net-717
works for no-reference image quality assessment, in: 2014 IEEE Conference718
on Computer Vision and Pattern Recognition, CVPR 2014, Columbus,719
OH, USA, June 23-28, 2014, IEEE Computer Society. pp. 1733–1740.720
Khan, S.H., Hayat, M., Bennamoun, M., Sohel, F.A., Togneri, R., 2018.721
Cost-sensitive learning of deep feature representations from imbalanced722
data. IEEE Trans. Neural Netw. Learning Syst. 29, 3573–3587.723
Korshunova, I., Burms, J., Jonas, D., Joni, D., 2016. Diagnosing heart724
diseases with deep neural networks. http://irakorshunova.github.io/725
2016/03/15/heart.html.726
Ku¨stner, T., Gatidis, S., Liebgott, A., Schwartz, M., Mauch, L., Martirosian,727
P., Schmidt, H., Schwenzer, N.F., Nikolaou, K., Bamberg, F., Yang, B.,728
Schick, F., 2018. A machine-learning framework for automatic reference-729
free quality assessment in MRI. CoRR abs/1806.09602. 1806.09602.730
Ku¨stner, T., Liebgott, A., Mauch, L., Martirosian, P., Bamberg, F., Niko-731
laou, K., Yang, B., Schick, F., Gatidis, S., 2018. Automated reference-free732
detection of motion artifacts in magnetic resonance images. Magnetic Res-733
onance Materials in Physics, Biology and Medicine 31, 243–256.734
Lee, Y.J., Grauman, K., 2011. Learning the easy things first: Self-paced735
visual category discovery, in: The 24th IEEE Conference on Computer736
43
Vision and Pattern Recognition, CVPR 2011, Colorado Springs, CO, USA,737
20-25 June 2011, IEEE Computer Society. pp. 1721–1728.738
Lorch, B., Vaillant, G., Baumgartner, C., Bai, W., Rueckert, D., Maier,739
A., 2017. Automated detection of motion artefacts in mr imaging using740
decision forests. Journal of Medical Engineering 2017.741
Maicas, G., Bradley, A.P., Nascimento, J.C., Reid, I.D., Carneiro, G.,742
2018. Training medical image analysis systems like radiologists. CoRR743
abs/1805.10884. 1805.10884.744
Maloof, M.A., 2003. Learning when data sets are imbalanced and when costs745
are unequal and unknown, in: ICML-2003 Workshop on Learning from746
Imbalanced Data sets II, pp. 2–1.747
Mittal, A., Soundararajan, R., Bovik, A.C., 2013. Making a ”completely748
blind” image quality analyzer. IEEE Signal Process. Lett. 20, 209–212.749
Moorthy, A.K., Bovik, A.C., 2011. Blind image quality assessment: From750
natural scene statistics to perceptual quality. IEEE Trans. Image Process-751
ing 20, 3350–3364.752
Mortamet, B., Bernstein, M.A., Jack Jr, C.R., Gunter, J.L., Ward, C., Brit-753
son, P.J., Meuli, R., Thiran, J.P., Krueger, G., 2009. Automatic quality754
assessment in structural brain magnetic resonance imaging. Magnetic Res-755
onance in Medicine: An Official Journal of the International Society for756
Magnetic Resonance in Medicine 62, 365–372.757
44
Oksuz, I., Ruijsink, B., Puyol-Anton, E., Bustin, A., Cruz, G., Prieto, C.,758
Rueckert, D., Schnabel, J.A., King, A.P., 2018. Deep learning using k-759
space based data augmentation for automated cardiac MR motion artefact760
detection. arXiv preprint arXiv:1808.05130 .761
Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel,762
O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., et al., 2011.763
Scikit-learn: Machine learning in python. Journal of machine learning764
research 12, 2825–2830.765
Pentina, A., Sharmanska, V., Lampert, C.H., 2015. Curriculum learning766
of multiple tasks, in: IEEE Conference on Computer Vision and Pattern767
Recognition, CVPR 2015, Boston, MA, USA, June 7-12, 2015, IEEE Com-768
puter Society. pp. 5492–5500.769
Petersen, S.E., Matthews, P.M., Francis, J.M., Robson, M.D., Zemrak, F.,770
Boubertakh, R., Young, A.A., Hudson, S., Weale, P., Garratt, S., et al.,771
2015. Uk biobanks cardiovascular magnetic resonance protocol. Journal772
of cardiovascular magnetic resonance 18, 8.773
Robinson, R., Valindria, V.V., Bai, W., Suzuki, H., Matthews, P.M., Page,774
C., Rueckert, D., Glocker, B., 2017. Automatic quality control of car-775
diac MRI segmentation in large-scale population imaging, in: Descoteaux,776
M., Maier-Hein, L., Franz, A.M., Jannin, P., Collins, D.L., Duchesne, S.777
(Eds.), Medical Image Computing and Computer Assisted Intervention -778
45
MICCAI 2017 - 20th International Conference, Quebec City, QC, Canada,779
September 11-13, 2017, Proceedings, Part I, Springer. pp. 720–727.780
Simonyan, K., Vedaldi, A., Zisserman, A., 2013. Deep inside convolutional781
networks: Visualising image classification models and saliency maps. arXiv782
preprint arXiv:1312.6034 .783
Talebi, H., Milanfar, P., 2018. NIMA: neural image assessment. IEEE Trans.784
Image Processing 27, 3998–4011.785
Tarroni, G., Oktay, O., Bai, W., Schuh, A., Suzuki, H., Passerat-Palmbach,786
J., Glocker, B., Matthews, P.M., Rueckert, D., 2018. Learning-based qual-787
ity control for cardiac MR images. CoRR abs/1803.09354. 1803.09354.788
Tran, D., Bourdev, L.D., Fergus, R., Torresani, L., Paluri, M., 2015. Learning789
spatiotemporal features with 3d convolutional networks, in: 2015 IEEE In-790
ternational Conference on Computer Vision, ICCV 2015, Santiago, Chile,791
December 7-13, 2015, IEEE Computer Society. pp. 4489–4497.792
Wang, S., Liu, W., Wu, J., Cao, L., Meng, Q., Kennedy, P.J., 2016. Training793
deep neural networks on imbalanced data sets, in: 2016 International Joint794
Conference on Neural Networks, IJCNN 2016, Vancouver, BC, Canada,795
July 24-29, 2016, IEEE. pp. 4368–4374.796
Weinshall, D., Cohen, G., Amir, D., 2018. Curriculum learning by trans-797
fer learning: Theory and experiments with deep networks, in: Dy, J.G.,798
Krause, A. (Eds.), Proceedings of the 35th International Conference on799
46
Machine Learning, ICML 2018, Stockholmsma¨ssan, Stockholm, Sweden,800
July 10-15, 2018, JMLR.org. pp. 5235–5243.801
Woodard, J.P., Carley-Spencer, M.P., 2006. No-reference image quality met-802
rics for structural MRI. Neuroinformatics 4, 243–262.803
Wu, L., Cheng, J., Li, S., Lei, B.Y., Wang, T., Ni, D., 2017. FUIQA: fetal804
ultrasound image quality assessment with deep convolutional networks.805
IEEE Trans. Cybernetics 47, 1336–1349.806
Zhang, L., Gooya, A., Dong, B., Hua, R., Petersen, S.E., Medrano-Gracia, P.,807
Frangi, A.F., 2016. Automated quality assessment of cardiac MR images808
using convolutional neural networks, in: Tsaftaris, S.A., Gooya, A., Frangi,809
A.F., Prince, J.L. (Eds.), Simulation and Synthesis in Medical Imaging -810
First International Workshop, SASHIMI 2016, Held in Conjunction with811
MICCAI 2016, Athens, Greece, October 21, 2016, Proceedings, pp. 138–812
145.813
Zhang, L., Gooya, A., Frangi, A.F., 2017. Semi-supervised assessment of814
incomplete LV coverage in cardiac MRI using generative adversarial nets,815
in: Tsaftaris, S.A., Gooya, A., Frangi, A.F., Prince, J.L. (Eds.), Simula-816
tion and Synthesis in Medical Imaging - Second International Workshop,817
SASHIMI 2017, Held in Conjunction with MICCAI 2017, Que´bec City,818
QC, Canada, September 10, 2017, Proceedings, Springer. pp. 61–68.819
Zhou, Z., Liu, X., 2006. Training cost-sensitive neural networks with methods820
47
addressing the class imbalance problem. IEEE Trans. Knowl. Data Eng.821
18, 63–77.822
48
