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Abstract 
The weighted median is introduced as a fusion operation which can be used in situ- 
ations in which, while having numeric values for the weights associated with the objects 
to be fused, the actual objects being fused only satisfy an ordering property. After intro- 
ducing the concept of weighted median we compare it with the weighted average and 
show that they have many properties in common. We then provide an algorithm for 
learning the weights associated with a median aggregation. We then show how we 
can use this technique to extend the applicability of the Ordered Weighted Averaging 
(OWA) operator to situations in which the arguments are nonnumeric. Finally we show 
how we can use the weighted median as an alternative to the expected value in the eval- 
uation of probabilistic lotteries. © 1998 Elsevier Science Inc. 
1. Introduction 
Many kinds of  information fusion techniques are based upon the use of  the 
averaging operator. One fundamental requirement for using this operator is 
that the objects to be aggregated are numeric. As technological interest moves 
to the construction of  intelligent systems, we are often faced with problems in 
which we must fuse nonnumeric information. The median provides an aggre- 
gation operation which only requires that the fused objects can be ordered. 
Thus while the median aggregation, like the average, can work in numeric do- 
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mains, it also can be used in situations in which we are not interested in 
combining numbers but ordered objects. One important situation in which this 
occurs is when we have linguistic information to be fused. In this work we con- 
sider a new fusion operator which is an extension of the median. This operator 
is called the weighted median and was originally introduced in [1,2]. With this 
operator we can provide a fusion of weighted objects where the objects to be 
aggregated need only be drawn from an ordered set while the weights can be 
numbers. A prototypical example of this situation occurs in decision making 
under risk. In this environment we could have probabilities associated with 
the state of nature but the payoffs could only be evaluated in terms such as 
bad, good and excellent. Actually at a deeper level the ability to aggregate 
weighted ordinal information allows us to put less burden on the providers 
of information in that they only need give preference information in terms of 
an ordering, this is a consideration of some importance in applications where 
there are often problems getting the users of decision making tools to provide 
the required ata. After introducing the concept of weighted median we com- 
pare it with the weighted average and show that they have many properties in 
common. We then provide an algorithm for learning the weights associated 
with a median aggregation. We then show how we can use this technique to 
extend the applicability of the Ordered Weighted Averaging (OWA) operator 
[3] to situations in which the arguments are nonnumeric. Finally we show 
how we can use the weighted median as an alternative to the expected value 
in situations where the values are nonnumeric. 
2. Weighted median aggregation 
An often used approach to aggregation of scores is the weighted average. 
We recall that if al, a2, • •., an are a collection of values and w~, w2,.. . ,  wn are 
a collection of associated weights where it is assumed that: 
Property 1. Zwi  = 1, 
Property 2. wi c [0, 1], Vi, 




In environments in which the scores to be aggregated are nonnumerical this 
method cannot be used. In the following, we shall consider an alternative ap- 
proach to aggregation which is useful in environments in which the scores to be 
aggregated are drawn from a scale which only has a linear ordering, while the 
weights are still numeric values satisfying properties one and two above. This 
approach is called the weighted median [1,2]. 
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In the following we shall let L = {r~, r2, . . . ,  rq} be a set having the property 
ri > r~, if i > j. Specifically we assume the elements in L are ordered. A partic- 
ular case of this type of situation is when the set of elements are of a linguistic 
type such as 
{very low, low, medium, high, very high}. 
Assume D is a collection (multi-set) of elements drawn from L. One ap- 
proach to aggregating these scores is to use the median operator. We recall that 
i fD  = {al,a2,. . .  ,an}, then if bj is the jth largest of the elements in D 
Med(D) -- ~ b("--5~) if n is odd, 
t b(~) if n is even. 2
Example 1. Let D ={med,  low, high, very high, high, low, very high}. Thus 
in this case bl = very high; b2 = very high; b3 = high; b4 = high; b5 = med; 
b6 = low; b7 -- 10w. Since n = 7 then Med(D) = b4 = high. 
In [2] Yager and Rybalov considered the problem of weighted median aggre- 
gation. Assume D = ((wl,al),  (WZ,a2) , . . . , (wn ,an) )  are a collection of pairs 
where ai is a score and wi is its associated weight. We again assume that the 
weights satisfy Properties 1and 2. Again assume that the ag are reordered such 
that bj is the jth largest of the ag. Furthermore, let uj be the weight that is as- 
sociated with the ai that becomes bj. Thus if bj = a5 then uj = ws. Once having 
the ordered collection 
b = ((ul, bl), (u2,b2),..., (u,,b,)) 
to calculate the weighted median, we proceed as follows. We denote 
i 
j=l 
the sum of the first i weights. From this we get 
Weight Med(D) = bk, 
where k is such that 
Tk_~ <0.5 and Tk/>0.5. 
Thus the weighted median is the ordered value of the arguments for which 
the sum of the weights first crosses the value of 0.5. We shall call k the cross 
over value. 
2 In using the median it should be pointed out that when n is even the value of the median is not 
unique. More generally Med(D) c [b(n/2), b(n/2 + 1)]. Usually some convention is adopted for 
the selection, for example taking the largest value of the range as we have indicated. 
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The following example illustrates this type of aggregation. 
Example 2. Assume our scale for obtaining values is 
L ---- {very low (vl), low (1), medium (m), high (h), very high (vh)}. 
Assume 
D = ((0.3, 1), (0.2, h), (0.2, m), (0.1, vl), (0.2, vh)}. 
Ordering the arguments we get 
bj uj 
vh 0.2 0.2 
h 0.2 0.4 
m 0.2 0.6 (--- 
1 0.3 0.9 
vl 0.1 1.0 
Hence Weight Med(D) = medium. 
In the preceding example we have introduced an aggregation technique which 
only requires that the values to be aggregated are drawn from some ordered set 
while allowing the weights associated with these elements to be numbers. 
While we assumed that the weights associated with the elements to be aggre- 
gated are drawn from the unit interval and sum to one this is not necessary. If
the weights are assumed to be nonnegative numbers we can normalize these 
values and then proceed to use the weighted median. 
In Section 3 we shall look at the properties of the weighted median (WM) 
and compare it to the weighted average (WA). 
3. Properties of weighted median 
Let us now look at some of the properties of this weighted median and com- 
pare them with the corresponding properties of the weighted average. 
We first note that both are idempotent. Assume ai = a for all i. In this case 
n n n 
WA= ~"~wiai= Zwia=aZwi=a.  
i=1 i :1  i=1 
In the case of the weighted median if al = a for all i then bj = a for all j. 
Thus if k is the crossover value, since bj = a for j then bk = a. 
We also note that the weighted average is commutative (generally symmet- 
ric) in the sense that each of the pairs (wi, ai) are  treated in the same manner. It 
can be easily seen that each of the pairs (wi ,a i )  are also treated in the same 
manner in the weighted median. 
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We next consider the property of monotonicity. Let 
D= ((wi, a,)) i=  1, . . . ,n ,  
b = <(w,,ai)) i = 1 , . . . ,  n, 
where for each i we have h i ~ ai. Monotonicity requires that the aggregation of 
/3 be at least as great as the aggregation of D. In the case of the weighted av- 
erage 
WA(D) = wiai, WA(D) = ~ wia i
i - I  i - I  
since hi >~ ai then 
WA(D) /> WA(D). 
To show the monotonicity of the weighted median is slightly more complex. 
First we note that to show the monotonicity property for the weighted median 
all we need show is that if one of the values in the argument increases and all 
others remain the same, then the aggregation cannot decrease. Thus in the fol- 
lowing we shall assume D = ((wi, ai)) for i = 1, . . . ,  n and b = ((wi, hi)) where 
for some index m, hm > am and hi = al for i # m. 
For simplicity we shall assume that the ai's have already been indexed so 
that a~ ~> aj if i < j. In the following we shall assume that the crossover for 
WM(D) occurs at k, hence Tk-l = }--]~-~ wj < 0.5 and Tk = Y]~=l wi >>- 0.5 and 
thus WM(D) = ak. To show the monotonicity of b we need consider three 
cases regarding the location m with respect o k. 
(1) m < k: In this case we still have Tk-~ < 0.5 and Tk >/0.5 and thus 
WM(D) = ak = WM(D) 
since ak is unchanged. 
(2) m = k: In this situation it is still the case that 
k 
Tk = ~-~wi ~>0.5 
j - I  
and hence 
WM(/3) ~ {a,,a2,. . .  ,ak-~,hm}. 
Since all these values are at least as great as ak it follows that 
WM(D)/> WM(D). 
(3) m > k: Two cases must be considered. (i) h,, ~< ak: In this case the reorder- 
ing of the elements leads us to bi = ai for i <~ k and hence the weighted median 
still occurs at ak. (ii) hm > ak: In this case it follows that 
k 
~-~ wi + w,, >>. 0.5 
j--1 
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and hence 
WM(D) E {a, , . . .  ,ak, fim}. 
Since all these values are at least as great as ak then 
WM(D) i> WM(D). 
The satisfaction of the above three conditions implies that the weighted me- 
dian is a mean operator [4,5]. 
We now show that the introduction of an element with zero weight does not 
effect he aggregation. Let 
D = ((wl,al), (w2, a2), . . . ,  (w,,an)) 
D = ((wl,a~), (wz, a2), . . . ,  (w,,a,) ,  (0, a,+,)). 
For the weighted mean we have 
n 
WM(D) = Z wiai, 
j=l  
n+l n 
WM(D) = Z wiai = Z wiai + O . a, = WM(D). 
j=l  j=I  
Let us now consider the weighted median, without loss of generality we shall 
assume that for i = 1, . . . ,  n the ai's are indexed so that ai i> aj for i < j. As- 
sume that WM(D) = a, that is 
k- I  k 
~-'~wj<0.5 and ~--'~wj~>0.5. 
j=l  j=l  
Let us now consider D. First, assume that a,+l ~< a,. In this case we see that the 
introduction of (0, an+l) will not effect the crossover point. Now assume 
a,+l > ak. Since Wn+l = 0 it still does not effect the crossover point, because 
we must include the original first k values to get the total up to 0.5. 
We now show that the occurrence of two elements with the same value can 
be simplified into one element by just adding the weights associated with the 
element having equal value. Let 
D = ((w,, a,), (w2, a2), . . . ,  (w,, a,), (Wn+l, an)), 
b = ((w~, a,), (wz,a2),.. . ,  (wn + Wn+l,an)). 
The fact that 
WA(D) = WA(D) 
is obvious from the definition of the WA. 
Consider now the case of weighted median. In the case of D we order the 
values and obtain 
(bi, ui), i=  1 , . . .n+1,  
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where bi ) bj if i < j. Because of the fact that a, = a,+l they will be adjacent to 
each other in the ordering. Thus if a, becomes bm then a,__~ becomes bm+l. Re- 
call that the weighted median is the value b~ such that ~ j~ uj < 0.5 and 
~jk=l uj ) 0.5. In the case off3 the ordering will be the same except he element 
bm+l will be eliminated. If k ~< m then the determination f WM(D) will be un- 
affected by the fact that we have replaced the pair by one element. If k = m + 1, 
then because of the change we get that /~ occurs at /~ = m, however, since 
bm ~- an+l we get the same result. I fk > m + 1 then the result again is unaffected 
by this change. 
We now consider the situation is which all the weights associated with the 
values are the same. We show that this situation leads to respectively the arith- 
metic average and the ordinary median aggregation. Assume 
D=<(!,ai)>, /=  1, . . . ,n.  
In the case of the weighted average we get the arithmetic average 
WA(D) 1 £ =-  ai. 
/'/ i=1 
We turn to the weighted median, for simplicity we shall assume that the ai's 
have been indexed in descending order, a, )a~ where i < j. To obtain the 
weighted median we calculate k such that 
k- I  1 k 1 
Tk_,=j~ln<0.5= and Tk=j~l  n= )0 .5  
and therefore we require: 
k -1  k 
Tk 1-- <0.5, Tk=-  )0 .5 .  
n n 
Let us first assume that n is odd and let k = (n + 1)/2. We see that; 
)1 n 1 , 1 
:rk_~ = -5 1 . . . . .  n n 2n 2n 2 2n <0'5'  
(~_~) l _n+l  " 1 _  __ -  ~: 1 
Tk = n 2n 2+~nn >0.5. 
i 
Thus the weighted median occurs at ak where k = (n + 1)/2, which is the ordi- 
nary median of the arguments. Assume n is even. Consider k = n/2. In this case 
(2 l/1 l . . . . . .  < 0.5, 
n n 2 n 
Tk= - - - i '  n 
Thus the weighted median occurs at ak where k = n/2 which is again the 
median. 
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Thus we see that the case when all the weights are equal 1In the weighted 
median gives us the ordinary median. 
We describe another property shared by the weighted average and weighted 
median. Specifically, we show that in both these aggregations if weight moves 
from lower values to higher values the aggregated value cannot decrease. With- 
out loss of generality we shall assume in the following the ai's are indexed such 
that at ~> aj for i < j. Consider the arguments 
D -- ((Wl, al), (w2,a2),.. . ,  (Wn,a,)), 
b = ((~,, al), (~2,a2),...,  (~o, a,)). 
Let the weights ~,i and w~ be related as follows 
¢Vm=wm-A (A < Win), 
%=Wq+a,  
#~ = w~ for all other i
and q < m. 
Thus we have assumed some amount of the weight from Wm is moved to Wq. 
I f  we calculate 
n 
WA(D) = E wiai, 
j= l  
n n 
WA(b) = Z ~,a, = E w,a, + Aaq - Aam 
j= l  j= l  
and therefore we see that 
WA(D) - WA(D) = Aaq - Aa,,. 
Since it is assumed aq ~ am we get 
WA(D) - WA(D) /> 0. 
We now consider the case of weighted median for the case of D, we get 
WM(D) = ak, 
where 
k-1  
Tk-1 = E wj < 0.5, 
j=l 
Tk >~ 0.5. 
For the case of / ) ,  we get 
WM(D) = a k, 
where 
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i:-t 
r _l = < 0.5, 
j=l 
j=l 
Since under our assumption we have moved weights from element m to q 
and q < m then it follows that k ~< k and then since the ai's are indexed in de- 
scending order we have 
a~ ~> ak 
and thus 
WM(D) t> WM(D). 
In Section 2 we have shown that the weighted median and weighted average 
share a number of fundamental properties. However, while the weighted aver- 
age requires numeric values for objects to be aggregated the weighted median 
only requires the objects to be aggregated be drawn from a ordinal scale. These 
observations leads one to consider the weighted median as an alternative to the 
weighted average in environments in which the objects to be aggregated are or- 
dinal values. 
4. Learning weights in weighted median aggregation 
In Section 3 we have shown that the weighted median provides a aggrega- 
tion technique similar in spirit to weighted average. We have particularly noted 
its usefulness in environments in which the values to be aggregated are drawn 
from ordinal scales while the weights associated with these values are numeric. 
In this section we consider the problem of learning the weights in the weight- 
ed median aggregation from observations on data. The technique we develop is 
very similar in spirit to the type of gradient echniques used in finding the 
weights associated with weighted average aggregation [6]. 
Assume V1, V2,..., V~ are a collection of variables which take their values in 
the space 
L --- {rl,r2,... ,rq}. 
We further assume that the space L has only an ordering relation, that is 
r i>r j  if i < j .  
As we noted earlier the elements of L can be associated, for example, with a set 
of linguistic labels. 
Assume we have a collection of observations A 1, A2 , . .  •, Ap. Specifically each 
Ai is a vector 




Ai = . , 
I_ ain 
where aij is an element in the space L corresponding to the value of Vj in the ith 
observation. Associated with each vector observation Ai is a value Yi c L indi- 
cating the associated aggregated value for this observation. Thus we have a col- 
lection of pairs (A i ,y i )  i = 1 , . . .p  corresponding to our data. 
A prototypical example of this situation is the case in which each b is a cri- 
teria in a multiple criteria decision problem. For any possible alternative solu- 
tion xi we can consider Ai as corresponding to the satisfaction of the criteria by 
this alternative. Thus aij is the degree of satisfaction of the ith alternative to the 
j th criteria. In this framework y~ is the overall evaluation of this alternative to 
the collection of criteria. 
The problem of interest here is in finding a collection of normalized weights, 
w~, i -- 1 , . . . ,  n such that the weighted median aggregation 
WM((w,, V~), (w2, V2),..., (w,, V,)) = y 
best matches our observed ata. 
Before proceeding we make some observations about distance on an ordinal 
scale. Assume we have a collection of values R drawn from the ordinal scale L. 
Let y be another element from L. We consider the problem of finding the ele- 
ment e in R that is the minimal distance from y. 
1. I fy  E R then e =y .  
2. I f  y < minz~R x then e = minx~R x. 
3. I f  y > maxxeR x then e = maxxcR x. 
4. For the remaining case we find two values el and e2 in R such that 
el is the largest element in R less than y 
e2 is the smallest element in R greater than y. 
In this case e = {el, e2}. 
The algorithm we propose is in the spirit of the gradient echniques used in 
neural networks. In particular each observation causes us to modify our esti- 
mate of the weights. The updation algorithm is continuously used until we pass 
through the data collection with minimal change in the weights. In the follow- 
ing we describe the learning or updation algorithm. 
Assume (w l ,w2, . . . ,w , )  are our current estimates of the weights. Let 
A = (al ,  az , . . . ,  an) be our observed set of values for the V/s. Without loss of 
generality we shall assume that the indexing has been done so that ai ~> aj if 
i < j. Finally let y be the associated aggregated value for this data. 
Our problem is to now update the weights based on this data. 
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Updation Algorithm 
1. Calculate i* s.t. 
i * - |  
T**_| = ~ wi < 0.5, 
i= l  
i* 
T,. = X~w, >0.5.  
i 1 
Thus a~. is the aggregated value the model provides based upon the current 
observation and current estimate of  the weights. 
2. Calculate the value in A that is closest o y, this is either a single value e or 
a set {el, e2}. 
3. If a** = e or a~. E {el,e2} stop and no modification is necessary. 
4. If the closest element is e denote this as a i = e. If  the closest element is the 
set {ej, e2} then set 
(i)ai = e| if ai. < el, 
(ii)ai = e2  if ai* > e2. 
5. (i) If T/- < 0.5 then set A = 0.5 - ~ and update the weights as follows: 
{wi  1+ =a) fo r i= l ,2 , .  ,], 
w' = ( ~1 
6 I 
i W i (1 - -~A)  fo r i= i+ l , . .  ,n. 
(ii) I f  Ti_ I > 0.5 then set A = Ti_ 1 - 0.5 and update the weights as follows 
w'=i {wi(l_( +-~)~a "~ fo r /= l ,2 , . . . , t -1 ,  
w~ 1 1-<-,j fo r i= i , . . . ,n .  
This algorithm essentially adjusts the weights in a manner that tries to bring 
the model solution nearer the input value that is closest to the observed value. 
In the above ~ controls the learning rate and is a value in the unit interval. The 
selection of  c~ is guided by the same principles used in the selection of  the learn- 
ing rate in most gradient ascent echniques uch as back propagation, the larg- 
er ~ the more responsive we are to new observations. 
Example 3. Assume 
L = {r,,r2,r3,. . . ,rn}. 
Let a~ = r2,a2 = r3,a3 = r4,a4 = r6 ,a5  = r8 and assume y = r6 and let the cur- 
rent weights be 
W 1 = 0.2, w2 = 0.2, w3 = 0.15, w4 = 0.3, w5 = 0.15. 
Let ~ = 0.3. 
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Step l: TI = 0.2, T2 = 0.4, T3 = 0.55, T4 = 0.85, T5 = 1. Hence i* = 3 and 
ai* = /'4. 
Step 2: The value closest to y is e = a4 :- r6. 
Step 3: ai, --/: r6. 
Step 4: i = 4. 
Step 5: Since Ti^ _ ~ = T3 /> 0.5 then A = 0.55 - 0.5 = 0.05 and 
w, i --- wi 1 = wi(1 - 0.027) = (0.973)w~, i : 1, 2, 3, 
i = wi_(1 + (0.3)(0.05)~0.45 ] : We(1 d- 0.033) = (1.033)wi, i ---- w t 4, 5. 
F rom this we get 
wl = 0.195, W 2 = 0.195, w3 = 0.145, W 4 = 0.31, w5 = 0.155. 
5. Ordinal OWA aggregation 
In [3] Yager introduced the OWA aggregation operators. We first recall this 
operator.  
Definition 4. An OWA operator  of  dimension n is a mapping 
Fw : ~" -~ ~ 
that has associated with it a weighting vector W of  dimension n such that 
n 
wit[O, 1] and Z wi = 1 
i=1 
and where the aggregated value is 
n 
Fw(a~,az,. . . ,a,)  = Z wjbj, 
j=l 
where bj is the f lh  largest of  the ai. 
In [3] it is noted that the OWA operator  provides a family of  mean aggre- 
gation operators. In particular, by selecting an appropr iate weighting vector 
W we obtain a specific type of  mean aggregation. One semantics that can asso- 
ciated with this operator  is as a generalization of  the arithmetic average. In par- 
ticular, while the arithmetic average treats all the objects to be aggregated in 
the same manner,  the OWA operator,  via its ordering process, allows us to em- 
phasize different arguments according to their position in this ordering. Thus 
by appropriately selecting the vector W we can, for example, put more weights 
on the higher scores or lower scores or middle scores. It should be noted that 
this is different from the weighted average which can also be seen as a general- 
ization of  the arithmetic average. While the weighted average also puts different 
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emphasis on the arguments, this difference is based on some given fixed weight 
associated with that argument. 
A number of special cases of this operator can be pointed out. I f  W is such 
that 
wk = 1, wi = O fo r iCk ,  
then 
Fw(al, a2 , . . . ,  a,) = bk 
that is we obtain the kth largest of the arguments. We note that if k = 1 then 
Fw(a,, a2 , . . . ,  a,) = max[a/] 
and if k = n then 
Fw(al ,a2, . . . ,a , , )  = min[ai]. 
I f  n is odd and k = (n + 1)/2 then 
Fw(al, a2 , . . . ,  a,) = Med[ai]. 
Another special case in the one in which w~ = 1/n for all i. In this case 
l " 
Fw(a l ,a : , . . .  ,a,) = -Za , ,  
n i=1 
which is the simple average. 
More generally, if the weights are located near the top of the weighting vec- 
tor we tend to emphasize the higher values in the aggregation process while if 
the weights are located near the bottom emphasizes i put on the lower scores. 
We now consider an extension of this operator to the case where the domain 
of the arguments i an ordinal set L, rather than being the real line. Thus we 
want 
Fw : L " ---~ L. 
Thus we must calculate Fw(al,  a2, . . . ,  an) where a~ E L. The original OWA 
operator essentially consists of two steps: 




j= l  
I f  the arguments are drawn from an ordered set L we see that while we still 
can perform step 1 we are now unable to implement step 2. 
In order to extend the OWA operator to this ordinal domain we must find 
some appropriate operation to replace the weighted average used in step 2. 
Based upon our previous observations a natural choice to replace the weighted 
average used in step 2 is the weighted median. Thus if a~ E L then 
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Fw(al, a2,. .  •, a,) = Weight -Median ((wj, bj)), 
where bj is the j th  largest of  the ai. 
Example 5. Let L = {l l ,  12, • . . ,  lq} be any ordered set such that li > lj if i < j .  
Let 
i 0.3 ] 0.3 
W = 0.15 . l°ll 
0.15 
Assume we desire to calculate Fw(13,ls,12, ll,16). In this case bl = ll, 
b2 = 12,b3 = 13,b4 = 15,b5 = 16 and wl ---- 0 .3 ,  W2 = 0 .3 ,w3 = 0 .15 ,w4 = 0.1, 
w5 = 0.15. I f  we define 
i 
Ti = Z wi, 
j 1 
then T~ = 0.3, T2 = 0.6, T3 = 0.75, T4 = 0.85,/'5 = 1 and we see that i* = .2 and 
hence 
Fw(13, 15, 12, II, 16) = 12. 
Then the process of  calculating the OWA aggregation of  ordinal  values can 
be very simply expressed. Let W be the weighting vector and let 
i 
Ti = Z wi, 
j 1 
then if i* is the value such that 
T,._~ < 0.5, T~. /> 0.5, 
we get 
Fw(al, a2,. . . ,  a,) = bi., 
where bi. is the i* largest of  the aj. Thus all we have to do is add up the weights, 
find the index of  the weights that makes this sum cross over 0.5 and that or- 
dered element is the OWA aggregation. 
It is interesting to consider the special cases we introduced before. First  con- 
sider the situation where w is such that wk = 1 and w; = 0 for i 7 ~ k. In this case 
we see that 7],. = 0 for i < k and T,. = 1 for i = k, hence i* = k and we obtain, as 
in the case of  the ord inary  OWA operator ,  the kth largest argument.  
Consider now the case of  the simple average. In this case wi = 1 In. We then 
calculate 
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In this case crossover occurs when i*/n = 1/2 and thus i* = n/2. Thus if n is 
even i* = n/2 and i fn is odd i* = (n + 1)/2. Thus we see that the simple aver- 
age becomes the median of the arguments. 
We now consider a further generalization of the ordinal aggregation. As- 
sume that we have an OWA weighting vector W of dimension . Furthermore, 
assume we have a collection of arguments ai. However, each of these argu- 
ments has an associated importance value which we shall indicate as u,.. Thus 
in this case we are interested in finding 
Fw((u,,ai)). 
For simplicity we shall assume that these important weights have been normal- 
ized so that 
u, [0,11, Eu ,= 1 
also for simplicity we shall assume the ai's have already been indexed in de- 
scending order, thus 
ai >/ ai, i < j. 
In the following we shall let 
i i 
= Swj, s,= Zuj 
j=l j - I  
The following procedure can be used to obtain Fw((ui, ai)): 
1. Calculate the crossover point of the wi. That is calculate i* such that 




3. Calculate the crossover point of the u/. That is calculate k* such that 
&. ~>~, Sk.-1 <~.  
4. Fw((ui, ai)) = ak.. 
Example 6. Assume 
[0 1 0.1 W= 0.4 " 
0.3 
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Aggregate 
((0.4, 12), (0.1,14), (0.15, 15), (0.35, ll)). 
In this case n = 4 and i* = 3 hence ~ = 3/4. Ordering the argument we get 
b; u; s; 
11 0.35 0.35 
12 0.4 0.75 
l 4 0.1 0.85 
15 0.15 1.0 
Hence the aggregated value is /2. 
We now show that in the case when all the u; are equal this reduces to the 
unweighted ordinal OWA aggregation. In the unweighted case if i* is the cross- 
over index for the OWA weights then the aggregated value is a~,. Consider now 
the weighted case. If  all u; are equal then ui = 1/n. Furthermore we note that 
= i*/n where i* is the crossover index for the OWA weights. Since 
l l 
j= l  "= 
and when k* = i*, S~ = i*/n = e we also get a;* as our aggregated value. 
We can see that the proposed method is a generalization of the weighted me- 
dian we introduced at the beginning. In particular we recall weighted median of 
((u;, a;)) requires us to order the values and then find the position where the 
weights crossover 0.5. In the case of the OWA aggregation with weights we 
have adjusted, based upon the OWA weighting vector, the crossover point. 
6. Comparison of lotteries 
In some decision making environments, decision making under risk, the se- 
lection of an alternative rather than leading to a deterministic payoff may result 
in a nondeterministic outcome called a lottery. A lottery is defined as a situa- 
tion in which we have a set of outcomes each associated with a probability (see 
Fig. 1). 
In Fig. 1 aL, a2, . . . ,  an are the outcomes and Pi is the probability associated 
n with outcome a;. We note ofcoursepi E [0, 1] and )-~;=1 P; = 1. We shall formal- 
ly express this lottery as 
Lot ((Pi, ai)). 





Fig. I. Lottery. 
In trying to choose between alternative actions whose results are lotteries we 
are faced with the problem of comparing lotteries. Specifically assume we have 
two lotteries 
Lottery 1 Lot ((Pi, ai)), 
Lottery 2 Lot (~i, bi)). 
We are interested in determining which is the preferred lottery. 
The usual way of adjudicating this problem is to calculate the expected value 
of each of the lotteries 
EV(L1) = ~ aiPi, 
i=1 
EV(L2) = ~ bj~ 
i=l 
and select as the preferred alternative the one with the larger expected value. 
In environments in which the outcomes are not numbers we cannot use the 
above procedure. If an ordinal ranking can be assigned to the outputs, we can 
use the weighted median aggregation. Thus if the ai's and b~'s are drawn from 
the same ordinal scale L we can calculate the weighted median of each of lot- 
teries. 
Value(L1) = Weighted Median ((a~,p~)), 
Value(L2) = Weighted Median ((b~,b;)). 
We select as the preferred alternative the one which has the largest weighted 
median associated with its lottery. 
7. Conclusion 
We introduced a fusion operator called the weighted median and investi- 
gated its properties. We showed that this operator shares many of the proper- 
ties of the ordinary weighted average while only requiring that the values to be 
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aggregated are drawn from a linear scale. This capability makes it a potentially 
useful tool for operations that require the mixing of  numeric and linguistic val- 
ues and as such it can play a central role in the development of  the computing 
with words paradigm introduced by Zadeh [7]. We showed how we can use the 
weighted median operator as an alternative to the expected value in the evalu- 
ation of  probabilistic lotteries in cases in which the payoffs are nonnumeric. 
Another potential application of  this operator is in fuzzy logic control where 
the controlled variable is discrete, such as the setting of  a dial [8]. In these types 
of  problems the algorithm we provided for learning the weights associated with 
the median aggregation can be useful as alternative to the back propagation 
method. 
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