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Abstract
We introduce a class of 2D lattice models that describe the dynamics of intertwiners, or, in a
condensed matter interpretation, the fusion and splitting of anyons. We identify different families
and instances of triangulation invariant, that is, topological, models inside this class. These models
give examples for symmetry protected topologically ordered 1D quantum phases with quantum group
symmetries. Furthermore the models provide realizations for anyon condensation into a new effective
vacuum. We explain the relevance of our findings for the problem of identifying the continuum limit
of spin foam and spin net models.
1 Introduction
We introduce a class of 2D lattice models, describing the dynamics of (quantum) group intertwiners, and
present families of triangulation invariant, that is topological, models inside this class. The models, and
the investigations of their fixed point structure under coarse graining, are motivated by a research program
to understand the phase diagram and continuum limit of spin foam models [1], which are candidates for a
quantum theory of gravity [2, 3]. There are however several additional tantalizing connections to quantum
gravity as well as other areas of physics. One is the theory of anyon condensation [4, 5], for which we
provide Hamiltonians. The condensate states appear as ground states of these Hamiltonians and are
given by the topological models. Finding all possible topological models leads to a classification problem
of module categories over the category of representations of a quantum group [6, 7, 8]. This connects to
the task of classifying phases for condensed matter [9, 10], for which we here provide a broad class of
examples based on quantum group symmetries.
Besides these topics there are other reasons why these models and its fixed points are of interest for
quantum gravity:
• For the construction of spin foam models itself, in particular the intertwiners defining these models.
The fixed points of our models define naturally intertwiners for spin foam vertices of arbitrary
valency. Such a connection between fixed points and a consistent construction of spin foam vertices
for arbitrary valence has been first pointed out by Reisenberger in [11] in connection with the
Barrett–Crane model [12] and will be explored in detail in the forth coming work [13].
• The fixed points for the intertwiner models will also determine fixed points for spin net models,
introduced and investigated in [14, 15, 16, 1]. The motivation for these models is the construction
of analogue models for spin foams. The hope is that statistical properties of 2D spin nets and 4D
spin foams are similar. This is based on a similar property for 4D lattice gauge models and related
edge (Ising like) 2D models, and the fact that spin foams can be seen as generalized lattice gauge
models, [16] and references therein.
• The 2D triangulation invariant models constructed in this work also allow for a geometrical inter-
pretation of the underlying variables. Similar to the 3D quantum gravity models these models can
be used to study and illustrate conceptual questions such as a notion of diffeomorphism invariance
in the discrete [17, 18], uniqueness of such diffeomorphism invariant models, the relation between
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covariant and canonical formalism and a derivation of Hamiltonian constraints, a dynamical notion
of cylindrical consistency [19] and the expansions of theories around different vacua (here fixed
points). More precise relations of the mentioned topics to the models we introduce here will emerge
in the course of this work.
• We introduce techniques to construct triangulation invariant models via recursion relations. In 2D
these recursion relations are derived from the 2–2 Pachner move invariance or crossing symmetry.
Furthermore we will argue that the 2–2 Pachner move invariance leads to Hamiltonian and Diffeo-
morphism constraints in these 2D models. We believe that these techniques can be also applied
to higher dimensional models. The technique illustrates nicely how larger building blocks are con-
structed from some basic (smallest) building block using the principle of triangulation invariance.
In this sense the microscopic theory determines macroscopic physics even for single building blocks.
Furthermore such recursion relations lead to the Hamiltonian constraints [20, 21]. The methods here
are restricted to triangulation invariant models with local couplings only and therefore topological
field theories. We however believe that the recursion relations, representing (the Ward identities of)
diffeomorphism symmetry, admit a generalization to theories with propagating degrees of freedom.
In the following section we will elaborate on the relation to spin net models and comment more in
sections 10,11 and the discussion section 12 on the relation to anyon condensation, the classification
of phases and the role of diffeomorphism symmetry. The reader not interested in spin net models can
directly go to the next section 3, where the models will be introduced.
This section will also specify the fixed point conditions – which leads here to the requirement of
triangulation invariance of the model. We will express this requirement as conditions on the amplitudes or
weights of the model. From these conditions we derive in section 4 recursion relations for the amplitudes,
for which we find a family of solutions in section 5. In section 6 we apply an alternative method to find
fixed point amplitudes and give additional examples.
We then explore the physical interpretation of these fixed point models, first by defining and computing
the partition function of the torus in section 7. This will give the number of ground states of the
Hamiltonians associated to a given fixed point model. In section 8 we in particular reconsider the fixed
point models obtained by solving the recursion relations and show that these models originate from a so
called Corner Double Line structure or valence bond construction. We comment on the general structure
of the fixed point amplitudes, which in particular depends on the ground state degeneracy, and relate to
the classification of phases for 1D quantum systems (that is (1 + 1) space time dimensions).
The results of section 8 allow us to interpret this particular family of fixed point models as a boundary
theory of a 3D topological model (the Tuarev–Viro model) in section 9 and moreover to relate our 2D
recursion relations to 3D recursion relations, obtained from the Biedenharn–Elliot identity for these
models. This makes the notion of diffeomorphism symmetry obvious, as the 3D recursion relations are
the Ward identities of this symmetry for the 3D models.
Section 10 explains the notion of matrix product states and specifies the matrix product state rep-
resentation of the ground states associated to the fixed point models as well as the Hamiltonians. In
quantum gravity language this provides the link between the covariant and canonical description of the
models, with the partition function providing the projector on the physical states (i.e. ground states),
which are specified by the Hamiltonian (constraints). Here the problem to understand the symmetry of
the ground states motivates the consideration of a notion of finite subgroups in a quantum group.
This connects to anyon condensation, which we will discuss in section 11. It will explain some of the
results we found for the torus partition function, especially for the fixed point models with ground state
degeneracy. We finally close with a discussion and outlook in section 12.
2 Spin net models
Spin foams [2, 22, 3] provide a proposal for a non–perturbative path integral for quantum gravity, based
on fundamental building blocks. A key open question [2] to validate this proposal is the continuum limit
of the models, which we here understand as the limit including a large number of these building blocks.
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The complexity of the models made progress difficult, in addition coarse graining and renormalization
had to be adapted to a background independent framework [23]. In [14, 15, 16, 1] a program was started
to tackle the problem of the continuum limit first in simpler analogue models. This helped to develop
tools and techniques and most of all approximations and truncations, that can be tested on increasingly
more complicated models. In this way we can hope to build up to the full models. Indeed, in this work
we will consider models which in their algebraic structure (i.e. the structure group) almost reach the full
models.
Spin net models have been introduced in [14, 15, 1] as analogues to spin foams. They can be interpreted
as dimensional reductions of spin foams and for this reason are much easier to investigate, in particular
with numerical techniques, as done in [1]. The results in [1] motivate us to introduce a further variant
of these models in this work, which indeed is closely related to the so called spin net evaluation and
the definition of the spin foam dynamics via these spin net evaluations prescribing intertwiner degrees of
freedom [12, 11].
Here we will define this class of intertwiner models and present a large family of triangulation invariant
models inside this class.
Spin foams and spin nets are based on some structure group, which for the full models is taken to
be SU(2) × SU(2) or SL(2,C). This however precludes numerical investigations, as the models based
on such groups involve infinite summations and potential infinities [24]. This led to the introduction of
finite group models in [14, 15, 1]. The use of the group structure simplifies the definition of the so called
simplicity constraints, central to the dynamics of spin foams, for the analogue models. A parametrization
of possible simplicity constraints can be found in [16]. However, there does not exist e.g. a family of
subgroups of the rotation group which would allow to reach the full models in a limiting procedure1.
For this reason we introduce in this work intertwiner models based on the quantum group SU(2)k.
Here k ∈ N denotes the so–called level of the quantum group at root of unity. These quantum groups
have a finite number (namely (k+1)) of irreducible finite dimensional representations with non–vanishing
quantum trace. We will see however that some of the results generalize to the classical group as well as
to the quantum groups SU(2)q with deformation parameter q real.
The corresponding spin net models will be defined in [13]. In the full theory such quantum group
models are argued to lead to general relativity with a cosmological constant [25]. Thus we deal almost
with the same algebraic structures as in the full theory, which would involve SU(2)k×SU(2)k and related
groups. The replacement of groups with quantum groups opens up the question of how to describe the
simplicity constraints. We will propose a way to construct models with simplicity constraints in [13],
based on an idea of Reisenberger [11] and the fixed points constructed in this work.
Let us shortly explain spin net models. These are versions of vertex models, i.e. models defined on
graphs, with weights or amplitudes attached to vertices and depending on labels attached to the adjacent
edges. Here the edges are decorated with representation labels ρ, as well as two magnetic indices, labelling
a basis in Vρ and Vρ∗ (the dual representation space) respectively. Thus every edge carries a Hilbert space
He = ⊕ρVρ ⊗ Vρ∗ (1)
where the sum is over all irreducible representations. The contraction of magnetic indices associated to
one edge, i.e. between two vertex weights, and the sum over the representation label j attached to this
edge corresponds then to integrating out all degrees of freedom associated to this edge.
Thus the partition function for a spin net is defined as
Z =
∑
ρe,me,ne
∏
v
Cv({ρe}e⊃v, {me}e⊃v, {ne}e⊃v) (2)
where we made the index structure of the vertex weights Cv explicit.
We considered coarse graining of such models with non–trivial simplicity constraints and for the
permutation group of three elements S3 in [1]. Under coarse graining the models flow in two ways: the
weights change as well as the variables. The coarse graining procedure summarizes a set of edges to
1One could consider SL(2,Qp) but here a geometrical interpretation is not obvious.
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effective edges. In terms of the associated Hilbert spaces we just take the tensor product of the ’bare’
Hilbert spaces associated to the original edge. Performing a reduction to a sum over irreducibles again
we obtain
He ≡ ⊕ρ,ρ′µ(ρ, ρ′) (Vρ ⊗ Vρ′) , (3)
with µ(ρ, ρ′) > 1 in general.
The results of [1] indicate that indeed the models (2) have the potential to flow to fixed points which
carry a notion of simplicity constraints. We will confirm this conjecture in providing an interpretation of
the fixed points in terms of imposing simplicity constraints.
Most of the fixed points found [26] were of a particular factorizing structure. These fixed points are
not included in the initial phase space of models decribed by (1) but require µ(ρ, ρ′) = 1 also for pairs
ρ′ 6= ρ∗. Indeed for these fixed points we find the factorizing structure
Cfixv ({ρe}e⊃v, {ρ′e}e⊃v, {me}e⊃v, {ne}e⊃v) = cfixv ({ρe}e⊃v, {me}e⊃v) cfixv ({ρ′e}e⊃v, {ne}e⊃v) (4)
This motivates us to introduce models with edge Hilbert spaces
He = ⊕ρVρ (5)
and vertex weights
cv({ρe}e⊃v, {me}e⊃v) (6)
so that these vertex weights are invariant under the action of the group on the associated tensor product of
representation spaces. We will term these models intertwiner models, as the work [1] led to the conclusion
that this choice of intertwiners encode the relevant parameters for spin net (and in this way also for spin
foam) dynamics.
The question which arose after the work [1] was whether the appearance of these fixed points was
specific to using the group S3 or a more universal feature. Thus we will investigate the case with quantum
group SU(2)k here. Not only do we find a large family of fixed points, these also generalize to the classical
group SU(2), or a real quantum deformation parameter. Moreover we confirm the interpretation of the
fixed points carrying a notion of the simplicity constraints. We leave open here the investigation of the
stability of these fixed points and hence the question in which sense and whether these fixed points define
phases. From the experience with the S3 models one needs to fine-tune first to the phase transition
between the equivalent of BF and strong coupling phase to allow a flow to these fixed points. This
fine tuning can be understood as imposing a certain weak notion of triangulation invariance (and hence
diffeomorphism symmetry [18]) in the sense, that one demands invariance of the partition function under
edge (and for spin foams face) subdivisions [27, 28, 29].
The appearance of further fixed points opens up new perspectives for spin foams. So far the discussion
for spin foam renormalization and phases has been largely confined to BF theory and the (equivalent of)
strong coupling fixed point, see for instance the second reference in [23]. However there might be more
topological theories, which even implement a notion of simplicity constraints. A theory with propagating
degrees of freedom might then arise as a perturbation of one of these topological field theories (a similar
conjecture has been formulated in [30], however not specifying the topological theory). An alternative
scenario is to take the continuum limit at a phase transitions between these fixed points.
As mentioned before, a second relation of the intertwiner models to spin foams arises through Reisen-
berger’s construction [11]: the fixed points define intertwiners for the construction of spin foams that
carry simplicity constraints. This notion will be explored in [13].
3 Quantum group intertwiner models
Some basic facts on the representation theory of the quantum group SU(2)k and ‘diagrammatic calculus’
are summarized in appendix A.
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Models with edge Hilbert spaces of the type
He ≡ ⊕jVj (7)
where j denotes an irreducible finite dimensional representation of SU(2)k come up in the description of
anyon fusion and splitting [31]. Indeed the models we introduce here can be seen as state sum versions
of anyon fusion and splitting dynamics. More abstractly we can describe these models as the nesting
of intertwiner maps of type V1 ⊗ V2 → V3 and V3 → V2 ⊗ V1, where one sums over intertwiner (i.e.
representation) labels. (We will often replace indices jI denoting the representation associated to an edge
I with just the index I.) In both cases a direction is involved – in the graphical representation we will
take this direction as upwards. The intertwiner maps can then be described by two different types of
three–valent vertices
1 2
3
= qCj1j2j3m1m2m3
,
2 1
3
= q−1Cj1j2j3m1m2m3
(8)
representing Clebsch Gordan coefficients, which give the components of the maps in the chosen basis.
(The m indices label the vectors of the basis in the representation space Vj .) Here q denotes a root of
unity2 specified by the level k of the quantum group q = exp( 2pi(k+2) i).
The intertwiner maps can be combined to give maps between tensor products with more factors. This
can be all nicely represented graphically leading to ‘diagrammatic calculus’ [33, 34]. This diagrammatic
calculus also includes replacement rules which follow from certain identities for the Clebsch Gordan
coefficients (or from the fact that one is considering a certain type of category). A particular important
replacement rule is that the following two maps µ1, µ2 : V3 ⊗ V4 → V2 ⊗ V1 are equal:
12
6
3 4
=
12
6
3 4
=:
12
6
3 4 (9)
Hence we can think of any diagonal edge also as a horizontal edge. This allows to put the model also on
(three-valent) lattices with horizontal edges.
To introduce a dynamics we allow the vertices to be dressed with weights a(j1, j2, j3) and a
′(j1, j2, j3)
which we will indicate graphically by fat vertices
1
•
2
3
= qCj1j2j3m1m2m3a(j1, j2, j3)
,
2 • 1
3
= q−1Cj1j2j3m1m2m3a′(j1, j2, j3) .
(10)
From these amplitudes we also require the tilting condition (9) to hold, i.e.
a362 a
′
164 = a
′
623 a641 (11)
where aIJK = a(jI , jJ , jK).
We then define an intertwining map between the spaces Hb = ⊕jIVj1 ⊗ · · · ⊗ VjN and Ht = VjN+1 ⊗
· · ·VjN+M by (see figure 1)
(a) specifying a three–valent graph ‘in a box’ with edges e1 · · · eN entering at the bottom of the box and
edges eN+1 · · · eN+M emerging at the top of the box representing the corresponding tensor product
of representation spaces (no edges enter at the vertical sides of the box)
(b) specifying weights a(j1, j2, j3) and a
′(j1, j2, j3) for the vertices
(c) summing over all representation labels attached to the inner edges, i.e. those not entering at the
bottom or emerging at the top.
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eN+1 eN+2 eN+M
e2 eNe1
j1
jN+1
jN
jN+MjN+2
j2
bulk j's
jN+M+1
jN+M+2
Figure 1: An intertwiner model defining an intertwining map: Hb → Ht. Here all the vertices are ‘fat vertices’.
Thus we define a partition function with two boundary components
Z({je,me}e⊂bdry) =
∑
{je,me}e∈bulk
∏
v
a(je⊃v) qC{je}e⊃v{me}e⊃v
∏
v′
a′(je⊃v′) q−1C{je}e⊃v′{me}e⊃v′ . (12)
Considering graphs with many edges we can ask how the amplitudes behave under coarse graining:
this can be described as taking a given graph in a box and partitioning either the edges on the top or
the bottom into two sets. This gives three sets of edges defining three Hilbert spaces which we associate
to three ‘effective edges’ respectively (if one wants to stay with a model based on three–valent vertices).
There is also an effective vertex weight given by the intertwiner map defined by the original diagram in
the box.
Now the effective edges rather carry a Hilbert space labelled by a tensor product of representation
spaces. This tensor product can be reduced to a sum over representations, which in general might appear
with multiplicities larger than one. At this point a truncation is required (alternatively one enlarges the
space of models and allows higher multiplicities, i.e. additional multiplicity labels on the edges). Ideally
this truncation should pick up the part of the amplitude most relevant for the next coarse graining step.
This in particular includes stacking boxes on top of each other, which corresponds to take powers of
the corresponding intertwiner maps. Hence one can expect that a truncation determined by the largest
singular value (or the χ largest singular values) would lead to satisfying results.
This leads to the tensor network coarse graining algorithm [35, 36]. The (quantum) group structure
allows to introduce symmetry preserving algorithms as described and utilized in [37, 15, 1]. This symmetry
preserving algorithm has several advantages:3besides improving the efficiency of the algorithm it allows
to extract a lot of information on the structure of the fixed point models. In particular the singular values
are attached with representation labels and thus one can follow which representations still appear (are
excited) or not by tracking these singular values [1].
Most importantly this allows to define easily truncations which stay inside a certain space of models.
For the space of models we are considering this would be implemented by keeping only the largest singular
value per representation label, so all edges keep carrying a Hilbert space ⊕jVj . (In a non–symmetry
preserving algorithm this already corresponds to a bond dimension χ =
∑
j dim(j) with dim(j) giving
the (classical) dimension of the representation space associated to j and the sum is over all representations
that appear, i.e. in SU(2)k we have j = 0, 1/2, . . . , k/2 and dim(j) = 2j+1.) Larger spaces of models, or
2We adopt the conventions of [32].
3Another advantage is that it takes nicely care of the problem that quantum groups at the root of unity require to factor
out trace zero representations.
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less severe truncations, can be obtained by allowing higher multiplicities and keeping the corresponding
number of singular values.
3.1 Fixed points and triangulation invariant models
We implemented the Levin–Nave algorithm [35] shortly explained below in its symmetry preserving
version, truncating to the largest singular value per representation label. The aim was to identify fixed
points of the coarse graining flow. This also allowed us to choose k considerably large (i.e. k = 30, jmax =
15 with SO(3)k) and to still obtain a fast (on a laptop) algorithm, which is certainly advantageous if
searching ‘randomly’ for fixed points.
These investigations showed a rich structure of fixed points4. Although we considered coarse graining
on a fixed hexagonal lattice, the fixed points define triangulation invariant models: We defined our models
on three–valent graphs, embedded into the plane. Dualization of such graphs (with certain regularity
requirements) lead to 2D triangulations. Triangulations (of a given topology) can be changed into each
other by a sequence of Pachner moves. In 2D there are three such Pachner moves, which we will call
(2–2) (self–inverse) and (3–1) and its inverse (1–3), indicating the number of triangles involved before and
after the move. Translating back to the original graphs these numbers indicate the number of vertices
involved in this move.
These findings support the strategy advertised in [38, 16, 19, 15, 1] to look for triangulation invariant
models (in the gravitational context tight to diffeomorphism symmetry [17, 18]) by coarse graining. In
particular it seems to be sufficient to consider a regular lattice, which indeed is the only way to actually
perform coarse graining in praxis.
However having established the existence of these fixed points we might ask whether it is possible to
find these also by other means. In the following we will present a strategy to this end. This will allow
to consider much more easily more complicated models, which might be not accessible numerically (for
instance with structure group SU(2)× SU(2)).
We will look for triangulation invariant models right away – these will automatically be fixed points
of the coarse graining flow. Hence we ask for the amplitudes to satisfy the (a) tilting condition and to
be invariant under (b) the 2–2 move and (c) the two versions of the 3–1 move (as we have two types of
three–valent vertices) depicted as follows.
∑
j6 • •
12
6
3 4
=
∑
j5
3
•
4
5
2 • 1
(13)
∑
j4,j5,j6
1
5
2
4
6
3
•• • = c
3
•
2 1
,
∑
j4,j5,j6
•• • = c •
3
1 26
4 5
1 2
3
. (14)
Here c is a scaling constant, which, if not equal to infinity5, can be put to one by rescaling the amplitudes.
Note that there are other versions of the 3–1 move (where all three edges are vertical or diagonal) which
are however equivalent to the ones in (14) due to the tilting condition. For the same reason we only need
to consider one type of 2–2 move.
These conditions translate into certain equations that have to hold for the amplitude functions a, a′
written out below. The Clebsch Gordon coefficients describing the ‘bare’ intertwiner maps on the left
hand side of the graphical equations in (13,14) can be contracted with an intertwiner basis and then
expanded into the Clebsch Gordan coefficients appearing on the right hand sides in (13,14) again. This
4Actually most of these fixed points are (small) fixed point cycles where signs still alternate from one coarse graining
step to the next. In the course of the work we will see that this is due to the fixed points requiring complex amplitudes.
Astonishingly the algorithm still converges to the fixed point cycles even with real amplitudes.
5This might only happen for k →∞, i.e. SO(3) symmetry.
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leads to the appearance of [6j] (or F–) symbols. The [6j] symbol is defined graphically in (15) as the
transformation matrix (modulo dimension factors) between two different bases of intertwiner maps.
12
6
3 4
=
∑
j5
[
1 2 5
3 4 6
]√
dj5
dj6 3 4
5
2 1
(15)
It constitutes a transformation between orthonormal (intertwiner) bases, hence∑
j6
[
1 2 5
3 4 6
] [
1 2 5′
3 4 6
]
= δj5j′5 . (16)
The invariance conditions for the amplitudes are then given as
Tilting
a362 a
′
164 = a
′
623 a641 (17)
2-2 √
1
d6
a′623a641 =
∑
j5
[
1 2 5
3 4 6
] √
1
d5
a345a
′
125 . (18)
3-1
c a123 =
∑
j4,j5,j6
[
1 2 3
4 5 6
]
(−)j4+j5−j3 1√
d3d4
a′651a624a543 ,
c a′123 =
∑
j4,j5,j6
[
1 2 3
4 5 6
]
(−)j4+j5−j3 1√
d3d4
a651a
′
624a
′
543 . (19)
Bubble move
The 3–1 move conditions can be replaced by a much more convenient equation: Given that the 2–2
move equations hold the 3–1 move is equivalent to the bubble move depicted as
∑
j1,j2
2 1
3
3
•
•
= cΘ(j3) 3
(20)
Here Θ(j) = 0 if the vertex amplitude vanishes if j appears as an argument, and is equal to one
otherwise. The following gives a graphical proof of this statement:
∑
j4,j5,j6
•• • =
∑
j4,j5
•
••
3
4 6
2 1
3
2 16
4 5 = c
3
2 1
•
(21)
To be invariant under the bubble move the amplitudes have to satisfy
c d3 Θ(j3) =
∑
j1,j2
(−)j1+j2−j3 a′123a213 . (22)
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Finding triangulation invariant models means to find solutions to these equations.
It will turn out that for constructing fixed point solutions, the 2–2 move conditions are crucial.
Indeed, if a model is invariant under 2–2 moves (or crossing symmetry) then in order to obtain the
partition function by reduction of the tri–valent graph to the simplest possible graph, requires only the
consideration of bubble moves. Moreover, models with crossing symmetry preserve this property under
coarse graining, in particular after incorporating bubbles into effective amplitudes [39]. Thus, models
with crossing symmetry can be reduced to a sequence of bubble moves. Such models are always solvable
as one can associate a transfer matrix to such a bubble. In our case this transfer matrix is even diagonal
due to the (quantum) group symmetry of the models.
The Levin–Nave algorithm implements coarse graining as an alternating sequence of 2–2 moves and
3–1 moves. For the 2–2 moves one contracts first two three-valent tensors and then splits these again
to two three–valent tensors (with a different partitioning of the indices) with the help of a singular
value decomposition. This is where a truncation needs to be introduced. The 3–1 move then summarize
triples of such three–valent tensors to new effective tensors. The symmetry preserving algorithm operates
directly with the amplitudes a, a′. The Clebsch–Gordon coefficients contract to [6j] symbols that appear
in the same way as in the equations (18) and (19).
4 Recursion relations for fixed point amplitudes
Here we will propose a way to construct fixed point solutions analytically. In the following we restrict to
SO(3)k, that is we consider representations j = 0, 1, 2, . . . , jmax with jmax =
k
2 for k even and jmax =
k−1
2
for k odd. As we will later see we can generalize a certain family of fixed points to the classical SO(3)
group as well as SO(3)q with q real.
4.1 Permutations and signs
For the fixed points found numerically the modulus of a given amplitude is invariant under permutation
of entries and under replacing a → a′. We will therefore look for fixed points with such properties. In
this section we will determine the signs (restricting to the case that only signs appear, that is no other
complex phases) that might appear in the amplitudes under permutation of the arguments.
The tilting conditions for a configuration with one zero spin give
a(j1, j2, j3) a
′(0, j2, j2) = a′(j2, j3, j1) a(j2, j2, 0) . (23)
Setting j3 = 0 in (23) we obtain
a′(0, j, j) = a′(j, 0, j) . (24)
Likewise we have a(0, j, j) = a(j, 0, j).
Let us define
σj =
a(j, j, 0)
a′(j, 0, j)
=
a′(j, j, 0)
a(j, 0, j)
. (25)
The last equation can be shown from (23) with j1 = 0 (and (24)). Thus (23) gives
a(j1, j2, j3) = σj2 a
′(j2, j3, j1) , similarly a′(j1, j2, j3) = σj2 a(j2, j3, j1) . (26)
This allows also to obtain permutations of arguments only involving a or a′ amplitudes, i.e.
a(j1, j2, j3) = σj3σj1a(j2, j3, j1) = σj2σj3a(j3, j1, j2) ,
a′(j1, j2, j3) = σj3σj1a
′(j2, j3, j1) = σj2σj3a
′(j3, j1, j2) . (27)
With (26) and (27) we reach
a(j1, j2, j3) = σj1σj2σj3 a
′(j1, j2, j3) . (28)
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It can be easily checked that the relations (27) and (28) imply the tilting condition.
Next we will consider odd permutations of the arguments in the vertex weights. To this end we define
the sign function
a′(j2, j1, j3) = σ(j1, j2, j3) a(j1, j2, j3) (29)
involving an odd permutation of arguments. Together with the even permutations, we will get relations
between the signs σ(j1, j2, j3) under the action of permuting arguments.
One can derive the relations
σ(j1, j2, j3) = σ(j2, j3, j1) = σ(j3, j1, j2) (30)
and moreover, using (28)
σ(j1, j2, j3) = σ(j2, j1, j3) . (31)
Note that the sign function simplifies if any two arguments are equal
σ(j, j, j′) = σj′ . (32)
4.2 Using the 2-2 move as recursion relation
Here we will construct amplitudes that are invariant under some subset of the 2–2 moves: We will first
find ‘initial data’ that arise as eigenvectors with eigenvalue +1 of a transformation induced by the 2–2
move. Next we will use the 2–2 move directly to determine the remaining amplitudes. In the end one
has to check whether the amplitudes satisfy all the 2–2 and bubble moves.
This strategy is especially effective for constructing fixed points with (almost) all amplitudes non–
vanishing.
We will adopt the following notation for the diagrams appearing in the 2–2 Pachner move:
A5(j1, j2, j3, j4; j5) will denote the ‘vertical’ 2–2 diagram with j1, . . . , j4 ordered anti–clockwise at the
outer edges and A6(j1, j2, j3, j4; j6) the horizontal one.
4.2.1 Amplitudes with j = 0 arguments
Consider the 2–2 move between A6(j, j, 0, 0; j) and A5(j, j, 0, 0; 0) and between A6(0, 0, j, j; j) and
A5(0, 0, j, j; 0). Using that the [6j] symbols appearing in this moves are equal to one we have
a′(j, j, 0) a(0, 0, 0) =
1√
dj
a(0, j, j) a′(j, j, 0) =
1√
dj
a′(j, j, 0) a(j, 0, j) (33)
a′(0, 0, 0) a(j, j, 0) =
1√
dj
a(j, j, 0) a′(0, j, j) =
1√
dj
a′(j, 0, j) a(j, j, 0) . (34)
Setting a(0, 0, 0) = 1 and with the results from section 4.1 we therefore have
a(j, 0, j) = a(0, j, j) = σjσ0 a(j, j, 0) = Θ(j)
√
dj ,
a′(j, 0, j) = a′(0, j, j) = σjσ0 a′(j, j, 0) = σ0 Θ(j)
√
dj , (35)
where Θ(j) = 1 or 0 depending on whether the representation j is excited or not.
Thus we can fix the constant c in the bubble move:
c = σ0
∑
j
Θ(j) dj . (36)
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4.2.2 Recursion relations for a(j, j, 1)
In the previous step we got all amplitudes involving j = 0 as one of the arguments. This does however
not seem to be sufficient to obtain all other amplitudes by using the 2–2 move directtly. We will rather
need amplitudes with j = 1 appearing (assuming that these do not vanish). We will find a recursion
relation for these amplitudes via an eigenvector condition for a matrix determined by the [6j] symbol.
The general idea is as follows: Consider the 2–2 move equation between the set of diagrams
A6(j1, j2, j3, j2; i6) and A5(j1, j2, j3, j2; i5) with i6, i5 taking all allowed values:
∑
j6 • •
12
6
3 2
=
∑
j5
3
•
2
5
2 • 1
(37)
1√
di6
a′(i6, j2, j3) a(i5, j2, j1) =
∑
i′
[
j1 j2 i5
j3 j2 i6
]
1√
di5
a(j3, j2, i5)a
′(j1, j2, i5) . (38)
Using the tilting condition for the amplitudes appearing on the RHS of this equation, we can replace
these by a(i5, j1, j2) a
′(i5, j3, j2). These are almost equal to the amplitudes on the LHS, however we still
have to exchange certain arguments. We therefore use the sign σ(j1, j2, j3) defined in (29) to write
a′(j2, j1, j3) = σ(j1, j2, j3) a(j1, j2, j3) . (39)
In this way we obtain an eigenvalue condition
a(j3, i6, j2) a
′(j1, i6, j2) =
∑
i5
[
j1 j2 i5
j3 j2 i6
]√
di6
di5
σ(i5, j1, j2)σ(j3, i5, j2) a(j3, i5, j2) a
′(j1, i5, j2)
(40)
for the vector vi = a(j3, i, j2) a
′(j1, i, j2) and involving the matrix
M˜i6i5 :=
[
j1 j2 i5
j3 j2 i6
]√
di6
di5
σ(i5, j1, j2)σ(j3, i5, j2)
=: Mi6i5
√
di6
di5
σ(i5, j1, j2)σ(j3, i5, j2) . (41)
We are searching for an eigenvector with eigenvalue λ = +1. As we will see this does not turn out to
be as strong a condition as one would expect. However one can find recursive families of equations that
would fix all amplitudes (at least in the case that these are all non vanishing) depending on one initial
value. The aim is to find instances where this matrix is small, but not just one–dimensional (as this
would typically lead to tautological equations).
This strategy can be applied to i.e. A6(j, l, j + 2l − 1, l, i6) and A5(j, l, j + 2l − 1, l, i5). For generic
choices of j, l the intertwiner space is two–dimensional: i5, i6 can both take the values j + l − 1, j + l.
For l = 1 the two–dimensional vector in question is given by v˜x = a
′(j, j + x, 1)a(j + 1, j + x, 1) with
x = 0, 1. We need to restrict to 1 ≤ j ≤ k−32 to obtain a two–dimensional intertwiner space. Thus we
might hope to fix the ratio ( in case that a(j + 1, j, 1) is not vanishing)
σ(j + 1, j, 1)
a′(j, j, 1)
a(j + 1, j + 1, 1)
(42)
which would fix amplitudes (modulo sign) of the form a(j, j, 1).
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The matrix (41) has three parts: Firstly the matrix Mi6i5 which due to the symmetries of the [6j]
symbols is symmetric. It is also a real matrix and furthermore due to the orthogonality of the [6j] symbol
we have ∑
i6
Mi6i5Mi6i′5 = δi5i′5 . (43)
Hence all eigenvalues have to be either equal to +1 or equal to −1. If M is not equal to ±I it has to have
vanishing trace and hence one eigenvalue +1 and one eigenvalue −1.
The factors
√
di6
di5
just redefine the eigenvectors of a given matrix but do not change the eigenvalues.
The signs σ(i5, j, 1)σ(j + 1, i5, 1) might change the eigenvalues, however given that there is a finite set
of possibilities one can easily check which choices lead to eigenvalues +1 and which do not. Moreover,
using (32) we have that for both values of the intertwiner i5 = j, j + 1
σ(i5, j, 1)σ(j + 1, i5, 1) = σ1σ(j + 1, j, 1) (44)
that is we can exclude a relative sign.
The [6j] symbols defining the components of M can be explicitly evaluated (see appendix A) and
it can be indeed verified that its trace vanishes. Due to the condition (43) and the vanishing trace the
matrix is of the form
M =
( −a √1− a2√
1− a2 a
)
(45)
with a = [2][2j+2] < 1. (This holds for 1 ≤ j ≤ k−32 .) The +1 eigenvector is given by v+ = (
√
(1− a),√(1 + a)).
Thus the eigenvectors for M˜ (obtained by rescaling the eigenvectors of M by the dimension factors)
are given by
v˜− =
( √
[2j + 1]([2j + 2] + [2])
−√[2j + 3]([2j + 2]− [2])
)
, v˜+ =
(√
[2j + 1]([2j + 2]− [2])√
[2j + 3]([2j + 2] + [2])
)
. (46)
For σ1σ(j + 1, j, 1) = +1 we reach the conclusion (using the relations in section 4.1)
a(j + 1, j + 1, 1) = a(j, j, 1)
√
[2j + 3]([2j + 2] + [2])√
[2j + 1]([2j + 2]− [2])
=
(110)
a(j, j, 1)
√
[2j + 3][2j][j + 2]2√
[2j + 1][2j + 4][j]2
=
q=1
a(j, j, 1)
√
2j + 3
2j + 1
√
(j + 2)
j
(47)
and for σ1σ(j + 1, j, 1) = −1
a(j + 1, j + 1, 1) = a(j, j, 1)
√
[2j + 3]([2j + 2]− [2])√
[2j + 1]([2j + 2] + [2])
=
(110)
a(j, j, 1)
√
[2j + 3][2j + 4][j]2√
[2j + 1][2j][j + 2]2
=
q=1
a(j, j, 1)
√
2j + 3
2j + 1
√
j
(j + 2)
. (48)
Note that this fixes σ2 = σ(2, 1, 1).
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4.2.3 Recursion relations for a(j, j + 1, 1)
This fixes the amplitudes of the form a(j, j, 1). To fix also amplitudes non–diagonal in the first two
entries consider the 2–2 move transformation between A6(j, 1, j, 1, i6) and A5(j, 1, j, 1, i5). The same line
of arguments as before leads us to seek for eigenvectors
v˜i5 = a(j, i5, 1) a
′(j, i5, 1) (49)
with eigenvalue +1 of the matrix
M˜i6i5 =
[
j 1 i5
j 1 i6
]√
di6
di5
σ(i5, j, 1)σ(j, i5, 1) := Mi6i5
√
di6
di5
σ(i5, j, 1)σ(j, i5, 1) (50)
with i5, i6 taking the three values j − 1, j, j + 1. According to (31) we have σ(i5, j, 1)σ(j, i5, 1) = 1 so
neither a global nor a relative sign for the rows arises.
A three–dimensional intertwiner space is obtained for 1 ≤ j ≤ k2 − 1. As we know already the
amplitudes for i5 = j we can hope to fix all the remaining amplitudes which include a spin 1 representation
as one argument.
The matrix M can be readily computed. Due to the identities (43) this matrix can be parametrized
by just two (continuous) parameters: M = ±(I − 2v3vt3) where v3 is a normalized eigenvector and we
assume that M is not proportional to the identity. Indeed one finds that Tr(M) = +1, hence we have
eigenvalues λ1 = λ2 = +1, λ3 = −1 and v3 has eigenvalue −1. Explicitly, the matrix M is given by
M =
 a −
√
(1− a)(a+ b) √(1− a)(1− b)
−√(1− a)(a+ b) 1− a− b √(1− b)(a+ b)√
(1− a)(1− b) √(1− b)(a+ b) b
 , (51)
with
a =
[2]
[2j][2j + 1]
< 1 , b =
[2]
[2j + 1][2j + 2]
≤ 1 . (52)
The two eigenvectors for eigenvalue +1 are given as
v1 = (
√
1− b, 0,√1− a) , v2 = (−
√
a+ b,
√
1− a, 0) (53)
These are orthogonal to
v3 =
1√
2
(
√
1− a,√a+ b,−√1− b) . (54)
Thus we obtain the recursion (using a′(j1, j2, j3) = σj1σj2σj3a(j1, j2, j3))
σj+1 a(j, j + 1, 1)
2 =
√
[2j + 3]
[2j − 1]
√
1− a
1− b σj−1 a(j − 1, j, 1)
2
+
√
[2j + 3]
[2j + 1]
√
a+ b
1− b σj a(j, j, 1)
2
=
(109,110)
[2j + 2]
[2j]
σj−1 a(j − 1, j, 1)2 + [2]
[2j]
σj a(j, j, 1)
2 . (55)
with a and b defined in (52). In the classical limit q → 1
σj+1 a(j, j + 1, 1)
2 =
q=1
j + 1
j
σj−1 a(j − 1, j, 1)2 + 1
j
σj a(j, j, 1)
2 . (56)
As a(0, 1, 1)2 = d1, the initial data are given by a(1, 1, 1)
2 and σ0, σ1.
Finally we can use the bubble move (with the outer edges carrying j3 = 1) to fix the initial datum
a(1, 1, 1) for the recursion relations.
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Figure 2: The 2–2 move relations (57) and their geometrical interpretation as re–gluing two triangles.
4.3 Recursion relations for the remaining amplitudes
For amplitudes where all arguments are j ≥ 2 we can use the 2–2 moves directly to obtain recursion
relations. To this end consider the diagram A6(1, j, j+ l,m−1;m), see figure (2) in which the amplitudes
a′(m, j, j + l) a(m,m− 1, 1) = a(j + l,m, j) a′(1,m,m− 1)
=
j+1∑
i5=max(j−1,j−m+l+1)
[
1 j i5
j + l m− 1 m
]√
dm
di5
a′(1, j, i5) a(j + l,m− 1, i5) . (57)
appear. Knowing all amplitudes in which spins up to (m − 1) appear as arguments, there will be only
one potentially unknown amplitude in (57), namely a′(m, j, j + l). This will give all amplitudes in which
one of the arguments is equal to m.
We can restrict to the following range of spins, either due to coupling rules, or because we would
otherwise obtain an equation only involving already known amplitudes:
2 ≤ m ≤ k3 , m ≤ j ≤ k2 − 1, 0 ≤ l ≤ m, m+ 2j + l ≤ k . (58)
The sum (57) includes maximally three terms, for l = m − 1 two terms and collapses to one term for
l = m. In this case the coefficients also simplify. The [6j] symbols and these special cases are given in
appendix D.
To determine the sign function σ(j,m, j + l) (assuming sign functions are known for all cases where
one of the arguments is smaller m) one can for instance consider the same diagram but with the second
and third outer edge exchanged, i.e. A6(1, j + l, j,m− 1;m). This gives the following equation
a′(m, j + l, j) a(m,m− 1, 1) = a(j,m, j + l) a′(1,m,m− 1)
=
min(j+m−1,j+l+1)∑
i5=j+l−1
[
1 j + l i5
j m− 1 m
]√
dm
di5
a′(1, j + l, i5) a(j,m− 1, i5) . (59)
The number of summands is the same as for the previous sum (57), i.e. one for l = m, two for l = m− 1
and three otherwise. The relevant [6j] symbols are displayed in appendix D.
This gives in principle all the amplitudes, depending on a choice of a(1, 1, 1) and some sign functions.
For the construction of these amplitudes we only used a specific set of the 2–2 Pachner moves, hence one
has to check the bubble moves for j3 ≥ 1 and all other 2–2 moves. This will in particular fix the value
for a(1, 1, 1).
Furthermore one should be aware that ‘branchings’ can arise, if certain amplitudes are set to zero.
We will discuss such examples in section 5.
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5 Solutions to the recursion relations
Here we are going to solve the recursion relations for the amplitudes a(j, j, 1) and a(j, j + 1, 1). We will
choose all sign functions to be positive. This will indeed lead to a large family of fixed points, however in
almost all cases certain amplitudes will be imaginary. With our choice of signs this applies to amplitudes
whose arguments sum to an odd number. (Examining the bubble move condition one sees that the
imaginary nature is necessary to obtain only positive contributions to the bubble move equation.)
Let us start with recursion relation (47), which for positive permutation signs is
a(j + 1, j + 1, 1) = a(j, j, 1)
√
[2j + 3][2j][j + 2]2√
[2j + 1][2j + 4][j]2
. (60)
The solution can be readily found to be
a(j, j, 1) = a(1, 1, 1)
√
[4]
[2][3]
[2j + 1]
[j]2[j + 1]2
[2j][2j + 2]
. (61)
Next consider the recursion relations for a(j, j + 1, 1)2
a(j, j + 1, 1)2 =
[2j + 2]
[2j]
a(j − 1, j, 1)2 + [2]
[2j]
a(j, j, 1)2 . (62)
Let us introduce the coefficients X0(j) and X1(j) by
a(j, j + 1, 1)2 = X0(j) +X1(j)a(1, 1, 1)2 . (63)
The recursion relation (62) can then be easily solved for X0(j) (with X0(0) = a(0, 1, 1)2 = d1 = [3])
giving
X0(j) =
[3]
[2]
[2j + 2] . (64)
Using this solution for X0(j) we arrive at the following equation for X1(j)
X1(j) =
[2j + 2]
[2j]
X1(j − 1) + [2j + 2]
(
[4]
[3]
[2j + 1]
[j]2[j + 1]2
[2j]2[2j + 2]2
)
(65)
with initial value X1(0) = 0. This is a recursion relation which is sourced by an inhomogeneous term. It
is solved by the sum
X1(j) = [2j + 2]
[4]
[3]
j∑
m=1
[2m+ 1]
[m]2[m+ 1]2
[2m]2[2m+ 2]2
= [2j + 2]
[4]
[3]
[j][j + 1]2[j + 2]
[2]2[2j + 2]2
. (66)
The last equation, i.e. the evaluation of the sum, is proven in appendix B.
This gives the explicit solutions to the recursion relations. We are left with determining a(1, 1, 1).
Here, it turns out that we can choose a(1, 1, 1) such that only representations j ≤ J appear. Amplitudes
with any argument having representation j > J are vanishing. (We have also to set a(0, j, j) (and all
permutations) for j > J to zero.) One might be worried that this violates the recursion relations (47),
however remember that these only hold for j such that a(j, j + 1, 1) is not vanishing. Thus we actually
require a(J, J + 1, 1) = 0 and this will determine a(1, 1, 1)2:
a(1, 1, 1)2 = −X
0(J)
X1(J)
= − [3]
2[2]
[4]
[2J + 2]2
[J ][J + 1]2[J + 2]
=
q=1
− 18
J2 + 2J
(67)
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so that
a(j, j + 1, 1)2 = X0(j)
(
1− X
0(J)
X1(J)
X1(j)
X0(j)
)
. (68)
We see also the need for imaginary amplitudes. An exception is provided by the cases with even level k
and J equal to the maximal representation J = jmax =
k
2 . In this case a(1, 1, 1) = 0 (as X
0(jmax) = 0
for even level) and hence also a(j, j, 1) = 0 for all j. For odd level we have jmax =
k−1
2 and a(1, 1, 1) will
be non–vanishing for J = jmax, but decreasing with the level growing. In general all amplitudes whose
arguments sum to an odd number are either imaginary or vanish. We can use any sign for the square
root of a(j, j + 1, 1)2 in (68).
The surprising fact is that this choice for a(1, 1, 1) leads also to the bubble condition being satisfied,
which we can show explicitly for j = 1.
To this end we have to show that
J∑
j=0
a(j, j, 0)2 = − 1
d1
J∑
j=1
a(j, j, 1)2 +
2
d1
J−1∑
j=0
a(j, j + 1, 1)2 , (69)
where d1 = [3] and a(j, j, 0)
2 = [2j + 1]. Putting in the solutions for a(j, j, 1) and a(j, j + 1, 1) there are
two summations we can perform right away ([32], p.58)
J−1∑
j=0
[2j + 2] = [J + 1][J ] ,
J∑
j=0
[2j + 1] = [J + 1]2 . (70)
Using the q-number identity
[2][J + 1]2 − 2[J ][J + 1] = [2J + 2] (71)
which follows from (109,110) we can rewrite (69) into
[J ][J + 1]2[J + 2]
[2J + 2]
= [2]
J∑
j=1
[2j + 1]
[j]2[j + 1]2
[2j][2j + 2]
− 2
J−1∑
j=0
[j][j + 1]2[j + 2]
[2j + 2]
. (72)
We prove this equation by induction. After checking the case J = 1 the induction step J → J+1 amounts
to the statement
[J + 2][J + 3][2J + 2] + [J ][J + 1][2J + 4] − [2][2J + 3][J + 1][J + 2] = 0 . (73)
This equation can be shown to hold by applying repeatedly the q–number identities (109,110).
Thus the bubble move condition holds for the outer edges carrying representations j = 1. Amplitudes
with all arguments j ≥ 2 are determined by the recursions (57).
In section 8 we will provide an alternative construction of these fixed point amplitudes which will
show that all 2–2 move and bubble move conditions are satisfied.
We have found a family of fixed points indexed by (a) the level k and (b) the maximal representation
J . These fixed points generalize to the classical group SO(3) and to quantum groups SO(3)q with q
real, for which we can allow arbitrary maximal representation J . (Indeed the solutions to the recursion
relations simplify considerably and the bubble move condition can now be shown by explicit summation.)
For J →∞ we will obtain an infinite constant in the bubble (and 3–1 moves), indicating the same kind
of non–compact gauge symmetry as for the 3D Ponzano Regge model based on SU(2).
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We also see here nicely the principle of triangulation invariance (related to a discrete notion of dif-
feomorphism symmetry as argued in [38, 18]) at work. The triangulation invariant models are basically
determined by the amplitude a(1, 1, 1) for the smallest (non–degenerate) triangle. Amplitudes for larger
triangles are obtained by gluing (e.g. through 2–2 moves) these basic triangles together. The amplitudes
a(0, j, j) are fixed according to whether the representation j as argument leads to vanishing amplitudes
or not.
Also for fixed points where a(1, 1, 1) = 0 we expect that all amplitudes are determined from the
amplitudes associated to the ‘smallest’ triangles. Thus the method of the recursion relations seems to
allow the construction of all fixed points for this class of models.
6 Fixed point models: Examples
6.1 All representations excited and k even
The coarse graining algorithm starting with initial data where all amplitudes are set to one leads to a
fixed point in which all representations are excited. However, as mentioned in section 5 the amplitudes
a(j, j, 1) are vanishing. The non–vanishing amplitudes are all positive.
To obtain the amplitudes with all entries j ≥ 2 we can use the 2–2 move relations (57) with m =
2, 3, . . . , k3 . Using these relations one can show (iteratively in m and by setting l = m− (2n+ 1) in (57)
with n ≥ 0) that amplitudes a(j1, j2, j3) with j1 + j2 + j3 odd are vanishing.
For k even, we will have jmax =
k
2 with quantum dimension one. In general j and jmir = jmax − j
will have the same quantum dimension. Indeed the amplitudes are (in a certain sense, as triangle
conditions have to be satisfied) invariant under this reflection symmetry, for instance a(j, j + 1, 1) =
a(jmir, jmir − 1, 1).
6.2 All representations excited and k odd
6.2.1 Fibonacci: k = 3
For k = 3, which gives the so called Fibonacci fusion category SO(3)3, we just have the two representations
j = 0, 1 and the only non–trivial coupling rule is 1 ⊗ 1 = 0 ⊕ 1. Hence none of the recursion relations
applies and we can fix the only non–trivial amplitude a(1, 1, 1) by the bubble move. This leads to the
condition a(1, 1, 1)2σ1 = −σ0. With a(1, 1, 1) = ±1 and σ1 = −σ0 we obtain a real solution that satisfies
all Pachner moves. This also applies to the choice a(1, 1, 1) = i and σ1 = +σ0.
6.2.2 k odd and k ≥ 5
Here a certain subset of amplitudes has to be imaginary. This can be either the subset for which the
sum of the arguments is odd (as in section 5). The recursion relations (57) indeed just give (purely)
imaginary amplitudes for this subset. In this case all sign functions are +1 which makes this choice
the most convenient one. Alternatively one can also choose the complementary set of amplitudes to be
imaginary, this will then require sign functions σj = −σ0 (and σ(j, j + 1, 1) = σ1).
Also, as in the k even case, all contributions to the bubble move will be positive (or all negative for
σ0 = −1). Indeed, the amplitudes for k odd and k even approach each other for k large, in particular as
the imaginary amplitudes are decreasing (at fixed j’s) with the level k growing.
A interesting point to make is that although we did not allow complex amplitudes in the coarse
graining algorithm we found these fixed points also numerically. However instead of true fixed points, we
obtained (small) fixed points cycles, in which only the signs of the amplitudes changed periodically.
6.3 Only j = 0, 1 excited
As the simplest example for a fixed point in which only a certain number of representations are excited
we can consider the case that only j = 0, 1 appear. The amplitude a(1, 1, 1) = i
√
[3]([3]− 1). (However
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also a real choice of amplitudes is possible if one chooses σ1 = −σ0.) We will later see that these fixed
points lead to (quantum deformations of) generalized AKLT states [40] and hence these fixed points can
be understood to describe the Haldane phase [36, 9].
6.4 Further examples
We constructed explicitly the families of fixed points where representations j = 0, 1 . . . , J appear and
in particular j = 1. With the coarse graining algorithm one can find more examples, in which j = 1 is
not excited. A simple example, which exist for all even k, is with only j = 0 and jmax are excited. In
other examples (which might exist only for specific levels) there are only j = 0, jmax, jmax/2 excited (for
jmax an even number and even level) or j = 0, jmax, (jmax − 1)/2, (jmax + 1)/2 (for jmax an odd integer
and even level). These cases in which only very few excitations appear can be checked explicitly and
conditions on the [6j] symbols (that is on the level) can be derived. There are however also examples in
which for instance all the even j are excited.
A systematic investigations and classification of this more complicated fixed point structure will appear
elsewhere [8]. Here we will just describe a set of examples, which will be relevant for making to anyon
condensation in section 11.
6.4.1 Only j = 0, jmax excited
For even level k we have that jmax = k/2 has quantum dimension equal to one. We also have the coupling
rule jmax⊗ jmax ≡ 0. Thus we can consider the case where the only non–vanishing amplitudes are given
by
a(0, 0, 0) = a′(0, 0, 0) = 1 , a(jmax, jmax, 0) = a′(jmax, jmax, 0) = 1 (74)
and the amplitudes obtained by permutation of the arguments. For k = 2 this example coincides with
the J = 2 model.
One can check that all 2–2 moves and the bubble move are satisfied for this example.
6.4.2 Only j = 0, jmax/2, jmax excited
Here we will consider the level k to be a multiple of 4, that is k = 4l, so that jmax = 2l. We then try to
find fixed point amplitudes, such that only j = 0, l, 2l are excited. For the case k = 4 such an example is
provided by the J = 2 model.
As j = 2l has quantum dimension equal to one, we will assume that the amplitudes involving j = 2l
are equal to the ones, obtained by replacing j = 2l by j = 0, as long as these are allowed by the coupling
rules.
This leaves as only non–trivial amplitude a(l, l, l). The bubble move with j = l at the outer edges
gives
(−)l a(l, l, l)a′(l, l, l) = [2l + 1]([2l + 1]− 2) . (75)
For l = 1 and hence k = 4 the RHS of (75) vanishes, which is consistent with the J = 2 model.
This fixes (the absolute values of) all amplitudes. We have to check the 2–2 moves. For instance the
move involving A5(l, l, l, 2l; l) requires that[
l l l
l 2l l
]
= +1 . (76)
This is the case for k = 8 and k = 16 but not for k = 12 (where it gives −1).
Thus we stick to even l and fix the sign of the amplitudes
a(l, l, l) = a′(l, l, l) =
√
[2l + 1]([2l + 1]− 2) (77)
18
(The other non–vanishing amplitudes are given by (35) with all sign functions being equal to one.)
A rather non–trivial condition arises from the 2–2 move with A5(l, l, l, l; l). This move is only satisfied
if [
l l l
l l l
]
=
[2l + 1]− 4
[2l + 1]− 2 . (78)
This indeed holds for k = 8 and k = 16, but not for k = 24 and not for k = 32.
One can check that all other 2–2 moves are satisfied for k = 8 and k = 16.
6.4.3 Only two representations excited
Here we consider the case that only j = 0 and another representation j = j1 lead to non–vanishing
amplitudes. Moreover, we choose j1 such that j1 ⊗ j1 includes j1 as a summand.
From the bubble move equation we obtain the condition
(−)j1a(j1, j1, j1)a′(j1, j1, j1) = [2j1 + 1]([2j1 + 1]− 1) . (79)
Here we see that [2j1 + 1] = 1 leads to a solution with a(j1, j1, j1) = 0, which is the one described in
section 6.4.1. Let us therefore assume that [2j1 + 1] > 1. The 2–2 move with all outer edges carrying the
representation j1 leads to the condition[
j1 j1 j1
j1 j1 j1
]
=
[2j1 + 1]− 2
[2j1 + 1]− 1 . (80)
Using the formula (121) for the [6j] symbol one can show that this is satisfied for j1 = 1 for all k ≥ 3.
Indeed this leads to the family in section 5 with J = 1.
There are however other pairs (k, j1), for which (80) is satisfied, for instance (k = 6, j1 = 2) and
(k = 10, j1 = 3).
For (k = 6, j1 = 2) we therefore choose the amplitudes
a(0, 0, 0) = a′(0, 0, 0) = 1 , a(j1, j1, 0) = a′(j1, j1, 0) =
√
[2j1 + 1]
a(j1, j1, j1) = a
′(j1, j1, j1) =
√
[2j1 + 1]([2j1 + 1]− 1) . (81)
All other non–vanishing amplitudes are obtained by permutations of (81).
For (k = 10, j1 = 3), because of the sign in (79), we change the last amplitudes in (81) to
a(j1, j1, j1) = a
′(j1, j1, j1) = i
√
[2j1 + 1]([2j1 + 1]− 1) . (82)
For both cases one can check that all the 2–2 moves and the bubble moves are satisfied.
The method of using first the bubble move to fix a maximal set of amplitudes and then to check the
2–2 moves can be generalized and allows to establish the existence (or non–existence) of certain types of
fixed points, which implement certain effective coupling rules. In particular 2–2 moves with a diagram
A5(j1, j2, j3, j4, j5) where j5 is a ‘forbidden’ representation due to the effective coupling rules, will rule out
many possibilities. However the method gets naturally very involved, the more allowed representations
appear.
7 Partition function for the torus
We introduced the intertwiner models as partition functions associated to a box – with edges entering
the bottom of the box and emerging from the top of the box. If we associate a triangulation to the
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= Z(Torus)
Figure 3: The two left panels show a simple triangulation of a cylinder and its dual graph. The right panel
shows how to identify the bottom and top boundary of the cylinder to obtain a torus. The corresponding graph
(with fat vertices) can be evaluated within diagrammatical calculus and defines the partition function of the torus.
three–valent graph inside this box we will obtain a triangulation of a disc, whose boundary is partitioned
into two components.
One might ask whether it is possible to associate a partition function to other two–dimensional
manifolds, also to manifolds without boundary. We will extend here the definition to the cylinder and to
the torus. The partition function of the torus gives the degeneracy of the ground states associated to the
fixed points model for periodic boundary conditions, as will be explained further below. This will give
important hints on the structure of the fixed point model, i.e. whether it represents a symmetry broken
phase or not.
A minimal triangulation of the cylinder is given by two triangles, as shown in figure 3.
Obviously we cannot draw the dual triangulation onto the plane without crossing the strands. We
cannot ignore the crossing – as it exchanges two factors in the tensor product of representation spaces
and the core of the quantum group is to render this non–commutative. Indeed ignoring the crossing leads
to a map between bottom and top boundary Hilbert space that is not an intertwiner.
However, the quantum group provides us with a notion of crossing and (the inverse) anti–crossing
R =
1 2
=
∑
j [2j + 1]q
− 12 (j1(11+1)+j2(j2+1)−j(j+1))
2
j
2 1
1 ,
(83)
R−1 =
1 2
=
∑
j [2j + 1]q
1
2 (j1(11+1)+j2(j2+1)−j(j+1))
2
j
2 1
1 . (84)
We can therefore associate the dual graph in figure 3 to the simplest triangulation of a cylinder. For
the torus we have to identify the bottom with the top or in other words perform a trace. Here we have
to take first the quantum trace in a given representation, which can be obtained as a combination of unit
and co–unit (or cap and cup), see appendix A. Secondly we have to sum over the representations. This
results in the evaluation of the diagram in figure 3, which gives
Z(Torus) =
∑
j1,j2,j3
a(j1, j2, j3)a
′(j1, j2, j3)(−)2j1+2j2q
1
2 (j1(j1+1)+j2(j2+1)−j3(j3+1)) (85)
Let us discuss the consistency of this definition. Going back to the case of the cylinder, one would
expect that gluing the partition functions of two cylinders (i.e. summing over the representations asso-
ciated to the glued edges) one again obtains the partition function for the cylinder. In other words the
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Figure 4: A refined triangulation of the cylinder and the associated dual graph. We apply the 2–2 move
to reach the graph on the right .
==
P
P
R-1
R
Figure 5: The diagrammatic equations on the left show how to evaluate the graph associated to the
torus, obtained by closing the cylinder in figure 4. The figure on the right shows a choice of dual graph
for the cylinder, giving a projector map.
partition function for the cylinder, which is rather a map from the bottom to the top boundary Hilbert
space, should be a projector.
Having just one boundary edge, makes the understanding of this projector difficult, as the maps
have to be intertwiners. Intertwiners between irreducible representation spaces are just multiples of the
identity or equal to the zero map.
Let us therefore consider the slightly more complicated triangulation of the cylinder in figure 4. This
can be nicely understood as a combination of three maps P ◦R−1 ◦ P , where
P = •
•
. (86)
P itself is indeed a projector, as follows from the bubble move. For this amplitudes have to be normalized
such that c = 1, which we will assume in this section. Also we can compute the partition function of
the torus by taking the quantum trace over the tensor product of representation spaces, as shown in
figure 5. Using diagrammatical calculus (and the tilting condition for the amplitudes) this agrees with
the previous definition in figure 3, as can be seen from figure 5. Just taking the quantum trace of P will
give a different result equal to
∑
j Θ(j)dj(−1)2j . Thus the braiding is important to impose a two site
projector P not only on sites ordered as (1, 2) but also on the ordering (2, 1).
However P ◦ R−1 ◦ P is in general not a projector. Squaring P ◦ R−1 ◦ P might be understood as
twisting the cylinder twice. Thus, if we consider doubling the height of the cylinder, we rather should
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use R ◦ P ◦R−1 ◦ P . This is indeed a projector, and thus can be taking to give the partition function of
the cylinder with two boundary edges. Taking the quantum trace we get in our examples the same result
for the torus partition function as previously.
We established the cylinder as a projector. The range of this projector can be understand as the span
of ground states of a Hamiltonian, which itself can be written as a sum of projectors. For the two edge
cylinder we have (see also the first reference in [37])
H = (I− P ) + (I−R ◦ P ◦R−1) . (87)
Thus taking the (quantum) trace of the cylinder we obtain the ground state degeneracy (generalized to
a system with quantum group symmetry) of this Hamiltonian.
Finally, let us give the results for the torus partition functions. For the models parametrized with
a maximal spin J an explicit numerical evaluation of (85) gives Z(Torus) = 1. Thus we can assume
that these have no ground state degeneracy and are in a symmetry unbroken phase. Indeed, in the next
section 8, we will show that the amplitudes for this models can be reconstructed as a so called Corner
Double Line structure, which is only possible for systems with unique ground states [36, 10].
For the models introduced in section 6.4.1 the torus partition function (85) can be evaluated explicitly
with the result
Z(Torus) =
3
2
+
1
2
exp(
2pii k
4
) . (88)
As k is even for these models we obtain Z = 2 for k a multiple of 4 and Z = 1 otherwise. This agrees
with Z = 1 for the k = 2, J = 1 model.
Thus for k a multiple of 4, we can assume that the ground states are degenerate and the fixed point
describes a ‘symmetry broken’ phase. This broken symmetry can be either some subset of the quantum
group symmetry or some additional symmetry of the model. In the latter case, the fixed point will in
general not be stable under perturbations, which violate this symmetry (as these will lift the ground
state degeneracy), i.e. one would have to exclude such perturbations in order to obtain a stable phase.
It would be therefore interesting to clarify this symmetry.
For the models discussed in section 6.4.2, with three excited representations, and for k = 8, 16 we also
obtain Z(Torus) = 2, indicating degenerate ground states.
Finally, for the models in section 6.4.3, with two representations excited, we find for the case (k =
6, j1 = 2), that Z(Torus) = 1. But for the case (k = 10, j1 = 3) we find Z(Torus) = dj=0 + dj=3 ≈ 4.73.
We will explain the significance of these results for the theory of anyon condensation in section 11.
We can in general expect that phase transitions occur between phases with differing ground state
degeneracy. We have found several different cases of ground state degeneracies. However, phase tran-
sitions also occur between phases with the same ground state degeneracy. One mechanism for this to
happen is symmetry protected topological order, as discussed in [36, 9]. Thus, as we will find in the next
sections, the J even and the J odd models can be understood to be in two different phases with respect
to the SO(3)k symmetry. This is a generalization of the two different SO(3) phases that arise in the
classification of phases with (proper) groups [9, 10].
8 Structure of the fixed point amplitudes
Previously we constructed a family of fixed points via the recursion relation which exemplifies the ge-
ometric interpretation of the models. It turns out that this fixed point family is of a particular form,
known as Corner Double Line (CDL) structure [36, 41].
For models described by a CDL structure we replace every edge by two strands or lines. That is edges
are now ribbons. Again we can understand a single strand as describing a map V → V . (One could
associate V to the left strand and V ∗ to the right strand but we will work with associating V ⊗ V to the
strands.)
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Figure 6: The matrices M (i) are attached to the corners of the double line vertices.
The vertices are depicted in figure 6 and are parametrized by four matrices M (i), i = 1, . . . 4, attached
to the ‘corners’ of the (bloated) vertices, and describing maps between the appropriate vector spaces:
M (i), i = 1, 2 are maps from V to V , M (3) is a map V ⊗ V → C and M (4) acts as C→ V ⊗ V .
For the tilting, 2–2 move and bubble move conditions to be satisfied, the following requirements are
sufficient.6 M (1) and M (2), have to be projectors. Furthermore M (1) and M (2) have to stabilize the maps
M (3) and M (4) in the following sense:
M (3) = M (3) ◦ (M (1) ⊗ I) = M (3) ◦ (I⊗M (2))
M (4) = (M (1) ⊗ I) ◦M (4) = (I⊗M (2)) ◦M (4) . (89)
== c
Figure 7: The 2–2 and bubble move conditions for CDL structure. The bubble move gives a map that is
proportional to the tensor product of projectors M (1) and M (2). However the projectors can be absorbed into a
neighbouring vertex.
Then the right hand side of the bubble move (see figure 7) is not given by a multiple of the identity
map but by multiples of the projector maps M (1) and M (2). Due to the invariance properties the maps
can be absorbed into one of the neighbouring vertices. Equivalently we can understand the strands as
representing directly the projectors. The constant c appearing in the bubble or 3–1 move (14) is given
by
c = M (3) ◦M (4) , (90)
which is a linear map: C→ C and hence just given by a complex number.
We can then re–construct the models described by a maximal representation J ≤ 12k (where J is
integer) as follows. We take as vector space V the representation space VJ/2. The maps M
(1),M (2) are
given by the identity maps and the maps M (3),M (4) are given by the co–unit and unit map respectively
(see appendix A). In this description we have vector spaces VJ/2 ⊗ VJ/2 associated to one edge. We can
6If one considers coarse graining on a regular lattice, the fixed point conditions might be less restrictive than the full
invariance under these moves. In this case the matrices are allowed to be more general. For instance for the square lattice
the M can be arbitrary, leading to the problem of non–isolated fixed points [36].
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Figure 8: After inserting two projectors (91) on each edge of the CDL fixed points the model can be expressed
in terms of vertex and edge weights.
easily change to edge vector spaces ⊕jVj by inserting a projector7
Π
J
2
J
2 =
∑J
j=0(−)J−j [2j + 1]
J
2
J
2
J
2
J
2
j
(91)
at each of the two ends of each edge. Figure 8 then shows that we obtain a model with vertex and edge
weights. The edge weights can be absorbed into the vertex weights by taking square roots (this leads to
imaginary amplitudes, alternatively one might leave the edge weights, or associate the sign of an edge
weight always to the upper or always to the lower vertex). This leads to vertex amplitudes
aCDL(j1, j2, j3) = a
′
CDL(j1, j2, j3) =
√
(−)J−j1
√
(−)J−j2
√
(−)J−j3(−)2J−j1−j2 ×
[2j1 + 1]
1/2[2j2 + 1]
1/2
[J + 1]1/2
[
j1 j2 j3
J
2
J
2
J
2
]
. (92)
The amplitudes are invariant under permutations of the arguments. It can be shown that the amplitudes
aCDL(j, j, 1) and aCDL(j, j + 1, 1) coincide modulo signs with the amplitudes (61) and (68) obtained by
solving the recursion relations. The difference in signs is due to choices for the ± branches for the square
roots, which have to be made both for (92) and for the solutions of the recursion relations. (In general
we can multiply jI dependent signs sign(j1)sign(j2)sign(j3) to the vertex amplitudes without changing
the (bulk) partition function. The signs cancel out, as an edge connects two vertices.)
In section 9 we will prove that the amplitudes also satisfy the recursion relations (57), which are used
to construct the remaining amplitudes. Indeed this shows that the 2D recursion relations (57) can be
interpreted to arise as projections of 3D recursion relations, that can be derived from the Biedenharn
Elliot (aka pentagon) identity [20].
Variants of such models can be easily constructed. For instance we can introduce twists of the ribbons
(i.e. braidings). Having a twist and and anti–twist on each edge we again will not change the (bulk)
partition function. This is an example of a ‘weak gauge transformation’ for vertex models, which changes
the weights but not the partition function by inserting a representation of unity I = UU† for each edge.
Furthermore we can generalize the models by allowing different representations J for the strands of the
ribbons in a vertex. This leads to certain gluing rules for the vertices that can be encoded in a colouring
(given by the representation J). For the triangulation it implies that vertices are colored and triangles
can be only glued so that shared vertices agree in their colour. Partition function with boundaries, which
7For quantum groups at root of unity these project out the trace zero parts in the tensor product VJ/2 ⊗ VJ/2, see
appendix A. However for J ≤ k/2 the trace zero part is empty.
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Figure 9: This figure shows how to arrive at the [6j] symbol for the vertex weights. The vertex weight in figure
8 represents an intertwiner and hence can be expressed in an intertwiner basis. This leads to the {6j} symbol
shown here. See appendix A for the definition of the {6j} and [6j] symbols.
define intertwining operators from one boundary to the other, do not depend (modulo constants) on the
choice of the representations for any strands forming closed loops.
Also choosing the vector space V as a tensor product or direct sum of representation spaces we will
obtain fixed point models with edge Hilbert spaces ⊕jµ(j)Vj with µ(j) ≥ 1. In this case the fixed point
models can be interpreted to be built from fundamental building blocks carrying more boundary data
then in the µ(j) = 1 case. As is explained in [19] this allows to incorporate non–local couplings into the
model, and in this way move away from topological models. (To obtain a field theory with propagating
degrees of freedom in the limit we need however to allow infinite multiplicity.)
In section 6 we discussed further fixed point models and determined the associated partition function
on the torus. We argued that the resulting number gives the ground state degeneracy of the Hamiltonian
projector associated to the model. We found examples where this ground state degeneracy is larger than
one. Such models cannot arise (purely) from CDL tensors. CDL tensors rather lead to a unique ground
state [10, 36]. (In section 10 we will discuss the ground states in more detail. However from the graphical
representation of the ground states one can see that a CDL tensor leads to a ground state built from
tensoring the unit maps M (4). Thus the ground states is given by a unique map from ⊗NC ≡ C to the
corresponding boundary Hilbert space.)
However, a general classification of fixed points that can arise (satisfying certain stability requirements)
is available [10, 9]. This suggests that the fixed points with ground state degeneracy can be understood
as direct sums of such CDL tensors. The direct sum structure might however only arise after a variable
transformation (or field redefinition) has been performed. This will in general induce a mixing of the j–
representations.
A simple example – where we ignore the structure in the magnetic indices – is given by fixed points
where only j = 0 and j = jmax are excited, with coupling rule jmax⊗ jmax ≡ 0. The amplitudes coincide
with the Ising model in the symmetry broken phase. Hence let us identify the two representations with
two basic vectors v0 and v1. We introduce a new basis v± = 1√2 (v0 ± v1). The amplitudes in the new
bases decouple completely between the + and − sector and hence these can be understood to give the
two ground states.8
8One might wonder how the examples with exactly the same amplitudes but with no ground state degeneracy arise.
This might be due to ignoring the magnetic indices in this discussion, the fact that trace zero parts have to be projected
out, as well as the behaviour under braiding.
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Figure 10: The CDL fixed point amplitudes lead to {6j} symbols. These can be associated to tetrahedra. In
this way the 2D triangulation of a disc arises as a top of a triangulation of a 3D cone.
9 The 2D recursion relations as projection of 3D recursion re-
lations
We have seen that the amplitudes for the fixed points described by a maximal spin J are given by {6j}
symbols in (92). This allows to readily obtain a geometric interpretation of the models, at least in the
limit of large level k and maximal spin J . The asymptotic behaviour of the {6j} symbols is known [42] to
be given by the (cosine of the) 3D Regge action [43], a simplicial discretization of the gravitational action.
This persists to the quantum group case [44], for which one obtains the Regge action with a (positive
for q a root of unity) cosmological constant. For this the Regge action involving curved tetrahedra is
appropriate [46]. Here we give the asymptotics for the classical {6j} symbol which is{
j1 j2 j3
j4 j5 j6
}
→
λ→∞
1√
12piV (lI)
cos
(
SRegge(lI) +
pi
4
)(
1 +O(
1
λ
)
)
. (93)
SRegge is a specific function [43] of the six lengths lI of a tetrahedron associated to the {6j} symbol. The
lenghts are related to the spins by lI = jI +
1
2 . For this limit we have to assume a homogeneous scaling
of the spins j ∼ λ. This allows to arrive at a classical action principle for our models, where also the
issue of the sum over orientations (leading to the cosine in 93) [47] can be studied in a simpler context.
Thus the fixed point models parametrized by a maximal representation J arise as boundary of a
specific 3D triangulation, see figure 10. All tetrahedra τ in this triangulation have three edges of length
J/2 ≈ J/2+1/2, starting from a vertex vτ . The other three edges form a triangle and carry the dynamical
degrees of freedom. The tetrahedra are glued along the J/2 edges, so that all vertices vτ are identified
to one vertex. That is we obtain the triangulation of a cone, with a 2D disc at the top of the cone. The
fixed point models are associated to this disc.
There is an interesting connection to 3D topological models here, as the Ponzano–Regge [45] or
Tuarev–Viro [48] models are built from {6j} symbols associated to tetrahedra.
For these models the Biedenharn–Elliott identity is essential, and is responsible for the invariance of
the models under 3–2 Pachner moves. We can obtain the 2–2 move invariance for our amplitudes also
from the Biedenharn–Elliott identity. We will apply this to an ‘infinitesimal version’ of the Biedenharn–
Elliott identity, which allows to derive the Hamiltonian constraints for the Ponzano–Regge model [20, 21],
and will lead to the recursion relations (57) in our case. This makes the geometric interpretation of these
recursion relations, as implementing a notion of vertex translations for the triangulation obvious, as the
same interpretation holds in the 3D case [17].
The Biedenharn–Elliott identity involves two {6j} symbols on the one side and three on the other
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Figure 11: The 3D complex for the Biedenharn–Elliot identity.
side of the equation{
k1 k2 k3
j1 j2 j3
}{
k1 k2 k3
l1 l2 l3
}
=∑
n
(−)n+
∑
kI+
∑
lI+
∑
jI [2n+ 1]
{
k1 j2 j3
n l3 l2
}{
j1 k2 j3
l3 n l1
}{
j1 j2 k3
l2 l1 n
}
, (94)
describing a complex of two tetrahedra on the left hand side and the gluing of three tetrahedra around
one edge, labelled by n on the right hand side. The work [20] relates this equation to the Hamiltonian
constraints for 3D gravity. Following [20] we apply the Biedenharn–Elliott identity to the complex
depicted in figure 11.
This results into{
K m m− l′
J/2 J/2 J/2
}{
j j + l m
J/2 J/2 J/2
}
=
K∑
n=−K
σ [2(j + n) + 1]
{
K j j + n
j + l m− l′ m
}{
j + n j + l m− l′
J/2 J/2 J/2
}{
j + n j + l m− l′
J/2 J/2 J/2
}
(95)
with σ = (−)2J+3j+l−l′+2m+n+K .
Using the amplitudes for the fixed point models
a(
′)(j1, j2, j3) =
√
(−)J−j1
√
(−)J−j2
√
(−)J−j3(−)J
√
[2j1 + 1][2j2 + 1][2j3 + 1]
{
j1 j2 j3
J/2 J/2 J/2
}
(96)
we arrive at the equation
a′(m, j, j + l)a(m,m− l′,K) =
K∑
n=−K
[
K j j + n
j + l m− l′ m
]√
[2m+ 1]
[2(j + n) + 1]
a′(K, j, j + n) a(j + l,m− l′, j + n) . (97)
This is a generalization of the previous recursion relation (57), for which we need to choose K = 1, l′ = 1.
An interesting question is whether also the other fixed points (or fixed points which describe non–local
couplings) can be constructed from this 3D model – possibly by introducing some summation of degrees
of freedom in the 3D bulk. A further question is whether 3D invariant models can be built in a similar
way from 4D topological theories. See also [49] for topological models arising as boundaries of higher
dimensional models in a different context.
10 Matrix product states and parent Hamiltonians
We constructed families of partition functions invariant under change of triangulation. In section 3 we
defined the models not for arbitrary 2D manifolds but only for the disc, whose boundary is partitioned
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into two parts. One part corresponds to the lower boundary of the ‘box’ discussed in relation with
graphical calculus in section 3 and the other part to the upper boundary. The edges e1, . . . , eN entering
the bottom of the box and the edges eN+1, . . . , eN+M emerging from the top of the box correspond to
Hilbert spaces
Hb = ⊕j1,...,jNVj1 ⊗ · · · ⊗ VjN and Ht = ⊕jN+1,...,jN+MVjN+1 ⊗ · · · ⊗ VjN+M . (98)
As previously discussed the intertwiner models define SU(2)k intertwining maps between these Hilbert
spaces. These maps can be also seen as transfer operators of the system. (Here we have a generalized
notion of transfer operators as in principle the Hilbert spaces can differ in dimension.)
For N = M the triangulation invariance of the models implies that these transfer operators are
actually projectors. (We need to rescale all amplitudes by
√
c
−1
, where c is the constant appearing in
the bubble move (22), so that one obtains a true fixed point under coarse graining.) These projectors
specify physical states as elements of their image [50, 51, 14] and allow the definition of a physical inner
product. In the language of Dirac quantization for constraint systems the projector specifies a rigging
map [52].
This implies that there are constraints which are implemented by the projector. As we will argue
below these constraints can be interpreted as simplicity constraints9, in the sense that a certain set of
representations is forbidden.
Concretely, fixing the Hilbert spaces Ht = Hb (i.e. fixing N and M = N), we can consider the
following bulk triangulation interpolating between the corresponding boundaries:
•
•
•
· · ·
•
• · · ·
•
(99)
One sums over the indices attached to all bulk edges, i.e. all edges which connect fat vertices. It is
easy to see that this map defines a projector by putting two diagrams (99) on top of each other (summing
over all indices associated to the glued edges) . One then applies the bubble move repeatedly from left
to right and arrives back at the original diagram.
So what states does the projector leave invariant? The rank of the projector can be maximally as
large as the smallest possible horizontal cut through the diagram (99). This is just given by a cut through
the edge in the middle of the diagram (99), i.e. the rank is equal to or smaller than dim(⊕Θ(j)=1Vj).
We can find dim(⊕Θ(j)=1Vj) states that are left invariant by the projector. These states are defined
by applying the following map to the basis |j,m〉 in ⊕Θ(j)=1Vj :
•
•
•
· · ·
|j,m〉
(100)
9Due to the triangulation independence there is also an alternative interpretation as Hamiltonian and diffeomorphism
constraints, as we will discuss in section 12.
28
Again, putting the projector (99) on top of the map in (100) shows that the dim(⊕Θ(j)=1Vj) states are
left invariant. Hence we identified the image of the projector and the physical Hilbert space. A similar
(generalized) projector can be obtained for the M 6= N – in this case the co–kernel and the image are
given by states spanned by (100) with M and N upper edges respectively.
The diagram (99) defines a global projector. One can also show that the states (100) are invariant
under the following local projectors acting on any two neighbouring sites
•
•
(101)
where again we sum over the spin associated to the middle edge. We can stack these together to built
projectors of the form (99):
•
• •
•
=
••
••
. (102)
The interpretation of these projectors is that they project out any states in ⊗NI=1(⊕jVj), that in any
coupling scheme would lead to the appearance of representations j with Θ(j) = 0.
The implementation of simplicity constraints for spin foams [2] leads to a set of representations that
is allowed and representations that are forbidden. In this sense the fixed points implement simplicity
constraints. In future work we will consider SU(2)k ×SU(2)k and SU(2)×SU(2) models, which appear
for the full spin foam models, and investigate the fixed point structure there.
States in the form (100) are known as matrix product states10 (MPS) [53]. These provide ansaetze
for ground state wave functions of Hamiltonians. In these kind of problems the Hamiltonian is given
and one uses the MPS as a variational ansatz (where the amplitudes are varied) for the ground state(s).
On the other hand one can also start from a given MPS and ask which Hamiltonian has this MPS as a
ground state. This leads to the notion of parent Hamiltonians associated to an MPS. This relationship
between MPS and parent Hamiltonian can be rendered one–to one by formulating certain conditions for
the parent Hamiltonian and the MPS [10]. One of the conditions is that the parent Hamiltonian is a sum
over two–site local projectors.
We constructed such a Hamiltonian with (101). Lets denote the maps in (101) by PI where I denotes
the site index say of the left vertex. As PI are projectors, so are (I − PI). Moreover these are positive
maps. Hence the states (100) are ground states to
H =
N−1∑
I=1
(I− PI) . (103)
An alternative view point is to take the (I−PI) as a set of constraint operators and to interpret the system
as one with gauge symmetries. Indeed these constraints should be related to the recursion relations used
to construct the fixed points, see also [20, 21, 54]. As argued in [38, 55, 18] in the context of gravitational
systems, we can interpret these gauge symmetries as diffeomorphisms. In particular here we have a
geometrical interpretation of the representation labels as geometric length variables. In future work we
will explore this analogy in more detail and investigate the (Virasoro) algebra of the constraints.
This provides then a realization of the path integral (partition function) (99) providing the projector
onto the physical states, see for instance [51, 14] for a realization for 3D topological field theories. The
reason why we do not need to integrate over infinitely many ‘time steps’ in the path integral is rooted in
the triangulation invariance (connected to diffeomorphism symmetry).
10The state (100) represents a MPS with two free ends, if the ‘physical index’ on the top left is taken as a ‘virtual index’.
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These remarks are very general and apply to any triangulation invariant 2D model11, with the same
graphical representation of ground states and parent Hamiltonians.
More concretely we can interpret our fixed point family parametrized by a maximal representation J
as providing a large generalization of AKLT states [40]. The AKLT Hamiltonian is defined on the N–fold
tensor product of the j = 1 representation space. (This can be generalized to other representations, see
for instance [56]. For a q–deformed version of the AKLT system see [57].) The Hamiltonians project out
the spin j = 2 part from the tensor product of any two neighbouring j = 1 spins. Indeed the valence
bond construction of the AKLT states pairs two spin j = 1/2 spins to a spin j = 1 site. This picture
corresponds to the CDL construction in section 8, where for J = 1 the single lines in the Double Lines
denote J/2 = 1/2 representation spaces.
For q = 1 we obtain the standard version of the AKLT states, with (proper) symmetry group SO(3).
The phases described by MPS with on-site symmetry described by a group can be classified [9, 10]. For
on-site SO(3) symmetry and systems with non–degenerate ground states (as is the case for the J family
of fixed points), there are two classes of states, which are specified by the two elements in the second
cohomology group H2(SO(3), U(1)) and giving rise to projective representations of SO(3). The half spin
representation of SU(2) correspond to the choice of the non-trivial cocycle.
These two classes of states define two different phases, where the phase corresponding to the choice
of non–trivial cocycle is an example of symmetry protected topological order [9]. Phase transitions occur
between these two different phases [36].
Here the AKLT states with odd maximal representation J provide the non–trivial class of examples.
This is due to the appearance of half spin representations for the virtual bonds. Thus we can expect
phase transitions to occur between phases with J even and J odd. Although this classificaion only applies
to the case of proper groups, it is quite likely that this behaviour generalizes to quantum groups.
Note that the definition of (equivalence classes of) phases in [9, 10] depends, among other details,
on the specification of the symmetry (group). Thus, specifying additional symmetries might change the
classification.
Such a classification is also available for systems with ground state degeneracy [10], but again only
for the case where the symmetry is described in terms of groups. Thus it would be good to understand
the ground state degeneracy for the examples with a non–trivial torus partition function. This calls
for a generalization of the classification [10] to the case of symmetries described by quantum groups
or representation categories. In particular the notion of subgroups needs to be generalized to quantum
groups. In the next section we will point out a relation to the theory of anyon condensation, whose
formulation in terms of category theory provides such a generalization [6, 4, 7].
11 Relation to anyon condensation
Here we will point out an interpretation of the fixed points as describing the condensation of anyons into
an effective vacuum [4, 7, 5]. This also explains of how to derive a fusion category from the SU(2)k
categories, see the recent [5]. For this, i.e. the computation of the new (effective) [6j] symbols, one needs
so-called Vertex Lifting Coefficients [5]. It turns out, that the fixed point models give these Vertex Lifting
Coefficients for the new effective vacuum.
Anyons are characterized by charges, in this case by the representations j. The neutral charge is given
by the representation label j = 0. The anyon dynamics is described by fusion and splitting of charges
into new charges, as given in our model with bare vertices. Additionally anyons can braid around each
other.
For anyon condensation one imagines that by some physical process, several anyon types condense
to a new vacuum. This new vacuum corresponds to a (neutral) representation in a new fusion category,
that can be understood to arise as a quotient from the original category.
11These kind of arguments can also be generalized to higher dimensions, the definition of ground states and parent
Hamiltonians built from local projectors is of course more involved. See [55] for a canonical (classical) implementation of
Pachner moves, which could be used to build such local projectors.
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As we will argue in the following, we provide here the physical process, namely the Hamiltonian (103),
that makes a number of anyon charges to condense into a new vacuum.
There are several consistency conditions on the effective vacuum, for the construction of a derived
fusion category to make sense. To explain this, let us denote the new vacuum representation by a dashed
line, representing a direct sum of all the representation spaces included into the effective vacuum. This
vacuum can also fuse with itself, which then is given as a combination of all the fusions between the
representations making up the new vacuum:
=
∑
j1,j2,j3
a(j1, j2, j3)j1 j2
j3
(104)
and similarly for the splitting. Here we used the same coefficients a(j1, j2, j3) ( and a
′(j1, j2, j3) for the
splitting vertex) as for our (fixed point) models.
For the new vacuum to be consistent one should be free to re–connect vacuum lines, which gives (part
of) the 2–2 move condition (13):
=
(105)
This identifies an associative algebra, which turns out to be a Frobenius algebra12. As is well known 2D
(lattice) topological field theories are classified by Frobenius algebras [59].
Note that there is a subtle difference between the condition (105) and the 2–2 move conditions (13).
One can understand (105) as involving summations of the condensed charges only. Whereas in the 2–2
move conditions (18) one might also have charges j6 appearing that are not condensed. This gives the
(non–trivial) condition that the RHS of (18) should be vanishing, whereas a priori, there is no such
condition in (105).
For a condensation to take place one usually needs bosonic particles, see [4, 5] for the subtleties to
define bosons. This is a condition we did not implement and as we will see is also not satisfied for most
of our fixed points. However if one does not consider braiding properties, such a condition is not needed.
The bosonic condition implies in particular that the braiding of the vacuum with itself is trivial and
the corresponding Frobenius algebra commutative:
=
. (106)
This in particular implies that in the notion of section 7, R ◦ P ◦ R−1 = P . Hence the torus partition
function, given as the quantum trace of R ◦ P ◦ R−1 = P , should be equal to the quantum trace of P .
The latter just equates to
∑
j Θ(j)dj .
In section 6 we have described several examples for fixed point (families). These examples fit nicely
into the classification [6].
The work [6] gives a classification of the commutative associative algebras that can be obtained as
subalgebras of the fusion category SU(2)k. (See [58] for the case with general quantum deformation
parameter q.) Such algebras are classified by Dynkin diagrams, as are finite subgroups of SU(2) (in this
case the Dynkin diagrams are actually affine) via the McKay correspondence. We find almost all the
cases discussed in [6] (see Table 1 in this reference): The diagram An corresponds to the trivial fixed
points, where only j = 0 appears. Algebras with diagram D2l+2 arise from level k = 4l and correspond
12The definition of a Frobenius algebra A includes two morphisms η : C ' V0 → A and  : A→ V0 ' C. Diagrammatically
these are just given as two–valent vertices, where one edge represents the kinematical vacuum V0 and the other the algebra
A. As j = 0 edges can be omitted, these maps can be just represented by the now one-valent vertices. These signify to
project the algebra A to the V0 component.
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to the fixed points in section 6.4.1. Diagram E6 corresponds to the (k = 10, j1 = 3) case in section 6.4.3.
Indeed all these examples give a consistent result for the partition function of the torus.
As is discussed in [6] the diagram E7 cannot be realized. We however find a corresponding fixed point
in section 6.4.2 with k = 16. The partition function for the torus shows that indeed in this case the
vacuum has non–trivial self–braiding. Indeed [6] conjectures that for E7 one needs to consider a non–
commutative Frobenius algebra. The case we did not encounter here13, is k = 28, where representations
j = 0, 5, 9, 14 condense into a vacuum, giving the diagram E8.
As we have a large set of fixed point models with non–trivial braiding, leading to non–commutative
algebras, it will be interesting to extend this classification also to these cases. Indeed this allows to
characterize all possible fixed points in this this class of models, as will be shown in [8]. Whereas the
braiding properties are essential for anyons, there might be interesting applications where one is not
interested in the braiding aspects and hence a non–commutative algebra will suffice. Furthermore this
allows to interpret the CDL fixed points in the framework of anyon condensation. Here a Cooper pair of
charges J/2⊗ J/2 make up the vacuum condensate.
We so far discussed only the new effective vacuum. [6, 4, 5] explains how to construct the other
effective charges and the full ‘effective’ fusion categories. In particular the vertex lifting coefficients are
needed to find the new [6j] symbols for this new fusion category. [5] provides consistency conditions in
order to find also the coefficients involving other charges than the vacuum. It will be interesting to see,
whether a systematic derivation via recursion relations, as we provided here for the vacuum vertices, is
possible.
This relation to anyon condensation is very interesting also for quantum gravity for the following rea-
son. The notion of the kinematical vacuum for loop quantum gravity is based on the trivial representation
j = 0 in a way very similar to anyon dynamics. In particular any state can be refined by adding j = 0
lines, without changing the physical meaning of this state. This allows to embed any given state into
the continuum theory via the concept of cylindrical consistency, see for instance [60, 19] and references
therein.
One would however expect a second notion of a ‘physical’ vacuum, that includes geometric excitations
connected to representations j 6= 0. Similarly as for anyons, such a geometric vacuum is envisaged to
condense from a number of non–trivial representations, for instance all representations satisfying the
conditions set by the so–called simplicity constraints [2]. Such a new vacuum should also lead to a new
way to refine given states by adding lines representing the new vacuum. Such added vacuum lines should
not alter the physics encoded by the state. Indeed this leads to consistency conditions [5] for the vertices
involving charges, not condensed into the new vacuum. An algebraic formulation in terms of tensor
categories has been given in [6], leading to a classification of finite subgroups in Uq(sl(2,C).
This is similar to the notion of dynamical cylindrical consistency as discussed in [19]. One can check
that, due to the triangulation invariance, the following refinement map (here acting on the bottom Hilbert
space Hb)
= •
(107)
makes the partition function (12) for the corresponding fixed point model cylindrically consistent, as
defined in [19]. Figure 12 gives a pictorial explanation. The effective fusion category and its effective
charges will provide a basis for cylindrically consistent observables in the theory, a notion that we will
explore elsewhere.
12 Discussion and Outlook
We introduced a class of 2D models describing intertwiner degrees of freedom and identified families
of triangulation invariant models inside this class. To this end we presented techniques for finding
13Additionally we do not have the one family Tn discussed in [6], as these require half spin representations. In any case
this family does not lead to a commutative Frobenius algebra.
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=Figure 12: Consider an intertwining map ιbt : Hb → Ht defined by a fixed point partition function. Note
that the choice of interpolating graph, here represented by a guitar shaped box, does not matter due to the fixed
point conditions. Applying the refinement map (107): ρbb′ : Hb → Hb′ on some factor in Hb and then using the
definition by the same fixed point partition function for the intertwiner map between the refined states and Ht
denoted by ιb′t : Hb′ → Ht does lead to the same intertwining map, i.e. ιbt = ιb′t ◦ ρbb′ . As can be seen from the
picture this follows easily from the bubble move invariance (vertices in this picture are ‘fat vertices’).
triangulation invariant models and derived a set of recursion relations that allows the construction of
such 2D models. Here the invariance under 2–2 Pachner moves, also known as crossing symmetry turned
out to be essential. For a certain family of fixed points we showed how these models arise from the 3D
Turaev–Viro model.
The fixed point models admit different interpretations, depending on the context one is interested
in. Taken as intertwiners for spin foam models, the fixed points implement simplicity constraints in
the sense that a certain set of representations is not allowed to appear. This notion will be further
investigated in [13]. The family of models with maximal spin J lead to generalized AKLT states and
admit a generalization to the q = 1 and q ∈ R case. Finally we can interpret the models as providing a
means for anyon condensation, where the representations leading to non–vanishing amplitudes, condense
into a new effective vacuum.
A question we have only touched upon, is the classical (large spin j) limit. One would expect that a
classical interpretation might be only possible for families that admit a q → 1 limit, which also allows for
arbitrary large spin j’s to appear. For the family with maximal spin J we found such a classical limit,
provided by the asymptotics of the {6j} symbol. This gives a relation of the amplitudes to the (cosine of
the) Regge action for specific flat (q = 1) or curved (q 6= 1) tetrahedra. An alternative means is provided
by the Fourier transform, for possible generalization to the quantum group case, see [32]. It gives the
partition functions as integrals over variables on the sphere S2 = SU(2)/U(1), attached to the edges of
the dual graph. This might lead to an interpretation of the models in terms of an action principle, which
simplifies for instance the consideration of perturbations around the fixed points. Such perturbations can
describe propagating degrees of freedom. That would be in particular interesting for defining a dynamics
for the effective charges on top of the effective vacuum.
We encountered different classifications, one via the relation of topological lattice field theories to
the MPS framework and another one via the notion of anyon condensation. The classification [9, 10]
for the MPS framework requires so far classical groups, here it would be interesting to extend this to
quantum groups, for instance via the categorical framework, developed for anyon condensation [6, 4, 5, 7].
Also, as we have examples where the condensed vacuum shows non–trivial self–braiding, corresponding
to non–commutative Frobenius algebras. These cases can also be classified [8]. This will enlighten the
cases with ground state degeneracy and allow to understand the kind of symmetry responsible for this
degeneracy. Let us mention [59], which shows that 2D topological lattice field theories are classified by
non–commutative Frobenius algebras, but that the continuum limit requires the restriction to the centre
of this algebra. This would then provide another means to classify phases described by MPS. As we will
discuss below, it would be also interesting to develop a classification of phases, taking diffeomorphism
symmetry into account. Such a symmetry would typically be more non–locally realized than the on–site
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symmetries discussed so far in [9, 10].
The description of anyon condensation in categorical language leads to the problem of classifying
module categories over SU(2)k representations, which turn out to be described by the A–D–E Dynkin
diagrams [6]. Interestingly such diagrams also classify conformal field theories [61, 6]. This link could be
even made more concrete: integrable restricted solid–on–solid (RSOS) models can again be classified by
Dynkin diagrams and lead in the continuum theory to conformal field theories [62]. Such models can be
expressed as intertwiner models [63]. Indeed also the golden chain model (an anyon fusion model with
k = 3) can be transformed into an RSOS model [31].
The investigation of the models introduced here was motivated by the question of how many fixed
points we can expect in spin net models [13], which themselves are analogue models of spin foams. We
see that there is a rich fixed point structure for these models, which opens up interesting prospects for
the continuum limit of spin foams. We also argued that we can expect phase transitions between phases.
First of all between all phases with differing ground state degeneracy, secondly between the even J and
odd J members of the family with maximal representation J . Another question, not touched upon in
this work, is whether one flows to these models, starting from a given fixed initial space of models. This
will answer whether these fixed points lead to phases or whether some fine tuning (as actually observed
in [1]) is necessary. Related to this we will investigate the stability of the fixed points, i.e. a linarization
of the coarse graining flow equations.
For the full spin foam models, we have to investigate the structure group SU(2) × SU(2) or the
corresponding quantum groups. One choice of simplicity constraints for these models is parametrized
by the Barbero–Immirzi parameter γ [22, 2]. Here the mentioned relation of fixed points to spin foam
intertwiners might give constraints on this parameter: the question will be whether we can find a fixed
point family for arbitrary Barbero–Immirzi parameter or not.
Finally, as the original motivation for the models has been a gravitational theory, and the models
indeed allow for a geometric interpretation, let us discuss the role of diffeomorphism symmetry, which is
crucial for general relativity [17, 30].
The models and the recursion relations illustrate nicely an important point for the construction of
diffeomorphism invariant models. This is that a single vertex amplitude needs to encode both microscopic
as well as macroscopic physics, as the boundary variables (here representation labels) can be chosen to
be small or large [18]. Such a requirement leads to stringent conditions – which are exactly the recursion
relations. These can be interpreted as obtaining the amplitude for a ‘larger’ vertex (or dual triangle)
from gluing smaller vertices (or dual triangles). On this note we remark that the family of models
with maximal spin J is uniquely determined by the amplitude a(1, 1, 1) for the smallest possible non–
degenerate triangle. This is similar to 1D discretizations, where the continuum limit is determined by a
few couplings describing the most singular terms in the short distance limit [67]. Similarly we expect that
the other models are uniquely determined by the amplitudes for the smallest non–degenerate triangles.
We considered here triangulation invariant models with local couplings only. These necessarily lead
to topological theories. For instance figure 99 shows that the maximal number of propagating degrees
of freedom is given by the number of variables associated to one edge, irrespective of the size (number
of edges) of initial or final Hilbert space. (See also [64], for how to define the number of propagating
degrees of freedom in theories where the dimension of the Hilbert spaces changes during (discrete) time
evolution.) For theories with propagating field degrees of freedom we need to allow non–local couplings,
as naturally produced by coarse graining, see for instance [65]. Alternatively, as discussed in [19], one
can introduce more complicated building blocks, allowing for more boundary data. This is very natural
if working with tensor network methods. The requirement of triangulation invariance is then replaced by
a notion based on cylindrical consistency and allows a precise notion of discretization independence, and
hence of the continuum limit, of the theory, see [19, 66]. In future work we will investigate the question
whether we can derive recursion relations for transition amplitudes from these requirements.
As is argued in [17, 38, 67] discretizations of diffeomorphism invariant theories typically lead to
a violation of diffeomorphism symmetry. One way to regain these symmetries is via coarse graining
[38, 18]. Indeed the fixed points realize diffeomorphism symmetry, in the sense of being triangulation
invariant. This has been argued to be equivalent to diffeomorphism symmetry, for instance in [67, 27].
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The corresponding constraint equations are provided by the Hamiltonian constraints (101,103) with (100)
realizing the projector on physical states.
As shown in [67] triangulation invariance can be seen as equivalent to diffeomorphism symmetry in
particular because diffeomorphism symmetries in discrete models are realized as vertex translations. To
explain this we need a model with a geometric interpretation, i.e. in our case we can interpret the
representations j to encode the lengths of the edges in the dual triangulation. Shifting the vertex in such
a triangulation will induce a change of the edge length. If vertex translations are realized as symmetry,
this shift, and hence change of representation labels, will not change the weights in the partition functions.
This notion is well established for the 3D Ponzano Regge model [20, 21, 68] and leads to recursion
relations [21] similar to ours, as well as the notion of (infinitesimal) Hamiltonian and diffeomorphism
constraints. The difference to the constraints (101) is that these are projectors and hence should be
seen as exponentiated constraints. For the infinitesimal constraints one can consider the algebra, which
should lead to a representation of a discrete hypersurface deformation algebra [69]. In 2D this algebra
is equivalent to a Virasoro algebra (with vanishing central charge). It would be interesting to derive
these constraints and the corresponding algebra. This could then give another way to classify the fixed
points, as each fixed point should lead to a representation of this hypersurface deformation algebra. Here
the relation of the maximal spin J models to the Tuarev–Viro and Ponzano–Regge models is particular
helpful, as the 2D recursion relations and algebra should follow from the 3D algebra (that is actually not
available yet in the quantum case, but derived for the classical theory of flat and curved tetrahedra in
[69]). We expect that a q–deformed version [32] of the U(N) formalism developed in [70] will provide the
Hamiltonian operators.
The hypersurface deformation algebras correspond to Virasoro algebras with vanishing central charge.
Virasoro algebras with non–vanishing charges describe theories with propagating degrees of freedom,
hence it would be useful to understand these algebras and to compare with possible discretizations of the
case with non–vanishing charges. This might allow a generalization of the recursion relations to theories
with propagating degrees of freedom.
A further aspect to investigate in these models is whether violations of diffeomorphism symmetry
generate irrelevant or relevant couplings. Indeed one would rather expect the latter. As diffeomorphism
symmetry is generically violated by discretizations, one cannot start with an initial phase space of diffeo-
morphism invariant models. These are rather expected to appear as fixed points of the coarse graining
flows – i.e. either leading to topological theories, or in case one tunes to a phase transition, a theory with
propagating degrees of freedom. Fine tunings might then be interpretable as avoiding diffeomorphism
violating couplings. This holds in particular for the fine tuning of face weights for spin foams – here
invariance under subdivision of faces (which fixes the face weights) can be understood as a weak form
of discretization independence [27] and hence diffeomorphism symmetry. In this sense the definition of
phase, which depends on the chosen symmetries [9], is not clear cut, as we are lacking a phase space of
diffeomorphism invariant initial lattice models. The models introduced here might provide an ideal set
of examples to study these issues. A possible general line of attack is provided by [39], finding different
behaviour for perturbations violating either 2–2 or 3–1 move invariance.
Another prospect is to generalize the technique of deriving recursion relations from the requirement
of triangulation invariance to higher dimensions. In some sense such a framework is provided by category
theory, where the requirements of triangulation invariance (i.e. the Pachner moves) are encoded in
certain properties (i.e. associativity) for the category. Indeed this leads to the construction of Tuarev–
Viro models. However, using directly the recursion relations might allow more flexibility, as the category
framework in 4D leads to the notion of 2–categories, which from a physical viewpoint appear as quite
rigid [71].
A SU(2)k basics
A thorough introduction to the quantum deformation of the rotation group can be found in [32, 33].
Our notation and conventions will follow [32]. Here we will just give the definitions for the basic objects
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needed for our work.
Firstly, we need to introduce quantum numbers, denoted by square brackets [n] where q ∈ R/{0} or
q a root of unity
[n] :=
q
n
2 − q−n2
q
1
2 − q− 12 . (108)
We employ the following identities [32] for the q–numbers
[a][b− c] + [b][c− a] + [c][a− b] = 0 (109)
and
[a]− [b] = [a+ b][
1
2 (a− b)]
[ 12 (a+ b)]
. (110)
The finite dimensional representations of SU(2)q are, as for the classical case, labelled by half integers
j and can be defined on (2j+1) dimensional representation spaces Vj . The so–called quantum dimensions
are given by
dj = [2j + 1] . (111)
For q a root of unity, q = exp( 2pi(k+2) i) the quantum numbers become periodic
[n] =
sin( 2piin2k+4 )
sin( 2pii2k+4 )
, (112)
having zeros at n = 0 and n = k + 2. Thus j = k2 with dk/2 = 1 is the last representation with a strictly
positive quantum dimension. Representations j = 0, 12 , . . . ,
k
2 are called admissible, representations j >
k
2
are of so called quantum trace zero. The number k ∈ N is referred to as level.
We will need furthermore invariant tensors between representation spaces, where the basic (unique)
intertwiner is between triplets of representation spaces. This leads to the Clebsch Gordan tensors, which
we denote diagrammatically as
1 2
3
= qCj1j2j3m1m2m3
,
2 1
3
= q−1Cj1j2j3m1m2m3
(113)
We use rescaled Clebsch Gordans with qCj1j2j3m1m2m3 = (dj3)−1/2 qCj1j2j3m1m2m3 for the diagrammatical calculus.
The Clebsch–Gordan’s satisfy the following orthogonality relation∑
m1,m2
qC
j1j2j3
m1m2m3 qC
j1j2j
′
3
m1m2m′3
= δm3m′3δj3j′3 . (114)
The coupling coefficients are only non–vanishing if the following conditions hold
jI + jK ≥ jL for all permutations {J,K,L} of {1, 2, 3} ,
j1 + j2 + j3 = 0 mod 1 ,
j1 + j2 + j3 ≤ k . (115)
Note the last condition, that is special to the quantum deformed case at root of unity. This condition
signifies that V1 ⊗ V2 can include trace zero parts. These trace zero parts can be modded out [33]. Some
equations (for instance the one defining the [6j] symbol) will however hold only modulo such trace zero
parts. In particular we have the completeness relation∑
m3, j3 admiss.
qC
j1j2j3
m1m2m3 qC
j1j2j3
m′1m
′
2m3
= Πj1j2m1m2 ,m′1m′2
(116)
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j2
j1
j5
j2j1 j5
=j6
j3 j4
j4j3 j6
Figure 13: The {6j} symbol in diagrammatical calculus.
where Πj1j2m1m2 ,m′1m′2
projects onto the complement of the trace zero part in Vj1 ⊗ Vj2
The Clebsch Gordan coefficients satisfy a number identities under permutation of arguments [32],
in particular qC
j1j2j3
m1m2m3 = (−)j1+j2−j3 q¯Cj2j1j3m2m1m3 . With these identities we can rewrite (116) into the
diagrammatic equation
Πj1j2 =
∑
j admissable(−)j1+j2−j [2j + 1]
j2j1
j1 j2
j
. (117)
and similarly for (114):
2 1
3
3
= Θ(j1, j2, j3)
1
[2j3+1]
(−)j1+j2−j3 3
(118)
where Θ(j1, j2, j3) = 1 if the coupling (j1, j2, j3) is allowed and vanishing otherwise.
We have two further structures, unit or cup: C → Vj ⊗ Vj and co–unit or cap: Vj ⊗ Vj → C , that
allow to obtain closed diagrams. These are given as
m m′
j
= (−)j+mqm2 δm,−m′
, m m
′
j
= (−)j−mqm2 δm,−m′
(119)
where we made the magnetic indices (labelling the basis elements in Vj) explicit. Cap and cup are inverse
to each other, we have for instance
= . (120)
Cap and cup also allow to define the quantum trace. We will take the quantum trace to the right of
the part of the diagram describing the intertwining map, see for instance the diagram on the left in figure
5. A particular example for a closed diagram is the {6j} symbol in figure 13, where [32]{
j1 j2 j5
j3 j4 j6
}
=
[
j1 j2 j5
j3 j4 j6
]
(−)j1+j2+j3+j4 1√
[2j5 + 1][2j6 + 1]
= ∆(j1j2j3)∆(j3j4j5)∆(j1j4j6)∆(j3j2j6)∑
n
(−)n[n+ 1]!
[n− j1 − j2 − j5]! [n− j1 − j4 − j6]! [n− j2 − j3 − j6]! [n− j3 − j4 − j5]! ×
1
[j1 + j2 + j3 + j4 − n]! [j1 + j3 + j5 + j6 − n]! [j2 + j4 + j5 + j6 − n]! . (121)
37
The summation is over integers with
max(j1 + j2 + j5, j1 + j4 + j6, j2 + j3 + j6, j3 + j4 + j5) ≤ n ≤
min(j1 + j2 + j3 + j4, j1 + j3 + j5 + j6, j2 + j4 + j5 + j6) , (122)
and ∆(j1j2j3) is given as
∆(j1j2j3) =
(
[j1 + j2 − j3]! [j1 − j2 + j3]! [−j1 + j2 + j3]!
[j1 + j2 + j3 + 1]!
) 1
2
(123)
with [n]! =
∏n
m=1[m]. The {6j} symbol is invariant under the symmetry group of the tetrahedron.
B Proof of summation identity
Here we will prove the evaluation of the sum
j∑
m=1
[2m+ 1]
[m]2[m+ 1]2
[2m]2[2m+ 2]2
=
[j][j + 1]2[j + 2]
[2j + 2]2[2]2
. (124)
After verifying the induction hypothesis for j = 1 the induction step (j − 1)→ j amounts to the claim
[2j]2[j + 1][j + 2]− [2j + 2]2[j − 1][j] = [2]2[2j + 1][j][j + 1] . (125)
After applying
[2j][j + 2]
[j]
= [2j + 2] + [2] ,
[2j + 2]
[j + 1]
= [j + 2]− [j] , [2][2j + 1] = [2j + 2] + [2j] (126)
we arrive at
[2j + 2] ([2j]− [2] + [j][j − 1]− [j + 2][j − 1]) = 0 (127)
which can be shown to hold with the help of the same identities (126).
C Further 2–2 move relations
Here we will shortly discuss the 2–2 move between A6(j, l, j + 2l − 1, l, i6) and A5(j, l, j + 2l − 1, l, i5).
This move might be needed if some or all amplitudes with j = 1 arguments are vanishing. (However it
will in general not lead to closed recursion relations.)
For 1 ≤ j ≤ k+12 − 2l we have a two–dimensional intertwiner space: i5, i6 can both take the values
j + l − 1, j + l. The matrix M˜ defined in (41) is given by
M˜i6i5 =
[
j l i5
j + 2l − 1 l i6
]√
di6
di5
σ(i5, j, l)σ(j + 2l − 1, i5, l)
= Mi6i5
√
di6
di5
σ(i5, j, l)σ(j + 2l − 1, i5, l) . (128)
The vector on which this M˜ is acting is given by
v˜ =
(
a(j + 2l − 1, j + l − 1, l) a′(j, j + l − 1, l)
a(j + 2l − 1, j + l, l) a′(j, j + l, l) .
)
(129)
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The matrix M is of the same form as (45) with the parameter a given by
a =
[2l]
[2j + 2l]
. (130)
Thus M = I−2vvt where v− = 1√2 (
√
(1 + a),−√(1− a)) is the (normalized) eigenvector with eigenvalue
−1.
The signs in (128) can lead to a multiplication of the rows of the matrix with (−1). However a relative
sign between rows leads only to eigenvalues +1 if a = 1. But a = 1 only occurs for j = k+22 − 2l, which is
outside the range of allowed values for j, as j ≤ k+12 −2l. Thus we can conclude that for 1 ≤ j ≤ k+12 −2l
we have (if all related amplitudes are non–vanishing)
σ(j + l − 1, j, l)σ(j + l − 1, j + 2l − 1, l) = σ(j + l, j, l)σ(j + l, j + 2l − 1, l) . (131)
Note that for j = 1 we obtain σ(j + l − 1, j, l)σ(j + l − 1, j + 2l − 1, l) = σ1σ2l. We have to distinguish
again two cases σ1σ2l = +1 and σ1σ2l = −1. For σ1σ2l = +1 we obtain
a(j + 2l − 1, j + l, l) a′(j, j + l, l) =
√
[2j + 2l + 1]([2j + 2l] + [2l])
[2j + 2l − 1]([2j + 2l]− [2l]) ×
a(j + 2l − 1, j + l − 1, l) a′(j, j + l − 1, l)
=
√
[2j + 2l + 1] [2j][j + 2l]2
[2j + 2l − 1][2j + 4l][j]2 ×
a(j + 2l − 1, j + l − 1, l) a′(j, j + l − 1, l) (132)
and for σ1σ2l = −1
a(j + 2l − 1, j + l, l) a′(j, j + l, l) = −
√
[2j + 2l + 1]([2j + 2l]− [2l])
[2j + 2l − 1]([2j + 2l] + [2l]) ×
a(j + 2l − 1, j + l − 1, l) a′(j, j + l − 1, l)
= −
√
[2j + 2l + 1] [2j + 4l][j]2
[2j + 2l − 1] [2j][j + 2l]2 ×
a(j + 2l − 1, j + l − 1, l) a′(j, j + l − 1, l) . (133)
D 6j symbols for recursion relations
The [6j] symbols appearing in the sum (58) are given by[
1 j j − 1
j + l m− 1 m
]√
dm
dj−1
=
l≤m−2
Dm
√
[2j +m+ l + 1][2j +m+ l][m− l][m− l − 1]
[2j + 1][2j][2j − 1][
1 j j
j + l m− 1 m
]√
dm
dj
=
l≤m−1
Dm
√
[2][2j +m+ l + 1][2j −m+ l + 1][m− l][m+ l]
[2j + 2][2j + 1][2j][
1 j j + 1
j + l m− 1 m
]√
dm
dj+1
= Dm
√
[2j −m+ l + 2][2j −m+ l + 1][m+ l][m+ l − 1]
[2j + 3][2j + 2][2j + 1]
.
(134)
with
Dm =
√
[2m+ 1]
[2m][2m− 1] . (135)
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For l = m we get a simplification as we only have one term in the sum (57) and the [6j] symbol
involved is equal to one. Hence
a′(m, j, j +m) a(m,m− 1, 1) =
√
dm
dj+1
a′(1, j, j + 1) a(j +m,m− 1, j + 1) . (136)
For l = m− 1 we still obtain a relatively simple relation
a′(m, j, j +m− 1) a(m,m− 1, 1) =√
[2m+ 1][2m− 2][2j]
[2m][2j + 2][2j + 3]
a′(1, j, j + 1) a(j +m− 1,m− 1, j + 1) +√
[2m+ 1][2][2j + 2m]
[2m][2j + 1][2j + 2]
a′(1, j, j) a(j +m− 1,m− 1, j) . (137)
For the sum (59) we need[
1 j + l j + l − 1
j m− 1 m
]√
dm
dj+l−1
= Dm
√
[2j +m+ l + 1][2j +m+ l][m+ l][m+ l − 1]
[2j + 2l + 1][2j + 2l][2j + 2l − 1][
1 j + l j + l
j m− 1 m
]√
dm
dj+l
=
l≤m−1
Dm
√
[2][2j +m+ l + 1][2j −m+ l + 1][m− l][m+ l]
[2j + 2l + 2][2j + 2l + 1][2j + 2l][
1 j + l j + l + 1
j m− 1 m
]√
dm
dj+l+1
=
l≤m−2
Dm
√
[2j −m+ l + 2][2j −m+ l + 1][m− l][m− l − 1]
[2j + 2l + 3][2j + 2l + 2][2j + 2l + 1]
.
(138)
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