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vRe´sume´
Le sujet de cette e´tude est un syste`me de production compose´ de m machines en
se´rie, que l’on nomme ligne de production. La fiabilite´ des machines est repre´sente´e
par un e´tat de bon fonctionnement pour lequel la machine produit a` un rythme donne´
et par un e´tat de mauvais fonctionnement pour lequel la production de cette machine
est arreˆte´e. Le temps passe´ dans chacun des e´tats est repre´sente´ par une loi exponen-
tielle. Ainsi, chaque machine peut eˆtre mode´lise´e par une chaˆıne de Markov en temps
continu a` deux e´tats. Finalement, des aires de stockage sont introduites dans toute la
ligne en pre´vention des pannes ale´atoires des machines de production.
De´finir la taille optimale de ces aires de stockage est de´licat. La fiabilite´ du syste`me
n’e´tant pas parfaite, une de´cision de redimensionnement des aires de stockage peut
avoir des conse´quences sur la production globale du syste`me difficilement pre´visibles.
On est tente´ de re´duire les inventaires pour minimiser le couˆt de stockage mais le
risque de rupture de la production est alors augmente´ en conse´quence. La production
globale peut eˆtre fortement diminue´e et ne plus satisfaire la demande du client ainsi
que l’approvisionnement du fournisseur.
L’objectif de cette recherche est de de´velopper un mode`le mathe´matique de cette
ligne afin de de´terminer quelle politique de gestion des aires de stockage permet d’as-
surer une production moyenne de´termine´e, a` un couˆt minimal de stockage des biens
en cours de production.
Une premie`re solution a de´ja` e´te´ propose´e par (21) et aboutit sur une me´thode
de de´composition et agre´gation de cette ligne de production. En conside´rant une de-
mande constante et des taux de production de´croissants dans la ligne de production,
(21) mettent en e´vidence une propagation unidirectionnelle, de l’amont vers l’aval,
des phe´nome`nes d’arreˆt de production qui se manifestent quand les aires de stockage
se vident. Ils proposent une mode´lisation mathe´matique de la ligne et minimisent le
couˆt de stockage des inventaires par programmation dynamique. La possibilite´ d’une
me´thode duale de leurs travaux a longtemps e´te´ soupc¸onne´e. Elle conside`rerait un
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approvisionnement constant et des taux de production croissants dans la ligne. La
production serait alors conside´re´e en flux pousse´ et les phe´nome`nes de blocage de
la production se re´aliseraient quand les aires de stockage se remplissent. Dans cette
e´tude, on examine la possibilite´ d’exploiter une telle me´thode duale en suivant les
e´tapes e´tablies dans leurs travaux.
Dans le chapitre trois, on conside`re une ligne de production constitue´e d’une seule
machine et d’une seule aire de stockage. De cette manie`re, il est possible d’obtenir
des e´quations analytiques de´crivant l’e´volution du stock et son espe´rance en re´gime
permanent. On se sert par la suite de ces e´quations pour obtenir une approximation
de la moyenne the´orique des inventaires de stockage dans une ligne de production
constitue´e de plusieurs machines en se´rie.
Dans le cas dual, les phe´nome`nes de blocage de la production ne peuvent alors
eˆtre provoque´s que par le remplissage des aires de stockage en aval de la machine
conside´re´e. On mode´lise ces phe´nome`nes par une re´duction du temps de travail de la
machine conside´re´e qui de´pend unidirectionnellement du blocage des autres machines
en aval de la ligne. Cela est possible graˆce a` une approximation des processus de
remplissage des aires de stockage.
On utilise aussi le principe de moyennage pour repre´senter l’approvisionnement de
chacune des aires de stockage par une constante. Sous ces hypothe`ses, nous sommes
en mesure de mode´liser par des e´quations analytiques la ligne de production par des
ensembles de base constitue´s d’une seule aire de stockage et d’une seule machine.
Selon le taux de service que l’on impose a` l’approvisionnement en entre´e du
syste`me, on conside`re un mode`le de base diffe´rent qui prend en compte la possi-
bilite´ d’un surplus d’aire de stockage ou non.
Finalement, une fois le mode`le the´orique construit, on ve´rifie sa validite´ par sim-
ulation Monte Carlo. On observe que la pre´cision du mode`le de´pend du nombre de
machines. On e´crit enfin les e´quations de Bellman qui permettent d’obtenir le couˆt
minimal de stockage des inventaires de la ligne par programmation dynamique. Cela
est rendu possible graˆce a` la structure unidirectionnelle des phe´nome`nes de blocage
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dans la ligne et donc, graˆce a` la formulation du proble`me.
On observe pour conclure que les re´sultats obtenus permettent de valider cette
me´thode duale et on discute des travaux futurs envisageables.
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Abstract
We consider a production line composed of m unreliable machines in a tandem
configuration. Each machine is represented by a two state Markov chain in continuous
time in which states it can respectively process materials up to a specified maximum
rate or its production is stopped. Furthermore, buffers are introduced between each
machine of the line in order to limit the impact of machines’ breakdown on the pro-
ductivity of the line.
Disruption of material throughout the system may become an economical issue.
For instance, the customer demand could be satisfied inconsistently, leading to sup-
plementary inventory costs, unprofitable sales and customer dissatisfaction. Then,
work-in-process produce by and available to machines play a major role in this sys-
tem, making it possible for machines to continue to produce materials when one or
several of them are being repaired thus maintaining up to a point a continuous flow
of production through the line. The level of reliability of work stations must be taken
into account in order to calculate a more efficient production plan and better schedule
delivery of materials.
The objective of this study is to size storage areas of the production line so that
disruptions of machines do not affect a continuous flow of parts throughout the sys-
tem and at a minimum cost of holding inventories in the line.
A solution has been proposed by (21). They have developed a decomposition
and aggregation methodology for the approximate performance analysis of the line
when upstream to downstream machine capacities are monotone decreasing. In this
case, a constant average production rate is imposed via a pull mechanism. The main
advantage of this scheme is that causality propagates unidirectionally (upstream to
downstream), thus making it possible to use dynamic programming as an optimiza-
tion tool for storage areas sizing and cost optimization of holding inventories in the
line. A dual method has long been thought possible. Increasing production rates
would represent a push mechanism policy and causality would propagate in this for-
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mulation from downstream to upstream. In this study, we examine the possibility of
using this methodology for the dual case.
We first present a model of a line composed of one machine and one storage area
only. In this case, analytical equations that describe the inventory evolution can be
obtained by considering infinitesimal increments of possible variations of the stock
and the boundary limits. We then develop assumptions and approximations to use
those equations for analyzing the complete transfer line.
Under ergodicity of processes of the line and the so-called averaging principle, we
can represent the rate of extraction of parts from each buffer by a constant. Machine
states are more complex in the line environment and a work station works properly
under specific constraints. We model the production states of the machines by an
aggregation of the different states in which for each machine model the possibility of
having the production blocked when its associated buffer becomes full.
Those approximations and assumptions allow us to use the previously developed
analytical equations for a single machine line and to compose the line by those ba-
sic sets in series. A mathematical model of the line is then possible for calculating
the expectation cost of the line and its average production. A specific model is also
developed at the beginning of the system to have a supply service without disruptions.
Finally, we validate the model against Monte Carlo simulations and analyze where
the imprecision could come from. We introduce the dynamic programming formu-
lation that is possible because of the unidirectional propagation of phenomena. A
recursive method is then possible and considers sub-problems that are expanded after
optimization to find the minimum cost for the line with a defined average produciton
rate.
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1Chapitre 1
Introduction
La mode´lisation des syste`mes manufacturiers permet une meilleure gestion de la
fabrication et ainsi d’optimiser l’utilisation des ressources de l’entreprise. Cependant,
la fiabilite´ des stations de production pose un vrai proble`me de planification. La
fiabilite´ e´tant par nature ale´atoire, il est difficile de pre´voir l’e´volution exacte de la
production. On s’inte´resse alors a` repre´senter le comportement d’une ligne de produc-
tion compose´e de m machines en se´rie et dont leur fiabilite´ est mode´lise´e par des lois
exponentielles. Des aires de stockage interme´diaires sont introduites a` titre pre´ventif
vis-a`-vis de l’interruption de production de ces machines.
L’introduction d’aires de stockage est, dans la pratique, une re´ponse courante
apporte´e a` ces possibles ruptures de production des stations de travail. Quand une
ou plusieurs d’entre elles tombe(nt) en panne, les aires de stockage permettent aux
autres machines de continuer a` produire ou a` s’alimenter en matie`re. De cette manie`re,
un flux plus continu de production est re´alise´ par le syste`me. On observe aussi des
phe´nome`nes d’ajustement des cadences de production et de blocage de la production
des machines quand les aires de stockage se remplissent ou se vident. Ces phe´nome`nes
sont pour la plupart inter-de´pendants et peuvent se propager dans toutes la ligne.
L’utilisation d’aires de stockage augmente cependant les inventaires de pie`ces qui
n’ont pas termine´ leur cycle de production et repre´sente donc un couˆt supple´mentaire
de mobilisation des ressources de l’entreprise. On appelle ces inventaires des en-cours
de production. Les re´duire au minimum aurait pour inconve´nient de diminuer radi-
calement l’efficacite´ de la ligne de production. On cherche donc un e´quilibre ou plus
exactement une politique de gestion optimale de ces ressources pour laquelle l’effi-
cacite´ du syste`me est impose´e et la minimisation du couˆt de stockage des en-cours de
production est obtenue.
2Un approvisionnement constant est impose´ en entre´e du syste`me et la production
est repre´sente´e par un flux continu. Ce genre de mode`le peut eˆtre applique´ par ex-
emple dans l’industrie pe´trolie`re, pharmaceutique ou encore dans la production de
masse de composants e´lectriques.
(21) ont propose´ une me´thode d’optimisation approximative dans le cas ou` la
production satisfait une demande constante en fin de ligne et non pas un approvi-
sionnement constant. La ligne est alors ope´re´e en flux tire´. Ils de´veloppent un mode`le
sous l’hypothe`se que les machines ont des cadences de production de´croissantes et,
de cette manie`re, les phe´nome`nes de blocage de la production des machines sont
propage´s unidirectionnellement, de l’amont vers l’aval. Graˆce a` des hypothe`ses addi-
tionnelles et certaines approximations, ils construisent la ligne de production a` partir
d’ensembles de base, compose´s d’une seule machine et d’une seule aire de stockage,
dont les e´quations analytiques ont e´te´ de´veloppe´es par (15) et (2). Ils parviennent au
final a` minimiser par programmation dynamique le couˆt de stockage des en-cours de
production.
Dans ce me´moire, on envisage l’extension de la me´thode en vue de l’e´tude d’un
cas dual pour lequel la ligne de production serait soumise a` un approvisionnement
constant, et sous l’hypothe`se de machines ordonne´es cette fois-ci selon des capacite´s
de production croissantes. On utilise alors les ide´es de cette me´thode pour re´soudre
le proble`me suivant : de´terminer la taille optimale des aires de stockage qui assure
une production moyenne stable dans le temps et a` un couˆt minimal.
La strucuture de ce me´moire est la suivante. On pre´sente dans le chapitre 2 la revue
de litte´rature ainsi que l’environnement dans lequel se situe notre proble`me. Dans le
chapitre 3, on de´veloppe le mode`le de base dual. Celui-ci est compose´ d’une seule
machine et d’une seule aire de stockage. Il conside`re un approvisionnement constant
en entre´e. Cela permet d’obtenir des e´quations analytiques. On de´termine ensuite
les hypothe`ses qui permettent de de´composer la ligne de production en ensembles de
base pour lesquels les phe´nome`nes de blocage et de pe´nurie de matie`re sont mode´lise´s.
Une fois le mode`le mathe´matique approximatif e´tabli. Dans le chapitre 4, on ve´rifie
par simulation Monte Carlo la validite´ du mode`le obtenu. Dans le chapitre 5, on
de´termine le couˆt minimal de stockage des en-cours de production par programmation
3dynamique, en utilisant les e´quations de Bellman. Finalement dans le chapitre 6, on




Ce chapitre a pour objectif de faire e´tat des travaux similaires dans ce domaine et
de situer notre recherche en fonction de ce qui a de´ja` e´te´ publie´. On pre´sente dans un
premier temps le sujet puis les me´thodes d’analyse des diffe´rentes lignes de production.
L’e´tude de la fiabilite´ d’une ligne de production attire l’attention de nombreux
chercheurs. Ce sujet a pour objectif de mieux comprendre les possibles interruptions
de la production d’une ligne de fabrication afin de dimensionner les ateliers de manie`re
optimale. Les aires de stockage ont une forte influence sur l’efficacite´ d’une ligne de
production et c’est pourquoi de nombreuses publications ont e´te´ re´dige´es plus parti-
culie`rement sur ce sujet. Celles-ci portent aussi bien sur le dimensionnement d’une
ligne de production que sur la politique a` adopter pour piloter la ligne ou encore pour
mesurer sa performance. On re´alise dans ce chapitre une description des diffe´rentes
machines qui ont e´te´ e´tudie´es dans la litte´rature puis les diffe´rentes me´thode ayant
e´te´ e´labore´es pour e´tudier des syste`mes de production plus complexes.
2.2 Approche d’analyse de lignes de production
L’analyse exacte de lignes de production non fiables e´tant exclue, on utilise actuelle-
ment deux classes de me´thodes pour mode´liser approximativement ces lignes : la
me´thode de de´composition et la me´thode d’agre´gation. Celles-ci s’appuient sur l’u-
tilisation d’un mode`le de base pour reconstruire par e´tapes la ligne de production.
Ces mode`les de base qui repre´sentent une unite´ de travail sont multiples et peuvent
eˆtre regroupe´s selon leurs spe´cificite´s. On fait de´ja` la distinction entre les mode`les
pour lesquels les pannes sont de´pendantes d’ope´ration, c’est-a`-dire de´pendantes du
5temps pendant lequel la machine produit correctement, et les mode`les pour lesquels
les pannes sont de´pendantes du temps, c’est-a`-dire qu’elles ne de´pendent pas de l’e´tat
de fonctionnement de la machine mais simplement du temps. (5) re´pertoriaient de´ja`
les diffe´rents mode`les existants. On distinguera aussi les mode`les selon la loi de dis-
tribution des temps de fonctionnement de la machine, selon la construction adopte´e
pour repre´senter une unite´ de travail ou encore, par le de´bit discret ou continu de
matie`re impose´ a` la station de travail. Cette dernie`re caracte´ristiques constitue de
fait l’un des principaux crite`res de diffe´rentiation entre les mode`les.
En flux discret, le temps est aussi discre´tise´ et la production se re´alise unite´ par
unite´. Cette mode´lisation est particulie`rement utilise´e pour des ateliers de produc-
tion pour lesquels chaque unite´ produite requiert un temps relativement important de
transformation et un e´quipement spe´cialise´, comme dans l’industrie ae´ronautique. Les
temps de fonctionnement de la machine sont ge´ne´ralement de´pendants des ope´rations
et de´termine´s par exemple par la probabilite´ que la machine produise un certain nom-
bre de pie`ces durant son e´tat de bon fonctionnement. Les auteurs (24), (25), (1) et
(5) ont donne´ des solutions analytiques au proble`me et des outils d’analyse de per-
formance des syste`mes de production. On trouve aussi des applications industrielles
telles que propose´es par (3). Ces mode`les en temps discret ont aussi e´te´ globalement
e´tudie´s par (4), (11), (14), (26), (10), ou encore (28).
En flux continu, les pannes sont principalement de´pendantes du temps. On justi-
fie cette mode´lisation en pratique lorsque la quantite´ de pie`ces produite par unite´ de
temps est suffisamment importante, comme par exemple dans l’industrie chimique et
la production de me´dicaments. En flux continu, pour des raisons de simplicite´ d’anal-
yse, on note que les chercheurs ont une pre´fe´rence pour une repre´sentation des temps
de fonctionnement par des lois exponentielles. Cela permet de repre´senter le comporte-
ment de la machine par une chaˆıne de Markov en temps continu. Les proprie´te´s de
non-vieillissement de la loi exponentielle sont toutefois discutables. (2) ont introduit
un mode`le compose´ d’une station et d’une aire de stockage pour laquelle l’inventaire
peut eˆtre ne´gatif et repre´sente des retards de livraison (backlogs). Ils montrent que
la politique optimale est de toujours produire au maximum lorsque la machine est en
6e´tat ope´rationnel. (15) montre que cette meˆme politique est optimale dans le cas ou`
les inventaires ne´gatifs ne sont pas autorise´s. Le mode`le de deux machines en tandem
a aussi e´te´ e´tudie´ dans ce cas par (17), (13), (11) et (30).
Les diffe´rents mode`les de repre´sentation d’une station de travail ont permis de
re´soudre bon nombre de proble`mes industriels, mais dans le cas d’une ligne de produc-
tion compose´e de plusieurs machines, de nouvelles proble´matiques se posent alors. La
principale complication de ces mode`les est la propagation de l’impact de pannes, que
rapporte tre`s clairement (30). Les diffe´rents phe´nome`nes de blocage ou de pe´nurie sont
difficilement mode´lisables et quantifiables dans une ligne de production car ils sont
fortement interde´pendants. Les me´thodes d’agre´gation et de de´composition, de´crites
ci-apre`s, ont donc tre`s vite e´te´ de´veloppe´es comme des outils pour re´pondre aux ques-
tions qui se posent sur la performance des lignes de production.
(30) proposait dans son article une me´thode de de´composition des lignes de pro-
duction par des stations de travail avec des machines en tandem que (11) a aussi
utilise´e pour de´velopper une me´thode qui permette de calculer la performance du
syste`me conside´re´. Chaque sous-syte`me de la ligne est repre´sente´ par deux machines
en tandem dans le cas d’une production en flux discret et caracte´rise´es par leurs pro-
pres fiabilite´s. Un algorithme par ite´ration successive permet d’aboutir aux re´sultats
de´sire´s de manie`re pre´cise mais aussi de manie`re complexe et couˆteuse en calcul. Par
la suite, (14), (12) ont reformule´ la technique de calcul associe´e a` cette me´thode de
de´composition pour l’ame´liorer.
Le travail de (17) permet de calculer de manie`re approximative l’efficacite´ d’une
ligne de transfert par une me´thode d’agre´gation. Cette me´thode conside`re que l’ensem-
ble des machines de la ligne sauf la dernie`re peuvent eˆtre conside´re´es comme e´quivalentes
a` une machine et former un ensemble de deux machines en tandem se´pare´es par une
aire de stockage interme´diaire. Cette me´thode est efficace pour le cas d’une ligne de
trois machines mais n’offre pas de re´sultats probants pour une ligne avec plus de
machines.
(28) proposent une me´thode d’agre´gation des stations de travail en remplac¸ant
deux machines en tandem se´pare´es par une aire de stockage par une seule machine.
7Cette me´thode permet ainsi de repre´senter toute la ligne de production par une seule
machine pour ne plus former qu’un seul ensemble de deux machines en tandem.
Elle permet aussi de n’imposer aucune restriction sur les parame`tres des machines.
Cependant, meˆme si elle s’implante facilement, elle a le de´faut d’avoir une erreur
d’estimation trop importante sur les parame`tres recherche´s tels que l’efficacite´ de la
ligne ou la production moyenne.
Plus re´cemment, (7) se sont inte´resse´s au proble`me d’identification des machines
qui re´duisent la production globale d’une ligne de fabrication. Ces machines, que l’on
appelle “goulot d’e´tranglement” (bottleneck), permettent de de´terminer les points
faibles du syste`me et ainsi de limiter les ruptures de production par une meilleure
allocation des ressources. Ils introduisent une de´finition de ce concept en fonction des
parame`tres du syste`me de production. (8) proposent une me´thode de de´tection de ces
points faibles. Celle-ci permet le calcul des temps de pe´nurie de matie`re et de blocage
de la production des machines du syste`me par une me´thode d’agre´gation.
(21) ont propose´ une me´thode de de´composition et d’agre´gation qui permet de
dimensionner de manie`re optimale la taille des aires de stockage d’une ligne de pro-
duction constitue´e de stations de travail en se´rie et pour lesquels les taux de pro-
duction sont de´croissants. Cette me´thode utilise un mode`le de base comportant une
machine et une aire de stockage et quantifie par des approximations rationnelles sur
les processus de blocage de la production des machines les temps de se´jour du stock
dans les diffe´rents niveaux possibles. Cette me´thode est utilise´e pour une production
en flux continu qui doit re´pondre a` une demande constante. Cette me´thode permet
d’atteindre l’e´tat optimal par un algorithme de programmation dynamique, ce qui
assure sa robustesse. Elle permet d’ailleurs d’obtenir des re´sultats pre´cis du couˆt de
stockage des encours de production.
Toujours dans la meˆme optique, (6) proposent, pour une ligne de production dont
les machines partagent un meˆme taux maximal de production, une me´thode de di-
mensionnement des aires de stockage qui garantit un taux de production global de la
ligne. A` partir d’e´quations analytiques dans le cas d’une ligne de deux machines, ils
formulent des hypothe`ses qui permettent de construire la ligne de fabrication a` partir
de l’interconnexion de tels ensembles. Ils de´terminent des re`gles de construction de
8la ligne pour optimiser le dimensionnement des aires de stockage. (9) proposent une
analyse nume´rique d’une ligne de production dans le cas ou` les temps de fonction-
nement des machines ne sont pas exponentiels mais dicte´s par une analyse empirique.
Les travaux qui suivent se placent dans cet environnement et e´tudient le cas d’une
ligne de production dont les machines ont des taux de production croissants. On
cherche a` de´terminer l’allocation optimale des aires de stockage dans la ligne en fonc-
tion de l’efficacite´ du syte`me. La me´tode reprend les e´tapes de´veloppe´es par (21) dans
leur me´thode alternative de de´composition-agre´gation.
2.3 Revue critique
Les diffe´rentes me´thodes de´veloppe´es pre´ce´demment donnent de nombreux re´sultats
inte´ressants. Elles permettent de de´terminer l’efficacite´ du syste`me, ou` sont les “goulots
d’e´tranglement” ou de de´crire l’e´volution du syste`me. Cependant, dans le cas ou` l’on
conside`re un flux continu de matie`re dans une ligne de production, aucune me´thode
ne permet aujourd’hui de mode´liser avec pre´cision l’e´volution des inventaires dans le
cadre d’une politique de production a` flux pousse´e.
L’objectif de cette e´tude est de de´terminer une me´thode d’optimisation des ressources
(le stock global des produits en cours de production), tout en assurant un taux moyen
de production dans le syste`me qui est ope´re´ en flux pousse´. On s’inspirera de la
me´thode mise en place par (21) dans le cas d’une production ope´re´e en flux tire´.
9Chapitre 3
Mode´lisation de la ligne de
production
3.1 Introduction
L’objectif de ce chapitre est de de´terminer le mode`le mathe´matique utilise´ pour
de´crire le couˆt global associe´ au stockage des inventaires de la ligne de production.
On commence par de´finir et e´tudier le comportement du mode`le de base, compose´
d’une seule aire de stockage et d’une seule machine, puis on de´veloppe l’analyse
mathe´matique qui permet d’obtenir la probabilite´ que le stock se trouve dans n’im-
porte quelle intervalle possible. On de´termine ensuite les hypothe`ses qui permettent
de conside´rer ce mode`le de base dans la ligne de production et de prendre en compte
les phe´nome`nes de blocage et de pe´nurie qui apparaissent dans la ligne et qui se propa-
gent. Enfin, on de´finit le mode`le mathe´matiques qui repre´sente le couˆt de stockage
des en-cours de production de la ligne et que l’on souhaite minimiser.
La ligne de production est constitue´e de machines en se´rie qui ne sont pas fi-
ables. Si aucune aire de stockage n’e´tait introduite dans la ligne de production, l’-
efficacite´ de celle-ci serait alors minimale et e´gale au produit de la fiabilite´ de cha-
cune d’entre elles. En effet, la ligne serait alors productive uniquement quand toutes
les machines (inde´pendantes entre elles) qui la composent seraient en e´tat de bon
fonctionnement. Ce re´sultat peut eˆtre tre`s faible de`s que l’on conside`re plusieurs ma-
chines ; c’est pourquoi on introduit des aires de stockage entre les machine. L’arreˆt
impre´visible d’une machine, au moins pour un temps, n’empeˆche plus les autres de
continuer a` fonctionner et un flux plus lisse´ de production est assure´ dans la ligne.
Alors que cette solution a pour avantage d’ame´liorer significativement l’efficacite´ de la
ligne de production, elle a pour inconve´nient d’augmenter les en-cours de production
et donc le couˆt de mobilisation des ressources. De plus, des phe´nome`nes de blocage
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et de pe´nurie apparaissent dans la ligne quand les aires de stockage se vident ou se
remplissent. Ces phe´nome`nes sont difficilement mode´lisables car ils se propagent dans
la ligne. Si le remplissage d’une aire de stockage bloque la production de la machine
qui la pre´ce´de, alors l’aire de stockage suivante se remplit plus rapidement et peut
ainsi propager le phe´nome`ne dans la ligne. Au final, si l’on conside`re deux machines
en tandem, la premie`re voudrait que l’aire de stockage qui la suit soit plutoˆt vide
pour pouvoir stocker sa production, alors que la seconde pre´fe´rerait que cette meˆme
aire de stockage soit plutoˆt remplie pour ne pas craindre de pe´nurie.
Les e´tapes de la mode´lisation suivent le sche´ma suivant. On de´veloppe dans un
premier temps un mode`le pour une ligne compose´e d’une seule machine et d’une seule
aire de stockage et pour laquelle on impose un taux d’approvisionnement constant.
Ce mode`le nous permet d’obtenir des e´quations analytiques d’e´volution du stock. On
formule alors des principes d’approximation pour de´crire les phe´nome`nes de pe´nurie
et de blocage dans la ligne de production pour construire cette dernie`re a` partir des
ensembles de bases (une machine et une aire de stockage) pour lesquels on a des
e´quations exactes.
3.2 Le mode`le de base pour une machine
Une station de travail se compose d’une machine, M , qui alimente une aire de
stockage infinie, et pre´ce´de´e d’une aire de stockage, X. On alimente l’aire de stockage
finie a` un rythme constant d et la machine s’alimente a` son tour dans ce stock au




Figure 3.1 Repre´sentation d’une station de travail
Le rythme de production u(t) de´pend de l’e´tat de fonctionnement de la machine
ainsi que de l’e´tat de l’aire de stockage. On conside`re dans un premier temps que cette
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aire de stockage est finie, puis on verra pourquoi on peut aussi la conside´rer infinie
positive.
La machine est non fiable et alterne entre deux e´tats, marche, ON , et arreˆt,
OFF , respectivement de bon et mauvais fonctionnement. Dans l’e´tat ON , la machine
consomme de la matie`re au rythme k qui est supe´rieur au taux d contribuant ainsi a`
re´duire le stock amont dans lequel elle s’alimente, et passe apre`s un temps ale´atoire,
Ton, dans l’e´tat OFF . Ce temps ale´atoire est distribue´ suivant une loi exponentielle
de parame`tre p. Cette machine passe alors un autre temps ale´atoire, Toff , dans l’e´tat
OFF durant lequel elle ne produit pas. Ce temps ale´atoire est lui repre´sente´ par une
loi exponentielle de parame`tre r. On repre´sente donc par le processus stochastique
binaire 0/1 {M(t), t ∈ R+} l’e´tat de fonctionnement de la machine, qui est aussi
un processus de Markov en temps continu. La cadence de production de la machine
prend donc les valeurs suivantes en fonction de l’e´tat de M(t) :{
u(t) = k > d si M(t) = 1
u(t) = 0 si M(t) = 0
(3.1)
L’aire de stockage, X, est finie de taille z et l’e´tat du stock est repre´sente´ par le
processus stochastique {X(t), t ∈ R+}, ou` x(t) ∈ [0, z]. x(t) repre´sente une re´alisation
possible de la variable ale´atoire X(t), ou encore l’e´tat actuel du stock. Avoir une aire
de stockage finie impose une certaine dynamique au syste`me. L’aire de stockage ne
peut se vider que lorsque la machine est en e´tat de fonctionnement (car sa cadence
de production est plus importante que le taux d’approvisionnement). Dans ce cas,
la machine ajuste alors sa cadence de production sur l’approvisionnement, d, car les
excursions ne´gatives (retard de livraison ou backlog) ne sont pas autorise´es. On parle
de pe´nurie car la machine ne produit pas a` son taux maximal. Inversement, l’aire de
stockage ne peut se remplir que lorsque la machine est en panne. Dans ce cas, c’est
l’approvisionnement d qui n’est plus assure´ et il y a rupture de l’approvisionnement
dans le syste`me. On parle de blocage de l’approvisionnement.






d− u(t) si x(t) 6= 0 ou z
0 si x(t) = 0 ou z
(3.2)
L’aire de stockage augmente et diminue selon l’e´tat de fonctionnement de la ma-
chine et joue donc bien son roˆle d’amortisseur. L’approvisionnement de l’aire de stock-
age peut se poursuivre lorsque la machine est en panne.
La figure 3.2 montre une trajectoire possible de l’aire de stockage et explique







Aire de stockage vide : u(t) = d
(phe´nome`ne de pe´nurie)
Figure 3.2 Une trajectoire possible de l’e´volution du stock
Au de´part, le stock est vide et la machine est en e´tat de bon fonctionnement. Sa
cadence de production, u(t), est donc ajuste´e au taux d’approvisionnement d. Puis la
machine tombe en panne, l’aire de stockage se remplit alors au taux d. La machine
est a` nouveau en e´tat de fonctionnement, l’aire de stockage e´tant non vide, sa cadence
est maximale et e´gale a` k, l’aire de stockage se vide au taux k− d. La machine tombe
a` nouveau en panne, le stock augmente au taux d. L’aire de stockage est remplie,
l’approvisionnement est arreˆte´. Lorsque la machine est a` nouveau en e´tat de marche,
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l’approvisionnement est a` nouveau possible et le stock se vide au taux k−d, jusqu’a` se
vider entie`rement au bout d’un certain moment ou` l’on se retrouve au point de de´part.
L’e´volution du stock suit une dynamique tre`s pre´cise. On peut ainsi calculer la
probabibilte´ que celui-ci se trouve dans n’importe quel intervalle de l’aire de stockage,
[0, z], en conside´rant les variations infinite´simales possibles du stock et les conditions


























La densite´ de probabilite´, fX(x), ressemble a` une loi exponentielle a` un facteur
multiplicatif pre`s. Les probabilite´s d’eˆtre en 0 et z repre´sentent les temps moyens
passe´s en ces points.
Ces e´quations ne se trouvent pas telles quelles dans la litte´rature, mais des e´quations
similaires ont cependant e´te´ de´veloppe´es par (15) dans le cas ou` la dynamique du stock
(e´quation 3.2) est inverse´e. La machine alimente alors une aire de stockage qui est
soumise a` une demande constante. C’est le mode`le utilise´ par (21). On appellera cet
ensemble le mode`le de Hu inverse´.
Ce mode`le de base a e´te´ de´veloppe´ sous trois hypothe`ses principales :
1. L’approvisionnement en entre´e est constant.
2. L’e´tat de fonctionnement de la machine est de´crit par 2 e´tats de bon et mauvais
fonctionnement de´pendant seulement du temps.
3. La production de la machine n’est jamais bloque´e autrement que par son propre
mauvais fonctionnement.
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Dans le cas d’une ligne de production avec plusieurs machines, ces trois hypothe`ses
principales sont mises en de´faut : l’approvisionnement de chaque mode`le de base n’est
plus constant, l’e´tat de fonctionnement des machines n’est plus repre´sente´ par deux
e´tats seulement et la production peut eˆtre bloque´e par l’e´tat de remplissage des aires
de sotckage.
3.3 E´quations probabilistes d’e´volution du stock
La me´thode de de´veloppement des e´quations de comportement du stock s’ap-
puie sur le calcul des variations infinite´simales possibles de l’e´volution de l’inventaire.
Cette me´thode est un cas particulier d’une me´thode plus ge´ne´rale de´veloppe´e par (18).
Soit donc une station S compose´e d’une machine M et d’une aire de stockage X.
Soit {M(t), t ∈ R+} le processus Markovien binaire OFF/ON ou 0/1 qui repre´sente
l’e´tat de la machine. Soit {X(t), t ∈ R+}, le processus stochastique qui repre´sente
l’e´tat du stock et x(t) ∈ [0, z] ses re´alisations possibles. La dynamique d’e´volution de





d− u(t) si x(t) 6= 0 ou z




k > d si M(t) = 1
0 si M(t) = 0
(3.5)
Le processus {M(t), t ∈ R+} peut eˆtre repre´sente´ par un chaˆıne de Markov en






Si on pose PM(h) =
(
P(M(t+ h) = j|M(t) = i))
(i,j)∈[0,1]2 , on a l’e´galite´ suivante
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qui de´coule de la de´finition d’une chaine de Markov en temps continu :
PM(h) = I + Qh+ ◦(h) (3.6)
P(M(t+ h) = 1|M(t) = 0) = r.h+ ◦(h) (3.7)
P(M(t+ h) = 0|M(t) = 1) = p.h+ ◦(h) (3.8)
ou` ◦(h) repre´sente tous les termes ne´gligeables devant h.
On de´finit les fonctions de re´partition suivantes







P(X(t) ≤ x,M(t) = off)
P(X(t) ≤ x,M(t) = on)
)
(3.9)
FX(t)(x) = P(X(t) ≤ x) = Fon(x, t) + Foff (x, t) (3.10)
On de´finit P0(t) = P(X(t) = 0) et Pz(t) = P(X(t) ≥ z) les probabilite´s d’eˆtre en
x = 0 et x = z respectivement.
E´volution du stock entre 0 et z En observant l’e´volution du stock pendant un
temps h suffisamment petit pour qu’un seul changement d’e´tat de la machine soit
possible, on peut pre´voir les changements de dynamique du stock en appliquant le





Foff (x, t+ h)
Foff (x− dh, t)
Fon(x+ (k − d)h, t)
t t+ h
Figure 3.3 Changement d’e´tat possible : 2e cas
Foff (x, t+ h) =P(X(t+ h) ≤ x,M(t+ h) = 0)
=P(M(t+ h) = 0|M(t) = 1)× Fon(x+ (k − d)h, t)





Foff (x− dh, t)
Fon(x+ (k − d)h, t)
t t+ h
Figure 3.4 Changement d’e´tat possible : 1er cas
Fon(x, t+ h) =P(X(t+ h) ≤ x,M(t+ h) = 1)
=P(M(t+ h) = 1|M(t) = 1)× Fon(x+ (k − d)h, t)
+ P(M(t+ h) = 1|M(t) = 0)× Foff (x− dh, t) (3.12)
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Ce qui revient a` e´crire apre`s avoir utilise´ l’e´quation (C.19) et avoir fait un de´veloppement
de Taylor sur les fonctions densite´ :
Foff (x, t+ h)− Foff (x, t)
h






Fon(x, t+ h)− Fon(x, t)
h






On obtient la dynamique instantane´e de l’e´volution du stock en faisant tendre le
temps h vers 0 :
∂ ~F (x, t)
∂t










E´volution du stock en 0 et en z On note que le niveau du stock est en z ssi la
machine est en e´tat de panne. Il y a donc une masse de probabilite´ Pz(t) non nulle
d’eˆtre en z. Durant un intervalle de temps infinite´simal h, cette probabilite´ ve´rifie :
Pz(t+ h)−Pz(t) = −r.hPz(t) + d.h foff (z−, t)(1− r.h) + ◦(h) (3.16)
L’e´quation ci-dessus exprime le fait que la conservation de masse de probabilite´
en z est le re´sultat net de perte de masse de probabilite´ suite a` une re´paration de la
machine avec probabilite´ r.h + ◦(h), et d’apport de masse de probabilite´ a` partir de
l’e´tat OFF avec probabilite´ d.h foff (z
−, t) pour un temps h petit. Par passage a` la
limite lorsque h tend vers ze´ro, on obtient l’e´quation diffe´rentielle suivante :
∂Pz(t)
∂t
= −rPz(t) + d foff (z−, t) (3.17)
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De plus, sachant que le transfert de masse de probabilite´ Pz(t) lors de la re´paration
de la machine se fait vers z− dans l’e´tat ON , avec une vitesse k−d, on peut e´galement
e´crire :
rPz(t) = (k − d) fon(z−, t) (3.18)
En re´gime permanent, on obtient donc les e´quations d’e´quilibre :
Pz × r.h = foff (z−)× d.h (3.19)
= fon(z
−)× (k − d).h
Le raisonnement est syme´trique en 0.
Po × p.h = foff (0+)× d.h (3.20)
= fon(0
+)× (k − d).h
Au final, on s’inte´resse au re´gime permanent de l’e´volution du stock. L’ope´rateur
de´rive´e partielle par rapport au temps ∂
∂t
s’annule alors et les fonction probabiliste
perdent leur de´pendance au temps. De plus, on de´rive l’e´quation (3.15) pour exprimer




= J−1 tQ× ~f(x, t) (3.21a)
rPz = dfoff (z
−) = (k − d)fon(x = z−) (3.21b)
pPo = dfoff (0
+) = (k − d)fon(x = 0+) (3.21c)
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Les fonctions recherche´es ve´rifient aussi l’e´quation de normalisation :
P0 + Pz +
∫ z
0
fX(x)dx = 1 (3.22)
Re´solution des e´quations La solution de l’e´quation (3.21a) est la fonction



















































fon(x) = fon(0) + (
p
k−dfon(0)− rk−dfoff (0)) 1−e
−αx
α
⇐⇒ ~f(x) = ~f(0)e−αx en utilisant l’e´quation (3.21c) (3.24)
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En e´crivant l’e´quation (C.5) en fonction de foff (0) seulement, on peut finalement






























⇐⇒ foff (0) = p
r + p
α

























































Finalement, en comparant ces e´quations a` celles obtenues par (15), on retrouve
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de fortes similarite´s.







































et α = r
d
− p





et α = p
k−d − rd
On remarque que la valeur propre α d’un coˆte´ est l’exact oppose´ de l’autre. Cela
peut s’expliquer par le fait que la dynamique du stock (e´quation 3.2) dans le cas que
l’on e´tudie est inverse´e de celle ou` une demande constante est impose´e. La valeur
µ d’un coˆte´ est alors l’exacte inverse de l’autre. Ainsi, il est possible d’e´crire les
e´quations de passage d’un cas a` l’autre suivantes : (avec l’indice a/d pour approvi-
sionnement/demande constante)
P0,d = Pz,a Pz,d = P0,a (3.34)
fXd(x) = fXa(z − x) FXd(x) = 1− FXa(z − x) (3.35)
E[Xd] + E[Xa] = z (3.36)
Flux moyen dans le syste`me Les e´quations obtenues ont e´te´ de´termine´es en
re´gime permanent. Elles repre´sentent donc l’e´tat d’e´quilibre du syste`me. Il est in-
te´ressant de regarder la valeur de l’approvisionnemnet moyen et de la production
moyenne a` l’e´quilibre.
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On remarque que l’approvisionnement moyen est bien e´gal a` la production moyenne
du syste`me. Toute la matie`re qui entre dans le syste`me en sort transforme´e. Il y a
23
donc bien conservation de la matie`re dans le syste`me, lorsque celui-ci est a` l’e´quilibre.
On note ce flux moyen dmoy et on peut ainsi re´e´crire les fonctions plus simplement :










k − d (3.40)
Dans le cas ou` la valeur propre α s’annule, fon(x) et foff (x) sont des constantes










































































avec, α = 0⇔ r
d
= p
k−d ⇔ rr+pk = d
On obtient le meˆme re´sultat par un prolongement continu des e´quations (3.27) au
point α = 0
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Dans le cas ou` l’aire de stockage n’a pas de limite, on est assure´ que l’appro-
visionnement ne sera jamais interrompu. On obtient alors les e´quations suivantes :
α > 0 z →∞
Po → r
r + p




k − d αe
−αx (3.42b)








La contrainte α > 0 est ne´cessaire pour que ces valeurs convergent et peut se
re´e´crire de cette manie`re :







k > d (3.43)
Cela indique que le temps moyen pendant lequel le stock est re´duit (k−d)E[Ton] =
k−d
p
doit eˆtre supe´rieur au temps moyen pendant lequel le stock est augmente´ dE[Toff ] =
d
r
. Ou encore que la production moyenne de la machine kE[M(t) = 1] = k r
r+p
doit
eˆtre supe´rieure a` l’approvisionnement d. Dans le cas inverse, le stock augmenterait a`
l’infini.
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3.4 Mode`le pour la ligne de production
La ligne de production est compose´e de m stations de travail. Chaque station de
travail alimente avec sa production une aire de stockage en aval et s’alimente elle-
meˆme dans une aire de stockage en amont. On repre´sente la ligne de production avec
les flux de matie`re tel que dans la figure 3.5 :
d u1(t) u2(t) um−1(t)
X1 X2 XmM1 M2 Mm
Figure 3.5 Repre´sentation de la ligne de production avec m machines
Au sein de la ligne de production, des phe´nome`nes nouveaux apparaissent et com-
plexifient le comportement e´tudie´ pre´ce´demment pour le cas d’une seule machine.
Les flux de production de chacune des stations de travail varient autrement que si ces
stations e´taient isole´es de la ligne et pour lesquels le flux serait donne´ par l’e´quation
(3.1). Les cadences de production s’ajustent a` d’autres cadences ou sont bloque´es
selon les e´ve`nements qui se produisent. Dans le cas dual de la me´thode de (21), on
fait l’hypothe`se de capacite´s de production croissantes.
L’inte´reˆt d’une telle configuration est que les phe´nome`nes de pe´nurie ou de blocage
de la production des machines se propagent alors dans un sens bien pre´cis. Les
phe´nome`nes de blocage vont de l’aval vers l’amont et les phe´nome`nes de pe´nurie
de l’amont vers l’aval. Cette politique repre´sente en quelque sorte un me´canisme de
flux pousse´. Les aires de stockage ont tendance a` se remplir sous l’influence de l’ap-
provisionnement impose´ constant en de´but de ligne de fac¸on a` anticiper les ventes
futures. On a alors les ine´galite´s suivantes pour les cadences de production ainsi que
leur comportement :
k1 ≤ k2 ≤ ... ≤ km (3.44)
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Si ki−1 ≤ ki ≤ ki+1
ui(t) =

ui−1(t) si Xi = 0
0 si Xi+1 = zi+1
ki sinon
 si M(t) = 1
0 si M(t) = 0
(3.45)
On remarque bien que les phe´nome`nes de blocage et d’ajustement de la produc-
tion sont unidirectionnels. Cela permet de mode´liser le blocage de la production de
manie`re re´cursive. On se sert par la suite de cette proprie´te´ pour optimiser le couˆt de
stockage des en-cours de production par programmation dynamique.
Dans le cas contraire, pour lequel on s’inte´resse a` un flux tire´ qui re´ponde di-
rectement a` la demande des clients, on adopterait une configuration des cadences
de production de´croissantes de sorte que les phe´nome`nes seraient inverse´s et que les
machines produiraient a` des rythmes diffe´rents. On aurait alors le cas suivant :
Si ki−1 ≥ ki ≥ ki+1
ui(t) =

ui+1(t) si Xi = zi
0 si Xi+1 = 0
ki sinon
 si M(t) = 1
0 si M(t) = 0
(3.46)
C’est le cas e´tudie´ par (21). Dans le cas que l’on e´tudie ici, on explique les
phe´nome`nes de blocage et de pe´nurie de la manie`re suivante :
Le phe´nome`ne de blocage se re´alise lorsque l’aire de stockage directement en
aval de la machine conside´re´e est remplie. Cela a pour conse´quence de bloquer l’ap-
provisionnement de cette machine et donc d’arreˆter sa production. Ce blocage peut
avoir des conse´quences en chaˆıne. Une fois bloque´e, l’aire de stockage en amont se
remplit plus rapidement et bloque a` son tour la production de la machine en amont
et ainsi de suite.
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Le phe´nome`ne de pe´nurie se re´alise lorsque l’aire de stockage en amont de la
machine conside´re´e se vide. Dans ce cas la`, la cadence de production de la machine
conside´re´e s’ajuste a` celle de la machine juste en amont. Cette dernie`re pourrait elle
aussi eˆtre ajuste´e a` d’autres machines en amont et ainsi de suite.
Dans l’environnement d’une ligne de production, la repre´sentation d’un ensem-
ble compose´ d’une machine et d’une aire de stockage doit prendre en compte ces
phe´nome`nes.
L’e´tat de bon et mauvais fonctionnement de la machine est maintenant repre´sente´
par l’e´tat de la machine {M(t), t ∈ R+} mais aussi par l’e´tat de blocage de l’aire de
stockage en aval de la machine conside´re´e. La machine ne peut fonctionner correcte-
ment que lorsque celle-ci est en e´tat de bon fonctionnement et que l’aire de stockage
directement en aval est disponible pour recevoir la production de cette machine. On
repre´sente alors le phe´nome`ne de blocage de la machine (remplissage de l’aire de
stockage en aval de la machine conside´re´e) par le processus stochastique binaire 0/1






Figure 3.6 E´volution possible du processus Ii+1(t)
L’approvisionnement de l’aire de stockage associe´e a` la machine n’est plus constant
en ge´ne´ral. Il est e´gal a` la production de la machine juste en amont ou a` l’approvi-







Mi−1 on Mi−1 off
Xi−1 = 0
Figure 3.7 E´volution possible de l’approvisionnement ui−1(t)
On repre´sente donc le mode`le de la station de travail dans l’environnement de la




Figure 3.8 Repre´sentation de la station de travail i au sein de la ligne de production
On notera par convention u0(t) = d et Im+1(t) = 1. Cette notation est ainsi valide
pour tout i ∈ [1,m]. Dans le cas particulier de la premie`re station de travail, on a
bien un approvisionnement constant et dans le cas de la dernie`re station de travail, la
machine ne sera jamais bloque´e dans un premier temps. La ligne de production peut
donc eˆtre interpre´te´e comme un assemblage de ces mode`les e´le´mentaires.
3.4.1 Hypothe`ses pour exploiter le mode`le de la ligne
Le mode`le utilise´ pour repre´senter les stations de travail dans la ligne de pro-
duction ne permet pas d’utiliser les e´quations d’e´volution du stock pre´ce´demment
de´veloppe´es. L’objectif est donc de de´velopper des hypothe`ses et des approximations
pour pouvoir les utiliser. Celles-ci permettront de calculer l’espe´rance des en-cours de
fabrication et de de´terminer le couˆt lie´ a` leur stockage.
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On utilise dans un premier temps l’hypothe`se d’ergodicite´ et le principe de moyen-
nage des processus d’approvisionnement (21). De cette manie`re, il est possible de de´-
solidariser les stations de travail entre elles. Par la suite, sous une hypothe`se ade´quate
d’inde´pendance, on mode`lisera les phe´nome`nes de blocage de la production par une
re´duction du temps pendant lequel les machines travaillent. On parle alors d’affaib-
lissement fictif de la machine. Ainsi, on construit la ligne de production par une
se´quence d’ensembles de base, pour lesquels ses caracte´ristiques ont e´te´ modifie´es
pour prendre en compte les phe´nome`nes de blocage et de pe´nurie. On les appelle
alors des ensembles fictifs.
Hypothe`se d’ergodicite´ - Moyennage de l’approvisionnement
La quantite´ de matie`re produite par chaque machine varie selon les e´ve`nements.
Les phe´nome`nes de pe´nurie imposent aux machines d’ajuster leurs cadences de pro-
duction et les phe´nome`nes de blocage imposent l’arreˆt de la production des machines
de manie`re plus fre´quente que normalement. L’aspect dynamique prend une part plus
importante et il devient trop complique´ de de´crire de manie`re exacte le comportement
de la ligne comme on l’a fait pour le cas d’une seule machine. Cependant, on ve´rifie,
qu’en re´gime permanent, la matie`re brute qui est consomme´e au de´but du syste`me
ressort de la ligne au bout d’un certain moment sous forme de produits finis. En fait,
sur un temps suffisamment long, on ve´rifie que la quantite´ de matie`re qui entre dans
le syste`me est e´gale a` ce qui en sort, de sorte qu’il y ait bien conservation de matie`re.
En d’autres termes, il n’est pas possible d’accumuler de la matie`re inde´finiment dans
la ligne.
Le taux de production moyen des machines en re´gime permanent est donc le meˆme
dans toute la ligne. Finalement, les phe´nome`nes de blocage et de pe´nurie peuvent s’in-
terpre´ter comme des phe´nome`nes d’e´quilibrage de la production de la ligne de pro-
duction pour assurer une production moyenne donne´e au cours du temps. On a donc :








Utiliser l’hypothe`se d’ergodicite´ permet de dire que la moyenne temporelle des
re´alisations d’un syste`me ou processus converge vers l’espe´rance mathe´matique de ce
syste`me. Sous cette hypothe`se, on a donc :
∀t ∈ R+, ∀i ∈ [1,m] E[ui(t)] = dmoy (3.48)
Au final, si l’on trouve les probabilite´s que chacune des re´alisations possibles des
cadences de production se produise, on peut donc se passer de la dynamique du
syste`me pour l’e´tudier.
Le principe de moyennage stipule que l’influence du processus ui(t) sur le niveau
moyen des encours de production E[Xi+1] est le meˆme que si ce processus e´tait rem-
place´ par sa valeur moyenne, dmoy.
Sous l’application de ce principe, on peut maintenant conside´rer que chacune des
aires de stockage est alimente´e par un approvisionnement constant plutoˆt que par
les valeurs variables des cadences de production des machines qui les alimentent en
matie`re. On contourne ainsi une hypothe`se du mode`le de base qui avait e´te´ mise en
de´faut. Le taux en entre´e de chaque ensemble de base peut eˆtre conside´re´ constant.
On le nomme d˜i. Cette constante qui repre´sente a` la fois la production de la machine
qui la pre´ce`de et l’approvisionnement de l’aire de stockage qui la suit doit donc ve´rifier
la contrainte que la valeur moyenne d’approvisionnement qui en re´sulte est e´gal a` la
production moyenne du syste`me dmoy. Sachant que l’arrive´e de l’approvisionnement
est interrompue lorsque l’aire de stockage est remplie (c’est une conse´quence de l’hy-
pothe`se de capacite´s de production croissantes dans la ligne), et que la probabilite´
que ceci arrive est Pzi , on a donc :





La probabilite´ d’eˆtre en zi joue un roˆle important dans la ligne de production.
On remarque que celle-ci permet de dimensionner l’approvisionnement constant de
chaque station de travail, d˜i, mais elle de´termine aussi le blocage de la production
d’une machine. Cette valeur est donc centrale dans cette e´tude. On la repre´sente plus
particulie`rement comme le coefficient de disponibilite´ de l’aire de stockage et que l’on
note bi :
bi = (1−Pzi) (3.50)
Cette valeur repre´sente bien la proportion de temps pour laquelle l’aire de stock-
age n’est pas remplie. Tous les parame`tres de la ligne sont fixe´s a` priori sauf la taille
des aires de stockage que l’on note zi. De´terminer les zi de la ligne de´termine donc la
probabilite´ que les aires de stockage soient remplies et donc, les bi. Cette valeur per-
met donc en plus de dimensionner la ligne de production. C’est pourquoi on l’appelle
variable de de´cision.
Affaiblissement fictif de la machine
Le blocage d’une machine peut eˆtre une conse´quence en chaˆıne du blocage de
toutes les machines se situant en aval de celle que l’on conside`re. Pour bien compren-
dre ce me´canisme, on commence par e´tudier le comportement du dernier ensemble
dans la ligne et les conse´quences que ce blocage re´percute sur la machine qui l’ali-
mente Mm−1, juste en amont, et ensuite plus haut dans la ligne de production. On
e´tudie ainsi comment la propagation de ce phe´nome`ne peut eˆtre pris en compte dans
toute la ligne.
Le blocage de la machine Mm−1, repre´sente´ par le remplissage de l’aire de stockage
Xm et par le processus {Im(t), t ∈ R+}, a pour effet de re´duire le temps moyen de
fonctionnement re´el de cette machine. On parle alors d’affaiblissement de la machine.
Au final, cette machine affaiblie ne fonctionne correctement que lorsqu’elle est en e´tat
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de bon fonctionnement et que l’aire de stockage Xm est libre de recevoir la production
de cette machine. Son e´tat re´el de fonctionnement peut donc eˆtre repre´sente´ par le
processus stochastique suivant :
{M˜m−1(t), t ∈ R+} ou` M˜m−1(t) = Mm−1(t)× Im(t) (3.51)
L’objectif est d’approcher ce processus aussi pre´cise´ment que possible par une
chaine de Markov a` 2 e´tats afin, encore une fois, de contourner les hypothe`ses qui
ont e´te´ mises en de´faut dans le mode`le de base avec une ligne compose´e d’une seule
machine et d’une seule aire de stockage. Pour cela, on formule trois hypothe`ses :
– La premie`re approximation consiste a` conside´rer que les processus {Mm−1(t), t ∈
R+} et {Im(t), t ∈ R+} sont inde´pendants, ∀i ∈ [1,m].
En re´alite´, puisque km−1 < km, la seule possibilite´ pour que la machine Mm−1 se
bloque est que celle-ci soit en e´tat de fonctionnement et que la machine Mm (qui n’est
jamais bloque´e) ne soit pas en e´tat de fonctionnement. Ainsi, le stock Xm se remplit.
Les deux processus sont donc bien de´pendants. Cependant, l’approximation s’explique
qualitativement par le principe de moyennage. En effet, si remplacer le flux de pro-
duction um−1(t) par sa moyenne n’a pas d’influence sur la valeur moyenne du stock
Xm, alors, cette constante (le flux moyen) peut donc eˆtre conside´re´e inde´pendante
des deux processus {Mm−1(t), t ∈ R+} et {Im(t), t ∈ R+}, de telle sorte que les deux
processus peuvent eˆtre conside´re´s comme inde´pendants entre eux.
– La deuxie`me approximation consiste a` conside´rer que le processus {Im(t), t ∈
R+} suit la loi d’une chaine de Markov a` 2 e´tats.
Le processus {Im(t), t ∈ R+} passe un certain temps dans l’e´tat bloque´ 0 puis un
autre temps dans l’e´tat de disponibilite´ avant de se bloquer a` nouveau, puis il re´pe`te
ce cycle a` nouveau.
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Le temps passe´ dans l’e´tat bloque´ est e´gal au temps ne´cessaire pour que la machine
Mm se remette en marche, c’est-a`-dire un temps exponentiel de parame`tre rm. En effet,
cela est ve´rifie´ par la proprie´te´ de non-vieillissement de la loi exponentielle.
Le temps passe´ dans l’e´tat non bloque´, qui est le temps ne´cessaire pour que l’aire
de stockage se remplisse a` nouveau, est distribue´ suivant une loi d’Erlang a` phases.
Cela a e´te´ de´montre´e par (18). L’approximation consiste donc a` repre´senter ce temps
par une loi exponentielle et non plus une loi ge´ne´rale d’Erlang a` phases. On lui af-
fecte le parame`tre p′m, et on repre´sente dans la figure 3.9 les changements d’e´tat de
fonctionnement possibles de la machine Mm−1.
1Mm−1(t) = 1
Im(t) = 1















Figure 3.9 Changements d’e´tats de la machine Mm−1
En re´alite´, il n’est pas possible de passer de n’importe quel e´tat a` son voisin. Par
exemple, pour que l’aire de stockage se remplisse, il est ne´cessaire que la machine soit
en e´tat de fonctionnement. A priori, il n’est donc pas possible de passer de l’e´tat 3 a` 4.
Cependant, on rend cela possible par l’hypothe`se faite pre´ce´demment d’inde´pendance
des processus. L’inte´reˆt de ces deux premie`res hypothe`ses est donc d’obtenir plus d’in-
formation sur le comportement approximatif du processus.
La probabilite´ que l’aire de stockage soit non remplie, en re´gime permanent, s’e´crit
P(Im = 1) =
rm
rm+p′m
, elle est aussi e´gale a` 1 − Pzm , la probabilite´ de ne pas eˆtre en
zm. Il est donc possible de se passer de la valeur p
′
m que l’on ne connaissait pas a`
priori, ainsi que de de´terminer les probabilite´s de se trouver dans les diffe´rents e´tats
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possibles du processus :




















Tableau 3.1 Probabilite´ des diffe´rents e´tats de fonctionnement de la machine
L’e´tat re´el de fonctionnement de la machine, de´termine´ par la valeur de Mm−1(t)×
Im(t), est donc bien repre´sente´ par un e´tat (unique) de fonctionnement de la machine
et un e´tat (multiple) de non fonctionnement.
– La troisie`me approximation consiste a` transformer la chaine de Markov a` 4 e´tat
en une nouvelle chaˆıne a` 2 e´tats.
En pratique, on conside`re des machines fonctionnant plus de 90 % du temps et
des aires de stockage n’e´tant pas remplies plus de 10 % ou 20 % du temps. On ne´glige
l’e´tat 4 qui a donc une probabilite´ faible relativement aux deux autres.
L’e´tat 1 e´tant le seul e´tat de fonctionnement, on va rassembler les e´tats 2 et 3
restants pour former une chaˆıne de Markov agre´ge´e a` deux e´tats. La question se pose
de savoir quel taux il est le plus judicieux d’affecter a` la chaˆıne de Markov ? On quitte
l’e´tat 2 ou 3 pour aller dans l’e´tat 1 avec un taux rm ou rm+1 (voir figure 3.1).
Dans le cas d’une ligne partiellement homoge`ne, ces taux sont e´gaux (rm−1 = rm).
La question du choix de l’un ou l’autre ne se pose plus et on retient le taux r comme
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celui de retour a` l’e´tat de fonctionnement. Le taux de sortie de l’e´tat 1 se de´duit par
conservation des probabilite´s de fonctionnement. La figure suivante explique comment
cette chaˆıne de Markov est construite :
1 M˜m−1(t) = 1
2 M˜m−1(t) = 0
p˜m−1r˜m−1
Figure 3.10 Changement
d’e´tats de la machine M˜m−1
Conservation des probabilite´s







Parame`tres des lois exponentielles :





Pour une ligne non homoge`ne, ces taux ne sont pas identiques (rm−1 6= rm). Ce cas
est traite´ diffe´remment et demande la prise en compte des e´tats de fonctionnement
de deux machines. Les e´tats sont alors agre´ge´s selon les e´ve`nements possibles des
diffe´rentes pannes de l’ensemble conside´re´. Il ne sera pas de´veloppe´ ici mais le lecteur
inte´resse´ pourra se re´fe´rer a` la the`se de (20) pour plus de de´tails.
En construisant ainsi le processus de fonctionnement de la machine Mm−1, on
prend donc en compte la possibilite´ de blocage de celle-ci comme faisant partie entie`re
de son mode`le de repre´sentation. Avec cette dernie`re approximation, on contourne fi-
nalement la dernie`re hypothe`se mise en de´faut dans le mode`le d’une ligne compose´e
d’une seule station de travail.
Mode`le approximatif de la machine Mm−1 et ge´ne´ralisation aux autres ma-
chines
En conside´rant le moyennage de l’approvisionnement et l’affaiblissement de la
machine comme on vient de le faire pour la machine Mm−1, il est alors possible de
repre´senter le fonctionnement de cette machine par le mode`le utilise´ pour une ligne
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compose´e d’une seule station de travail. On est ainsi en mesure d’utiliser les e´quations
d’e´volution du stock que l’on connait de´ja`. Celles-ci sont somme toute approximatives
du cas re´el.
L’inte´reˆt double de cette me´thode est qu’elle peut eˆtre e´tendue e´tape par e´tape a`
toute la ligne. Une fois que l’on a repre´sente´ l’e´tat de fonctionnement de la machine
Mm−1 par le processus {M˜m−1(t), t ∈ R+}, on peut appliquer ce meˆme raisonnement
pour la machine Mm−2 et ainsi de suite dans toute la ligne. On peut ainsi repre´senter




Figure 3.11 Repre´sentation de la station de travail affaiblie i
L’approvisionnement est conside´re´ constant. Il est e´gal a` d˜i, et le comportement
des machines est repre´sente´ par le mode`le approximatif M˜i(t). On parle aussi d’une
machine fictive, c’est-a`-dire une machine pour laquelle le mode`le repre´sentatif de son
comportement n’est pas le mode`le original re´el. On note les deux cas particuliers
d˜1 = d, l’approvisionnement du syste`me en entre´e, et M˜m(t) = Mm(t) ; la dernie`re
machine n’e´tant par hypothe`se jamais bloque´e, sa repre´sentation est donc exacte.





































La de´pendance des phe´nome`nes de blocage des machines est incluse dans la vari-
able de de´cision bi. Cette dernie`re est calcule´e en fonction des parame`tres du mode`le
fictif de repre´sentation du comportement de la machine Mi et en particulier en fonc-
tion de p˜i qui de´pend de bi+1. Et ainsi de suite, la de´pendance unidirectionnelle des
phe´nome`nes de blocage des machines est quantifie´e par la variable de de´cision.
Finalement, la variable bi, ∀i ∈ [1,m], comprend toute l’information ne´cessaire
pour de´terminer le comportement de la ligne de production. C’est pourquoi on lui a
attribue´ le nom de variable de de´cision.
3.5 Mode´lisation mathe´matiques de la fonction couˆt
Il est dore´navant possible de mode´liser les diffe´rentes stations de travail par des
e´quations probabilistes qui de´crivent l’e´tat de remplissage des aires de stockage. En
utilisant ces e´quations, il est donc possible de de´terminer les inventaires moyens de
la ligne et en leur affectant un couˆt unitaire ci de stockage on obtient le couˆt global









Les (ci)i∈[1,m] repre´sentent le couˆt que l’on affecte aux en-cours de fabrication a`
chacune des aires de stockage. Ils prennent en compte a` la fois le couˆt de mobilisation
des ressources ainsi que l’impact qu’ils peuvent avoir sur le temps moyen de ne´cessaire
qu’il faut compter entre le placement d’une commande dans l’atelier et le moment ou`
le produit devient disponible (lead time). La valeur ajoute´e du bien produit augmen-
tant suite aux ope´rations dans la ligne, on pourrait par exemple choisir ces couˆts de
stockage unitaires croissant dans la ligne. On peut aussi plus simplement prendre des
couˆts de stockage constants.
On calcule l’inventaire moyen de chacune des aires de stockage en prenant en






















La taille de l’aire de stockage zi peut eˆtre de´termine´e par la variable de de´cision
bi en de´veloppant l’e´quation (3.50) :
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1− µie−αizi = 1− bi
⇔ ( p˜i
r + p˜i
(1− µi) + µi(1− bi))e−αizi = (1− bi)




















Cependant, des conditions d’existence d’une solution s’imposent :











bi+1ki > dmoy (3.62)
Cette condition exprime le fait que la production moyenne de la machine con-
side´re´e doit eˆtre plus faible que ce qu’elle re´aliserait en moyenne si elle n’e´tait
pas limite´e infe´rieurement. En d’autres termes, la production re´elle de la ma-
chine est plus faible car cette dernie`re est ajuste´e lorsque l’aire de stockage est
vide.
2. Pour avoir zi > 0, on ve´rifie que :
Pzi = 1− bi <
p˜i
p˜i + r
⇔ bi > r
r + pi
bi+1 (3.63)
Cette condition exprime le fait que la disponibilite´ de l’aire de stockage doit
eˆtre plus importante que la probabilite´ de fonctionnement re´el de la machine.
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La proportion de temps passe´ en zi est majore´e par la proportion de temps de
mauvais fonctionnement de la machine, et la probabilite´ de ne pas y eˆtre est
donc minore´e par la probabilite´ de bon fonctionnement de la machine.
On ve´rifie graphiquement que ces conditions sont bien ne´cessaires pour assurer
l’existence d’une solution.
Figure 3.12 Solution graphique du point fixe
La courbe 1−Pzi commence a` bi = dmoy/ki ou` elle prend la valeur rp˜i+r et a une




× bi (la courbe en traits discontinus). On a




×bi > bi, qui est e´quivalent
a` r
pi+r
ki × bi+1 > dmoy comme pour le premier point.
Prendre en compte ces contraintes assure la condition d˜i < ki ne´cessaire pour
de´velopper le mode`le a` une machine. Cela implique donc la condition bi ∈]dmoyki , 1[. On
repre´sente ces contraintes dans l’ensemble Ai+1(bi) suivant qui de´termine les valeurs
possibles de bi+1 en fonction de bi :
Ai+1(bi) =
{








Le cas de l’e´galite´ pourrait eˆtre inclus dans cet ensemble mais il demande un
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de´veloppement plus pousse´. En pratique toutefois, il n’intervient pas re´ellement dans
la ligne de production. Finalement, on obtient la fonction couˆt global des en-cours de


















































Dans le cas de la premie`re aire de stockage, l’aire de stockage est limite´e et il y a
donc rupture de l’approvisionnement en entre´e du syste`me une fraction du temps non
ne´gligeable. En dimensionnant l’aire de stockage de manie`re plus ou moins grande,
il est possible de de´terminer quelle proportion du temps l’approvisionnement sera en
rupture. Dans le cas ou` l’on veut s’assurer qu’il n’y ait pas de rupture de l’approvi-
sionnement, il faut alors conside´rer une aire de stockage infinie, mais cette solution
n’est pas re´aliste d’un point de vue industriel.
La solution propose´e pour garantir un approvisionnement sans rupture est de con-
side´rer une capacite´ de stockage supple´mentaire exte´rieure a` la ligne de production.
On paie alors un couˆt fixe c1.z1 pour re´server une aire de stockage de taille z1 pour
l’arrive´e de la matie`re brute au de´bit fixe d. Un couˆt unitaire additionnel c2 > c1
est paye´ pour avoir acce`s a` une aire de stockage supple´mentaire. Ainsi, l’arrive´e de
matie`re brute n’est jamais interrompue. Cette capacite´ de stockage supple´mentaire
peut eˆtre conside´re´e comme un couˆt d’utilisation de stockage supple´mentaire non
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planifie´ au sein meˆme de l’usine.
La fonction couˆt de stockage pour la premie`re machine se calcule en utilisant les
e´quation (3.42). On rappelle que le couˆt d’utilisation de la premie`re aire de stockage
est proportionnelle a` la taille de l’aire en question. On a donc :
T ′(b1 = 1, b2) = c1 z1 + c2
∫ ∞
z1
(x− z1) fX1(x) dx
















b2 (k1−d) > 0
On de´termine le couˆt optimal de l’aire de stockage X1 en de´rivant par rapport a`
la variable z1 :
∂T ′(1, b2)
∂z1
= 0 ⇐⇒ c1 − c2 p˜1
p˜1 + r
k1
k1 − d e
−α1z1 = 0














On obtient donc la valeur du couˆt optimal de stockage interne et supple´mentaire en
inte´grant cette dernie`re valeur dans la fonction (3.67) :





















. Dans ce cas la`, la valeur du couˆt optimal de stockage est celui du
couˆt d’utilisation de stockage supple´mentaire. L’e´quation s’e´crit :
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k1 − d (3.70)
La fonction couˆt optimal de stockage interne et supple´mentaire est ve´rifie´e pour




k1−d . De la meˆme manie`re que pre´ce´demment,
on inte´grera ces contraintes dans l’ensemble A′2(b1 = 1).
Cette nouvelle formulation de la premie`re aire de stockage ame`ne a` conside´rer
deux mode`les :
– Une ligne de production pour laquelle toutes les aires de stockage sont finies, y
compris a` l’arrive´e des mate´riaux bruts, et pour laquelle on tole`re un blocage de
cette arrive´e de matie`re avec une probabilite´ pre´de´termine´e, conside´re´e comme
une contrainte de service. Ces pe´riodes de blocage sont alors compense´es par
un de´bit de matie`re plus e´leve´ en entre´e pour maintenir en moyenne un de´bit
dmoy = d.
– Une ligne de production pour laquelle toutes les aires de stockage sont finies et
pour laquelle les ruptures d’approvisionnement ne sont pas tole´re´es et une aire
de stockage supple´mentaire est mise a` disposition.
On cherche maintenant a` minimiser le couˆt de stockage des en-cours de fabrication
de la ligne. On formule les deux proble`mes a` re´soudre de la manie`re suivante :
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Proble`me d’optimisation avec rupture d’approvisionnement tole´re´e :
Pav
∀i ∈ [1,m] bi ∈]dmoyki , 1], bi+1 ∈ Ai+1(bi),
















































Proble`me d’optimisation avec rupture d’approvisionnement non
tole´re´e : Pav’
∀i ∈ [1,m] bi ∈]dmoyki , 1], bi+1 ∈ Ai+1(bi),








































































Finalement, en e´crivant T1(b1 = 1, b2) = T
′
opt(1, b2) et A2(b1 = 1) = A′2(1), il est
possible d’adopter la seule formulation Pav pour conside´rer les deux proble`mes. La
diffe´rence entre les deux proble`mes se fait par le choix de la valeur b1.
3.6 Conclusion
La ligne de production a e´te´ de´compose´e en ensembles de base d’une seule machine
et d’une seule aire de stockage. Ces ensembles permettent d’obtenir des e´quations
exactes de´crivant l’e´volution des inventaires sous certaines conditions qui n’e´taient
pas ve´rifie´es a` priori. Le principe de moyennage et l’aggre´gation des e´tats de bon
et mauvais fonctionnement en une seule chaˆıne de Markov a` deux e´tats ont permis
d’utiliser ces fonctions probabilistes pour de´crire la valeur moyenne approximative
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des inventaires de chaque aire de stockage.
La structure croissante des taux de production nominal des machines s’est ave´re´e
eˆtre l’hypothe`se cle´ pour pouvoir inte´grer les phe´nome`nes d’ajustement et de blocage
des taux de production des machines ainsi que leur propagation unidirectionnelle dans
le mode`le. Cela a ainsi mene´ a` conside´rer deux mode`les de lignes de production. Un
pour lequel la rupture d’approvisionnement du syste`me est permise et l’autre pour
lequel cette rupture n’est pas permise. Les mode`les de´terminent ainsi le couˆt moyen
d’utilisation des ressources du syste`me.
Ce mode`le de la ligne de production contient toute l’information ne´cessaire pour
de´terminer le dimensionnement des aires de stockage, la production moyenne du
syste`me, ainsi que le couˆt total de mobilisation des ressources de l’entreprise. L’inte´reˆt
est maintenant d’exploiter ce mode`le ainsi que de l’optimiser pour permettre de




Simulation de la ligne de
production
4.1 Introduction
En vue de valider les approximations propose´es pour l’analyse et l’optimisation
de la ligne de production, il est ne´cessaire de recourir a` des simulations Monte Carlo,
car le comportement des machines est ale´atoire. Cette me´thode consiste a` faire un
nombre suffisamment grand de tirages des variables ale´atoires du syste`me pour con-
verger vers leurs valeurs moyennes (principe de la loi des grands nombres).
On va donc ge´ne´rer de manie`re ale´atoire les temps de bon et mauvais fonction-
nement, T ion et T
i
off , des m diffe´rentes machines de la ligne puis tracer l’e´volution
exacte des aires de stockage en fonction des tirages obtenus. Chaque tirage permet
de construire une e´volution possible des aires de stockage de la ligne qu’il faudra
donc re´pe´ter un certain nombre de fois pour converger vers leurs valeurs moyennes.
Les re´sultats obtenus par la simulation permettront ainsi de valider ou de re´futer les
hypothe`ses qui ont e´te´ prises pour construire le mode`le de la ligne.
Il faudra aussi ve´rifier que les tirages sont bien inde´pendants entre eux et que les
proprie´te´s statistiques des variables ge´ne´re´es sont bien ve´rifie´es.
4.2 Re´alisation de la simulation
La partie non-de´terministe de la simulation est le comportement des machines.
Comme on l’a de´ja` vu, celles-ci passent des temps ale´atoires, T ion et T
i
off , de bon et
mauvais fonctionnement les uns a` la suite des autres.
48
Une fois que ces temps de fonctionnement ont e´te´ ge´ne´re´s, l’e´volution des aires de
stockage est entie`rement connue : les cadences de production s’ajustent en fonction
de l’e´tat de la ligne de production et les aires de stockage se remplissent et se vident
au rythme de ces cadences qui changent re´gulie`rement.
On de´compose donc la simulation de la ligne de production en 2 parties :
Une partie ale´atoire qui consiste a` faire des tirages ale´atoires de l’e´tat de fonc-
tionnement des machines.
Une partie de´terministe qui consiste a` tracer l’e´volution des aires de stockage
en fonction des tirages que l’on a obtenu.
On re´alise la programmation de la simulation a` l’aide du logiciel Matlab. Le pro-
gramme complet se trouve en annexe A.
4.2.1 Ge´ne´rer l’horizon temporel de chaque machine
Pour cre´er l’horizon temporel des m machines, on ge´ne`re des temps ale´atoires de
bon et mauvais fonctionnement les uns a` la suite des autres jusqu’a` atteindre l’horizon
temporel voulu, T . Ces temps ale´atoires sont i.i.d. et suivent une loi exponentielle de
parame`tre pi quand la machine fonctionne correctement et de parame`tre ri quand la
machine ne fonctionne pas correctement. On obtient donc l’horizon de la machine i





off + · · ·+ T i,n−1on + T i,noff ≥ T (4.1)
Ainsi, pour m machines, on utilise l’algorithme suivant :
rand(’state’,100*clock); h=[]; H=zeros(n,m); l=1;
while min(h)<T
H(l,:)=exprnd(1./p); H(l+1,:)=exprnd(1./r); h=sum(H); l=l+2;
end
La fonction exprnd(mu) ge´ne`re des nombres pseudo-ale´atoires qui suivent une loi ex-
1. il faudra n = ent(2× T ( 1pi + 1ri ) + 1) tirages en moyenne, car les temps de fonctionnement de
la machine sont i.i.d.
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ponentielle de moyenne mu. C’est une transformation bijective de la fonction rand de
Matlab.
Les proprie´te´s statistiques qui nous inte´ressent sont principalement la moyenne
des variables ale´atoires et leurs inde´pendances entre elles. Le ge´ne´rateur de nom-
bre pseudo-ale´atoire interne de Matlab (rand) assure lui-meˆme l’inde´pendance des
tirages. On calcule ensuite la moyenne empirique des tirages pour chaque machine et
on ve´rifie, sur l’horizon de la simulation, que la diffe´rence entre les moyennes the´orique
et empirique est infe´rieur a` 1%, afin de s’assurer que le nombre de tirages de ces nom-
bres pseudo-ale´atoires ait e´te´ suffisante.
Ces crite`res sont ne´cessaires pour ve´rifier les proprie´te´s statistiques des variables
ale´atoires ge´ne´re´es, mais ils ne permettent pas de de´terminer la longueur de l’horizon
T choisi pour la simulation. Pour cela, on de´termine un crite`re de convergence des
grandeurs simule´es qui nous inte´resse (la moyenne des en-cours de production de
chacune des aires de stockage et leur disponibilite´ moyenne). Ce crite`re est de´fini
dans la section 4.3.
4.2.2 Tracer l’e´volution des aires de stockage
Une fois que l’horizon de la simulation est ge´ne´re´, on peut alors tracer l’e´volution
des aires de stockage. Celles-ci e´voluent dans le temps en fonction des cadences de
production des machines, ui(t), qui changent re´gulie`rement. Il existe 3 raisons pour
lesquelles les cadences de production des machines sont amene´es a` changer : soit une
machine change d’e´tat, soit une aire de stockage se remplit comple`tement ou soit
une aire de stockage se vide comple`tement. C’est-a`-dire qu’on prend en compte les
phe´nome`nes de blocage et de pe´nurie en plus des changements d’e´tat des machines.
Ainsi, entre deux e´ve`nements conse´cutifs, Ej et Ej+1, les cadences de production
des machines sont constantes et il est donc possible de faire e´voluer les aires de
stockages au rythme de ces premie`res avec la relation suivante :
Xi(tj+1) = Xi(tj) + ui(tj)× (tj+1 − tj) (4.2)
ou`, tj est le temps auquel arrive l’e´ve`nement Ej.
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La me´thode utilise´e est intuitive et consiste a` avancer e´ve`nement par e´ve`nement
dans le temps en mettant a` jour les cadences de production des machines et les aires de
stockage jusqu’a` atteindre l’horizon T . La principale difficulte´ de la simulation re´side
comme on peut le deviner dans la mise a` jour des cadences de production des ma-
chines. En effet, sachant que chaque machine peut eˆtre amene´e a` adapter sa cadence
de production a` toutes les machines qui sont en amont d’elle, il existe alors (m+ 1)!
diffe´rents cas. Cependant, une remarque permettra de simplifier la programmation de
la fonction, rateOfProduction, qui met a` jour les cadences de production.
Pour m machines, l’algorithme propose´ est le suivant :
Mbool=ones(1,m); % toutes les machines sont actives
Obool=zeros(1,m+1); % aucune aire de stockage n’est vide
Zbool=zeros(1,m+1); % aucune aire de stockage n’est remplie
X=Z/2; % initialisation des stocks
U1=[d;k]; % taux auquel les aires de stockage sont augmente´es
U2=[k;d]; % taux auquel les aires de stockage sont diminue´es
t=0; j=1;
while t(j) < T
t+=min(temps avant un prochain e´ve`nement);
E=e´ve`nement produit; t(j+1)=t(j)+t+; X(j+1)=X(j)+(U1-U2)*t+;




La fonction rateOfProduction ajuste les taux de production en fonction de
l’e´ve`nement qui s’est produit et des variables boole´ennes Mbool, Obool et Zbool qui
permettent de rendre compte de l’e´tat actuel de la ligne de production.
Pour simplifier la programmation de cette fonction, on peut remarquer qu’un
e´ve`nement n’a pour effet que de modifier localement les cadences de production de la
ligne de production. Ainsi, connaissant l’e´tat actuel de la ligne de production, il suffit
de regarder comment l’e´ve`nement affecte les cadences de production localement pour
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les mettre a` jour.
Enfin, la pre´cision attendue sera toujours relative a` la pre´cision obtenue pour la
ge´ne´ration de l’horizon temporel.
4.3 Re´sultats des simulations
Il est maintenant question de de´finir un cadre expe´rimental pour les simulations
et de comparer les re´sultats obtenus avec le mode`le que l’on a re´alise´.
Principalement, on s’assure que l’e´tat 4 de non fonctionnement (voir figure 3.9 )
des stations de travail est bien de probabilite´ ne´gligeable, que la longueur de l’horizon
T choisi assure la convergence des grandeurs simule´es qui nous inte´ressent, et que
les proprie´te´s statistiques des variables ale´atoires ge´ne´re´es sur cet horizon sont bien
ve´rifie´es. Pour chacun de ces trois points, on de´termine les crite`res suivants :
1. Les parame`tres des lois exponentielles sont choisis de telle sorte que les machines
fonctionnent correctement 90% du temps. On ve´rifie a posteriori que ces valeurs
multiplie´es par la probabilite´ de non disponibilite´ des aires de stockage permet
bien de ne´gliger la probabilite´ d’eˆtre dans l’e´tat 4 de non fonctionnement (voir
figure 3.9 ) des stations de travail. Ce crite`re permet de ve´rifier la troisie`me
hypothe`se qui a e´te´ formule´e pour agre´ger les e´tats de fonctionnement de la
machine affaiblie, dans la section 3.4.1.
2. Les grandeurs simule´es doivent se stabiliser autour d’une certaine valeur dans
un intervalle e´gal au plus a` 1% de cette valeur et ceci pendant un temps au
moins e´gal a` la moitie´ de l’horizon T choisi. Si ce crite`re de convergence n’est
pas ve´rifie´, l’horizon T de la simulation n’est pas valide´ et il doit alors eˆtre plus
grand.
3. L’horizon de la simulation doit assurer une ge´ne´ration suffisamment importante
des variables ale´atoires du syste`me pour que la diffe´rence entre la moyenne des
temps de fonctionnement des machines et leurs valeurs the´oriques soit de l’ordre
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de 1%. Si ces deux derniers points sont ve´rifie´s, alors l’horizon choisi T est valide´.
Ces diffe´rents crite`res sont bien e´videmment ve´rifie´s pour les simulations que l’on
a faites. On en discute apre`s avoir montre´ les re´sultats.
Distribution de l’e´tat stationnaire Le mode`le que l’on a re´alise´ est valable en
re´gime permanent. Or les conditions initiales choisies pour la simulation ne sont pas
repre´sentatives de ce re´gime. En effet, au de´part de la simulation, toutes les machines
sont en e´tat de fonctionnement et les aires de stockage sont remplies de moitie´. Les
valeurs mesure´es durant le lancement de la simulation pre´sentent donc un biais dont
il est ne´cessaire de s’affranchir pour garantir des re´sultats pre´cis.
Pour de´tecter cette pe´riode de lancement, on utilise la me´thode graphique de´veloppe´e
par (29). Cette me´thode consiste a` re´aliser n = 20 simulations de T unite´s de temps
(T est l’horizon choisi). On conside`re alors pour chaque unite´ de temps la moyenne
empirique, Yi, des n simulations. On lisse ensuite cette valeur, Yi(w), sur w unite´s de
temps afin de de´tecter a` partir de quand les valeurs du syste`me convergent vers l’e´tat






Yi,j ∀i ∈ [1, T ] (4.3)












Yi+s ∀i ∈ [w + 1, T − w] (4.5)
Pour obtenir les Yi,j, il est ne´cessaire de de´couper la simulation en unite´ de temps.
On obtient alors la courbe suivante dans le cas d’un syste`me de trois machines, ou`
n = 20, T = 100000, w = T/4 :
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Figure 4.1 E´volution de Yi(w) sur la longueur de l’horizon
On remarque que le syste`me converge vers le re´gime permanent en moins de 10.000
unite´s de temps, ce que l’on ve´rifiera aussi dans tous les autres cas. On de´duit donc
ce temps et les valeurs qui lui sont associe´es et on s’assure ainsi que la pre´cision des
grandeurs mesure´es est meilleure.
On pre´sente dans les tableaux qui suivent les re´sultats de simulation des lignes de
production compose´es de 1, 2, 3, 4, 5 et 10 machines. Les parame`tres choisis sont les
suivants :
∀i ∈ [1,m]
ri = 0.9 pi = 0.1 k1 = 3 ki = k1 + (i− 1)× 0.2
ci = 1 dmoy = 1 ts = 0, 95 (4.6)
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Tableau 4.1 Re´sultats de simulation pour une seule machine
variable valeur simule´e valeur the´orique diffe´rence
Jtot 0,0699 0,0695 -0,57%
Po 0,8725
1−Pz 0,9497 0,95 0,03%
E[ui] 0,9997 1 -0,03%
z1 0,8246
Dans le cas d’une seule machine, on a des e´quations exactes, et on ve´rifie bien
que les valeurs simule´es sont tre`s proches des valeurs the´oriques, a` moins de 0,6% de
diffe´rence. La pre´cision de ces valeurs permet de valider l’hypothe`se d’ergodicite´ pour
le mode`le de base. Les valeurs simule´es sont calcule´es par une moyenne temporelle des
re´alisations du syste`me alors que les valeurs the´oriques sont obtenues en conside´rant le
re´gime permanent du syste`me. Leur similarite´ prouve le bien fonde´ de cette hypothe`se.
Pour les cas qui suivent, le de´bit en entre´e du syste`me a e´te´ diminue´ de 5%.
Deux arguments motivent ce choix. D’abord, on observe que de cette manie`re les
impre´cisions sur les variables mesure´es s’homoge´ne´isent. Ensuite, les parame`tres choi-
sis sont tels que les contraintes sur le syste`me sont importantes. Re´duire le de´bit en
entre´e du syste`me permet de stabiliser la production dans la ligne et d’e´viter les con-
ditions critiques d’utilisation du syste`me.
Tableau 4.2 Re´sultats de simulation pour une ligne de 2 machines
variable valeur simule´e valeur the´orique diffe´rence
Jtot 0,2179 0,2162 -0,78%
Po1 0,7842
Po2 0,8267
1−Pz1 0,9538 0,95 -0,4%
1−Pz2 0,9637 0,961 -0,3%
E[ui] 0,9519 1 5,05%
z [1,20 ;1,11]
Dans le cas d’une ligne de deux machines, la diffe´rence entre la valeur du couˆt
total simule´e et the´orique est tre`s faible. On note que la production moyenne simule´e
est la meˆme pour les deux machines. On ve´rifie donc bien l’hypothe`se de conservation
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de matie`re dans le syte`me. On remarque aussi que la diminution du de´bit de 5% se
re´percute sur leurs mesures et que les variables de de´cision sont tre`s proches de leur
valeur simule´e. Ce mode`le pre´sente donc de tre`s bons re´sultats et assure un dimen-
sionnement exact de la ligne de production.
Tableau 4.3 Re´sultats de simulation pour une ligne de 3 machines
variable valeur simule´e valeur the´orique diffe´rence




1−Pz1 0,9465 0,95 0,37%
1−Pz2 0,9452 0,945 -0,02%
1−Pz3 0,9634 0,959 -0,46%
E[ui] 0,9468 1 5,62%
z [1,33 ;1,10 ;1,05]
Les conclusions pour ce cas et les suivants sont similaires et sont explique´es a` la
suite des tableaux pre´sente´s ci-desous.
Tableau 4.4 Re´sultats de simulation pour une ligne de 4 machines
variable valeur simule´e valeur the´orique diffe´rence





1−Pz1 0,9447 0,95 0,56%
1−Pz2 0,9323 0,937 0,5%
1−Pz3 0,9366 0,938 0,15%
1−Pz4 0,9598 0,957 -0,3%
E[ui] 0,9463 1 5,67%
z [1,39 ;1,11 ;0,98 ;0,99]
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Tableau 4.5 Re´sultats de simulation pour une ligne de 5 machines
variable valeur simule´e valeur the´orique diffe´rence
Jtot 0,6798 0,6404 -5.796%
Machine no 1 2 3 4 5
z 1,42 1,12 0,97 0,90 0,94
Poi Simule´ 0,8171 0,8125 0,8334 0,8723 0,9331
1−Pzi Simule´ 0,9415 0,9224 0,9213 0,9322 0,9576
bi The´orique 0,95 0,933 0,927 0,933 0,955




Tableau 4.6 Re´sultats de simulation pour une ligne de 10 machines
variable valeur simule´e valeur the´orique diffe´rence
Jtot 1,5135 1,3083 -13,56%
Machine no 1 2 3 4 5
z 1,47 1,12 0,96 0,86 0,80
Poi Simule´ 0,8052 0,7768 0,7742 0,7837 0,8018
1−Pzi Simule´ 0,93 0,8912 0,8741 0,8665 0,8694
bi The´orique 0,95 0,927 0,912 0,902 0,897




Machine no 6 7 8 9 10
z 0,77 0,75 0,75 0,77 0,91
Poi Simule´ 0,8209 0,8472 0,8824 0,9298 0,9843
1−Pzi Simule´ 0,8752 0,8858 0,9036 0,9287 0,9601
bi The´orique 0,896 0,899 0,908 0,925 0,954
Diffe´rence 2,37% 1,49% 0,49% -0,4% -3,08%
57
On remarque que pour des lignes de production compose´es de 2 a` 5 machines, les
re´sultats sont encore tre`s bons. Le dimensionnement des variables de de´cisions est tre`s
pre´cis avec une erreur maximale de 1,5%. La conservation de matie`re dans le syste`me
est toujours ve´rifie´ et on retrouve bien que les 5% de re´duction du de´bit se re´percutent
sur les observations avec une diffe´rence maximale de 5,85%. Et finalement, le couˆt
global de stockage des inventaires est lui aussi tre`s bien dimensionne´. La diffe´rence
entre la grandeur simule´e et la grandeur the´orique est le´ge`rement croissante avec le
nombre de machines et atteint un maximum de 5,8%.
Pour le cas d’une ligne de 10 machines, on remarque encore que le dimension-
nement des variables de de´cision et la pre´diction du flux de matie`re dans le syste`me
est pre´cis. On note tout de meˆme que la diffe´rence entre le couˆt the´orique et le couˆt
simule´ est cette fois nettement plus importante.
Interpre´tation des re´sultats La pre´cision de la fonction couˆt totale, la somme
des inventaires moyens de la ligne, est tre`s bonne. On note une le´ge`re diminution de
cette pre´cision quand le nombre de machines conside´re´es augmente. Dans le cas d’une
ligne de 10 machines, cette impre´cision est cette fois plus importante. Une explication
de cette dernie`re impre´cision pourrait eˆtre la suivante.
Aussi petit que peut eˆtre l’e´tat 4 ne´glige´, l’approximation de la chaˆıne de Markov ne
prend pas en compte le fait qu’un temps de mauvais fonctionnement pourrait durer
plus longtemps que le mode`le le de´crit. En passant de l’e´tat 1 a` 2, le processus pour-
rait passer par l’e´tat 4 puis 3 pour enfin revenir a` l’e´tat 1 de fonctionnement (voir le
sche´ma 3.9). Ainsi, le temps de bon fonctionnement moyen des machines dans la ligne
serait sur-estime´, ce qui conduirait a` trouver des inventaires the´oriques plus faibles.
Ce phe´nome`ne serait amplifie´ pour le cas d’une ligne de production de 10 machines.
Une part de l’impre´cision vient aussi des hypothe`ses que l’on a prises. En pratique,
les 4 e´tats de la chaine de Markov ne communiquent pas tous ensemble. Par exem-
ple, si la machine est en panne, il n’est pas possible que l’aire de stockage en aval se
remplisse et donc il n’est pas possible de passer de l’e´tat 3 a` 4. De cette manie`re, on
prend en compte un phe´nome`ne qui ge´ne`re une impre´cision dans le mode`le. Ceci dit,




Au final, la pre´cision globale du mode`le est frappante pour des lignes de produc-
tion allant jusqu’a` 5 machines en se´rie. Le dimensionnement des variables de de´cision
est tre`s pre´cis et la pre´diction du couˆt de stockage des inventaires dans la ligne de pro-
duction tre`s bon. Les hypothe`ses qui ont e´te´ re´alise´es pour construire le mode`le sont
donc valide´es et la me´thode de´crite repre´sente une bonne analyse des phe´nome`nes qui
re´gissent l’e´volution de la ligne de production.
Validation des simulations On montre ici que les trois points ne´cessaires pour
valider les simulations du syste`me sont bien ve´rifie´s :
– L’e´tat 4 pour lequel la machine est en panne et l’aire de stockage en aval est
non disponible, est borne´e par la valeur 0.0125 pour chacune des machines des
diffe´rentes lignes de production. Cette probabilite´ peut donc eˆtre ne´glige´e a`
juste titre sans perdre beaucoup de pre´cision sur le processus.
– Pour l’horizon choisi de T = 100.000 unite´s de temps, dans le cas d’une ligne
de 3 machines, la convergence de la somme des espe´rances des aires de stockage
se comporte de la manie`re suivante ( voir figure 4.4).
On ve´rifie que cette fonction se stabilise dans un intervalle infe´rieur a` 1% de la
valeur limite et ceci sur plus de la moitie´ de la longueur de l’horizon T . Cela a
e´te´ ve´rifie´ pour toutes les simulations.
– Enfin, la diffe´rence entre les temps de fonctionnement empiriques moyens de
chacune des machines et leur valeur the´orique dans chacun des cas est borne´e
par 0,98%.
En ve´rifiant ces trois crite`res, les conditions de simulation du mode`le et les re´sultats
obtenus sont donc valide´es.
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Figure 4.2 E´volution de E[
∑
Xi,t] sur la longueur de l’horizon
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Chapitre 5
Optimisation du couˆt de stockage
des encours de la ligne de
production
5.1 Introduction
Une fois notre mode`le valide´ par simulation, on souhaite optimiser le couˆt de
stockage des en-cours de production. Les taux de production des machines ont e´te´
pre´alablement choisis pour imposer une de´pendance ordonne´e entre les stations de
travail ; le couˆt de stockage attribue´ a` une station de travail de´pend de l’affaiblisse-
ment de sa machine, qui de´pend lui-meˆme de l’affaiblissement de toutes les machines
en aval de sa position. On ve´rifie aussi que la fonction couˆt global est une somme de
fonctions couˆts, Ti(bi, bi+1) dans la plupart des cas, qui sont monotones croissantes en
fonction de bi et monotones de´croissantes en fonction de bi+1. Ainsi, trouver le mini-
mum de la fonction objectif est un proble`me qui se preˆte parfaitement a` l’utilisation
des e´quations de Bellman et de la programmation dynamique.
L’algorithme optimise un premier sous-proble`me, puis optimise un nouveau sous-
proble`me qui inclut le premier sous-proble`me jusqu’a` conside´rer la ligne de production
en entie`re. La relation de de´pendance a` sens unique de la ligne de production permet
de de´finir la manie`re dont il faut augmenter chaque sous-proble`me. Les variables de
de´cision sont alors de´termine´es par la valeur qui minimise chaque sous-proble`me.
La strucuture de ce chapitre est la suivante. On met en place les e´quations de
Bellman qui permettent de formuler notre proble`me a` optimiser, puis on explique
les e´tapes du programme qui a e´te´ re´alise´e. Enfin, on montre diffe´rents re´sultats
inte´ressants obtenus puis on discute de leur signification.
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5.2 Formulation du proble`me d’optimisation
Les proble`mes Pav (3.71) et Pav’ (3.72) sont une somme de fonction couˆt dont
les variables de de´cision sont de´pendantes entre elles de manie`re unidirectionnelle. La
variable bi de´pend de la variable bi+1 et ainsi de suite jusqu’a` la variable bm. La direc-
tion naturelle de re´solution du programme dynamique est donc dans le sens inverse,
en commenc¸ant par la dernie`re machine, qui ne de´pend pas de l’e´tat d’affaiblissement
des autres machines. Le remplissage de l’aire de stockage qui lui est associe´ de´termine
ainis l’affaiblissement de la machine qui la pre´ce`de. On commence donc par optimiser
le couˆt de stockage des en-cours de production de cette machine, qui de´finit le premier
sous-proble`me, puis on construit le sous-proble`me suivant en ajoutant une machine et
ainsi de suite. Finalement, le proble`me d’optimisation dynamique se re´sout en posant
les e´quations de Bellman (5.1) suivantes :
– La fonction couˆt instantane´e :
g(Xi, bi, bi+1) = ci.Xi (5.1a)
– Le couˆt a` long terme du premier sous-proble`me :
Jm(bm) = E[g(Xm, bm, bm+1)] = Tm(bm, bm+1) (5.1b)
– Le couˆt a` long terme du ie`me sous-proble`me :
Ji(bi) = min
bi+1




Ti(bi, bi+1) + Ji+1(bi+1)
)
(5.1c)





T1(b1, b2) + J2(b2)
)




T ′opt(b1, b2) + J2(b2)
)
si b1 = ts = 1 (5.1e)
Appliquer le principe d’optimalite´ revient donc a` de´montrer le re´sultat suivant :
Jtot = J1(ts) ou` on conside`re le proble`me Pav si ts < 1 (5.2)
et le proble`me Pav’ si ts = 1
On note que la variable de dimensionnement zi qui de´termine la de´cision sur la
taille de l’aire de stockage est calcule´e implicitement par le calcul des variables bi.
La taille de l’espace d’e´tat du ie`me sous-proble`me est de´fini par la discre´tisation
de sa variable de de´cision bi. Pour avoir une pre´cision au millie`me de cette variable, il
faut donc la discre´tiser en mille e´tats a` visiter. Plus on exige une pre´cision importante
et plus l’espace d’e´tat est important, de´terminant ainsi le nombre d’e´tats a` visiter par
le programme.
5.2.1 Programmation du proble`me d’optimisation
L’algorithme pour re´soudre le proble`me d’optimisation reprend les e´quations de




for i > d/k(l)
for j in A(i)
Calculer Tl(i,j)+Jl+1(j); % On calcule le cou^t du sous-proble`me
end
Jl(i)=minj(Tl(i,j)+Jl+1(j)); % On construit la fonction cou^t




On retrouve ensuite les valeurs optimales des variables de de´cision, que l’on ap-
pelle encore trajectoire d’e´tat optimale (se´quence des bi), et a` posteriori, la se´quence
des de´cisions sur le dimensionnement des zi, en repe´rant l’e´tat associe´ au minimum
des couˆts de chaque sous-proble`me (en partant de la contrainte ts). Le principe d’op-
timalite´ de Bellman assure que le couˆt optimal du proble`me est de´termine´ par les
solutions optimales des sous-proble`mes emboˆıte´s. On peut donc construire la ligne de
production a` partir des variables de de´cision obtenues bi et de´terminer ainsi la taille
optimale des aires de stockage et le couˆt global de stockage des en-cours de production
en fonction de la variable de contrainte ts.
La construction du proble`me d’optimisation suit la me´thode suivante :
Le premier sous-proble`me est repre´sente´ par la machine Mm et l’aire de stockage
Xm. L’ensemble des politiques admissibles est de taille (1− dmoykm )/e, ou` e est la valeur
d’e´chantillonnage de la variable de de´cision bm. De cette manie`re, on construit la
fonction couˆt Jm(bm).
Le deuxie`me sous-proble`me est l’assemblage de la machine Mm−1 et de l’aire de
stockage Xm−1 au premier sous-proble`me. L’ensemble des politiques admissibles est
lui de taille (1− dmoy
km−1
)/e. On construit la fonction couˆt Jm−1(bm−1) en choisissant pour
chaque bm−1 le minimum de la fonction Tm−1(bm−1, bm) + Jm(bm) sur les diffe´rents bm
admissibles dans l’ensemble des contraintes Am(bm−1).
64
Et ainsi de suite, le ie`me sous-proble`me est construit par l’assemblage de la ma-
chine Mi et de l’aire de stockage Xi au pre´ce´dent sous-proble`me. L’ensemble des
politiques admissibles est de taille (1 − dmoy
ki
)/e. On construit la fonction couˆt Ji(bi)
en choisissant pour chaque bi le minimum de la fonction Ti(bi, bi+1) + Ji+1(bi+1) sur
les diffe´rents bi+1 admissibles dans l’ensemble des contraintes Ai+1(bi).
On trouve ainsi la fonction optimal du syste`me complet en fonction de b1, ou en-
core de la contrainte ts impose´e aux industriels, une fois que l’on a conside´re´ dans le
sous-proble`me global la machine M1 et l’aire de stockage X1.
5.3 Re´sultats de l’optimisation
Dans le cas ou` les valeurs choisies sont les meˆmes que celles de la simulation (voir
(4.6)), le temps moyen de bon fonctionnement des machines est de 90% du temps.
On choisit, dans un premier temps, un taux de service e´gal a` 95% en entre´e de ligne.
Figure 5.1 Disponibilite´ optimale des
aires de stockage
Figure 5.2 Aire de sotckage optimale
La re´partition des valeurs optimales de la disponibilite´ des aires de stockage suit
une courbe convexe et re´gulie`re, ainsi que la re´partition des valeurs optimales des
tailles des aires de stockage.
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Dans un deuxie`me temps, on garde les meˆme parame`tres mais cette fois-ci on
choisit un taux de service en entre´e e´gal a` 1, c’est-a`-dire qu’on re´sout le proble`me Pav’
pour lequel une aire de stockage supple´mentaire est mise a` disposition et empeˆche l’in-
terruption de l’approvisionnement. Le couˆt de cette aire de stockage supple´mentaire
est dix fois supe´rieur a` celui des autres aires de stockage.
Figure 5.3 Disponibilite´ optimale des
aires de stockage
Figure 5.4 Aires de stockage optimales
On observe que la courbe reste toujours convexe et re´gulie`re d’un bout a` l’autre
de la ligne de production. Le couˆt de stockage supple´mentaire e´tant dix fois supe´rieur
au couˆt de stockage dans la ligne, on remarque que le couˆt minimal est atteint lorsque
la disponibilite´ de la deuxie`me station de travail est aussi proche de 1 que possible,
ceci en vue d’augmenter la capacite´ de stockage de la deuxie`me aire. En effet, il est
plus inte´ressant de stocker dans la ligne un maximum d’inventaires a` un couˆt moindre
que de payer un couˆt de stockage en entre´e de ligne dix fois plus important. Ce couˆt
aurait pu eˆtre bien moins important mais il a e´te´ choisi de manie`re a` amplifier le
phe´nome`ne observable. Pour un couˆt moins important, la deuxie`me aire de stockage
devient aussi moins importante comme on peut s’y attendre.
La courbe suivante montre le couˆt global de la ligne en fonction du taux de service
choisi en entre´e.
Le couˆt global de la ligne est croissant en fonction du taux de service choisi en
de´but de ligne (figure C.11). Ce taux de service de la ligne de production peut aussi
eˆtre interpre´te´ comme l’efficacite´ du syste`me. En effet, on compare la production
moyenne de ce syste`me en fonction de l’approvisionnement impose´ en de´but de ligne.
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Figure 5.5 Couˆt global de la ligne en fonction du taux de service
On observe une discontinuite´ pour passer a` un taux de service e´gal a` 1. Cette diffe´rence
est le couˆt a` payer pour garantir a` son fournisseur qu’il ne manquera jamais d’espace
pour de´poser les mate´riaux qu’il apporte. Ainsi, l’industriel est en mesure de prendre
une de´cision chiffre´e en fonction des contraintes de l’environnemnet dans lequel il
e´volue.
Dans le cas suivant, on choisit les meˆmes valeurs que (21) pour observer le com-
portement dual, a` savoir :
∀i ∈ [1,m]
ri = 0.5 pi = 0.2 ki = 2.5 ci = 1 dmoy = 1 (5.3)
Pour ce cas, les machines travaillent correctement environ 71% du temps contre 90%
du temps dans le cas pre´ce´dent.
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Figure 5.6 Disponibilite´ optimale des
aires de stockage
Figure 5.7 Aire de sotckage optimale
On observe, au centre de la ligne, que la diponibilite´ des aires de stockage atteint
un seuil minimum ou` elle se stabilise. Ce seuil est la valeur qui minimise la fonction
Ti(bi, bi) et repre´sente le couˆt minimal atteignable en respectant les contraintes d’ex-
istence des solutions. En quelque sorte, la trajectoire d’e´tat optimale de´crite par les
variables de de´cisions se rapprochent de cette valeur aussi rapidement que les con-
traintes d’existence d’une solution le permettent.
Figure 5.8 Disponibilite´ optimale des
aires de stockage Figure 5.9 Aires de stockage optimales
En choisissant un taux de service plus faible que cette valeur, il en re´sulte le meˆme
phe´nome`ne mais cette fois inverse´e. Les valeurs de disponibilite´ des aires de stockage se
rapprochent aussi rapidement du minimum atteignable que les contraintes lui perme-
ttent de le faire ; il s’agira cette fois d’une courbe croissante (figure 5.8). Finalement,
plus une ligne de production est compose´e de machines en se´rie, plus ces phe´nome`nes
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de de´but et de fin de ligne peuvent eˆtre conside´re´s comme des phe´nome`nes de bord
ne´gligeables.
Enfin, dans le cas ou` l’on exige qu’il n’y ait jamais de blocage de l’approvision-
nement en de´but de ligne, les phe´nome`nes observe´s s’accumulent.
Figure 5.10 Disponibilite´ optimale des
aires de stockage
Figure 5.11 Aire de sotckage optimale
Finalement, on remarque que les courbes suivent la meˆme tendance que dans le
cas dual de (21).
Le couˆt global de la ligne suit le meˆme comportement. On observe cependant
que le couˆt global de la ligne est cette fois beaucoup plus important. Cela s’explique
par le fait que le temps de fonctionnement des machines est beaucoup plus faible,
que les cadences de production sont moins importantes et qu’il est donc ne´cessaire
d’augmenter les inventaires dans la ligne pour assurer un meˆme niveau de service.
Les courbes que l’on vient de montrer ont e´te´ de´termine´es dans le cas ou` les ki sont
tous e´gaux. Cela ne tient pas compte des hypothe`ses faites sur la ligne de production
mais cela permet d’expliquer les phe´nome`nes observe´s apre`s optimisation du couˆt de
stockage des en-cours de production sans que les parame`tres choisis n’influencent les
observations. Dans les deux cas suivants, on fait varier les parame`tres pi et ci pour
observer quelles conse´quences ils ont sur la re´partition de la disponibilite´ optimale
dans la ligne de production. La taille des aires de stockage optimale suit la meˆme
tendance que la disponibilite´ des aires de stockage.
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Figure 5.12 Couˆt global de la ligne en fonction du taux de service
Figure 5.13 Disponibilite´ optimale des
aires de stockage
Figure 5.14 Disponibilite´ optimale des
aires de stockage
Dans la figure 5.13, les parame`tres pi des lois exponentielles des temps de bon
fonctionnement des machines vont en de´croissant. Les machines en aval ont des temps
moyens de bon fonctionnement qui sont plus importants que les machines qui sont en
amont.
Dans la figure 5.14, le couˆt de stockage des en-cours de production est croissant
dans la ligne. On observe alors que la disponibilite´ des aires de stockage suit elle une
tendance de´croissante, qui se re´percute aussi sur la taille des aires de stockage. Le
couˆt de stockage des aires de stockage e´tant plus important en fin de ligne, il est
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e´conomiquement plus inte´ressant de stocker des inventaires en de´but de ligne.
5.4 Conclusion
Au final, on observe que la re´partition optimale des variables de la ligne de pro-
duction suit une logique aussi bien e´conomique que physique et que l’on observe
des comportements en bout de ligne qui sont plus ou moins importants suivant les
parame`tres de la ligne e´tudie´e et la longueur de la ligne. Les tendances des courbes
obtenues sont identiques a` celles obtenues pre´ce´demment dans le cas dual de (21). On
obtient au final une me´thode d’optimisation robuste qui permet de dimensionner une
ligne de production a` un couˆt minimal et pour lequel un taux de service en de´but de




La ligne de production que l’on vient de mode´liser est caracte´rise´e par des cadences
de production croissantes dans la ligne de production et des parame`tres identiques
pour les temps de mauvais fonctionnement des machines. L’approvisionnement en
entre´e peut eˆtre assure´ avec un taux de rupture de´termine´ a` l’avance et peut aussi
eˆtre garanti sans rupture, selon le mode`le que l’on adopte. Ce cas repre´sente en
plusieurs points le cas dual du proble`me traite´ par (21). La structure des cadences de
production est inverse´e et on conside`re un approvisionnement constant plutoˆt qu’une
demande constante. De ce fait, les phe´nome`nes de blocage et de pe´nurie sont eux aussi
inverse´s et se propagent dans la direction oppose´e. On ne mode´lise plus le blocage
des machines par la pe´nurie de matie`re mais par le remplissage des aires de stock-
age. Finalement, le mode`le de base a e´te´ modifie´ et de nouvelles e´quations ont e´te´
de´veloppe´es.
La me´thode de de´composition et agre´gation de la ligne de production reste in-
change´e par rapport a` (21). Les e´tapes sont les meˆmes mais n’ont cependant pas e´te´
applique´es au meˆme proble`me. Les re´sultats obtenus par la simulation permettent
donc de conclure a` nouveau que la me´thode utilise´e est pre´cise et permet un dimen-
sionnement correct des aires de stockage de la ligne de production. La me´thode est
donc valide´e dans un cadre expe´rimentale nouveau.
On note cependant que le mode`le perd en pre´cision pour une ligne de production
compose´e de 10 machines. On explique cette impre´cision par une sur-estimation du
temps de bon fonctionnement des machines. Le mode`le conduirait alors a` pre´dire
des inventaires moyens plus faibles et donc a` augmenter l’e´cart avec les grandeurs
simule´es. Il est envisageable d’introduire un terme correctif pour pallier cet e´cart.
Une extension a e´te´ apporte´e au mode`le en conside´rant une aire de stockage sup-
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ple´mentaire en entre´e du syste`me. Celle-ci permet de garantir qu’il n’y ait pas de
rupture d’approvisionnement. Le dual exact du mode`le de´veloppe´ par (2) et utilise´
par (21) n’a pas e´te´ utilise´ car les excursions ne´gatives n’auraient pas d’explications
industrielles dans le cas que l’on a e´tudie´. Anticiper la production par le maintient
d’une quantite´ de stock toujours disponible n’est pas une solution retenue pour cette
e´tude.
Au final, l’e´tude de la ligne de production permet d’obtenir une courbe qui de´crit
le couˆt global de stockge des en-cours de production en fonction de l’efficacite´ at-
tendue du syste`me. Cette courbe est aussi valide dans le cas ou` l’on demande une
efficacite´ de 100% de la ligne de production. Optimiser le couˆt de stockage de la ligne
a aussi permis de remarquer que les taux de diponibilite´ des aires de stockage sont
de´termine´s de telle sorte qu’ils ve´rifient les contraintes d’existence des solutions tout
en se rapprochant du minimum atteignable.
Les possibilite´s de de´veloppement du mode`le sont nombreuses :
On peut s’inte´resser a` mode´liser en bout de ligne l’extraction de la production.
Celle-ci peut eˆtre repre´sente´e par diffe´rents mode`les selon que les retards de livraison
sont autorise´s ou non. Cette mode´lisation pourrait alors eˆtre a` nouveau utilise´e dans
le cas initial de (21) et pourrait permettre de repre´senter des lignes de production
en flux pousse´ ou en flux tire´ pour lesquelles l’approvisionnement et une demande
constante sont impose´s en meˆme temps a` la ligne de production.
Une autre possibilite´ serait de conside´rer une autre politique de gestion des ressources
qui permettrait de conside´rer une architecture “CONWIP“ (CONstant Work In Pro-
cess) tel que cela a e´te´ de´veloppe´ par (19) avec le mode`le initial en flux tire´. Il est
aussi possible de conside´rer cette ligne de production dans le cas ou` diffe´rentes pie`ces
peuvent passer dans la ligne.
Finalement, d’autres e´volutions pourrait eˆtre envisage´es pour des syste`mes de
production qui seraient compose´s de stations d’assemblage et de de´sassemblage. Le
syste`me ne serait alors plus une ligne de production mais un ensemble de plusieurs
lignes de production qui pourraient se rejoindre ou se se´parer a` certains endroits de
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la ligne. Tant que le phe´nome`ne de blocage reste unidirectionnel dans le syste`me de
production, il semble possible d’utiliser la me´thode d’agre´gation des e´tats de fonction-
nement des machines du syste`me qui a e´te´ de´veloppe´e par (21) et permet d’optimiser
le couˆt global du syste`me conside´re´.
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Prendre le minimum non ne´gatif
Prendre la partie ne´gative ou nulle
Prendre la partie positive ou nulle
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Calculer l’espe´rance du stock
La fonction couˆt posse`de une discontinuite´ au point αi = 0 comme on l’a vu avec
les e´quations (3.41). On ne prend pas en compte ces e´quations dans le programme
mais on s’assure d’e´viter ce point en choisissant bien les parame`tres de la ligne. Par
exemple, en choisissant les parame`tres de l’optimisation (5.3), on a :




= 0, 56 (B.1)
Si on choisit un e´chantillonnage pre´cis au centie`me, on passe force´ment par cette
valeur et alors le programme d’optimisation est fausse´. Pour e´viter cette valeur on
pourra par exemple modifier tre`s faiblement un des parame`tres pour s’assurer que ce
point n’est pas atteignable par le choix de l’e´chantillonage. Par exemple :
αi = 0 ⇐⇒ bi bi+1 = dmoy
ki
r + pi + 0.001
r
= 0, 56008 (B.2)
Cette valeur ne change pas vraiment les solutions du proble`me d’optimisation et
permet en plus d’e´viter le point de discontinuite´ de la fonction.
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Calculer la taille du stock
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Annexe C
Article pour soumission a` IJPE
Title Serial Production Line Under Push Mechanism With Exponential Reliability ;
Inventory Size & Cost Optimization
Authors Thibault Gosset, E´cole Polytechnique de Montre´al & Gerad
Roland Malhame´, E´cole Polytechnique de Montre´al & Gerad
Robert Pellerin, E´cole Polytechnique de Montre´al & Cirrelt
Abstract We consider a transfer line subject to a constant rate of demand for fin-
ished parts. This constant rate of finished parts extraction can be enforced either
through a pull mechanism or a push (supply rate of raw material) mechanism. Sadr
and Malhame´ have developed a decomposition/aggregation methodology (45; 46) for
the approximate performance analysis of transfer lines with rate enforcement achieved
through a pull mechanism. The main advantage of this approximation scheme is that
causality propagates unidirectionally (upstream to downstream), thus making it possi-
ble to use dynamic programming as an optimization tool for buffer sizing under a Kan-
ban architecture. In this paper, we develop the dual of this decomposition/aggregation
methodology, one for which the constant rate of production is enforced through a push
mechanism. Causality propagates in this formulation from downstream towards up-
stream. The resulting approximate performance estimates (mean storage costs under
a service level constraint) are validated against Monte Carlo simulations, and optimal
buffering levels are calculated.




Production systems inspire many researchers to develop mathematical models that
best predict delivery of materials and that help calculate more efficient production
plans. In this area, the unreliability of work stations presents a major issue and an im-
portant work of literature has been written on best policies for piloting such systems
(36; 39; 40; 44; 47), their supply (31; 40) or their demand (42). Equations describing
inventories evolution and evaluating the relation between quality and quantity be-
come very complex for systems composed of many work stations. A globally preferred
method for approaching this issue is to consider a decomposition of these systems into
several tractable ones (34; 35; 37; 38; 45; 46). Production phenomena involved in the
system may thus be analyzed on a local scale ; inventories in the system may interfere
with machine production (blocking or starvation) when they are full and/or empty.
Such phenomena tend to propagate like a shock wave in the transfer line, both up-
stream and downstream the faulty machine and make the system difficult to analyse.
As a result, in (34; 35; 38), a system of sequentially coupled non linear equations is de-
veloped and is solved through both forward and backward iterations to determine all
machine blocking and starvation effects. Sadr and Malhame´ (45; 46) have developed
a decomposition method whose main advantage when compared to previous work in
this area, is that under a given demand enforced by a pull mechanism (KANBAN
discipline) and an assumption of a transfer line with monotone decreasing produc-
tion capacities, the calculation of starvation and blocking effects can be carried out
sequentially from upstream towards downstream, with no iterations required. Note
that the capacity related assumption produces the desirable result that the maximum
production rate of a given machine is never limited by that of the machine preceding
it in the transfer line. The main benefit of calculations flowing unidirectionally is the
ability of minimizing the cost of holding inventories in the system through a dynamic
programming scheme, thus yielding the optimal buffer sizing policy. The possibility
of a dual approach, one where calculations would propagate from downstream to
upstream has long been suspected. It is the goal of this paper to carry out such an
approach. Here, instead of a pull mechanism to enforce constancy of mean production
rate, a push mechanism at the raw material supply level plays that role. Furthermore,
the machine capacities instead of decreasing, are assumed to be monotone increasing
from upstream to downstream.
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The remainder of the paper is organized as follows. In section C.2, we derive the
probabilistic evolution of two simple single machine systems which are the push dual
of the Hu (pull) machine (41) , and an appropriately modified push dual version of
the Bielecki and Kumar (pull) machine (32), respectively. In section C.3, we present
the dynamic model of our unreliable transfer line operated in a push mode, we state
the associated parameters assumptions, and formulate two versions of an associated
optimal buffer sizing problem. In section C.4, we state the key simplifying assump-
tions of machine decoupling approximation and demand averaging principle of Sadr
and Malhame´ (45; 46). We reformulate these assumptions in our push context, and
use them to achieve a dual line decomposition approach which culminates into two
dynamic programming optimization problems corresponding to the two versions of
the buffer sizing problem of Section C.3. Section C.5 is dedicated to a simulation
based validation of the quality of our approximate decomposition, while Section C.6
presents a sample of dynamic programming based optimal buffering results. Section
C.7 concludes this paper by discussing the main limitations of our approach as well
as presenting some possible extensions.
C.2 Building Blocks : Background Material
In this section, two models that will next be used for the decomposition of the line
are developed. We consider a system composed of one machine, M , and an upstream
storage area, X, which is finite for the first model and unlimited for the second (Figure
C.1 ).
The machine spends a random amount of time in either one of two states denoted
α(t) : state 1 is when the machine is fully operational, while state 2 is the failure mode.
An exponential distribution is attributed to those random times with parameters p
for state 1 and r for state 0. Thus, the machine can be represented by a two-state
Markov chain in continuous time, {M(t), t ∈ R+}. A constant supply d is applied
to the system as an input as long as the buffer is not full and u(t) is the machine
production rate.
The machine is assumed to produce at its capacity k > d whenever operational.
Furthermore, backlogs are not allowed in this system and the machine must adjust
its production rate to d when the inventory is empty. The evolution of the inventory
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Figure C.1 Model of The Work Station With Upstream Buffer
is represented by the stochastic process in continuous time {X(t), t ∈ R+}. When the






d− u(t) if α(t) = 1 or x(t) < z
0 if α(t) = 0 and x(t) = z
(C.1)
Based on (43), it is possible to obtain as a special case the forward Kolmogorov equa-
tions associated with hybrid-state Markov process (α(t), x(t)), together with bound-






+ Qt ~f(x, t) (C.2)
rPz(t) = dfoff (z
−, t) = (k − d)fon(x = z−, t) (C.3)
pPo(t) = dfoff (0
+, t) = (k − d)fon(x = 0+, t) (C.4)
where Q is the matrix of transition rates of the two-state Markov chain, J = diag(d, d−
k), ~f(., .) = (foff (., .), fon(., .))
t and foff (x, t) and fon(x, t) are hybrid probability den-
sities of states (0, x(t)), and (1, x(t)) respectively, while fX(., .) = fon(., .)+foff (., .) is
the density functions of X(t). Po(t) and Pz(t) are probability masses at time t that the
inventory be empty or full, respectively. Those functions also verify the normalization
condition :
∀t ∈ R+ P0(t) + Pz(t) +
∫ z
0
fX(x, t)dx = 1 (C.5)
The steady state distribution is extracted from this set of equations where partial
derivatives with respect to time are set to zero in (C.2), and one solves a set of
linear differential equations in the x variable with Po and Pz constants, boundary
conditions (C.3), (C.4), and normalization condition (C.5). It leads to the following



























Different observations can be made in relation to the above equations.
(i) The equations share great similarities with those in (41). Indeed , by temporarily
associating an index s to quantities in the supply rate driven model, and d to
quantities in the demand rate driven model, the following dual relationships can
be established :
P0,s = Pz,d Pz,s = P0,d fXs(x) = fXd(z − x) (C.9)
E[Xs] + E[Xd] = z FXs(x) = 1− FXd(z − x) (C.10)
(ii) If c is the storage cost per part, the inventory holding cost of the model, Jtot,
can be obtained as follows :
Jtot = E[c.X] = c
( ∫ z
0
x fX(x) dx+ zPz
)
(C.11)
(iii) Since for any stable operation, the long term average supply must be equal
to the long term production rate of the machine denoted dav, it is possible to
write :
d× (1−Pz) = k ×
( r
r + p
−Po) + d×Po = dav (C.12)
Note that supply disruptions are allowed in this model configuration. This results
into a net supply average, dav, lower than the nominal supply rate, d, and a supply
efficiency SE less than 1. More specifically :
SE = dav/d = 1−Pz (C.13)
The choice of warehouse size z will have a direct influence on this efficiency. An infinite
storage area would allow a 100% efficiency ; however, all warehouse are finite. The
second basic building block model considers the possibility of a supplementary storage
area as an outsourced capacity whenever the need arises, i.e. when the dedicated
storage area becomes full. In effect, the level of raw materials is no longer constrained
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In this model the holding cost of raw materials is defined as proportional to the
fixed size z of the locally allocated storage space, and proportional to mean size of
raw material overflows soliciting the outsourced capacity at respective per part costs
c and c’. As a result, the total cost verifies :
Jtot = cz + c
′( ∫ ∞
z
(x− z) fX(x) dx
)
(C.16)
These two models are designed as building blocks within the decomposition method
of the production line described in the next section. Two models are considered ; one
for which supply disruptions are tolerated, and one for which they are not.
C.3 Further modeling assumptions
We consider a production line composed of m machines Mi, i = 1..m. Machine
Mi is assumed to evolve according to a two-state continuous time Markov chain
labeled αi(t). This process αi(t) has value 1 when the machine is operational and
value 0 when the machine is failed. Given that the machine is operational, its failure
rate is pi whereas when failed, the associated repair rate is ri. Storage areas, Xi, and
maximum size zi are introduced in the line and associated to each machine, Mi (Figure
C.2). These areas make it possible for machines to continue working, at least for a
while, whenever one or more neighboring machines fail, thus enhancing the overall
productivity of the line. Then, storage areas are similarly denoted Bi, standing for
”buffer”, where Xi would referably be used for denoting the instantaneous level of the
storage area. Each machine has a nominal production rate, ki, and an instantaneous
production rate, ui(t).
We consider that the finished products buffer is infinite and thus the last machine,
Mm, is never blocked. Furthermore nominal production rates are monotone increasing
102
Figure C.2 m Machines Production Line
throughout the line.
k1 ≤ k2 ≤ ... ≤ km (C.17)
Assumption (C.17) is key to building our decomposition method. Indeed, because
km ≥ km−1, starting downstream from buffer Bm, it can never become full unless
machine Mm - itself assumed never blocked - is down, in which case machine Mm−1
production is stopped. In turn, km−1 ≥ km−2 implies that buffer Bm−1 can never
become full, unless machine Mm−1 is down or effectively at zero production because
of blocking. As a consequence, from the point of view of inventory Xm, if it is away
from zero, the rate of parts extraction is entirely dictated by the state of machine Mm,
i.e. km if Mm is operational and not blocked, or zero otherwise. The same argument
can be applied to buffer Bm−1 in the sense that if it is away from zero, the rate
of parts extraction will be entirely dictated by the status of machine Mm−1, i.e. it
is km−1 if Mm−1 is operational and not blocked, or zero otherwise. This argument
can be propagated recursively proceeding from downstream towards upstream of the
transfer line, and the definition of the production rate (C.18) follows, showing the
unidirectional propagation of the phenomena (starvation and blocking) :
ui(t) =

ui−1(t) if Xi = 0
0 if Xi+1 = zi+1
ki otherwise
 if Mi(t) = 1
0 if Mi(t) = 0
(C.18)
Together with the so-called demand averaging principle, an approximation to be dis-
cussed in Section C.4, these observations will allow to conclude that under Assumption
(C.17), line performance evaluation for a given choice of buffer sizes can proceed uni-
directionally from downstream towards upstream (unlike most other decomposition
methods (34; 35; 37; 38) ). In effect, it is as though under Assumption (C.17) together
with an externally imposed line production rate, there were in effect, a unidirectional
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propagation of causality.
Recall that in this set up, the enforcement of overall line production rate is
achieved through a push mechanism at supply. This is to be contrasted with the
pull mechanism invoked instead by Malhame´ and Sadr (45; 46) for enforcing the re-
quired production rate in which case, Assumption (C.17) had instead to correspond to
monotone decreasing machine capacities, and calculations proceeded in the opposite
direction. Buffer sizes play a fundamental role in affecting blocking probabilities of
machines (and indirectly their related starvation probabilities). This in turn affects
the minimal buffering requirements to secure a given production rate through the line.
In the next section we review approximation principles first invoked in (45; 46),
which will permit the unfolding of our dual decomposition method.
C.4 The Decomposition Approach
In general, a production line does not operate as efficiently as machines in isolation.
Thus, the models described in Section C.2 cannot be directly used as building blocks
in the transfer line without somehow accounting for the loss of productivity caused
by their mutual interferences in the line. The supply input of the inventory work in
process (wip) Xi is a stochastic flow of materials, ui−1(t), and in view of Assumption
(C.17), the production of machine Mi must stop whenever the buffer immediately
downstream, Xi+1, is full. Thus, the possibility of production for machine Mi can be
represented by a binary stochastic process, {Ii+1(t), t ∈ R+}, equal to 1 whenever
Xi+1 is not full and 0 otherwise. Ii+1(t) will be called the buffer availability process.
Each machine, together with its upstream inventory is then represented by the model
in the Figure C.3, with the conventions u0(t) = d (the system input supply), and
Im+1(t) = 1 (machine Mm is never blocked). Ii+1(t) acts like a valve allowing or
disallowing the flow of material out of Mi.
Figure C.3 Model of The ith Work Station of The Line
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In the next subsections, we first revisit two approximations ; the machine decou-
pling approximation and the demand averaging principle in (45; 46). The latter is
being renamed in this context the supply averaging principle. These subsequently
allow us, under Assumption (C.17) to represent a generic machine Mi within the
transfer line by a two-state virtual isolated machine, with productivity adequately
weakened so as to account for the interference effects of surrounding buffers. The pa-
rameters of the virtual Mi machines are recursively calculated starting from machine
Mm and moving backwards upstream. Inventory steady-state distributions can then
be sequentially characterized based on the isolated machine building block models of
Section C.2. The analysis culminates in the formulation of two dynamic programs,
one for an unbounded warehouse and a supply efficiency of 1, and the other one for
a limited size warehouse.
C.4.1 Two approximations for converting the transfer line
into isolated buffer-machine pairs
The first approximation, the so-called machine decoupling approximation, stipu-
lates that the buffer availability process Ii(t) is a two state Markov process, indepen-
dent of the state αi−1(t) of the machine feeding into it.
The second approximation, the supply averaging principle capitalizes on the fact
that in the long run, if production rate d must be met by the transfer line, then every
machine in the transfer line must in the long run produces parts at that rate, because
of parts conservation in the system. However, it has been established in Section C.2
that a generic machine Mi has zero production whenever the buffer Xi+1 it feeds
into is full, i.e. whenever Ii+1(t) = 0. This means that, conditional on Ii+1(t) = 1,
the long term production rate of machine Mi, d˜i+1, which supplies the nex inventory
Xi+1(t), must be sufficiently higher than d, to make up for inability to produce when
Ii+1(t) = 0. More specifically, in the steady-state, the following equation must hold :
E[ui(t)] = d˜i+1 P (Xi+1 < zi+1) + 0P (Xi+1 = zi+1) = d (C.19)
Note that in (C.19), P(Xi+1 < zi+1) is essentially E[Ii+1(t)] and will be defined as the
availability of buffer Xi+1, and denoted bi+1 throughout the rest of the paper. Thus :
bi+1 = 1−Pzi+1 (C.20)
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Now ui(t) is a stochastic supply process which is constrained to be zero whenever
Ii+1(t) = 0, and must also satisfy constraint (C.19). The supply averaging principle is
the approximation whereby of all the stochastic supply processes consistent with the
preceding constraints, one picks the simplest, i.e. a constant of value d˜i+1 = d/bi+1.
This provides a simple model of the influence of the part of the transfer line upstream
of buffer Bi+1 on the dynamics of Xi+1. In the next subsection, we use the machine
decoupling approximation to model the effects of blocking on machine Mi, i.e. the
part of the transfer line downstream of Mi.
C.4.2 Accounting for blocking effects downstream of ma-
chine Mi
Machine Mi in the transfer line has only one situation in which it is not blocked
and is thus potentially able to produce if not starved. It corresponds to the product
state αi(t)× Ii+1(t) equal to 1, i.e. if Mi is operational and Xi+1 not full. Otherwise,
whenever either of αi(t), or Ii+1(t) is zero, i.e. for the three other states of the (αi(t)×
Ii+1(t)) process, the machine is unable to produce. Under the Machine decoupling
approximation Ii+1(t) is a two state Markov chain independent of the Markov chain
αi(t), which we shall assume to have a blocking rate denoted p
′
i+1 and an unblocking
rate denoted r′i+1. Therefore, the product process (αi(t)× Ii+1(t)) describing machine
Mi when accounting for blocking effects, is a four state Markov chain obtained as
the cartesian product of the component chains, and shown in Figure C.4, where
product states {i, j}, i = 0, 1, j = 0, 1, refer to {αi(t) = i, Ii+1(t) = j}. The ultimate
approximation of machine Mi including blocking effects consists in aggregating these
four states into a two-state Markov chain ; that is one for which the machine produces
if not starved, and one for which it cannot. Steps to achieve this aggregation are
borrowed from (45; 46), and adapted to our case as follows.
The signal Ii+1(t) spends a random exponential time in state 0. As discussed in
Section C.2 in relation to Assumption (C.17), buffer Bi+1 can become full only if
machine Mi+1 is down or blocked, while the latter itself can become blocked only if
some machine downstream of it is down. Of course, it is always possible that the root
cause of blocking be multiple failures ; the latter case is excluded from our analysis
under the assumption that it is a very low probability event. Furthermore, if the
transfer line is partially homogeneous (45), i.e. if all repair rates ri of machines are
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identical equal to r, then under the non multiple failures assumption, the rate r′i+1 at
which Ii+1(t) moves from 0 back to 1 is precisely r ; that is the rate at which machine
Mi+1 go back to 1. As to the rate p
′
i+1 at which Ii+1(t) moves from 1 to 0, it is obtained
indirectly via the calculation of the steady-state probability of buffer Bi+1 not being
blocked, i.e. using bi+1 =
r
p′i+1+r
, assuming the bi+1 calculation has been carried out
at a previous stage. This 4 state model is further aggregated into a two-state Markov
model with rates r˜i and p˜i as shown in Figure C.4. State {1, 1} is redefined as state
1, the only operational state and all other non operational states are merged into
0. Following (45), in the partially homogeneous case, r˜i is identified with r, while
p˜i is again calculated indirectly from the requirement that P(Mi(t) × Ii+1(t)) ind=
r
r+pi
× bi+1 = rr+p˜i , leading to :
p˜i =
pi + r (1− bi+1)
bi+1
(C.21)
Note that the probability of machine Mi to be operational is effectively reduced by
the factor bi+1. In addition, note that following (46), one could develop an approach for
computing the aggregated two-state representation of machine Mi including blocking
effects in the general non homogeneous transfer line case, but we refrain from doing so
here for simplicity and conciseness. Thus, the result is a virtual machine designated
M˜i which could be starved but is never blocked because any blocking effects are
already accounted for and result in a less productive machine.
With the above assumptions and approximations we can now view the transfer
line as a collection of single buffers feeding single two-state never blocked virtual
Markovian machines. Such units are precisely the building blocks analyzed in Section
C.2, and therefore steady-state expectations and probability densities of interest can
be obtained from (C.6-C.8), while thanks to assumption (C.17), the parameters of
the virtual machines are calculated sequentially from downstream towards upstream.
Details follow in the next subsection which culminates into the formulation of two
dynamic programs for buffering optimization.
C.4.3 Two dynamic programs for buffering optimization
In the context of a limited warehouse size with tolerated supply interruptions, and














Figure C.4 4 State Markov Chain Aggregation
of the mean costs of all wips Xi , i = 1..m, in the line and the objective is to minimize
the expectation of this random cost to reach optimality over all possible buffer sizes,











x fXi(x) dx+ zi Pzi
)
(C.22)
Starting from two-state furthermost downstream machine Mm (assumed never
blocked), and considering that the wip Xm is fed from a constant stream at rate d/bm
as long as it is not full, (thanks to the supply averaging principle,) it is possible to
use (C.6-C.8) to express bm in terms of zm, and to obtain the storage cost local to
Mm as a function of zm. This is the initialization of a backwards recursive calculation
whereby, given bi+1, the parameters of virtual machine M˜i (possibly starved but never
blocked) are calculated, with parameters r and p˜i (Eq. (C.21)). M˜i draws its parts
from wip Xi itself considered fed by a constant stream d/bi. Given zi, it is related to





















Based on (C.6-C.8), and using (C.23) to express zi in terms of bi and bi+1 viewed































bi+1 ; indeed, the right hand side is the minimum availability of buffer






; this is a production rate feasibility requirement, insuring in (C.23)
that for bi between 0 and 1, the expression inside the ln(.) remain positive, thus
guaranteeing that there exists a solution.
Choosing to view bi+1 as dependent on bi, and recalling that bi+1, a probability, must
lie on [0, 1], these constraints are gathered in the set Ai+1(bi) :
Ai+1(bi) =
{









In the context of a limited size warehouse and the possibility of outsourcing stor-
age, for a given availability b2 of stock X2, it is possible to optimize the size of the
limited warehouse in expression (C.16) to achieve the best sharing of local and out-
sourced costs (see Appendix), yielding the following minimum cost function :




















k1−d (condition for having z > 0).
In summary, two distinct dynamic programs can now be formulated, one for a
limited warehouse, and the other one with raw material storage outsourcing :
The above two expressions represent an approximate evaluation of the global
expectation of the costs of storage of raw materials and wip for transfer line operation.
The supply efficiency of the system can be defined as the variable b1. Note that the
value b1 depends on the propagation of blocking phenomena in the line up from the
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Buffer sizing problem with tolerated supply disruptions un-
der a constant average production rate d : Pav






















Buffer sizing problem with zero tolerance for supply dis-
ruptions under a constant average rate of production d :
Pav’










with, Ti(., .) and T
′
















never blocked machine Mm furthest downstream. Also, note a variant of problem
Pav is one where a supply efficiency, say b01, is imposed at the outset. In this case, it
becomes a constraint in dynamic program Pav.
We next validate these models against Monte Carlo simulation.
C.5 Monte Carlo Simulation
A Monte Carlo simulation is used to obtain the expected global cost of holding the
wip stocks and finished parts inventory in the line, for a given choice of buffer sizes.
The following two main steps have been followed in order to build the simulator :
1 Machines on/off random durations are first generated according to the given
failure and repair rate parameters resulting after proper ordering into a marked
point process.
2 Given the point process in 1, evolution of internal wip and inventory becomes
deterministic on the given time horizon and can be propagated by considering
production rates changes as the driving point process unfolds.
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We make sure that the results converge over more than half the time of the chosen
horizon, and the warmup portion of the simulated data is withdrawn from the results
for better precision. The resulting values of the simulation are shown in the Table C.1
with ∀i ∈ [1,m] ri = 0.9, pi = 0.1, k1 = 3, ∆k = .2, d = 1 and ci = 1. ∆k is the steady
increment from ki to ki+1, and the z
t
i vector is set to [0.8246], [1.2; 1.1], [1.33; 1.1; 1.05],
[1.39; 1.11; 0.98; 0.99] and [1.42; 1.12; 0.97; 0.90; 0.94] for the considered 1, 2, 3, 4 and 5
machines lines repectively. These values are obtained from the dynamic programming
formulation described in the next section.
Tableau C.1 Comparison of Theoretical and Simulation Results
# of machines 1 2 3 4 5
Simulated total cost 0.0699 0.2179 0.3693 0.5207 0.6690
Theoretical total cost 0.0695 0.2162 0.3607 0.5019 0.6404
Percent Relative Error -0.57% -0.78% -2.33% -3,61% -4.27%
For a single machine line, analytical equations are exact and a weak difference
shows that the system ergodic assumption is verified. Up to a 5 machines line the sim-
ulation results validate the theoretical model with a maximum difference of 5.796%.
Details on internal mean wips and buffer availability relative estimation errors for
the 5 machine line are given in Table C.2 : Inventory wip expectations display 5.7%
Tableau C.2 Results for a 5 Machine Line
Buffer # 1 2 3 4 5
E[Xi]
Simulated 0.1684 0.1608 0.1356 0.1054 0.0702
Theoretical 0.1780 0.1529 0.1307 0.1053 0.0735
Relative percent error 5.7% -4.9% -3.6% -0.09% 4.7%
bi
Simulated 0.9477 0.9281 0.9252 0.9362 0.9609
Theoretical 0.95 0.9326 0.9268 0.9332 0.9552
Relative percent error 0.23% 0.48% 0.17% -0.32% -0.59%
maximum relative errors, which are of the same order as global cost relative errors
for the five machine line are given in Table C.2. It is important to note that buffer
availability is estimated with a high degree of precision, uniformly within the line.
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These simulation results justify the application of the theoretical model for buffer
optimal sizing carried out in the next section.
C.6 Dynamic Programming Results
The minimization problems in (C.27) and (C.28) are amenable to solution via dy-
namic programming. Indeed, the total cost is additive and each component Ti(bi, bi+1)
is dependant on downstream variables bi, ..bm only. It involves what can be viewed as
a transition cost between state bi at stage i and state bi+1 at stage i+ 1. The implicit
decision variable enforcing this transition is buffer size zi. Therefore, the optimal path
can be obtained recursively, with Bellman equations as follows for i = 1..m− 1 :
(i) Instantaneous cost of wip i, Xi :
g(Xi) = ci.Xi (C.29)
(ii) Minimum expected cost of Xm given bm :
Jm(bm) = E[g(Xm, bm, bm+1 = 1)] = Tm(bm, 1) (C.30)







Ti(bi, bi+1) + Ji+1(bi+1)
)
(C.31)
The function J1(b1), which is the minimum transfer line cost as a function of
the imposed supply efficiency b1 can be defined as follows to yield a unique set of





T ′opt(1, b2) + J2(b2)
)
if b1 = 1 Pav’
minb2
(
T1(b1, b2) + J2(b2)
)
if b1 < 1 Pav
(C.32)
In the following figures results are presented from the optimisation programmation,
with ∀i ∈ [1, 20] ri = 0.9, pi = 0.1, k1 = 3, ∆k = .2, d = 1 and ci = 1.
In Figures C.5 and C.6, the supply efficiency is imposed at 0.95. The optimal
availability of storage areas follows a convex and smooth curve starting from .95 the
imposed supply efficiency up to 1 (the last machine is never blocked). For a lower
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line efficiency, the optimal curve starts lower but has the same general shape with
minimum availability somewhere towards the middle of the line. While the optimal
availability curve appears to be almost symmetric with respect to the center of the
line, this is not the case for the optimal buffer sizes curve. The largest buffer sizes are
concentrated towards the upstream part of the line where there is a strong constraint
on supply efficiency. They tend to taper down as one moves away from that point
downstream since machine capacity is increasing (Assumption (C.17)), and produc-
tion reduction by propagating blocking phenoma is less important as one goes further
in the line. At the end of the line, the few last buffers increase again. Such an increase
in buffering may be due to the fact that it permits a maximum capitalization on the
infinite buffering assumed available for final inventory storage. Thus at the cost of a
small increase in the size of buffer B20 which may not be that occupied on average,
one can afford to significantly decrease buffer sizes when moving upstream towards
the center of the line.
Figure C.5 Optimal Availability of
Buffers
Figure C.6 Optimal Buffer Sizes
In Figures C.7 to C.10, the supply efficiency is set to 1 with the possibility of
outsourcing storage of any overflow. The rate of arrival of raw materials is constant
equal to d. The cost of storage of raw material overflow for the additional storage
capacity is set at the significantly higher than local rate, of 5 in Figure C.7-C.8.
In this case, the optimal distribution of storage areas availability starts at 1, and
then appears to follow the same pattern as for the previous case with fluctuations of
supply tolerated. Indeed, because of the structure of the dynamic program, for a given
availability of supply at buffer 2, the problem of optimally sizing buffers 3, ..,m falls
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in the class of problems Pav, and thus the same type of results should be expected.
The optimal buffers have an irregular distribution. The warehouse size with fixed
running cost is empty, while buffer 2 is associated with the largest storage space. A
likely explanation of this phenomenon could be the following : the cost of having an
outsourced storage capacity is five times higher than the regular one in the line ; thus
it is cheaper to stock the maximum of materials in the line than to outsource storage.
The question remains as to why storage goes to 2 instead of 1, and the answer is
that buffer 2 is associated with a fluctuating instantaneous cost proportional to the
current size of wip in it ; this is unlike buffer 1 where the running cost is fixed and
proportional to its size z1. When the per unit outsourcing cost increases from 5 to
8 in Figure C.9-C.10, some buffering is now associated with buffer 1, while the size
of buffer 2 increases threefold. Note that for c′ = 5, the mean cost of outsourcing
storage is 1.1997, it slightly decreases to 1.1807 when c′ = 6, and increases back to
1.4022 when c′ = 8. In effect, the storage capacity of buffer 2 is increasingly utilized
at the expense of the storage outsourcing component of the cost which decreases.
Once buffer 2 is saturated, any further increase in outsourcing per unit costs will
induce a filling of buffer 1 up to a point (because of its fixed instantaneous costs
proportional to its size, which make it more expensive), past which, in the absence
of better alternatives,the outsourcing cost component starts increasing again.In the
mean time, the global cost of the line remains monotone increasing, from 3.7884 to
3.8299 up to 4.088, respectively. While the global cost evolves monotically with c′,
the outsourcing, buffer 1,and buffer 2 storage component costs ocasionnaly evolve in
a non monotonic fashion.
Figure C.7 Optimal Availability of
Buffers
Figure C.8 Optimal Buffer Sizes
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Figure C.9 Optimal Availability of
Buffers
Figure C.10 Optimal Buffer Sizes
In Figure C.11, the minimal global running storage cost of the line is plotted as a
function of the required supply efficiency, and is seen to be quasi linear with a positive
slope. Furthermore, the gap between the two values Jtot(b1 = 1) and limb1→1 Jtot(b1)
represents the cost of guaranteeing that raw materials can be delivered at a strictly
constant pace.
Figure C.11 Global Cost of The Production Line Against Supply Efficiency
The results of the optimization are of interest. They show that, using dynamic
programming, it is possible to size the buffers of the line optimally for a specific supply
efficiency, and for a given required parts production rate. In addition, the global cost
of the line can be determined as a function of the required supply efficiency, which
is of direct interest for the industrial manager. This is indeed a measure of the costs
associated with making the internal random fluctuations of the transfer line, more or
less transparent to its supplier.
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C.7 Conclusion
The decomposition approach developed by Malhame´ and Sadr (45; 46) for the
approximate performance analysis of unreliable transfer lines under Kanban policies
with machines having monotone decreasing production capacities from upstream to-
wards downstream, has been generalized to the dual case where these capacities are
monotonically increasing instead. The main advantage of this decomposition method-
ology relative to other existing methods, is the possibility of propagating calculations
unidirectionally (from downstream towards upstream in the current case). This allows
one to identify sequential decision stages and to use dynamic programming both as an
analytical as well as a numerical optimization tool for determining how lean a transfer
line should be under specific constraints : a given long term production rate, and a
fixed so-called supply efficiency measured by the probability of warehouse overflow
when raw materials are brought at a steady pace consistent with the production rate
requirement. It is observed that as the required supply efficiency increases, there is
near linear increase in the corresponding minimal long term average storage costs in
the transfer line, with an acceleration close to 100% efficiency. Thus the cost of supply
efficiency, as measured by the degree to which the instantaneous rate of supply of raw
materials can be shielded from the random fluctuations internal to the transfer line,
can be assessed. This is of significance in the analysis of cascaded supply chains.
Concerning decomposition methods in transfer lines under Kanban policies, what
one discovers is that decompositions are easiest in lines where machine production
capacities are either equal, or evolve monotonically with the machine index. Indeed, if
the capacities monotonically decrease from upstream towards downstream, the rate at
which a given buffer gets emptied becomes a strictly local property, while if the capac-
ities monotonically increase instead, it is the rate at which the buffer gets filled which
is a local property. In the first case, the buffer fill rate is a complex non local (distant
influences) stochastic process, and in the second case, the buffer emptying rate is the
non local process. In both cases, under a fixed mean production rate requirement,
an averaging principle is what allows one to circumvent the difficulty related to non
locality, and thus carry out calculations entirely locally. It will be a challenge in the
coming years to develop transfer line decompositions for lines possessing piecewise
monotonic machine capacity sections, short of full forward and backwards propagat-
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ing iterations such as in (34; 35; 37; 38). Finally, note that decomposition methods are
also possible for non local policies such as CONWIP (44), and they could be helpful
in developing a theory of production architecture in transfer lines (33).
C.8 appendix




Qt ~f(x), with solution ~f(x) = exp(xJ−1 tQ)~f(0).
J−1 tQ =
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−λx using equation (C.4)
fon(x) = fon(0) + (
p




−λx using equation (C.4)
(C.34)
Equations (C.3) and (C.4) yield fon(0) =
d
k−dfoff (0), fX(0) =
k
k−dfoff (0), Po =
d
p
foff (0), and Pz =
d
r
foff (0). Applying (C.5) to foff (0), one obtains :













⇐⇒ foff (0) = pr+p λ1−µe−λz where, µ = dk−d pr
(C.35)
which leads to equations (C.6), (C.7) and (C.8).
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Proof of equation (C.26) Definition (C.16), together with equations (C.14) (C.15),
leads to the following result.























k−d) and positive for z > z
∗.
Therefore, the optimal cost (C.26), T ′opt, is J
′
tot(z
∗) and is reached at z = z∗.
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