Abstract. Sea surface temperature, sea level, and pseudo wind stress anomaly data from late 1996 to early 1998 are assimilated into an intermediate coupled model of the Tropical Pacific. Model data consistency is examined. Impact of the assimilation on forecast is evaluated. The ocean component of the coupled model consists of a shallow water model with two baroclinic modes, an Ekman shear layer, and a mixed layer temperature equation. The atmospheric model is a statistical one (based on dominant covariance of historical surface temperature and pseudo wind stress anomaly data). The adjoint method is used to fit the coupled model to 6 months of data by optimally adjusting the initial state and model parameters. A forecast is performed using the end state of an assimilation experiment as initial conditions and using parameters estimated during the assimilation period. Thus the model state during the assimilation and that during the forecast belong to the same model trajectory in different periods. Such an initialization procedure is useful in avoiding initial shock during forecast due to inconsistency of an initial state with the coupled model physics. As a result of optimal adjustments of initial state and parameters, the model is able to reproduce observed interannual variability of sea surface temperature and sea level reasonably well. The averaged residual model data misfits over various 6 month periods are 0.5ЊC and 5 cm, respectively. The model has a limited skill in reproducing much of the off-equatorial wind anomalies. The residual model data misfit in pseudo wind stress anomaly is larger than 10 m 2 s
Introduction
Modern space-borne and in situ observing systems such as the altimeter onboard the TOPEX/Poseidon satellite and the Tropical Ocean-Global Atmosphere (TOGA)-Tropical Ocean-Atmosphere (TAO) array in the Tropical Pacific have provided an unprecedented capability to monitor El Niño-Southern Oscillation (ENSO) phenomenon, the most dominant climate variability of the ocean and atmosphere on seasonal to interannual timescales. The data stream is also playing an important role in evaluating ENSO forecast models, improving their physics and parameterizations, and providing better initialization for forecasts.
A common approach to initializing a forecast model is to assimilate data into the stand-alone ocean component and to use the estimated ocean state to initialize the coupled oceanatmosphere model. Examples include the system constructed by the National Centers for Environmental Prediction [Ji et al., 1994a [Ji et al., , 1994b Ji and Leetmaa, 1997] on the basis of a coupled general circulation model and that constructed by Kleeman et al. [1995] assimilation on initializing ENSO forecasts. However, such an approach could lead to an initial state of the coupled model in which the oceanic state is not consistent with that of the atmosphere and hence limit the predictive skill by creating an "initial shock" in the forecast. This problem can be alleviated by assimilating data in a coupled mode in which the ocean and atmosphere states are adjusted simultaneously.
Such an attempt has been made by Chen et al. [1995] using the Zebiak and Cane [1987] model based on a fairly simple assimilation scheme in which the coupled model was nudged toward wind data to obtain initial states for forecasts. Significant improvement was found in the resultant prediction of the sea surface temperature anomaly in the central eastern Pacific. This improvement was attributed to the merit of initialization in a coupled mode that minimized initial shock. However, forecasts of the 1997-1998 El Niño using the same procedure showed little skill. Chen et al. [1998] argued that the cause for the poor forecast (of the 1997-1998 El Niño) was the lack of ocean data influence. An additional effort was reported first to assimilate sea level data (from tide gauge stations in the tropical Pacific Ocean) into the ocean component of the coupled model using a reduced space Kalman filter as described by Cane et al. [1996] . The coupled model was then nudged toward the resultant ocean states as well as wind data (as given by Chen et al. [1995] ) to produce initial states for forecasts. The forecast of the sea surface temperature anomaly in the central eastern Pacific during the 1997-1998 El Niño period was improved as a result of this procedure. Apart from these two studies, applications of data assimilation in a coupled mode to initialization of ENSO prediction have not been reported. Bennett et al. [1998] employed a much more advanced method to assimilate optimally 1 year of thermocline depth, sea surface temperature, and wind data simultaneously into a modified Zebiak and Cane [1987] model. However, model-data consistency and reanalysis of the data were the objectives of that study, and no effort was made to evaluate the impact of the assimilation on forecasts.
The effort reported here is an initial attempt to assimilate several types of data simultaneously into a coupled model using an advanced assimilation scheme and to evaluate its impact on ENSO prediction. As a first step, the coupled model used here (as described later) is admittedly too simple, and the formulation of the assimilation can be further improved. The purpose of this effort is not to deliver a system for ENSO forecast. Instead, it is to explore an approach through which oceanic and atmospheric data are optimally assimilated by a coupled model, to evaluate the impact of the assimilation on forecast, and to understand how the impact was achieved. In contrast to previous studies that assimilated data into coupled models, model parameters and initial conditions are adjusted as part of the assimilation procedure.
Note that parameter estimation has been applied to simpler ocean (only) models but not to coupled atmosphere-ocean models. For instance, Smestad and O'Brien [1991] estimated the phase speeds of equatorial waves in a reduced gravity model; Yu and O'Brien [1991] estimated the wind stress drag coefficient and eddy viscosity profile using an Ekman layer model. Our results highlight the importance of parameter estimation in a coupled mode to improving model fits to data as well as to improving prediction. Moreover, they serve to evaluate the impact of such data assimilation on ENSO forecast and to isolate factors that limit the skills of the model because of the lack of data influence from those due to incomplete model physics.
The paper is organized as follows. Various components of the coupled model, the data to be assimilated, and the assimilation method are described in sections 2, 3, and 4, respectively. Results of the assimilation experiments are discussed in section 5. Hindcasts/forecasts initialized from the assimilation products are presented in section 6. The role of parameter estimation in fitting model to data, in forecasting, and in modifying the coupling regimes is further addressed in section 7. The findings are summarized in section 8.
Model
Our coupled model is an "anomaly" type: it is meant to describe the evolution of interannual anomaly relative to a prescribed "background" seasonal cycle. Examples of an anomaly model include those used by Zebiak and Cane [1987] , Battisti [1988] , and Kleeman et al. [1995] . This subsection describes the components of our (anomaly) coupled model and the determination of the climatological seasonal cycle.
The ocean basin covers the tropical Pacific, extending from 128Њ to 278ЊE in longitude and from 28.75ЊS to 28.75ЊN in latitude. The resolution is 2Њ in longitude and 0.5Њ in latitude. The model has a rectangular basin and therefore does not include any coastline. The ocean model has three components: (1) a linearized shallow water equation on an equatorial beta plane solved in terms of two baroclinic modes to reflect the low-frequency motions associated with wind-forced Kelvin and Rossby waves, (2) an Ekman shear layer to include the surface enhancement of frictional current by direct wind forcing, and (3) a simplified mixed layer thermodynamic equation that uses the sum of the baroclinic and Ekman currents in the mixed layer to simulate the evolution of the mixed layer temperature, taken as sea surface temperature (SST). All components use a leapfrog time-stepping scheme with a 5 day time step, in contrast to the Zebiak and Cane [1987] model, which uses a forward scheme and a 10 day time step. The atmospheric component is a statistical model. Such a coupled model is simpler than the usual "intermediate" type [e.g., Zebiak and Cane, 1987; Kleeman, 1993] in the atmospheric component, simpler than the "hybrid" type [Neelin, 1990; Barnett et al., 1993] in the oceanic component, and much simpler than coupled general circulation models [Ji et al., 1994b; Kirtman et al., 1997] . The reasons for choosing such a coupled model for the initial effort are (1) it serves as a baseline to evaluate the performance of more complete models, (2) it allows an investigation of the limits of simple physics in accounting for various observations and in delivering prediction when prior observational data have been assimilated, and (3) its relatively clear coding structure facilitates the construction of an advanced assimilation scheme.
In the coupled model the variables computed by all components are interannual anomalies. The seasonal climatology of a variable, where needed, is prescribed. However, the baroclinic and shear layer components can be run off-line and forced by a prescribed total wind product to generate total current. This is, in fact, how we obtained the climatological seasonal current, which is then prescribed to the coupled (anomaly) model (as discussed in section 2.5).
denote the zonal and meridional surface wind stress, the baroclinic model equations can be written as
where H eq , c, and r b are the equivalent depth, wave speed, and Rayleigh friction constant, respectively, of a baroclinic mode. H eq and c are related by c 2 ϭ gH eq (where g is the gravitational acceleration). The equations are the same for both modes except for differences in c (and thus H eq ) and r b : c being 2.8 and 1.3 m s Ϫ1 and r b being the reciprocal of 12 and 6 months for modes 1 and 2, respectively. The phase speed for the first mode is very close to that used in the Zebiak and Cane [1987] model. The frictional timescales are chosen following Picaut et al. [1993] . Note that these timescales are much shorter than that used in the Zebiak and Cane [1987] model (30 months). Perigaud and Dewitte [1996] also reported that for the Zebiak and Cane [1987] model in a forced mode, a 9 month frictional timescale results in better comparison of sea level anomaly with observations than the original 30 month one does. The sum of the solutions for the two modes gives rise to the total baroclinic horizontal velocity and sea surface height anomalies (SSHA). The baroclinic equations are solved in a way similar to that described by Cane and Patton [1984] . The solution is split into a Kelvin part and a non-Kelvin part (long Rossby waves and anti-Kelvin waves propagating along the southern and northern boundaries of the ocean model). The Kelvin part is integrated from the western boundary to the eastern boundary; the non-Kelvin part integrated from the eastern boundary to the western boundary. Such a scheme allows the use of a large time step (presently 5 days).
Shear Layer Module
Following Blumenthal and Cane [1989] , a shear layer model is used to compute the wind-forced surface current contribution not estimated by the baroclinic model. Introducing (u s , v s ) as the shear currents, the shear layer model equations are
where H ML is the mixed layer depth (50 m), H is (H 1 Ϫ1 ϩ H 2 Ϫ1 ) Ϫ1 (H 1 and H 2 are both 200 m), and r s is a Rayleigh friction taken to be the reciprocal of 2 days (same as that used in the Zebiak and Cane [1987] model). The shear layer solution is computed on the same grid as the baroclinic model. The shear current and baroclinic current sum up to the total horizontal surface current in the mixed layer, u ϩ v. Vertical velocity w at the base of the mixed layer is diagnosed from u and v using the continuity equation. These horizontal and vertical velocities will be used in the computation of SST evolution to be described next.
Mixed Layer SST Component
The surface temperature anomaly in the mixed layer is computed on a C grid, with a spatial resolution identical to the baroclinic component previously described, over the domain of 129Њ-277ЊE and 28.5ЊS to 28.5ЊN. The equation is similar to that of the Zebiak and Cane [1987] ocean model but has different subsurface temperature parameterization:
Quantities with and without the overbar correspond to the seasonal climatology and interannual anomalies, respectively. The first four terms in (6) are mathematically equivalent to (u ϩ u) ѨT/Ѩ x ϩ u ѨT/Ѩ x (advection of temperature anomaly by total zonal current plus advection of climatological temperature by anomalous zonal current). However, this form is numerically not as accurate as the four-term form in (6).
Rayleigh friction taken to be the reciprocal of 125 days (same as that used in the Zebiak and Cane [1987] model). T sub is the subsurface temperature at the base of the mixed layer being advected into the mixed layer. The subsurface temperatures T sub and T sub are parameterized as follows. First, the actual mixed layer depth H ML obs , defined as the depth at which the subsurface temperature is 0.5ЊC less than the surface temperature [cf. Levitus, 1982] , is first determined at every grid point and every month from expandable bathythermograph (XBT) data for the period of 1980 -1994 [Smith, 1995] . A subsurface temperature is then derived by requiring the vertical temperature gradient across the 50 m model mixed layer depth to be equal to that across the actual mixed layer: SST Ϫ 0.5 H ML /H ML obs . Such a subsurface temperature field is then separated into the seasonal climatology T sub obs and the interannual anomaly T sub obs . The former is prescribed as T sub in (6). The latter is used to compute the interannual anomaly of dynamic height h obs . The model's subsurface temperature anomaly T sub is parameterized in terms of the model's height anomaly h through the following analytical relation
where the four coefficients a ϩ , a Ϫ , b ϩ , and b Ϫ are estimated at each grid point by optimizing the fit of T sub obs to h obs . A more complete description of the subsurface temperature parameterization is given by Boulanger [2000] .
Atmospheric Component and Coupling
The statistical atmosphere model is similar to the one described by Syu et al. [1995] . The spatial covariance between observed sea surface temperature anomaly (SSTA) compiled by the National Oceanic and Atmospheric Administration (NOAA) Climate Analysis Center and the pseudo wind stress anomaly (PWSA) data compiled by the Florida State University (FSU) are calculated for the region within Ϯ15Њ of the equator over the period 1980 -1995. Singular value decomposition (SVD) is applied to computing the dominant modes of the covariability. Syu et al. [1995] found that the first seven modes account for 80 -90% of the total interannual variance, with the variance of the first mode 4 times larger than that of the second mode. Their choice to use the first seven modes is somewhat arbitrary. In our study, only the first four modes are used as we found little difference in the overall behaviors of 1 year forecasts using the first four and the first seven modes. Let T n ( x, y) and n ( x, y) denote the spatial singular vectors for SSTA and PWSA (both for the zonal and meridional components) for the nth mode, respectively, and let a T (t) and a (t) denote the (best fitted) amplitude time series of the corresponding mode. The observed SSTA and PWSA can be approximated by
Let n and T n represent the rms amplitude of n ( x, y) and T n ( x, y), respectively; ␣ n ϭ n / T n , the model's wind stress anomaly, is generated as follows. First, the model SSTA, T m ( x, y, t) , is projected onto the SSTA singular vectors by
The model's PWSA is then determined through
Note that model PWSA is generated only for the region within Ϯ15Њ of the equator because the SVDs are only computed for this area. The wind outside Ϯ15Њ is determined by tapering off the values at Ϯ15Њ (at each longitude) away from the equator with a Gaussian function. Therefore the region outside Ϯ15Њ of the equator is more of a buffer zone. The PWSA is converted to the wind stress anomaly that drives the ocean model through the bulk formula a c d m , where a is air density (1.2 Kg m Ϫ3 ) and c d is the drag coefficient. The value of c d is chosen to be 1.2 ϫ 10 Ϫ3 , the same as that used by Syu et al. [1995] . To facilitate subsequent discussion about the role of the various SVD modes, the spatial SVDs of the four modes are shown in Plate 1. Mode 1 (Plates 1a (left) and 1a (right)) describes the covariability between zonal wind stress variability in the central Pacific and that of SST in the central-eastern Pacific. Mode 2 (Plates 1b (left) and 1b (right)) reflects the covariability between zonal wind stress in the central-eastern Pacific and that of SST near the eastern boundary (off South America). These two modes highlights the "central-eastern" and "eastern" warming, respectively, which are known to differ in magnitude and timing among different El Niño events. The patterns of modes 3 and 4 are more difficult to interpret (although mode 3 appears to be somewhat similar to mode 2).
Note that an SVD mode alone, especially toward higher mode, does not necessarily represent any physics because they are simply statistical basis functions that are orthogonal to one another.
Seasonal Climatology
There are five seasonal climatologies needed (all of them used in (6)) in order to run the coupled model: T , T sub , u , v , and w . T is determined from monthly SST data from 1980 to 1996 compiled by the NOAA Climate Analysis Center. The determination of T sub was discussed in section 2.3. The specification of u , v , and w , ideally, should also be based on observations. Unfortunately, there is no observation of the vertical velocity. In the present study the climatological current is obtained from an extended run of the baroclinic and the shear layer model forced by the seasonal climatology of the full wind stress compiled by FSU. In Figure 1 , the model's climatological surface current in April and October are compared with Reverdin et al.'s [1994] analysis of climatological seasonal current at 15 m depth based on drifting buoy and current meter data (available through the International Research Institute (IRI)/Lamont-Doherty Earth Observatory (LDEO) Climate Data Library site http://ingrid.ldeo.columbia.edu). Note that the data have a much coarser resolution than the model. The model's South Equatorial Current (SEC), North Equatorial Countercurrent (NECC), and the North Equatorial Current (NEC) in both seasons bear much resemblance to the observed climatology. For example, both the model and data show a "split" of the westward SEC into a northern and a southern branch by an equatorial eastward flow east of 200ЊE in April but not in October. The model's currents are generally weaker than the observational counterparts, probably because of the lack of nonlinearity or frictional timescales being too short in the ocean model.
Initialization
The initial state of the coupled model consists of initial SSTA, components of SSHA, and anomalous current associated with the Rossby and Kelvin solutions for different modes. The atmospheric state (wind stress) is not part of the initial state. Conventionally, an initial state is obtained by forcing the ocean model with observed wind. A somewhat different strategy is used here. The ocean model is forced by a "statistical" wind anomaly generated from the projection of observed SSTA onto the SVDs. This is different from a coupled run because PWSA is generated by observed (as opposed to model) SSTA through the SVDs. Comparing to forcing the ocean model by observed wind stress anomaly, this initialization approach is more consistent with the coupled model and is less likely to produce initial shock in a forecast. The resultant ocean states are used as prior initial conditions for the assimilation experiments to be described in section 4. Throughout the text, the units of SSHA, SSTA, and PWSA are all centimeter, degree, and m 2 s
Ϫ2
, respectively.
Data
Three types of data are assimilated into the coupled model: SSH, SST, and wind stress. All data used are monthly averages and are mapped to the model grid described in section 2. The SSH data used are from the TOPEX/Poseidon altimeter [Fu et al., 1994] . SST data, obtained from a Columbia University Web site http://ingrid.ldgo.columbia.edu/SOURCES, were com-Plate 1. The four modes of SVD for (left) zonal pseudo wind stress and (right) SST. Modes 1 and 2 reflect warming in the central-eastern and eastern Pacific, respectively. Plate 2. Rms differences between simulation and data for (a) surface temperature, (b) sea level, (c) zonal, and (d) meridional pseudo wind stress anomalies. piled by the NOAA Climate Analysis Center. The wind data are zonal and meridional pseudo wind stress compiled by the FSU, also available through the above Web site. Only interannual anomalies of these three types of data are assimilated as our coupled model is an (interannual) anomaly model as described in section 2. The interannual anomalies for SST and pseudo wind stress data are obtained by removing the climatological seasonal cycle averaged between 1980 and 1996 from the full data. Those of SSH are derived by removing the seasonal cycle averaged between October 1992 to October 1996.
Assimilation Method
To define the fit of the coupled model to the data, a cost function is formulated to penalize model data misfit in SSHA, SSTA, and wind anomalies during the assimilation period:
where h, T, and represent vectors of SSHA, SSTA, and PWSA. Different elements in a vector correspond to different grid points and different months. Subscripts m and d denote model and data. The Ws are weight matrices and ideally should be inversely proportional to the covariance of the measurement error and the representation error (see Lorenc [1986] for the latter). Because of the lack of knowledge about temporal and spatial correlations of the errors, the off-diagonal elements are set to zero, i.e., assuming the errors are independent in space and time. The diagonal elements are set to the inverse square of a priori standard errors, being 5 cm for the SSHA, 0.5ЊC for the SSTA, and 10 m 2 s Ϫ2 for the PWSA. We seek a solution of the coupled model, which minimizes J by adjusting the control variables. The control variables include the initial conditions and the model parameters.
The initial conditions are initial values of SSTA and components of SSHA and zonal current anomalies within Ϯ15Њ of the equator. Their a priori errors are very difficult to determine (as Bennett et al. [1998] reported for the modified Zebiak and Cane [1987] model). In our initial attempt, there is no explicit penalty for the deviation of initial conditions from the first guess. However, the penalty of model-data misfit imposed in the first time step of each assimilation experiment provides a stringent constraint to the adjustment of the initial conditions.
Model parameters adjusted are the drag coefficient, frictional timescales for the two baroclinic modes and for the shear layer component, and the relaxation timescale in the SSTA equation. An inequality constraint is implemented to prevent the estimated value to become negative. This is achieved by estimating the squared root of a coefficient. The square of the estimate is then positive. In addition to these coefficients, the rms amplitude ( n and T n ) of various eigenmodes are also treated as control variables. Adjusting n and T n serves the following main purpose: the original weights for different SVD modes, ␣ n ϭ n / T n , describe the contribution of different modes averaged over the time period of the historical data. Adjusting n and T n (and thus ␣ n ), according to the data during the assimilation period, can account for the variation of the relative dominance of different modes (e.g., modes 1 and 2, which reflect the eastern-central and eastern warming, respectively). The adjustments of n and T n and that of the drag coefficient are not redundant to each other. For a fixed time level the former serves to reduce the model-data misfit in PWSA, whereas the latter acts to produce more realistic SSHA and SSTA. The adjustment of a parameter is intended to compensate for model error associated with the value of the parameter. The form of parameterization may present another type of model error (e.g., drag coefficient that is independent of wind speed and linear form of frictions). Parameter estimation can also be used to understand this type of model error.
In principle, the deviation of an estimated parameter from its first guess should be penalized in the cost function to increase the probability of obtaining a unique estimate. Nevertheless, a strong penalty would result in biased estimates if the weights are incorrectly prescribed, whereas a weak penalty has little effect on the estimation. For this initial effort the ranges of model parameters are not explicitly penalized in the cost function, implying that little is known about the errors of the parameters. They are, however, implicitly constrained by the model-data misfits of SSTA, SSHA, and PWSA. The variation of parameter values estimated from data in different periods provides a basis to assess the errors of these parameters, which can be further implemented in the cost function to refine the estimates. The same applies to the evaluation of a priori errors for initial conditions. The adjoint method is used to compute the gradient of J with respect to the control variables. The principle of this method is well documented [e.g., Thacker and Long, 1988 ] and so will not be repeated here. The majority of the adjoint code is machine-generated using a software called the Tangent Linear and Adjoint Model Compiler developed by R. Giering [Giering and Kaminski, 1998 ]. The adjoint gradients are used in a preconditioned conjugate gradient algorithm to adjust the control variables iteratively so as to minimize J.
Only data between 15ЊS and 15ЊN are assimilated because this is the region of active dynamics, thermodynamics, and coupling in the model, as discussed in section 2. The temporal integration period for each minimization is 6 months. The data constraint is effective only at the middle of each month. The total number of data is roughly twice the total number of control variables for such an integration period. When a 6 month assimilation experiment is completed, a forecast is performed using the end state of the assimilation as initial conditions and using the estimated parameters obtained from the assimilation. In a subsequent experiment the time window is shifted forward by 1 month. The assimilation and forecast procedure are then repeated.
Results of the Assimilation Experiment
After 100 -200 iterations of the minimization procedure the model-data misfit for SSTA and SSHA are reduced to levels that are close to their a priori errors. However, the estimated zonal PWSA is generally weaker than the observed values. The rms model-data misfits averaged over various 6 month minimization experiments are reduced from the prior values of 8.4 to 4.7 cm for SSHA, 0.93Њ to 0.46ЊC for SSTA, 16.8 to 15 m 2 s
Ϫ2
for zonal PWSA, and 11.2 to 10 m 2 s Ϫ2 for meridional PWSA. Except for zonal PWSA all other quantities agree with the data to within the a priori errors of 5 cm, 0.5ЊC, and 10 m 2 s Ϫ2 . To show where these reductions of model-data misfits come from geographically, the spatial distributions of the misfits before and after the data assimilation are shown in Plates 2 and 3. Note that both the simulated and assimilated solutions were obtained in a coupled context. One can think of them as corresponding to the first and last iterations of the optimization, respectively. Therefore they should not be confused with the rms maps between forecasts and observations to be presented in section 6. Before the assimilation, large model-data misfits are seen for (1) SSTA in the eastern equatorial Pacific and off the coast of South America (Plate 2a), and (2) SSHA in the central to eastern equatorial Pacific and the western Pacific between 5Њ and 10ЊN (Plate 2b), an area of significant Rossby wave-like activity. These differences are much reduced after the assimilation (Plates 3a and 3b ). This demonstrates a reasonable skill of the model in reproducing much of the observed variability in SSTA and SSHA during the 1997-1998 El Niño. The impact of the assimilation is not limited to the equatorial "Kelvin wave" band, but occurs for the off-equatorial "Rossby wave" band in the western Pacific as well. For PWS anomalies, large rms differences from the data exist for both assimilation and simulation. However, the assimilation is closer to data in the equatorial band than the simulation is. For instance, the residual of zonal PWS anomaly between 180Њ and 220ЊE near the equator is much smaller for assimilation than for simulation (Plates 2c and 3c). This is important because the zonal wind variability in this area (Plate 1a) is associated with the warming in the central-eastern Pacific. For the meridional PWS the most significant improvement due to the assimilation is the reduction of rms difference in 200Њ-210ЊE, 7Њ-15ЊN.
To illustrate the temporal evolution of the estimated fields, the longitude-time structure of the estimated equatorial zonal PWSA, SSTA, and SSHA for two consecutive experiments (January to July 1997 and July 1997 to January 1998) presented in Figures 2a-2c in comparison with the data shown in Figures  2d-2f . The dominant temporal variations in the estimated fields resemble the observations reasonably well.
The estimated zonal PWSA is smoother and overall weaker than the observed values. The westerly wind bursts in the western Pacific were not recovered because the SVDs, a lowpassed filter in nature, cannot reproduce these transient features. The gradual buildup of westerly wind anomaly in the western and central Pacific in early 1997 was captured but with a weaker intensity than the data. Consequently, the estimated anomalous warming in the western to central Pacific is weaker than the observation. The anomalous warming in the eastern Pacific (near the model's eastern boundary) is also weaker than the observed strength. Selected estimated fields from the two aforementioned assimilation experiments, corresponding to July 15, 1997, and December 15, 1997, are shown in Plates 4 and 5 in comparison with the corresponding data. The dominant spatial patterns of the estimated fields are very similar to the data. The differences mostly appear in the strength and to some degree in the spatial extent of the patterns. The most notable difference is in the PWSA.
The improvements in the assimilation products are due to (1) the correction of initial condition, which results in better agreement with data, and (2) the adjustment of model parameters, which regulates the balance between forcing and damping in the ocean component and thus the strength of the coupling. The following discussion elucidates point 2, which is not as intuitive as point 1. Table 1 shows the estimates of the model parameters for various 6 month assimilations. The estimated drag coefficient is generally larger, corresponding to an enhanced coupling strength and larger forcing for the ocean component. The estimated baroclinic frictional timescales and relaxation timescale for SSTA are generally longer than their corresponding prior values, resulting in weaker damping. These adjustments reflect the data constraint that requires the model to reproduce the rapid development of the large-amplitude warming event. In the coupled model the drag coefficient and the damping coefficients affect the strength of forcing and damping of an oceanic anomaly. This, in turn, affects the coupled evolution of the anomaly. Therefore the estimated coefficients contribute significantly to the improved development of the warming event in the assimilation product.
The difference in the values of parameters for various experiments is relatively large. One possible cause is estimation error due to the mutual compensation between the forcing and damping constants. For example, the three experiments covering the periods of February to August 1997, March to September 1997, and April to October 1997 have relatively small drag coefficients (weaker forcing) and relatively long baroclinic and SSTA damping timescales (weaker damping). The opposite tendency is found for the first three experiments (large drag coefficients and and short damping timescales). To reduce these compensations, one needs to determine the error of each parameter accurately and use it to impose an explicit penalty for the parameter in the cost function. The variation of parameters found in this initial attempt is helpful in choosing suitable errors for a refined estimation.
Variation in the estimated parameters may also reflect the limitation in the form of the parameterization. In principle, the drag coefficient should vary in space and time depending on wind speed and air-sea temperature difference [Trenberth et al., 1989] . A constant drag coefficient would absorb this dependence by changing the constant itself. The same is true for the damping coefficients. Dissipation in the real ocean depends on the flow field in a far more complicated way than through a linear form with a constant coefficient. The unresolved physics that the parameterization intends to parameterize could vary in space and time and is thus not accounted for by a constant coefficient.
The difference between the prior and the averaged estimate for the drag coefficient, 1.20 ϫ 10 Ϫ3 versus 1.55 ϫ 10
Ϫ3
, is smaller than the scatter among various observations discussed by Large and Pond [1981] . It is also within the range of analysis errors considered by Trenberth et al. [1989] if space-time variations are taken into account. The difference between the prior and the averaged estimates for the baroclinic damping timescales is fairly large (12 and 6 months versus 60 and 30 months for the two vertical modes, respectively). The value of 12 months was chosen primarily on the basis of previous experience for forced ocean models with only one vertical mode to reproduce the overall sea level variability over periods where ENSO events are not as strong. The values estimated here are based on a coupled model with two vertical mode fitted to three types of data over a short period where the magnitude of the anomalous state is unprecedented. In addition to the differences between forced and coupled models, a two-mode ocean model does not necessarily share the same damping coefficient as that with only one mode for the following reasons. The frictional constant is meant to "parameterize" the contributions from some unresolved physics. These contributions are model-dependent (apart from being space-and timedependent). A model with more complete physics needs less contribution from the unresolved physics (i.e., a reduction in the value of the "damping" constant). The second vertical mode includes some physics not represented by the one-mode model. Therefore the reduction of damping constant (less contribution from unresolved physics) is not unreasonable. The above rationale is somewhat analogous to ocean general circulation model (OGCM) mixing coefficients, which should decrease if the physics that explicitly describe the mixing processes is included or as the resolution increases.
It is also important to emphasize that we are not suggesting that the values of the parameters estimated from the data during the warming phase of the 1997-1998 event be used as climatological values to simulate the overall variability in previous data. None of the previous events match the unprecedented magnitude of the current one. In fact, our on-going work on fitting the model to observations in the early 1990s generally results in damping timescales that are shorter than the present estimates (somewhat similar to the first two experiments as listed in Table 1) . Those results will be reported in a separate paper along with an application of the assimilation procedure to the data in the 1980s. A relatively long damping timescale of 30 months was used in the Zebiak and Cane [1987] model for all conditions. Because of possible model dependence, we cannot comment on whether this timescale would produce a more realistic state during 1997 than a shorter timescale would for that model.
Apart from the forcing and damping coefficients, the (rms) amplitude of various eigenmodes for SSTA and PWSA is also adjusted during the assimilation (see section 4). Thus the weights for different SVD modes, ␣ n ϭ n / T n , are modified to allow a better fit of the model state to the data. The adjustment of ␣ n is much smaller than the adjustments of the drag and damping coefficients. On average, ␣ n increases by 1, 4, 14, and Ϫ21% for modes 1-4, respectively (negative means decrease). The variation of the changes among various experiments is relatively large (50 -100%) because of estimation errors associated with mutual compensation (similar to that for the drag and damping coefficients). This variation precludes the possibility of examining the relative role of different modes among different experiments. However, the signs of the mean values are consistent with the improved model fit to the data as described below. As discussed in section 2, modes 1 and 2 (Plate 1) describe the eastern-central and eastern warming patterns, respectively; mode 3 also appears to contribute to warming near the eastern boundary. The 1997-1998 El Niño resembles a classical one (e.g., the 1982 El Niño) in many aspects but with more intense warming in the eastern-central and eastern equatorial Pacific. Therefore the consistent in-Plate 6. Rms misfits between forecasts with a 3 month lead time and the data: forecasts (a)-(c) without and (d)-(f) with data assimilation before the prediction for surface temperature, sea level, and zonal pseudo wind stress anomalies.
creased weights for modes 1-3 reflect the need to enhance the contributions from these modes to account for the unprecedented magnitude of this El Niño. In particular, the enhanced mode 3 seems to help produce a significant warming near the eastern boundary from 0Њ to 10ЊS (e.g., Figure 2b ), which significantly reduced the model-data misfit in that region (Plates 2a and 3a). The reduction of the weight for mode 4 is somewhat obscured because of the lack of evidence to tie this mode directly to a physical feature. One may argue that this mode does not represent the dominant signal of a classical El Niño and is thus down-weighted. These sensible adjustments underline the potential usefulness of adjusting the weights of different modes computed from historical data using several types of current data.
Forecast Experiment Based on Assimilation Products
The assimilation products presented in section 5 are used to initialize forecasts. The ocean state at the end of a 6 month assimilation serves as the initial state. Parameters estimated during the assimilation period are used for the forecast. Thus the model states during the assimilation and the forecast periods belong to the same coupled model trajectory. This eliminates the initial shock of a forecast caused by the inconsistency of the initial state with coupled model physics.
In order to evaluate the quality of the forecasts, several regions are selected in which a spatially averaged variable, or index, is examined. These regions include Niño3 (centraleastern equatorial Pacific 210Њ-270ЊE and 5ЊS-5ЊN, area of large SSTA and SSHA), Niño4 (western-central equatorial Pacific 160Њ-210ЊE and 5ЊS-5ЊN, an area of large zonal PWS variability), Niño6 (northwestern tropical Pacific 140Њ-180ЊE and 2Њ-10ЊN, an area of large SSHA associated with Rossby wave-like variability), and Niño7 (north-central tropical Pacific 200Њ-240ЊE and 2Њ-10ЊN, an area of large meridional PWS variability).
The predicted Niño3 index for SSTA, Niño3 and Niño6 indices for SSHA, Niño4 index for zonal PWS, and Niño7 index for meridional PWS resulting from forecasts initialized from the assimilation products are shown in Figures 3a-3e . The counterparts derived from forecasts simply initialized from the ocean states forced by "statistical wind" (see section 2) with default parameters are shown in Figures 3f-3j . With data assimilation in the initialization phase (optimal initialization), improvement is seen in the following aspects: (1) the magnitude of the anomalies are larger and closer to the observed ones, (2) the time of the peak warming is close to December 1997 as observed (forecasts without optimal initialization always peak slightly after the initialization), and (3) the evolution of the anomalous state from the warming to the initial decay phase is more consistent with the data. Judging from Niño3 SSTA, a commonly presented index from various ENSO forecast models, the present system can predict a larger amplitude of SSTA for this warming event than most statistical based hindcasts/forecasts and is close to many forecasts based on much more complicated models, some also with data assimilation in the initialization phase.
Even with optimal initialization, the forecast significantly underestimated the magnitude of the warming if starting before, say, May 1997. This seems to be caused by the underestimate of the strength of the westerly wind stress anomaly, which emerged in late 1996 and evolved through the spring of 1997 (the statistical atmosphere cannot represent these features). However, from late spring and early summer of 1997 the model (with optimal initialization) reasonably reproduced the rapid development of the observed warming, its amplitude and phase, and its initial decay.
To examine the temporal evolution along the equator, variables predicted by forecasts initialized in March 1997, with and without data assimilation prior to the forecast (optimal initialization), are presented in Figure 4 together with the corresponding observations. Note that the contour intervals for the forecasts are half of those for the observations. The forecast without optimal initialization failed to show any significant warming. That with optimal initialization predicted a warming over 2ЊC in the central-eastern Pacific with a peak time that agrees with the data (December 1997). The pool of maximum warming is too narrow and somewhat too westward compared a Baroclinic frictional timescales are rounded to the nearest integer month, and surface temperature anomaly damping timescales are rounded to the nearest day. The averaged values over various experiments and the prior values are also listed.
Plate 7.
Rms misfits between forecasts with a 9 month lead time and the data: forecasts (a)-(c) without and (d)-(f) with data assimilation before the prediction for surface temperature, sea level, and zonal pseudo wind stress anomalies.
to the data. This is related to the narrow longitudinal extent of the predicted maximum PWSA. Figure 5 shows another case where the forecasts are initialized in July 1997. By this time the forecast with optimal initialization is able to predict an anomalous warming that is close to the observed magnitude. An unsatisfactory aspect in the forecast after the peak warming is the delayed transition from warm to normal condition in the Niño3 area during the late spring of 1998 (Figures 3a and  3f) . The observed abrupt switch from warm to cold condition east of the dateline (Figure 5h) was not captured by the model regardless of the initialization method. The observed easterly wind burst in May 1998 in the western Pacific (Figure 5g ) may have contributed to this sudden transition. The inability to predict these easterly wind burst in almost all forecast models might be a major cause for the failure to predict the abrupt transition.
Unlike in the Niño3 region, the transition from warm to cold condition in the central equatorial Pacific (Niño4 region) is premature for the forecasts: it occurred in early 1998 rather than in May-June 1998 as observed (Figures 5b and 5h) . Associated with this premature cooling is an easterly wind anomaly near the dateline (Figures 5a and 5d) , which is not supported by observation (Figure 5g ). Again, optimal initialization did not cause the premature cooling and related easterly because these features appear in forecasts with and without optimal initialization. However, the magnitude of the cooling is enhanced by the optimal initialization. This is a result of the relatively symmetric nature of the statistical atmosphere with respect to positive and negative anomalies: if the model is fitted to a large-amplitude warming event (during the assimilation period), it would evolve into a large-amplitude cooling event (during the forecast). Reproducing the asymmetry of El Niño and La Niña events remains to be a challenge to this class of models.
The overall impact of optimal initialization on forecasts are further illustrated by the rms deviations of predicted variables from the corresponding observations in Plates 6 (3 month lead time) and 7 (9 month lead time). Plates 6a-6c and 7a-7c are for forecasts without optimal initialization, and Figures 6d-6f and 7d-7f are for forecasts with optimal initialization. The differences in rms deviations from the data with and without optimal initialization are shown in Plate 8 (negative values indicate improvement). The observed rms variations are shown in Plate 9 for reference. Consistent improvement (reduction in rms deviation from the data) is found for SSTA and SSHA in the central-eastern Pacific Niño3 area and zonal PWSA in the central Pacific. Averaged over lead times of 1-12 months (not shown), the reduction in rms deviation is 0.5-1ЊC for SSTA and 4 -7 cm for SSHA in the central-eastern equatorial Pacific and 5-10 m 2 s Ϫ1 for zonal PWSA in the central Pacific. The improvement is larger than the prior errors for SSTA and SSHA used during the assimilation.
In the western-tropical Pacific between 2Њ and 10ЊN (the "Rossby wave band"), improvement is clearly seen for SSHA for shorter lead times (Plates 6b, 6e, and 8b). For longer lead times, however, the rms deviation of SSHA is actually larger for forecasts with optimal initialization (Plate 7b, 7e, and 8e). Figures 3c and 3h (the averaged SSHA in the Niño6 area) illustrate the cause for this increase in rms deviation. The predicted magnitude of the negative SSHA is larger and more realistic than that without optimal initialization. Nevertheless, the predicted transition from negative anomaly to normal condition is delayed compared to the data. The larger amplitude of SSHA resulting from optimal initialization, when offset in time from the data, results in relatively large rms deviation from the data. Actually, the predicted SSHA without optimal initialization returns to the normal state even later (November 1998; see Figure 3h ). The reason for the smaller rms deviation without optimal forecast is because the predicted SSHA is very small throughout. Similar to the delayed cooling in the Niño3 area and premature cooling in the Niño4 area, the delayed transition of negative SSHA to normal condition in this band is not caused by optimal initialization because it exists in the forecast without optimal initialization as well.
For longer lead times, SSTA near 180Њ-210ЊE and zonal PWSA near 180ЊE have larger rms deviations for forecasts with optimal initialization. This is a result of the premature cooling and easterly discussed earlier (referenced to Figure 5 ), which exists in forecasts with and without optimal initialization but is enhanced in magnitude by the optimal initialization. Another means of illustrating the impact of data assimilation on forecasts is through spatial maps of temporal correlation of predicted variables with the corresponding observations (Figure 6 ) and the differences in correlations with and without optimal initialization (Figure 7 ). Optimal initialization results in improved correlations by ϳ0.2 in most parts of the equatorial region for SSTA and SSHA and in the central equatorial Pacific for zonal PWSA. The improvement of 0.2 is close to the 95% significant level of the correlation values and is thus marginally significant. It is worth noting that optimal initialization improves the correlation in the central equatorial Pacific, although the rms deviation from data is larger (Plate 8d). Therefore, despite the large and premature cooling in the central equatorial Pacific at longer lead times the overall tendency of the predicted SSTA in that region is not degraded by optimal initialization.
Like the assimilation, these improvements are due to the combined effect of (1) the dynamically consistent initial state that is close to observations and (2) parameters that are determined from several types of observations preceeding the forecasts. The improved initial state has a larger impact on prediction in short lead time (the first few months). The estimated parameters properly set the relative strength of forcing and damping. This allows the anomalous model state to evolve, in longer lead time, into a large warming event that has a more realistic peak timing and amplitude in contrast to the prior parameters with which the anomalous model state is damped out quickly. 
Discussion: Parameter Estimation
In sections 5 and 6 we mentioned the role of parameter estimation during the assimilation and its impact on forecast. In summary, the assimilations generally result in larger drag coefficients and smaller damping coefficients (baroclinic friction and SSTA relaxation constant) than their corresponding prior values. The combination of these adjustments enhances the strength of wind forcing and reduces the damping in the ocean component and thus allows the coupled model to fit the data better during the assimilation and to develop a largeamplitude warming anomaly during the forecast. In this section, the role of parameter estimation is further evaluated.
As an example to illustrate the individual role of various parameters and their combined effect, Plate 10a shows the estimated Niño3 SSTA resulting from the experiment during December 1996 to June 1997 and those obtained by turning off the adjustment of various parameters one by one as well as simultaneously, keeping the estimated initial state unchanged. Turning off the adjustment of any of these parameters is seen to decrease the model's skill in reproducing the rapid development of SSTA. When the solutions are integrated forward into the forecast period (Plate 10b), the impact of resetting the estimated parameters to prior values is even more significant. Therefore the optimal adjustment of the drag coefficient, baroclinic frictions, and SSTA relaxation constant all contribute positively toward the model's improved ability to evolve into a large-amplitude warming event. Yet the combined effect of various parameter adjustments has the largest impact.
In a recent study, Bennett et al. [1998] fitted 1 year's worth (April 1994 to March 1995) of monthly mean anomaly of Reynolds' SST, Z20 (depth of the 20ЊC isotherm, the approximate thermocline depth) and surface wind velocities from the TAO measurements to a modified Zebiak and Cane [1987] model using both a weak and a strong constraint formulation. In the weak constraint case, deviation from model dynamics is allowed subject to a dynamical misfit penalty in the cost function in addition to model-data misfit. In the former formulation the fit to the data is largely within assumed standard errors of data (0.3ЊC, 3 m, and 0.5 m s Ϫ1 for anomaly SST, Z20, and surface wind velocity, respectively), but the dynamical misfit is larger than the estimated standard errors of dynamics. In the latter formulation, where model dynamics were assumed "perfect" (equivalent to the adjoint formulation with all the model errors attributed to initial state only), the estimated spatial structure of SSTA bears little resemblance to that in the data; the estimated Z20 and wind velocity are even more "unrecognizable."
Our findings do not contradict those of Bennett et al. [1998] for several reasons: (1) We not only adjust initial conditions but model parameters as well. The latter partially compensates for some model errors. We have performed experiments by adjusting initial conditions only. Understandably, the resultant fits deviate from the data more than the case where parameters are adjusted. An example is shown in Plate 11 in which the estimated SSHA in July 1997 with only initial state adjusted compares poorer to the data than that with both initial state and parameters adjusted. (2) Coupled models are often sensitive to small changes in parameters and numerics, let alone difference in physics. Our coupled model is sufficiently different from the modified Zebiak and Cane [1987] model that the skill of fitting the data could be different. (3) The data errors used by Bennett et al. [1998] are smaller than those adopted here: for example, 0.3ЊC versus 0.5ЊC for SSTA and 0.5 m s Ϫ1 versus about 3.33 m s Ϫ1 (squared root of 10 m 2 s Ϫ1 ) for wind speed. The values used by Bennett et al. [1987] were considered to be measurement errors only, whereas the ones we used were meant to include some model errors.
Concluding Remarks
Sea level, surface temperature, and pseudo wind stress anomaly data during the 1997-1998 El Niño are assimilated into an intermediate coupled model of the tropical Pacific over various 6 month periods. Model-data misfits are minimized by optimally adjusting initial state and model parameters using the adjoint method. With these adjustments the coupled model is found to have a reasonable skill in reproducing observed interannual variability of SST and sea level. The overall residual model-data misfits are close to the a priori errors (0.5ЊC and 5 cm, respectively). The ability to reproduce observed variability of pseudo wind stress anomalies is improved in the equatorial band as a result of the assimilation. However, the skill off the equator is rather limited. The residual model-data misfit in pseudo wind stress anomalies is larger than the a priori error of 10 m 2 s Ϫ2 . The forecasts of the 1997-1998 El Niño initialized from the assimilation product are more realistic than those without data assimilation. Consistent improvement due to the optimal initialization is found at least in the central-eastern equatorial Pacific for SST and sea level anomalies and in the central equatorial Pacific for zonal pseudo wind stress anomaly. Averaged over lead times of 1-12 months, the reduction of rms deviation from the data is 0.5Њ-1ЊC, 4 -7 cm, and 5-10 m 2 s
Ϫ1
for the three variables in the areas mentioned above. In terms of correlation with the data the level of improvement is 0.2 over most parts of the equatorial Pacific for SST and sea level anomalies and in the central equatorial Pacific for zonal pseudo wind stress. The estimation of parameters plays a significant role in improving the model fit to the data both during the assimilation and the forecast. This is because the estimated drag coefficient and damping constants, determined inversely from data during the assimilation period, properly regulate the relative strength of forcing and damping of the anomalous ocean state. This enables the rapid development of a large amplitude warming event during the forecasts. Parameters values reported in the present study are estimated from a short period of data with an unprecedented magnitude of the anomalous state. Therefore they should not be considered as climatological values for the prediction of overall variability in previous data.
This initial attempt demonstrates the utility of several types of oceanic and atmospheric data for estimating the initial state and model parameters simultaneously in a coupled model context. The methodology is potentially useful to the initialization of ENSO forecast models as it minimizes initial shocks. It also highlights some limitations of such a simple coupled model in accounting for the observations and in delivering ENSO prediction even when several types of data are used in the initialization phase. There are several aspects that the optimal initialization did not (and will not) improve. These include the failure to predict the warming event before the westerly wind burst in March 1997 and the abrupt return to normal condition shortly after the easterly wind burst in May 1998, both of which present a grand challenge to the current ENSO forecast models. Improvement of the forward model is an indispensable step to bring about significant progress. For example, a better atmospheric component to reduce the large residual of modeldata misfit in wind and to properly handle the asymmetry between warm and cold events.
Refinements of the assimilation scheme would also improve the estimates of model state and parameters and thus the forecasts. These include (1) a better prescription of the weighting for the model-data misfits to reflect model representation error and (2) explicit constraints of initial conditions and model parameters using appropriate weightings that accurately describe the uncertainties associated with the initial state and parameters. Figure 7 . Differences of correlations with and without data assimilation before the prediction for surface temperature, sea level, and zonal pseudo wind stress anomalies. Plate 11. Estimated sea level anomalies in December 1997 derived from assimilation experiment from July 1997 to January 1998: (a) with only initial state adjusted, (b) with both initial state and parameters adjusted, and (c) the corresponding data.
