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1. Introduction   
Production agriculture is known to depend heavily on exogenous environmental conditions, 
including weather. As such, agriculture is acutely vulnerable to the deleterious long-run effects 
of climate change. Indeed, mounting evidence suggests large negative impacts (Mendelsohn, 
Nordhaus, and Shaw 1994; Fisher et al. 2012). Specifically, the yields of major staple crops will 
likely be adversely affected (Schlenker and Roberts 2009; Lobell, Schlenker, and Costa-Roberts 
2011; Tack, Barkley, and Nalley 2015; Chen, Chen, and Xu 2016; Gammans, Merel, and Ortiz-
Bobea 2017). The long-run health of the food supply may thus need deliberate measures to deal 
with global warming. Such actions are typically classified as pursuing “mitigation” and/or 
“adaptation” (IPCC 2004)—mitigation is mostly about containing climate change, chiefly by 
reducing greenhouse gas (GHG) emissions, whereas adaptation is meant to blunt and 
counteract the damaging consequences of climate change. The global and dynamic nature of the 
externalities involved with climate change, and the thorny issues of inter-generational and 
inter-country coordination, presents severe obstacles to first-best mitigation measures 
(Carattini, Levin, and Tavoni 2019). Adaptation, by contrast, is less vulnerable to the strategic 
problems that hinder mitigation efforts—whereas GHG emission reduction is a global public 
good, investments in adaptation often have local payoffs and substantial private good aspects 
(Tol 2005; Hasson, Löfgren, and Visser 2010).  
Whereas strategic incentive considerations suggest much hope must rest on adaptation, 
agriculture’s ability to adapt to climate change includes unresolved questions. Successful efforts 
to cope with a hostile environment are a major component of the history of agriculture 
(Olmstead and Rhode 2011). Yet, some have suggested limited adaptation potential (Burke and 
Emerik 2016), although teasing out adaptability from observed yield responses to weather 
fluctuations involves subtle econometric considerations (Carter et al. 2018). In any event, 
adaptation depends largely on purposeful and targeted investments.1 In particular, innovation 
                                                          
1 Perhaps with some risk of oversimplification, Tol (2018) puts it thus: “Adaptation to weather 
shocks is therefore limited to immediate responses: put up an umbrella when it rains, close the 
flood doors when it pours. In contrast, adaptation to climate change extends to changes in the 
capital stock: buy an umbrella, invest in flood doors.” 
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has been recognized as a major element of adaptation to climate change (Stern 2007), which 
highlights the critical role of research and development (R&D) investments (Lobell et al. 2008; 
Lybbert and Sumner 2012). 
Technologies to foster agriculture’s adaptation may include, inter alia, new crop varieties with 
traits enhancing their broad resistance to pest, disease, and environmental stress, particularly 
heat tolerance and resistance to drought and salinity (Lybbert and Sumner 2012). Varieties with 
shorter growing cycles and earlier maturation, precision agriculture technologies, and more 
efficient water management and expanded irrigation are also expected to be critical. 
Technological innovations beyond the farm level are also envisioned (Zilberman et al. 2018), 
including institutional innovation with a focus on adoption incentives and an appreciation for 
the role of learning, networks, and social capital (Zilberman, Zhao, and Heiman 2012). 
Ultimately, all this requires major R&D investments, from both the public and private sectors, to 
support enhanced innovation efforts in adaptation-enabling new technologies.  
What is the scope of such an R&D challenge? Harnessing the potential of modern 
biotechnology, beyond traditional breeding, is obviously critical in this setting. Thus, in this 
paper, we follow Ortiz-Bobea and Tack (2018) and focus on the role of genetically engineered 
(GE) varieties in US maize production. Specifically, by leveraging a novel, disaggregated 
dataset of GE maize adoption by trait, we estimate the contribution of GE traits separate from 
the long-run productivity improvements that have characterized maize yields with the 
diffusion of hybrid varieties. The estimated model, along with weather projections from 
mainstream climate change models, permit us to forecast expected yields at mid-century and 
end-of-century, and thus characterize the ceteris paribus “yield gaps” due to anticipated climate 
change. Comparison of such yield gaps with the one-time yield gains due to first-generation GE 
traits in maize provides a useful metric for the innovation challenge posed by climate change.  
During the last two decades, one of the most salient innovations in US maize production is the 
diffusion of GE varieties. First commercialized in 1996, GE seeds rapidly replaced conventional 
maize varieties, and have exceeded 90% of plantings since 2011. Farmers’ keen interest in GE 
adoption attests to their perceived profitability, despite higher seed prices. Whether and how 
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GE traits affected yields is a somewhat distinct question. The National Academy of Sciences, 
Engineering, and Medicine opined that “the nation-wide data on maize, cotton, or soybean in 
the United States do not show a significant signature of genetic-engineering technology on the 
rate of yield increase” (NASEM 2016). But in fact, at least for maize, experimental evidence 
points to a significantly positive impact of GE on yields (Nolan and Santos 2012; Chavas, Shi, 
and Lauer 2014), and observational data on realized yields also shows a clear positive impact 
(Xu et al. 2013; Huffman, Jin, and Xu 2018; Lusk, Tack, and Hendricks 2019).  
The technology of GE crop varieties was developed in the 1980s from the application of 
recombinant DNA techniques discovered in the 1970s (Moschini 2008; Bennet et al. 2013). The 
commercialization, and eventual widespread adoption of GE varieties in maize, soybeans, and 
cotton, was made possible by massive R&D investments, mostly by the private sector. In the 
process, the company leading this development, Monsanto, radically transformed itself from a 
chemical concern to the largest seed company in the world (Clancy and Moschini 2017). In 
maize, commercially successful (so-called first-generation) GE varieties have embedded 
agronomic traits—herbicide tolerance (HT), chiefly tolerance to glyphosate (aka Roundup), and 
insect resistance (IR), specifically resistance to the European corn borer and corn rootworms.  
To characterize the impact of GE maize varieties on yield, as in related studies, we use a panel 
of county-level yield data. One innovation, relative to extant work, is that we use data on maize 
GE adoption rates at a more granular level of observation than that used in previous studies. 
Existing studies have been constrained by US Department of Agriculture (USDA) data on GE 
adoption rates, available at the state level only, despite the fact that yields are observed at the 
county level (Xu et al. 2013; Lusk, Tack, and Hendricks 2018).2 By contrast, we use GE adoption 
rates at the crop reporting district (CRD) level,3 computed from a large set of observed farm-
level seed choices by US farmers assembled by Kynetec USA, Inc. These data are available from 
                                                          
2 Another limitation of USDA adoption data is that they are available only starting in 2000, and 
thus do not cover the first four critical years of GE trait diffusion. 
 
3 CRDs are multi-county, sub-state regions identified by the USDA National Agricultural 
Statistics Service (NASS).  
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1996 to 2016, thereby encompassing the entire period from the introduction of GE traits to their 
virtually complete adoption. Furthermore, unlike previous studies, we are able to separately 
consider the role of HT and IR traits. These novel adoption rates are combined with county-
level data used by previous studies, including USDA county-level yield (production per acre) 
data, and historical weather data (daily temperature and precipitation) from the Parameter-
elevation Regressions on Independent Slopes Model (PRISM). Our analysis covers 1,580 
counties in 33 states over the 1981 to 2016 period, for a total of 52,894 panel observations.  
Our main findings are as follows. First, using novel data on GE adoption rates at the CRD level, 
we confirm the finding of some existing studies (Xu et al. 2013; Lusk, Tack, and Hendricks 2018; 
Ortiz-Bobea and Tack 2018) that GE varieties have led to significant productivity gains in maize 
production. Specifically, we find that full adoption of GE traits is associated with yield gains 
ranging from 14 to 19 bushels per acre. Second, we characterize the heterogeneous impact of 
different GE traits by considering three groups of traits—HT, IR, and stacked trait. We find that 
the functionality of GE traits matters; specifically, it is the IR traits that are responsible for 
observed maize yield gains, while there appears to be no evidence of yield benefit from the 
adoption of HT traits. Third, the residual yield gains from the underlying technical progress, 
separate from the adoption of GE traits, is estimated at about one bushel per acre per year 
(average across all US counties). Fourth, similar to other studies, we find that accounting for 
weather conditions is essential in order to identify the role of technology in maize production—
yields are significantly positively impacted by growing degree days, are negatively impacted by 
excess heat, and are sensitive to precipitation and water stress. 
The estimated model is used for counterfactual simulations to determine the expected yield 
impacts of anticipated climate change. First, we use two mainstream global climate models 
(GCMs), specifically HadGEM2-ES365 and NorESM1-M, to obtain future weather information 
from the Multivariate Adaptive Constructed Analogs (MACA) dataset (Abatzoglou and Brown 
2012). Mid-century (2040–2059) and end-of-century (2080–2099) weather predictions and future 
climate conditions are used to compare scenarios under two GHG concentration pathways. We 
find sizeable yield shortfalls due to the changing weather predicted by these GCMs. Comparing 
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such “yield gaps” with the model-estimate yield gains due to GE varieties provide a useful 
characterization of the innovation-adaptation challenge posed by climate change. Yield gaps 
due to climate change at mid-century range from 2.2 times to 4 times the entire yield gains 
made possible by the adoption of GE varieties. By the end of the century, the estimated yield 
gaps range from 2.9 times to 8 times the GE yield gain. In addition, we decompose the sources 
of estimated yield gaps into heat stress and water stress factors. We find that, by the end of the 
century, heat stress will account for 56%–64% of the yield gaps, with water stress accounting for 
the rest. The results provide clues as to the direction of required adaptation efforts.  
Next, the analysis of estimated yield gaps is extended to utilize the weather projections from all 
20 climate models in the MACA data. Following Burke et al. (2015), we separate model 
uncertainty and climate uncertainty, and find that climate uncertainty accounts for virtually all 
of the variance of estimated yield gaps. We also find that the projections based on the two 
selected reference climate change models (HadGEM2-ES and NorESM1-M) turn out to be quite 
pessimistic relative to other GCMs. For example, the ensemble means from the 20 models show 
the end-of-century yield gaps range from 2.2 to 5.1 times the yield gain from GE traits 
(depending on the warming scenario), as compared to a range of 2.9 to 8 times the GE gains 
based on the two reference climate change models. Nevertheless, it is apparent that if future 
maize yield gains are to remain on the trajectory expected under historical climate conditions, 
considerable R&D investments into the development of suitable adapting technology are 
needed, possibly several times larger than what was collectively invested in the development 
and diffusion of first-generation maize GE varieties.  
2. Data 
The main variable to be explained is the US maize yield at the county level. Similar to other 
studies in this area, the focus is on rainfed agriculture. Furthermore, given the role played in 
our analysis by the rate of GE adoption, we want enough variability at the county level to 
identify the response to the GE treatment effect. Hence, similar to Xu et al. (2013), counties 
included in our sample satisfy three conditions: (a) the fraction of harvested cropland that is 
irrigated is less than 10% (based on the USDA census of 2002); (b) yield data is available for at 
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least one-third of the years in the pre-GE period as well as the post-GE period; and, (c) daily 
precipitation and temperature data are available. The last constraint, in particular, means that 
the analysis is limited to data since 1981, as in Ortiz-Bobea and Tack (2018). Figure 1 shows the 
geographic area explored in our analysis, which includes 1,580 counites across 33 states.  
2.1 Yields 
The agricultural productivity metric of interest is the maize yield (bushel/acre). We draw on 
county-level maize yield data from the USDA-NASS for the period from 1981 to 2016. Figure 2 
illustrates the observed yield pattern with spatial and temporal variations. Note that NASS does 
not provide maize production and yield data for all counties over the entire period of interest—
some marginal counties may not appear in some years. On average, 1,479 counties are observed 
per year, which is about 93.6% of the total number of counties we considered. Hence, the final 
data we end up using in estimation has the nature of an unbalanced panel. 
2.2 GE adoption 
In this paper we exploit a more refined measure of GE adoption rates than used by previous 
studies. Whereas existing analyses have relied on state-level GE adoption data provided by the 
USDA, we rely on CRD-level GE adoption data. Specifically, we compute CRD-level adoption 
rates from a large set of farm-level observations of seed choices by US maize farmers assembled 
by Kynetec USA, Inc., a market research organization that collects agriculture-related survey 
data. These proprietary data are based on annual surveys of random, large samples of US 
farmers (approximately 4,700 maize farmers every year). In particular, samples are structured to 
be representative at the CRD level. The data include the quantity and attributes (including 
embedded GE traits) of farmers’ seed purchases, along with the projected acres planted to each 
seed variety.4 These data are available to us from 1996 to 2016, thereby encompassing the entire 
period from the introduction of GE traits to their virtually complete adoption.  
                                                          
4 These seed data have been used by other recent studies, including Shi, Chavas and Stiegert 




To illustrate, farm-level plantings of maize GE varieties are categorized into three mutually 
exclusive groups—those including only HT traits, those including only IR traits, and those with 
“stacked” traits (i.e., embedding both HT and IR traits). By construction, the sum of the three 
adoption rates gives the aggregate GE adoption rate. Figure 3 presents the adoption trend of the 
three GE groups. It is clear that stacked-trait varieties show a rapid increase after 2000 and 
currently dominate maize plantings. Teasing out the separate contribution of different traits is a 
question of some interest, which is also addressed with the model we develop. Based on these 
farm-level data, we calculate trait-specific adoption rates, as well as aggregate GE adoption 
rates. In so doing, for some marginal CRDs we do not have enough data to compute adoption 
rates from Kynetec data. To overcome what is essentially a sampling issue, for such marginal 
CRDs we rely on state-level adoption rates computed from Kynetec data. 5  The pattern of spatial 
and temporal variation of the CRD-level aggregate GE adoption rates are illustrated in Figure 4. 
We can see that adoption rates are spatially heterogeneous across CRDs, especially in the first 
half of the adoption period, but this variability is reduced with adoption rates converging to 
more than 90% in the last few years. 
2.3 Weather data 
Daily temperature and precipitation are procured from the 4km by 4km grid cell PRISM 
dataset, and are used to calculate the model’s weather variables.6 The county-level temperature 
and precipitation variables are obtained via an area-weighted scheme (Sacks et al. 2010). 
Specifically, we first intercept county polygon shape file with the PRISM grid cells in ArcGIS to 
get the overlapping areas, then we construct county-level weather variables by averaging these 
variables at the grid cells that are overlapped with a county. For example, if there are 1, ,i I= …  
                                                          
5 About 85% of the CRD-level adoption rates we computed are from the primary CRD-level 
Kynetec data, whereas 14.3% rely on state-level adoption data. For a small number of 
observation points, the data is insufficient to construct state-level adoption rates, and in such 
cases we use national-level adoption rates (this procedure only affects 220 observations, 0.42% 
of the total). More details are reported in the supplementary appendix.  
 
6 PRISM Climate Group, historical daily data. Available online at http://prism.oregonstate.edu/. 
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PRISM cells overlapped with county 𝑐𝑐, with overlapped area of 𝐴𝐴𝑖𝑖𝑖𝑖, then the weather variable of 












where 𝑊𝑊𝑖𝑖 is the value of the weather variable for grid cell 𝑖𝑖. As explained in detail in what 
follows, the weather variables of interest are temperature and precipitation.  
2.3.1 Heat: Growing degree days and excess heat degree days 
Two standard metrics of weather heat used in modeling crop yields are growing degree days 
(GDD) and excess heat degree days (HDD) (Roberts, Schlenker and Eyer 2013). We adopt the 
specification of Xu et al. (2013), who construct GDDs and HDDs as follows.7 Given a county i  
and day d  in year t , then 
(1)  
max min
, , , ,
, ,
min[max[ ,10],30] min[max[ ,10],30]
10
2








, , , ,
, ,
max[ ,32.22] max[ ,32.22]
32.22
2





≡ −  
where max, ,i t dT  and min, ,i t dT  are, respectively, the maximum and minimum daily temperature of the 
observation unit (degree Celsius). These daily GDDs and HDDs are aggregated over the 
growing season—defined as the months March to August, as in Schlenker and Roberts (2009) 
and Lusk, Tack, and Hendricks (2018)—to produce the annual measures of beneficial 
temperature and heat stress for the county in question ( itGDD  and itHDD ). 
2.3.2 Water stress: Precipitation and vapor pressure deficit 
Schlenker and Roberts (2009) merely add total volume of precipitation and its quadratic in the 
growing season, March through August. However, Roberts, Schlenker, and Eyer (2013) find that 
the correlation between precipitation and yield is weak, and suggest that insufficient moisture 
                                                          
7 There are two widely accepted versions of GDD; however, this one is more commonly used for 
corn (McMaster and Wilhelm 1997). 
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can be better captured by additionally considering vapor pressure deficit (VPD). Hence, we use 
VPD along with cumulative precipitation to represent water stress. VPD relates to the difference 
between how much moisture the air can hold when saturated and the actual air moisture. It is 
related to relative humidity, but it additionally accounts for the effects of temperature on the 
water holding capacity of the air (Sinclair 2010). When the actual air moisture is not observed, it 
can be approximated by using the day minimum temperature in lieu of the dew point. 
Specifically, the VPD formula suggested by Roberts, Schlenker, and Eyer (2013) is used, where 
for county i  and day d  in year t we put:  
(3)  
max min
, , , ,
, , max min




i t d i t d
i t d




     × ×
≡ × −       + +      
. 
Similar to GDD and HDD, daily VPDs are aggregated over the growing season to form annual 
county-level measures itVPD . As in Roberts, Schlenker, and Eyer (2013), we utilize two VPD 
metrics, the VPD for the March–August growing season, and the VPD for the July–August 
months only. Cumulative precipitation with its quadratic are also included in the model.8  
Figure 5 displays spatial and temporal variation of each weather variable. Table 1 reports 
summary statistics for the main weather variables used in the analysis over the study period 
(1981–2016).  
2.4 Future weather projections 
Because GCMs produce weather projections at coarse spatial cells, Auffhammer et al. (2013) 
highlighted the need for downscaling and bias correction. In this paper, we relied on a set of 20 
downscaled and bias-corrected GCM projections available in the MACA dataset. For 
concreteness, our baseline analysis focuses on two popular global climate change models, 
                                                          
8 An alternative approach to accounting for water stress, used by Xu et al. (2013), is to rely on 
the so-called Palmer Z index, a measure of dryness relative to local climatic norms. The 
advantage of instead using precipitations and VPD, as in this study, is that these variables can 
be easily obtained from future forecasts of climate change models, a crucial requirement for the 
counterfactual simulations of this paper. Hendricks (2018) develops his own metrics of water 
deficit and water surplus for use in his Ricardian rent functions.  
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HadGEM2-ES365 and NorESM1-M, that have been used to contrast the impact of future climate 
predictions on agricultural productivity (e.g., Warszawski et al. 2014; Chen and Chen 2018; 
Malikov, Miao, and Zhang 2020; Ortiz-Bobea 2020). For a more complete picture, however, we 
also report results that utilize weather projections from all 20 models with data available in 
MACA. For each climate model (or set of models), future weather data are obtained under two 
warming scenarios defined by the GHG representative concentration pathways (RCP), 
specifically RCP4.5 and RCP8.5. Forecasted temperature and precipitation for years 2040 to 2059 
are used to generate weather variables at mid-century climatic conditions, and, 
correspondingly, forecasts for the years 2080 to 2099 are used to generate end-of-century 
weather data.  
We also note that, as discussed in Burke at el. (2015), comparing future weather projected by 
climate models with historically observed weather can lead to bias in the estimates of weather 
change. Thus, when calculating the difference in weather variables between the historical 
period and future periods, we use model-implied temperature and precipitation for all periods. 
Specifically, the weather variables for the stationary climate scenarios are assumed to be the 
model-implied estimates over the period 1981–2005 (climate models provide current modeled 
temperature and precipitation only through 2005). Table 2 presents the summary statistics of 
the predicted weather variables for the reference historical period and the two future periods 
(mid- and end-century), obtained from the two reference climate change models under the two 
warming scenarios considered.9 
3. Yield Response   
The model to be estimated postulates that observed (realized, end-of-season) county maize 
yields (production per acre) are determined, inter alia, by the technology of production and 
realized climatic conditions (weather). We are particularly interested in separating the one-time 
impact of GE trait adoption from the underlying continuous technical progress due to all other 
improvement/breeding activities. The models we estimate can be written as:  
                                                          
9 Summary statistics for the other 18 GCMs are provided in the supplementary appendix. 
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(4)  α τ ε= + + + +it i it rt s t ity TX β G γ  
where i  is county index; t  indicates year; 𝑟𝑟 indicates the CRD to which county i  belongs; 𝑠𝑠 
indicates the state of county i ;  the conditioning vector itX  includes all the weather variables of 
interest, as discussed earlier; rtG  is the vector of GE adoption rates (measured, as noted, at the 
CRD level); and, 1,2,...,36tT =  is the linear trend variable. Note that the trend coefficient sτ , 
meant to capture the underlying technical change beyond that embedded in GE traits, is 
allowed to vary at the state level. Finally, the intercept iα  is county-specific, and captures 
heterogeneous factors impacting yield (e.g., soil quality) that are unobserved but largely time-
invariant. 
The parameterization of GE trait effect in (4) may deserve some additional discussion. Here we 
are maintaining what Xu et al. (2013) call the “adoption shift” model—full adoption of GE traits 
leads to a one-time shift in the yield trajectory.10 Alternatively, one could postulate that GE trait 
adoption changes the trend slope, which is presumed to reflect the overall impact of technical 
change. Xu et al. (2013) note that such an “adoption slope” model is virtually indistinguishable, 
in sample, from the shift model. But clearly, out-of-sample forecasts are bound to differ 
considerably—the adoption slope parameterization would produce much larger effects the 
further away in the future. We believe that, in the context of our analysis, the adoption shift 
model is both more conservative and more appropriate. In particular, this parameterization is 
consistent with our use of yield gain due to GE traits as a yardstick to assess future yield gaps 
under climate change scenarios. This yardstick is not mean to capture all past and future 
productive impact of GE technologies, but rather the realized yield effects of hitherto-adopted 
first-generation GE varieties embedding agronomic traits.  
Two issues need to be addressed to make the model in equation (4) operational. One concerns 
the representation of GE adoption rates. As discussed earlier, and illustrated in Figure 3, both 
HT and IR traits have been introduced into maize varieties, alone or in combination, and at 
different times. To capture their possible heterogeneous impacts on yield, our most general 
                                                          
10  Insofar as adoption is gradual, however, such shift is also gradual over time. 
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specification represents the vector rtG  in terms of three variables—
HT
rtG , the fraction of acres 
planted with varieties that include the HT trait (alone or in combination with IR trait/s); IRrtG , the 
fraction of acres planted with varieties that include one or more IR traits (possibly in 
combination with the HT trait); and, stackedrtG , the fraction of acres planted with stacked-trait GE 
varieties (i.e., including both HT and IR traits). Alternatively, a more restrictive formulation (as 
adopted by Xu et al. 2013, and Lusk, Tack, and Hendricks 2019) represents rtG  in terms of just 
one variable— totrtG , the fraction of acres planted with varieties that include any of the possible 
GE traits. Note that, by construction, = + −tot IR HT stackedrt rt rt rtG G G G . 
The second issue to be resolved concerns the representation of the left-hand-side of equation (4). 
Many studies in this area have adopted a log transformation of yields, resulting in a “semi-log” 
functional form. That is, if itY  denotes the actual yield (bushels per acre), then lnit ity Y≡  (e.g., 
Schlenker and Roberts 2009; Roberts, Schlenker, and Eyer 2013; Burke and Emerick 2016; Ortiz-
Bobea and Tack 2018; Malikov, Miao, and Zhang 2020). Alternatively, others (e.g., Nolan and 
Santos 2012; Xu et al. 2013; Lusk, Tack, and Hendricks 2019) have assumed a fully “linear” 
functional form; that is, it ity Y≡ . In what follows, we present empirical evidence on the choice 
between the linear and semi-log models based on a general transformation of the LHS of 
equation (4).  
Estimation of the models represented by equation (4) relies on two sources of variations to 
identify the GE effect, as in Lusk, Tack, and Hendricks (2019). The first one is the variation of 
yield responding to the fluctuation of trait-specific GE adoption, given that the state-specific 
yield trend and weather factors are controlled for. Because the timing of commercialization of 
specific GE varieties is largely exogenous, as discussed by Ciliberto, Moschini, and Perry (2019), 
the dynamic introduction and replacement of GE traits lend support to this identification 
strategy. The second source of variation comes from using the county-specific fixed effect. With 
all other main determinants controlled for (e.g., weather and state-specific trends), the county-
specific fixed effects capture the impact of omitted factors that are systematically different 
across space but do not vary over time.  
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We note again, at this juncture, that the objective of this paper is close in spirit to Ortiz-Bobea 
and Tack (2018). They, however, do not use information on the (gradual) adoption of GE 
varieties, and instead rely on the timing of GE crop introduction, identifying the GE effect on 
yield by the difference between the slopes from piecewise linear trend segments, before and 
after the initial commercialization of the GE technology. By contrast, we explicitly introduce the 
adoption rates in the model and represent this effect as an additive factor, again under the 
presumption that the gains from the full adoption of these first-generation agronomic traits is a 
one-time occurrence (notwithstanding the fact that genetic engineering, going forward, may be 
essential to sustain the trajectory of productivity gains captured by the underlying linear trend). 
3.1. Linear or semi-log functional form 
The choice of whether the linear or the semi-log model is more appropriate for our purposes 
can be cast in the context of transformation analyzed in the seminal paper by Box and Cox 







where θ  is an unrestricted parameter. This transformation is appropriate for applications when 
the dependent variable is positive, which is the case for yields. It is apparent that this 
transformation nests both functional forms of interest to us: when θ = 1  one obtains the linear 
model, whereas 0θ →   yields the semi-log model.  
Table 3 reports the results of the estimated Box-Cox transformation.11 We report the results for 
three models—model 0 refers to the baseline formulation that does not include any GE variable, 
model 1 is the version where the effects of GE adoption are captured by one variable, totG , and 
model 2 corresponds to the case when the effects of GE adoption are characterized in terms of 
three variables ( IRG , HTG , and stackedG ). It is apparent that the estimated θ̂  parameter is quite 
close to θ = 1 in all cases. For all three models, the hypothesis θ =0 : 0H , corresponding to the 
                                                          
11 Estimation uses the command “boxcox” in Stata SE/16.0. 
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semi-log functional form, is decisively rejected by the likelihood ratio (LR) statistics. The 
hypothesis θ =0 : 1H , corresponding to the linear functional form, is not rejected at any 
conventional significance level for the models that include GE adoption variables (model 1 and 
model 2). Beyond these statistical tests, we note that the objective in this setting is mainly to 
settle on one of these two popular functional form representations of the yield function. It is 
clear from Table 3 that the LR statistics overwhelmingly favor the linear model relative to the 
semi-log model. Based on these results, we focus on the linear formulation for the remainder of 
the paper. Corresponding results that use the semi-log model, however, are fully reported in the 
supplementary appendix.  
3.2. Results 
Results for the GE effect on maize yield from the historical data from 1981 to 2016 are reported 
in Table 4.12 As noted in the foregoing, in this table model 0, model 1, and model 2 are defined 
as in equation (4) when, respectively, there is no GE variable, the effects of GE adoption are 
captured by one variable totG , and the effects of GE adoption are characterized in terms of the 
three variables IRG , HTG , and stackedG . It is apparent that conditioning yield response by 
realized weather variables is crucial. Consistent with previous research results, for all models 
reported in Table 4, we find that the GDD variable has a positive and significant impact on 
yields, whereas heat stress, captured by the HDD variable, has a negative and significant 
impact.  
Water stress matters as well, in a substantial way. Rainfall precipitation positively affects 
production, and the quadratic terms show that the yield response is (predictably) concave. Since 
the model includes season-total VPD and July–August VPD separately, the effect of VPD on 
yield from July to August can be measured by summing the two coefficients. The positive 
coefficient of the season-total VPD implies a positive effect of VPD on yield in the early-to-
middle growing season. For July and August, however, the corresponding VPD coefficient is 
negative and much larger than that of the season-long variable, indicating an overall negative 
                                                          
12 Estimation of the panel data model relies on the REGHDFE module in Stata (Correia 2019). 
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impact of VPD on yield. This is consistent with evidence that water stress is particularly 
detrimental to yield during certain stages of crop development (Ortiz-Bobea et al., 2019)—for 
the case of maize, July and August are critical months for plant growth. Water stress coefficients 
are found to be highly statistically significant. More generally, the F statistics of the null 
hypothesis that the coefficients of weather variables are jointly equal to zero is, respectively, 
ˆ(6,51274) 2,352.65F =  for model 1 (one GE variable) and ˆ(6,51272) 2,371.01F =  for model 2 
(three GE variables). It is apparent that the null of no weather impact is conclusively rejected (p-
values are less than 0.0001 in all cases).  
The effects of technology on maize output is large in magnitude and statistically significant. The 
baseline (model 0) shows an average gain of 1.430 bushels per acre per year across all counties 
over the period 1981–2016 (this estimate is a simple average of estimated state-specific trend 
coefficients). State trend effects are quite heterogeneous—the F-test of the null hypothesis for 
the equality of state-specific trend coefficients gives a statistic of ˆ(32,51275) 82.67F = , clearly 
rejecting the null (p-value less than 0.0001). For illustration, we also report the state-specific 
trend coefficients for the three states with the largest contribution to US maize production—
Iowa, Illinois, and Indiana. In Iowa, the annual yield gain attributable to technological 
improvements is about 2 bushels per acre per year in model 0 over the period of interest. The 
annual yield gains in Illinois and Indiana are a smaller than in Iowa, but the yield gains in these 
top three maize growing states are larger than the national average. 
These time trend coefficients establish that the underlying technical progress is responsible for 
sizeable systematic expected yield gains. Our presumption is that part of these gains are due to 
the widespread adoption of GE varieties that has characterized this industry since the late 
1990s. If, as discussed earlier, this GE revolution linked to agronomic (first-generation) traits is a 
one-time phenomenon, it is important to disentangle its effects from other underlying 
technological determinants (such as germplasm-improving traditional breeding). This 
decomposition of the technological yield gain is possible in models 1 and 2. It is apparent that 
separately accounting for the impact of GE traits reduces the yield gain attributable to other 
sources captured by the linear trend coefficient (although the latter remains large in magnitude 
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and statistically significant). Specifically, the (average) trend coefficients of 0.953 for model 1 
and 0.904 for model 2 are about two-thirds of the corresponding coefficient in model 0.  
The estimated coefficients of the GE variables permit a more detailed assessment of the 
additional contribution of GE varieties. Model 1 suggests that the full adoption of GE traits, per 
se, contributes a one-time gain of about 14 bushels per acre. This effect is large, equivalent to the 
gains of 14 years of underlying trend effects. Model 2 provides an even higher estimate of the 
overall gains due to complete GE adoption: + − =26.20 0.09 7.26 19.03   bushels per acre (and, 
correspondingly, model 2 indicates a somewhat lower yield gain from the underlying trend 
than model 1).  
Perhaps more interestingly, model 2 establishes that it is IR traits that are responsible for the GE 
yield advances. The estimated net effect of full adoption of IR traits is 26.20-7.26=18.94  bushels 
per acre. By contrast, the net effect of the HT trait, by itself, is negative ( − = −0.09 7.26 7.17
bushels per acre). Using the delta method, the standard error of the net effect of the IR trait is 
1.198 (with a t-statistic of 15.81), and the standard error of the net effect of the HT trait is 0.852 
(with a t-statistic of -8.42).13  To the best of our knowledge, this is the first study to empirically 
characterize the differential impact of maize GE traits on realized county yields. This finding is 
consistent with earlier results, based on experimental maize plot yields in Wisconsin, reported 
by Shi, Chavas, and Lauer (2013). A negative impact of the HT trait had also been reported, for 
soybean yields, by Xu et al. (2013). These empirical findings can be understood within the 
damage-control optics of Lichtenber and Zilberman (1986). GE traits conferring insect resistance 
provided farmers with a novel technology to control infestations, such as those by the European 
corn borer, that had hitherto been only partially treated. By contrast, GT traits simply provided 
a new (cost effective) avenue to weed control that, however, had already been effectively 
managed with alternative herbicides. It is also of some interest to note that stacking HT and IR 
traits has a sub-additive effect, evinced by the negative sign of the stackedG  variable. This finding 
is related to, but distinct from, the sub-additivity in hedonic prices established by Shi, Chavas, 
                                                          
13 The delta method calculation is implemented by the stata command of “lincom.” 
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and Steiger (2010), and the sub-additivity in farmers’ willingness-to-pay documented by 
Ciliberto, Moschini, and Perry (2019).  
The main motive of interest in model 2, relative to model 1, is the decomposition of the separate, 
and interacting, effects associated with IR and HT traits in maize varieties. Beyond that, it is 
clear from Table 4 that the impact of the overall estimated effect of GE trait adoption, and the 
separate underlying trend effect, are somewhat similar. Furthermore, the effects of the 
conditioning weather variables—which will be critical in our counterfactual simulations—are 
essentially the same across these two models. In any event, because model 2 is more general 
and captures the effects of GE traits in a more specific fashion, in what follows we will rely on 
this model to analyze the impact of climate change on yields. For completeness, however, 
corresponding results obtained via model 1 are included in the supplementary appendix.  
4. Yield Projections with Climate Change 
Using the estimated yield models, we can assess the extent to which technology improvements, 
and climate change, are likely to affect future yields. For this purpose, future weather variables 
are used to forecast maize yields under alternative growth regimes and climate change 
scenarios. If we denote future variables by the superscript “f”, and the estimated parameters of 
the model in equation (4) by a hat, the projections for future yields are expressed as: 
(6)  ,2016ˆˆ ˆ ˆ ˆi r s t
f f
it ity Tα τ= + + +X β G γ      (forecast with projected future weather) 
(7)  ,2016ˆˆ ˆ ˆ
f h
i r s tiity Tα τ= + + +X β G γ      (forecast with model-implied historical weather) 
where ∈ …{2040, ,2059}t  for mid-century projections and ∈ …{2080, ,2099}t  for end-of-century 
projections. In equation (7), hiX  denotes weather variables under the presumption of a 
stationary climate, proxied by their average value of weather variables predicted by the relevant 
climate model over the period 1981–2005. By contrast, fitX  in equation (6) denotes projected 
future weather variables according to the relevant climate change model and warming scenario.  
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Note that, in all future periods, the adoption rates of GE varieties are held constant. Specifically, 
we fix this rate at the observed 2016 level for the county-relevant CRD ( ,2016rG ).14  
Predicted counterfactual yields under a specific climate change scenario (using equation (6)) 
and under a stationary climate scenario (using equation (7)) are obtained at the county level. For 
our purposes, however, we wish to aggregate such conditional predictions to the national level. 
























where the subscript  𝑝𝑝 denotes the period (either mid-century, 2040–2059, or end-of-century 
2080–2099); 0t  and 1t  are the beginning and ending years of period 𝑝𝑝 ; and, T  is the number of 
years in the future reference period (thus, = 20T  for both the mid-century and the end-of-
century periods). Here, the county-level weighting constants iω  are based on the acreage of 
harvested maize in the 2017 Census of Agriculture (by construction, 1iiω =∑ ). Use of this 
particular Census provides weights as close as possible to the last year of the sample (2016). 
4.1. Yield gap due to climate change 
We denote as the “yield gap” due to climate change, in this context, the difference between the 
expected yield with the anticipated climate change and the yield one would expect given 
stationary climate conditions (at recent historical levels)—in both cases, conditional on normal 
technological progress as captured by the underlying trend. Given the foregoing, this gap can 
be defined (as a positive number) as ≡ − ˆp pgap y y . Because of its ceteris paribus nature, we 
believe that this effect of climate change is of direct policy interest. In some contexts, of course, 
the measure of interest may concern futures yields relative to current yields. For that purpose, 
                                                          
14 For the small number of marginal CRDs that appear in our sample but happen not to be 
observed in 2016, we impute the national adoption rate (a weighted average across all CRDs). 
For the overall GE adoption rate, this national average is about 92%. We view this as a 
somewhat more conservative assumption than the alternative of full adoption (i.e., 1rtG = ).  
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the results illustrated in the figures below also highlight the current yield level, as an additional 
benchmark.   
As noted earlier, here we use the estimated parameters corresponding to model 2 to infer the 
forecasted yield gaps. We note at this juncture that using the estimates from model 1 leads to a 
very similar conclusion (this is discussed briefly in section 5, with data included in the 
supplementary appendix). Table 5 reports the summary of yield projections, including the 
abovementioned yield gaps, for the two future periods of interest (mid-century and end-of-
century), for the two reference climate change models considered (HadGEM2-ES and 
NorESM1-M), and for two warming scenarios for each model (RCP4.5 and RCP8.5). Not 
surprisingly, different benchmarks return different yield gaps under climate change, but in all 
counterfactuals reported here it is clear that climate change, ceteris paribus, is associated with 
large expected yield shortfalls. Across the two climate change models and the two warming 
scenarios considered, the yield gap at mid-century ranges from a low of 34.67 bu/acre to a high 
of 63.05 bu/acre. By the end of the century, the estimated yield shortfalls are deeper—the yield 
gap ranges from a low of 45.96 bu/acre to a high of 126.21 bu/acre. As expected, RCP8.5 
scenarios produce more dramatic expected yield shortfalls than those associated with RCP4.5. 
Also, it seems that climate forecasts from NorESM1-M entail smaller yield losses than those 
associated with HadGEM2-ES (by about 25% at mid-century and 27% at the end of the century).  
The estimated yield gaps attributable to climate change appear quite significant in magnitude. 
Again, these gaps are estimated conditional on the continuation of the gradual yield gains that 
have characterized maize production since the introduction of hybrid varieties, and conditional 
on the (already realized) yield gains from GE varieties. To appreciate the magnitude of the 
estimated yield gaps, we can use the estimated yield gains realized by the adoption of first-
generation GE varieties as of 2016 as a benchmark. As reported in Table 5, the yield gain due to 
the (nearly complete) adoption of GE varieties, as implied by our estimated model, is 15.80 
bu/acre. Thus, the estimated yield gaps due to climate change at mid-century range from 2.19 
times to 3.99 times the entire yield gains made possible by the development and widespread 
adoption of GE varieties. By the end of the century, the estimated yield gaps range from 2.90 
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times to 7.99 times the GE yield gain. Quite apparently, if the objective were to ensure that 
future maize yield gain remained on the trajectory expected under historical climate conditions, 
these results suggest that considerable R&D investments into the development of suitable 
adapting technology are needed—in the most pessimistic scenario, as much as one order of 
magnitude larger than what was collectively invested in the development and diffusion of first-
generation maize GE varieties.  
The results discussed in the forgoing are illustrated in Figure 6 (for the HadGEM2-ES model) 
and in Figure 7 (for the NorESM1-M model). In these figures, the mid-century gaps are the 
distance between points A’ and C’, the end-of-century gaps are the distance between points A” 
and C”, and the yield gain due to GE traits is the distance between points A and B.  
Figure 8 and Figure 9 provide more details on the spatial distribution of estimated yield gaps, 
depending on the period and scenario of reference. Specifically, Figures 8 and 9 use the 
predictions from the HadGEM2-ES model and NorESM1-M model, respectively. It is apparent 
that there exists considerable spatial variation in the yield gaps attributable to climate change. 
Counties in the southern region turn out to be more sensitive and vulnerable to warming 
climate change compared to the northern regions. This result is consistent with the observation 
that southern counties are more likely to be exposed to climatic conditions exceeding a critical 
threshold (e.g., Schelenker and Roberts (2009) report 29 degrees Celsius as a crucial threshold 
for maize growth). 
4.2. Determinants of the yield gap: Heat stress and water stress  
It may be of some interest to identify the primary weather factors that contribute to the 
estimated yield gaps. One way to do so is to categorize our six weather variables into two 
groups—heat stress and water stress. As in Hendricks (2018), we define heat stress by the 
change in both GDDs and HDDs. Holding other weather variables constant, we quantify the 
yield gap attributable to the change in these two weather variables. The predicted damage from 
water stress is similarly defined by the yield gap due to changes in VPD and precipitation. 
Because the estimated yield model is linear in the weather variables, an explicit decomposition 
is possible.  
21 
 
The county-level yield gap with all the six weather variables can be expressed as: 
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where fikX  is the average forecasted weather variable k over T years of the period of interest. At 
the national level, using the county-specific weights iω  introduced earlier, the yield gap can be 
written as:  
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X X X  is the weighted average change of the weather variable k in the 
future period of interest, relative to historical levels. Hence, given the period of interest, the 
projected damage from heat stress can be represented as ˆ ˆβ β∆ + ∆GDD GDD HDD HDDX X , and the 
projected damage from water stress is 
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Table 6 reports the decomposition of the estimated future yield gaps according to projected 
heat and water stress determinants (for the two climate models being used, the two warming 
scenarios considered, and for both mid-century and end-of-century periods). In this table, the 
fraction of yield losses attributable to heat stress ranges from 53% to 64%, whereas the amount 
attributable to water stress ranges from 36% to 47%. Thus, whereas heat stress carries a slightly 
larger share, we find that, perhaps not surprisingly, water stress is also quantitatively 
important. Dealing with both abiotic stresses appears necessary for successful adaptation to 
climate change.  
5. Robustness 
To investigate the robustness of the results discussed in the foregoing, in this section we briefly 




5.1. Semi-log yield function 
Earlier we presented evidence that, based on the Box-Cox framework, a linear functional form 
for the yield response is decisively preferred relative to the semi-log model. However, in the 
supplementary appendix we report the results using the semi-log model, as it is a widely used 
model. Specifically, Table X4 reports the coefficients for the semi-log formulation of the three 
versions of the yield response (model 0, model 1, and model 2). This table is the analog of Table 
4 in the text. The qualitative results from the semi-log model are similar to those of the linear 
model. The effect of GE varieties is significant, and again we find that it is the IR traits that are 
associated with yield gains. As to the magnitude of the estimated effect, consider model 2 (three 
GE variables). Given that the weighted average of US county yield estimates without GE 
adoption in 2016 is about 141 bu/acre, the estimated adoption rate coefficient implies a GE yield 
bump from complete adoption of about 15 bu/acre. The underlying crop improvement captured 
by the time trend is also of comparable magnitude relative to the linear model (about 1% per 
year, after accounting for the separate effects of GE traits).  
Whereas the qualitative and quantitative estimated mean effects are similar between the linear 
and the semi-log models, the implications of the two models for the yield gaps due to climate 
change at mid-century and end-of-century are quite different. This is documented in Table X5 
in the supplementary appendix, which shows that the yield gap from the semi-log model 
ranges from 4.5 to 6.5 times the entire GE yield gain at mid-century, and between 8.5 to 15.7 
times the GE gain at the end of the century. When compared with the corresponding estimates 
from the linear model contained in Table 5, it appears that the predicted yield gaps due to 
climate change from the semi-log model are more than twice as large. This result, among other 
things, is a reflection of the non-linear transformation of the left-hand side in the semi-log 
model. All told, these results suggest that using the linear yield model provides more 
conservative inferences vis-à-vis the impact of climate change on maize yields. 
5.2. Model 1 vs model 2 
Our baseline account of the impact of GE traits relies on model 2, wherein the influence of GE 
traits is captured by three adoption variables. Whereas this choice is consistent with the finding 
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that IR and HT traits have differential impacts on estimated yields, it is a fact that previous 
work has characterized the impact of GE traits in terms of just one overall adoption rate variable 
(e.g., Xu et al. 2013; Lusk, Tack, and Hendricks 2018). It turns out that, for the purpose of 
estimating the yield gap due to climate change, either modeling approach leads to a similar 
finding. This is documented in Table X6 in the supplementary appendix, which shows that the 
implications of model 1 are very close to our baseline model as far as estimating the yield gaps 
(bu/acre) themselves (see Table 5). But because model 1 entails a somewhat lower GE impact by 
2016 relative to model 2 (12.7 bu/acre vs 15.8 bu/acre, respectively), the innovation gap index 
with model 1 is about 25% larger than in model 2.  
5.3. Geographic scope of the analysis 
One of the criteria used to include counties in our sample was the requirement that yield data 
be available for at least one-third of the years in both the pre-GE and post-GE periods. The 
intent was to provide enough data variability to facilitate identification of the impact of GE 
traits on realized yields. To assess the implication of this sampling rule, here we consider two 
alternatives—a stricter cutoff that changes “one-third years” to “two-thirds years,” and a 
second a weaker cutoff that includes all observations that satisfy the other sampling rules noted 
in section 2 (i.e., counties with less than 10% irrigated harvested cropland and for which daily 
precipitation and temperature data are available). Estimation results for the three yield models 
with these two alternatives are reported in Tables X7 and X9 of the supplementary appendix. It 
appears that the results reported in the text are fairly robust to these alternative sampling rules. 
One minor difference is that, when using the least restritive cutoff rule, the underlying trend 
effect on yields is somewhat lower, a reflection that this case includes more marginal counties 
that are less productive. When looking at the forecasted yield gap under climate change (Tables 
X8 and X10 in the supplementary appendix), these are quite close to the baseline model results 
reported in Table 5.  
6. Uncertainty of Climate Change 
Burke et al. (2015) emphasize the importance of considering the role of climate uncertainty 
when making inferences about economic outcomes of interest. In particular, they note the 
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problem that may arise when relying on only one or a selective few climate change models. For 
example, while a substantial body of literature studying the impact of climate change relies 
heavily on the projections from Hadley models (such as the HadGEM2-ES model considered in 
our baseline analysis), the models are sometimes quite different from the central tendency of the 
full ensemble of climate models. To get a better sense of the distribution of possible outcomes, 
including the severity of worst-case scenarios, Burke et al. (2015) suggest the use of a model 
democracy approach, whereby all available climate models are used to investigate the possible 
impacts of changing weather patterns due to climate change.  
In the context of a model where projected weather variables from climate change scenarios 
impact the outcome variable of interest (maize yield in our case), Burke et al. (2015) also discuss 
the possible impact of a separate distinct source of uncertainty, which they call regression 
uncertainty (i.e., the fact that the parameters defining the mapping between climate variables 
and economic outcomes are not known with certainty but need to be estimated).  
In this section, we gauge both the impact of climate uncertainty and regression uncertainty. To 
capture the former, we utilize all 20 climate models whose data is available to us in MACA. As 
for the latter, we estimate the coefficients of the yield model 1,000 times using bootstrap 
samples. We then combine the resulting 1,000 sets of estimated yield model coefficients with the 
projected climate change input—the median change of each weather variable of interest—across 
all 20 climate change models in a given RCP. Thus, in total we have 20,000 projected outcomes, 
the distribution of which reflects both the degree of climate uncertainty, as arising from the 
heterogeneous weather implication from the 20 climate change models, and the regression 
uncertainty from the estimated yield models.  
Results are reported in Figure 10 and Figure 11, which show the range of climate impacts by the 
type of uncertainty for the two warming scenarios considered, RCP4.5 and RCP8.5, respectively. 
More precisely, in these figures the whiskers contain 90% of estimates by taking 5th and 95th 
percentiles of the bootstrap replications, and the boxes cover the interquartile range with the 
middle line standing for the median. Figures 10 and 11 show that the uncertainty of our 
estimates mostly comes from climate uncertainty, whereas the role of regression uncertainty is 
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minimal. Climate change uncertainty, on the other hand, has considerable impact on the 
estimated maize yield gap. Indeed, the two models featured in our baseline analysis are rather 
pessimistic vis-à-vis the economic outcome considered in this paper. For example, at mid-
century, HadGEM2-ES produces outcomes outside of the 90% confidence interval for both 
RCP4.5 and RCP8.5 scenarios. When allowing for both regression and climate uncertainty, for 
the RCP4.5 scenario the 90% confidence interval for the mid-century maize yield is [-40.1, -5.4] 
and the same for end-of-century maize yield is [-64.5, -12.2], whereas for RCP8.5 the mid-
century confidence interval is [-30.1, -9.4] and the same for end-of-century is [-79.4, -32.0]. 
Further details about the role of climate uncertainty for the question at hand are provided in 
Table 7 and Table 8. Specifically, in these tables we report the mean estimated yield gap (over 
1,000 bootstrap replications) for each of the 20 climate change models, as well as the 
corresponding innovation gap index (a multiple of the yield gain attributed to GE varieties). 
This is done for both mid-century and end-century periods, for both the RCP4.5 scenario (Table 
7) and the RCP8.5 scenario (Table 8). Again, it is clear that the two models considered in our 
baseline analysis are consistently among the third-most pessimistic vis-à-vis the impact of 
climate change on our agricultural productivity metric. The ensemble means based on these 20 
climate models, reported at the bottom of these two tables, provide a more robust assessment of 
the innovation gap associated with adaptation to climate change. For the warming scenario 
RCP4.5 of Table 7, the ensemble mean gap is 1.5 times the yield gain due to GE traits at mid-
century, and 2.2 times at the end-of-century. For the RCP8.5 scenario of Table 8, the ensemble 
mean innovation gap is 2.1 at mid-century and 5.1 at the end-of-century. Whereas these 
estimates are somewhat more optimistic than the two models featured in the baseline analysis 
presented earlier, it is clear that the innovation challenge posed by climate change remains quite 
large. Furthermore, accounting for climate uncertainty also permits us to get a better 
perspective on possible worst-case scenarios. For example, the innovation gap index associated 
with the most pessimistic climate change model, from the RCP8.5 scenario of Table 8, indicates 
the projected shortfall in maize yields at mid-century and end-century, respectively, are 4.0 and 
9.1 times larger than the total productivity gains associated with the development and 




Agriculture is at the forefront of anticipated impacts of climate change, and considerable 
evidence has accumulated to suggest that, without countervailing actions, large negative 
consequences are probable. Whereas a number of strategies might be helpful to blunt climate 
change’s impacts on the food supply, there is a growing sense that major adaptation efforts will 
be necessary. Successful adaptation may require purposeful, directed investments in R&D to 
develop suitable new technologies. Just how large is the innovation effort required for 
successful adaptation in agriculture? To shed some light on this question, in this paper we focus 
on maize production in the United States. Maize is the most important field crop in the country, 
and one that has benefited greatly from major technological advances over the last few decades, 
including the development and widespread adoption of GE varieties. The latter constitutes the 
most prominent set of innovations since the green revolution. By leveraging breakthrough 
advances in recombinant DNA techniques, massive R&D investments by agrochemical and 
seed companies led to the invention of insect resistant and herbicide tolerant traits that, once 
introduced into elite germplasm, were rapidly adopted by farmers. The productivity-enhancing 
feature of GE traits are rooted in their cost-reducing and yield-increasing effects. Because the 
nature and scale of this “GE revolution” in agriculture is well understood, in this paper we 
propose to use it as a yardstick to gauge the scope of the innovation task required for 
adaptation to climate change.  
To be clear, in no way do we intend to suggest that GE technologies have no further role to play 
going forward. Indeed, promising new GE technologies such as CRISPER are only beginning to 
be deployed in this setting (Chen et al., 2017). Advances in the ability to control and improve 
crops’ genome will continue to play a key role in sustaining productivity, and indeed our model 
makes that explicit by assuming continuation of the underlying trend of yield improvement 
estimated over the sample period. The point is that the GE productivity gains that we 
characterize relate to a clearly defined set of innovation—so-called first generation GE varieties 
embedding agronomic traits—that were rapidly diffused (essentially to full adoption) over a 
relatively short and well-defined time period. As such, we believe this once-time bump in yields 
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provide an attractive yardstick to measure the extent of the innovation challenge posed by 
adaptation to climate change.  
The contribution of this study is threefold. First, we provide a novel assessment of the impact of 
GE trait adoption on realized maize yields. Our work relies on a new dataset that permits a 
more granular representation of GE adoption rates (i.e., at the CRD level), relative to the 
existing literature. Furthermore, our model permits us to distinguish between the impacts of IR 
and HT traits. The analysis of the yield response is carried out at the county level, and is 
conditioned on an array of weather variables. We provide evidence that a linear model may be 
more appropriate for the task at hand than the commonly used semi-log representation. The 
estimated parameters suggest that the full adoption of (first-generation) GE traits leads to yield 
improvement in the range of 14 to 19 bushels per acre. Also, we find that it is the IR traits that 
are responsible for these maize yield gains, whereas the HT traits (still of interest to farmers, of 
course, because they offered less-costly weed control methods) have no measurable effect on 
yields. These results are based on a linear specification of the yield response function. Whereas 
we also report the results of the (commonly used) semi-log parameterization in the robustness 
section, we note that the econometric evidence presented in the paper strongly support the 
linear formulation. 
Second, having estimated the impact of critical weather variables on realized yields, we use the 
model to forecast the yield impact, at both mid-century and end-of-the-century, of weather 
patterns projected from two mainstream climate models (HadGEM2-ES and NorESM1-M) 
under two warming scenarios (RCP4.5 and RCP8.5). We find that the yield gaps arising from 
adverse climate developments at mid-century ranges from 2.2 to 4.0 times the yield gain from 
GE over the observed historical period; and, by in the end of century, this gap grows to 2.9 to 
8.0 times the GE yield gain. By decomposing the source of such yield gaps, we also find that 
both heat stress and water stress are of major importance, with heat stress having a slightly 
larger magnitude (53%–58% at mid-century, and 56%–64% by the end of the century).  
Based on the estimated yield models, we also provide a decomposition of the weather 
determinants of the yield gaps induced by climate change. We find that both heat stress and 
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water stress are quantitatively important roots of yield loss, and thus both abiotic stresses are 
obviously important targets of adaptation efforts. Whereas the impact of heat stress appears 
somewhat more prominent, the magnitude of the water stress effect—accounting for as much as 
36%-47% of the yield gaps in the reported simulations—has a direct policy implication. 
Specifically, it suggests that already available and emerging technologies, related to irrigation 
and precision agriculture, could be deployed to offset a sizeable portion of the expected 
negative climate change yield impact. 
Finally, following best practices advocated by Burke et al. (2015), we establish the range of 
uncertainty for the estimated yield gaps by extending the analysis to include input from all 20 
climate models in the MACA data, and by bootstrapping the estimated coefficients mapping 
between climate inputs into yields output. We find that little uncertainty originates from the 
estimated yield regression model, whereas climate uncertainty can considerably enlarge the 
possible range of yield gaps. For instance, the required innovation to offset the damage from 
climate change, by the end of century, ranges from 0.5 to 9.1 times the GE yield gains. As 
metrics of central tendency, however, the ensemble means based on all 20 models indicate yield 
gaps that are somewhat less pessimistic than the two climate models featured in the baseline 
analysis. Indeed, the Hadley model HadGEM2-ES produces the worst yield outcomes at mid-
century, and the third-worst at the end of the end of the century. 
Extrapolation of the yield gaps due to climate change that we have identified to general 
agricultural productivity is subject to a major caveat. Specifically, in aggregating the county-
level results of our analysis, including the counterfactuals under climate change conditions, we 
have relied on fixed county-specific weights. In other words, our results do not account for a 
margin of adjustment that has been recognized as very relevant in this context—the possibility 
that climate change may affect comparative advantage enough that the kind of crops grown, 
and their intensities, may spatially relocate (Costinot, Donaldson, and Smith 2016). Crop 
switching, when feasible, can of course reduce the overall impact of climate change on 
agricultural productivity (Rising and Devineni 2020). Because our modeling framework is ill-
suited to characterize this channel of possible adaptation, the results we present may be 
29 
 
interpreted as an upper bound. Still, these results suggest that the scope of adaptation to climate 
change, vis-à-vis agricultural productivity, is very challenging. For the case of US maize, severe 
yield shortfalls are to be expected by the end of the century under a wide range of climate 
model projections, especially for the warming scenario RCP8.5. Expressed in terms of the metric 
of the realized yield gains due to the adoption of first-generation GE yield gains—itself made 
possible by propitious scientific breakthroughs in molecular genetics and supported by massive 
R&D investments—it is apparent that large, sustained, and targeted research efforts might be 
required to counter the negative implications of anticipated climate change.  
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Figure 2. Observed county yields, 1981–2016 
 
 
Note: The boxes are generated by the first and third quartile of yields for each year. Whiskers 





Figure 3. Adoption of GE traits in maize (% of planted acres).  
 
Panel A: Average adoption by trait and by year 
 






Figure 4. Spatial and temporal variation of GE adoption rates, 1996–2016. 
 
 
Note: The boxes are generated by the first and third quartile of the adoption rates for all GE 
traits in the CRDs of the counties included in our study. Whiskers range from the 5th percentile 
to 95th percentile of the adoption rates for each year. The middle line inside the box indicates 





Figure 5. Spatial and temporal variation of weather variables, 1981–2016. 
 
 
Note: The boxes are generated by the first and third quartile of four weather variables for each 
year (growing degree days in the top left chart, excessive heat degree days in the top right chart, 
vapor pressure deficit in the bottom left chart, and precipitation in the bottom right chart). 
Whiskers range from the 5th percentile to 95th percentile of the corresponding weather variable 
for each year. The middle line inside the box indicates the median of the corresponding weather 
variable in each year.   
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Figure 8. County-wise yield gap under climate change (HadGEM2-ES).  
(a) RCP4.5  
        (a1) Mid-century (2040–2059)                 (a2) End-of-century (2080–2099) 
 
  
(b) RCP8.5  










Figure 9. County-wise yield gap under climate change (NorESM1-M)  
(a) RCP4.5  
        (a1) Mid-century (2040–2059)                 (a2) End-of-century (2080–2099)      
    
(b) RCP8.5  




Figure 10. Uncertainty range from all 20 climate models, RCP4.5 
 
Note: For each type of uncertainty, the box shows the upper quartile and the lower quartile 
across bootstrap replications for yield gaps and the middle line indicates the median of the 




Figure 11. Uncertainty range from all 20 climate models, RCP8.5
 
Note: For each type of uncertainty, the box shows the upper quartile and the lower quartile 
across bootstrap replications for yield gaps and the middle line indicates the median of the 





Table 1. Descriptive statistics of yield model variables, 1981–2016 
 
Variable Mean S.D. Min Max 
Yields (bu/acre) 110.04 36.61 4.50 236.60 
Growing degree days 1599.45 361.65 676.77 2908.61 
Excess heat degree days 24.69 33.31 0.00 303.13 
Vapor pressure deficit 1.72 0.32 0.92 3.10 
Vapor pressure deficit in July, August 2.23 0.42 1.13 4.28 





Table 2. Summary statistics of predicted weather variables: HadGEM2-ES and NorESM1-M 
models 
 
 HadGEM2 ES  NorESM1 M 
 RCP4.5 RCP8.5 










Historical period (1981–2005)      
Growing degree days ----   1642.6   ----  ----   1641.7   ---- 
 (372.5)  (369.7) 
Excess heat degree days -----   36.34   -----  -----   31.55   ----- 
 (49.50)  (38.60) 
Vapor pressure deficit -----   1.842   -----  -----   1.825   ----- 
 (0.341)  (0.310) 
Vapor pressure deficit in July, August -----   2.403   -----  -----   2.375   ----- 
 (0.461)  (0.407) 
Precipitation (mm) -----   567.7   -----  -----   590.8   ----- 
 (185.6)  (148.5) 
Mid-century (2040–2059)      
Growing degree days 1919.3 2002.6  1851.1 1944.8 
 (376.0) (375.7)  (351.6) (352.7) 
Excess heat degree days 129.6 188.6  96.49 116.8 
 (87.64) (116.5)  (74.99) (85.24) 
Vapor pressure deficit 2.219 2.421  2.173 2.248 
 (0.399) (0.478)  (0.382) (0.370) 
Vapor pressure deficit in July, August 3.144 3.497  2.907 3.050 
 (0.587) (0.721)  (0.551) (0.610) 
Precipitation (mm) 581.2 527.2  600.9 619.9 
 (185.9) (170.8)  (177.6) (178.3) 
End-of-century (2080–2099)      
Growing degree days 2060.5 2294.3  1949.5 2178.1 
 (343.5) (355.4)  (336.6) (318.4) 
Excess heat degree days 171.5 328.4  122.8 231.5 
 (88.79) (121.3)  (87.85) (112.5) 
Vapor pressure deficit 2.357 2.803  2.312 2.687 
 (0.363) (0.454)  (0.408) (0.429) 
Vapor pressure deficit in July, August 3.357 4.186  3.056 3.660 
 (0.563) (0.724)  (0.610) (0.796) 
Precipitation (mm) 578.0 567.6  607.7 625.3 




Table 3. Box-Cox regression: Linear vs Semi-log specification  
 
 Model 0 (no GE variables) Model 1 (one GE variable) Model 2 (three GE variables) 
 
θ  log likelihood 
LR statistics 
( 2χ ) 
θ  log likelihood 
LR statistics 
( 2χ ) 
θ  log likelihood 
LR statistics 
( 2χ ) 
          
Box-Cox 0.97276 -228360.1  0.99236 -227948.0  1.00392 -227740.0  
(0.008474)   (0.008506)   (0.008557)   
          
Linear 1 -228365.2 10.29 1 -227948.4 0.81 1 -227740.1 0.21 
Semi-log 0 -236161.8 15603.49 0 -236001.2 16106.33 0 -235905.8 16331.64 
Note: Based on N=52,894 observation encompassing 1,580 counties in 33 states. The Box-Cox regression is implemented using the 











Table 4. Estimated yield model, 1981–2016 
 
 Model 0 Model 1  Model 2 
Yields (bu/acre) (no GE) (one GE) (three GE) 
GE adoption rate (tot)  13.92***  
  (0.514)  
GE adoption rate (IR)   26.20*** 
   (1.041) 
GE adoption rate (HT)   0.0887 
   (1.027) 
GE adoption rate (Stacked)   -7.257*** 
   (1.358) 
Growing degree days (GDD) 0.0102*** 0.0127*** 0.0116*** 
 (0.00127) (0.00126) (0.00126) 
Excess heat degree days (HDD) -0.337*** -0.327*** -0.329*** 
 (0.00990) (0.00981) (0.00966) 
Vapor pressure deficit (VPD) 12.93*** 5.734*** 7.482*** 
 (1.401) (1.400) (1.400) 
VPD – July, August -30.05*** -30.45*** -30.64*** 
 (0.661) (0.655) (0.651) 
Precipitation (PPT) 0.0737*** 0.0630*** 0.0645*** 
 (0.00361) (0.00362) (0.00361) 
PPT squared -0.00006*** -0.00006*** -0.00006*** 
 (0.000003) (0.000003) (0.000003) 
Time trend (average) 1.430*** 0.975*** 0.938*** 
 (0.0877) (0.0899) (0.0902) 
    State-specific trend: Iowa 1.990*** 1.506*** 1.374*** 
 (0.0261) (0.0304) (0.0307) 
    State-specific trend: Illinois 1.700*** 1.253*** 1.135*** 
 (0.0303) (0.0334) (0.0337) 
    State-specific trend: Indiana 1.542*** 1.164*** 1.095*** 
 (0.0314) (0.0337) (0.0338) 
Observations 52,894 52,894 52,894 
Adjusted R squared 0.747 0.750 0.752 
 
Note: The N=52,894 observation encompass 1,580 counties in 33 states. Robust standard errors 
in parentheses. * p<0.10, ** p<0.05, *** p<0.01. In addition to state-specific trends, all models 





Table 5. Summary of yield projections and technological needs under climate change 
 
Global Climate Model HadGEM2-ES  NorESM1-M 
Scenario RCP4.5 RCP8.5  RCP4.5 RCP8.5 
Projected yields (bu/acre)      
Year 2016 with GE (A) --------------------   157.59   -------------------- 
Year 2016 without GE (B) --------------------   141.79   -------------------- 
Mid-century without climate change (A') -----  187.86  -----  -----  190.31  ----- 
End-century without climate change (A'') -----  233.07  -----  -----  235.51  ----- 
Mid-century with climate change (C') 146.79 124.81  155.77 142.45 
End-century with climate change (C'') 171.64 106.85  189.73 130.75 
Yield gains from GE by 2016 (bu/acre)      
(A - B) --------------------   15.80   -------------------- 
Yield gaps (bu/acre)      
Mid-century (A' - C') 41.07 63.00  34.53 48.18 
End-century (A'' - C'') 61.42 126.16  45.77 105.04 
Innovation gap index      
Mid-century (A' - C')/(A - B) 2.60 3.99  2.19 3.05 















Mid-century     
HadGEM2-ES RCP4.5 -22.25 -18.81 -41.06 
  (54%) (46%) (100%) 
 RCP8.5 -36.78 -26.20 -62.98 
  (58%) (42%) (100%) 
NorESM1-M RCP4.5 -18.26 -16.29 -34.55 
  (53%) (47%) (100%) 
 RCP8.5 -26.07 -22.15 -48.22 
  (54%) (46%) (100%) 
  
   
End-century    
HadGEM2-ES RCP4.5 -35.83 -25.60 -61.43 
  (58%) (42%) (100%) 
 RCP8.5 -80.32 -45.85 -126.17 
  (64%) (36%) (100%) 
NorESM1-M RCP4.5 -25.71 -20.08 -45.79 
  (56%) (44%) (100%) 
 RCP8.5 -64.64 -40.49 -105.13 
  (61%) (39%) (100%) 
 
Note: Yield loss is measured in bushels per acre, and the relative portion of damage by the 
stress type is reported in parentheses. Total yield loss corresponding damage is equivalent to 




Table 7. Yield gaps and technological needs to offset the damage from climate change: 20 
climate models under RCP4.5 
 
Pathway: RCP4.5  Mid-century  End-century 









HadGEM2-ES365  41.1 2.60 1  61.4 3.89 4 
MIROC-ESM-CHEM  40.3 2.55 2  66 4.18 1 
HadGEM2-CC365  34.8 2.20 3  64.7 4.09 2 
NorESM1-M  34.6 2.19 4  45.8 2.90 6 
MIROC-ESM  32.6 2.06 5  63.6 4.03 3 
MIROC5  31 1.96 6  41.4 2.62 7 
CCSM4  28.4 1.80 7  47.5 3.01 5 
bcc-csm1-1  27.9 1.77 8  26.6 1.68 11 
BNU-ESM  25.6 1.62 9  36.9 2.34 8 
bcc-csm1-1-m  25.3 1.60 10  34.5 2.18 10 
CSIRO-Mk3-6-0  24.7 1.56 11  35.5 2.25 9 
IPSL-CM5A-MR  22.1 1.40 12  21.9 1.39 13 
CanESM2  18.1 1.15 13  19.4 1.23 16 
IPSL-CM5A-LR  17.5 1.11 14  21.8 1.38 14 
inmcm4  14.8 0.94 15  17.8 1.13 17 
GFDL-ESM2G  14.1 0.89 16  21.5 1.36 15 
GFDL-ESM2M  13.1 0.83 17  17.3 1.09 18 
CNRM-CM5  11 0.70 18  24.2 1.53 12 
IPSL-CM5B-LR  6.9 0.44 19  17.1 1.08 19 
MRI-CGCM3  4.1 0.26 20  7.9 0.50 20 
Mean  23.40 1.48 --  34.64 2.19 -- 
Min  4.10 0.26 --  7.90 0.50 -- 
Max  41.10 2.60 --  66.00 4.18 -- 
 
Note: The yield gap and innovation gap index are calculated using the same method as Table 4. 




Table 8. Yield gaps and technological needs to offset the damage from climate change: 20 
climate models under RCP8.5 
 
Pathway: RCP8.5  Mid-century  End-century 









HadGEM2-ES365  63 3.99 1  126.2 7.99 3 
MIROC-ESM  48.7 3.08 2  131 8.29 2 
NorESM1-M  48.2 3.05 3  105.1 6.65 5 
MIROC-ESM-CHEM  46.4 2.94 4  118.5 7.50 4 
HadGEM2-CC365  42.7 2.70 5  143.5 9.08 1 
CCSM4  42.5 2.69 6  86.5 5.47 6 
bcc-csm1-1-m  37.1 2.35 7  85.6 5.42 7 
CSIRO-Mk3-6-0  35 2.22 8  80.8 5.11 11 
IPSL-CM5A-MR  34 2.15 9  83.5 5.28 8 
BNU-ESM  31 1.96 10  81 5.13 10 
IPSL-CM5A-LR  29.9 1.89 11  65.5 4.15 14 
CanESM2  29.9 1.89 12  79.6 5.04 12 
bcc-csm1-1  26.6 1.68 13  81.6 5.16 9 
inmcm4  24.9 1.58 14  46.1 2.92 18 
MIROC5  23.8 1.51 15  75.6 4.78 13 
CNRM-CM5  23.4 1.48 16  50.6 3.20 15 
GFDL-ESM2G  22.8 1.44 17  49.7 3.15 17 
GFDL-ESM2M  19.5 1.23 18  40.7 2.58 19 
IPSL-CM5B-LR  11.6 0.73 19  49.9 3.16 16 
MRI-CGCM3  7.7 0.49 20  24.7 1.56 20 
Mean  32.44 2.05 --  80.29 5.08 -- 
Min  7.70 0.49 --  24.70 1.56 -- 
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A1.  GE adoption data 
Previous work has relied on GE adoption data assembled by the National Agricultural Statistics 
Service (NASS) of the U.S. Department of Agriculture (USDA). These data are only available 
starting in year 2000, and they are available at most at the state level. Indeed, state-level 
adoption rates are consistently reported since 2000 only for 11 states 
(https://www.ers.usda.gov/data-products/adoption-of-genetically-engineered-crops-in-the-us/ ). 
To get a more granular representation of the adoption of GE maize varieties, we rely on data 
from Kynetec USA, Inc., a market research organization that collects agriculture-related survey 
data. These proprietary data are based on annual surveys of random, large samples of US 
farmers (approximately 4,700 maize farmers every year). For each surveyed farmer, Kynetec 
provides plot-level seed transaction data, including seed trait information and projected acres 
(multiple seed purchases for the same farmer are recorded if the farmers used more than one 
seed variety). In particular, Kynetec samples are structured to be representative at the crop 
reporting districts (CRD) level (CRDs are multi-county, sub-state regions identified by NASS). 
We use Kynetec data to calculate CRD-level GE adoption rates. Practical issues that arise in this 
context are not unlike those faced by NASS in producing the USDA estimates of GE adoption. 
Specifically, some (marginal) CRDs include too few farmers/plots to provide reliable estimates. 
To deal with that, we require that at least ten seed purchases per CRD-year be available in the 
sample to compute the adoption rate. When this condition fails, rather than computing GE 
adoption at the CRD level we compute it at the state level—provided, again, that we have at 
least ten survey observations per year. For a very few cases this ten-observation requirement is 
not satisfied at the state level either, and in those cases we impute the average national adoption 
rate. Based on the foregoing procedure, for the 29,568 county-year post-GE (1996-2016) 
observations in our sample, we can compute CRD-level adoption rates directly from the data 
for 84% of observations; for 15% of the county-years, we rely on the corresponding state-level 
adoption rate, and for the remaining 0.7 percent of county-years, we use the national average 




A2.  MACA data 
Projected future weather variables are drawn from the Multivariate Adaptive Constructed 
Analogs (MACA) data. The MACA is a specific downscaling method, which is designed to 
obtain a higher spatial resolution from the native coarse resolution of global climate models 
(GCMs). The specific downscaled data version is at a spatial resolution of around 6km by 6km 
grid cells with weather variables like daily temperature and precipitation. These sub-county 
grid cell weather variables are aggregated to the county level in the same way as the 
aggregation of PRISM data, as explained in section 2. 
The MACA dataset is developed from twenty GCMs in the Coupled Model Intercomparison 
Project Phase 5 (CMIP5).  To be specific, this dataset is generated under two representative 
concentration pathways (RCPs) – RCP4.5 and RCP8.5. In addition, each GCM provides 
simulated historical weather. Table X1 shows summary statistics of 18 GCMs for the simulated 
historical weather (the other two models we consider, HadGEM2-ES and NorESM1-M, are 
extensively described in the main text). Table X2, and Table X3 report summary statistics for 
the RCP4.5 and RCP8.5 scenario, respectively, for the weather variables obtained from these 18 
GCMs. As shown in the tables, there exist a considerable variation in projected weather 
variables across the climate models.   
 
A3.  Semi-log Model Results 
Table X4 presents the yield estimation results for the semi-log specification of the three 
estimated models. Table X5 reports the estimated yield gaps, and technological needs under 
climate change, implied by the semi-log specification (Model 2). When compared with the 
corresponding results for the linear yield model reported in the main text, it is clear that the 





A4.  Robustness Results 
In the main text we presented the forecasted yield gaps based on Model 2, where the impact of 
GE adoption is captured by three distinct variables. The alternative of using Model 1 (only one 
GE adoption rate, just like all previous empirical applications) are presented in Table X6. It is 
apparent that the results reported in the corresponding Table 5 in the main text are quite 
robust.  
As for the geographical scope of the analysis, here we report two alternatives: a more restrictive 
condition requiring included counties to have data for two thirds of the years in both the pre- 
and post-GE periods, and a less restrictive condition that simply does away with this 
requirement. The implications of these alternative rules are illustrated in Figure X1. With these 
samples, estimates for the yield models are reported in Tables X7 and Table X9, and the 











Note: Orange counties are excluded when we change the “no” cutoff to “one-third years”, and 
yellow counties are dropped from our analysis when we change the “one-third years” criterion 




Table X1. Summary statistics of MACA data (historical simulations)  
 
Historical period (1981-2005) 
 
GDD HDD VPD VPD-Jul,Aug Precipitation  
Model name Mean (S.D.) Mean (S.D.) Mean (S.D.) Mean (S.D.) Mean (S.D.) 
BCC-CSM1-1 1636.1 (359.5) 34.1 (39.9) 1.83 (0.30) 2.42 (0.39) 582.4 (169.2) 
BCC-CSM1-1-M 1623.4 (360.4) 32.2 (37.3) 1.81 (0.31) 2.39 (0.38) 590.6 (162.7) 
BNU-ESM 1660.6 (379.8) 36 (44.4) 1.84 (0.34) 2.4 (0.41) 584.7 (159.7) 
CanESM2 1640.7 (361.9) 33.5 (39.8) 1.82 (0.31) 2.4 (0.42) 585.1 (177.7) 
CCSM4 1636.3 (367.2) 31 (39.7) 1.82 (0.31) 2.36 (0.43) 581.7 (151.2) 
CNRM-CM5 1622.3 (377.8) 27.1 (37.9) 1.79 (0.33) 2.32 (0.41) 581.8 (172.4) 
CSIRO-Mk3-6-0 1643.6 (379.5) 32.7 (38.9) 1.83 (0.33) 2.38 (0.41) 568.2 (162.0) 
GFDL-ESM2G 1637.7 (374.5) 32 (44.5) 1.82 (0.33) 2.35 (0.43) 581 (171.0) 
GFDL-ESM2M 1622.7 (377.0) 30.1 (43.1) 1.79 (0.34) 2.35 (0.43) 589.5 (163.3) 
HadGEM2-CC 1614 (366.7) 33.2 (44.3) 1.81 (0.33) 2.37 (0.44) 572.2 (184.9) 
INMCM4 1632.1 (367.1) 34.1 (43.0) 1.82 (0.35) 2.4 (0.48) 577.9 (163.8) 
IPSL-CM5A-LR 1653.6 (365.8) 35.3 (43.4) 1.83 (0.32) 2.38 (0.43) 579.5 (171.9) 
IPSL-CM5A-MR 1645.3 (367.7) 32.6 (40.1) 1.82 (0.32) 2.37 (0.42) 575 (176.2) 
IPSL-CM5B-LR 1639 (352.9) 34.4 (40.3) 1.82 (0.30) 2.39 (0.42) 580.9 (162.5) 
MIROC5 1620 (376.3) 32.6 (41.8) 1.81 (0.32) 2.36 (0.42) 578 (162.0) 
MIROC-ESM 1625.3 (363.2) 30.9 (36.7) 1.81 (0.30) 2.37 (0.39) 576.9 (150.3) 
MIROC-ESM-CHEM 1635.2 (365.6) 30.5 (38.3) 1.81 (0.31) 2.37 (0.40) 577.4 (159.0) 





Table X2. Summary statistics of MACA data (18 GCMs in RCP4.5)  
Mid century (2040-2059) 
 GDD HDD VPD VPD-Jul,Aug Precipitation 
Model name Mean (S.D.) Mean (S.D.) Mean (S.D.) Mean (S.D.) Mean (S.D.) 
BCC-CSM1-1 1860.5 (363.4) 98.3 (71.2) 2.16 (0.35) 2.94 (0.47) 549.3 (162.6) 
BCC-CSM1-1-M 1796.2 (369.5) 90.1 (63.2) 2.12 (0.35) 2.84 (0.42) 561.1 (155.0) 
BNU-ESM 1893.3 (345.0) 84.5 (67.4) 2.09 (0.32) 2.81 (0.47) 599.4 (187.3) 
CanESM2 1884.8 (373.5) 82.9 (65.7) 2.06 (0.35) 2.7 (0.48) 641.5 (202.0) 
CCSM4 1906.9 (353.2) 82.5 (65.3) 2.1 (0.33) 2.69 (0.43) 612.7 (182.2) 
CNRM-CM5 1820.4 (358.7) 82.7 (65.0) 2.13 (0.35) 2.85 (0.52) 599.8 (167.5) 
CSIRO-Mk3-6-0 1778.1 (356.4) 50.5 (54.2) 1.9 (0.33) 2.52 (0.44) 616.8 (186.3) 
GFDL-ESM2G 1794.3 (398.2) 70.7 (82.8) 2.03 (0.44) 2.63 (0.59) 590.3 (173.9) 
GFDL-ESM2M 1759.7 (417.4) 68.7 (91.5) 1.98 (0.49) 2.58 (0.62) 606 (199.9) 
HadGEM2-CC 1902.2 (354.3) 108.9 (82.8) 2.17 (0.39) 2.95 (0.52) 580.6 (198.0) 
INMCM4 1718 (374.5) 57.1 (60.6) 1.9 (0.38) 2.55 (0.56) 589.2 (186.4) 
IPSL-CM5A-LR 1894.4 (375.4) 78.6 (73.6) 2.07 (0.39) 2.67 (0.47) 568 (183.8) 
IPSL-CM5A-MR 1916.1 (359.1) 85.1 (72.2) 2.09 (0.36) 2.69 (0.48) 561.3 (190.7) 
IPSL-CM5B-LR 1825.7 (353.8) 57.1 (52.7) 1.98 (0.32) 2.56 (0.40) 614.9 (170.8) 
MIROC5 1929.5 (344.7) 101.5 (81.3) 2.16 (0.36) 2.89 (0.55) 600.2 (164.6) 
MIROC-ESM 1965.3 (347.9) 100.8 (82.9) 2.25 (0.38) 2.88 (0.53) 573.9 (172.5) 
MIROC-ESM-CHEM 1917.2 (337.5) 90.1 (68.2) 2.12 (0.33) 2.83 (0.46) 604.8 (161.8) 
MRI-CGCM3 1757.2 (362.5) 44.7 (48.9) 1.85 (0.31) 2.4 (0.41) 597.5 (152.1) 
           
End of century (2080-2099) 
BCC-CSM1-1 1853.9 (366.6) 94.8 (68.82) 2.15 (0.35) 2.97 (0.48) 597.9 (167.4) 
BCC-CSM1-1-M 1904.9 (368.3) 112.5 (70.33) 2.24 (0.35) 2.94 (0.39) 526.4 (168.3) 
BNU-ESM 1981.2 (337.5) 111.8 (71.72) 2.22 (0.31) 2.99 (0.45) 594.1 (159.8) 
CanESM2 1966.1 (345.4) 88.4 (69.39) 2.13 (0.33) 2.64 (0.44) 649.5 (215.8) 
CCSM4 1906.3 (355.5) 120.7 (69.65) 2.29 (0.34) 3.11 (0.53) 575.8 (166.7) 
CNRM-CM5 1872.8 (378.2) 84.8 (72.73) 2.01 (0.39) 2.77 (0.53) 608.5 (171.8) 
CSIRO-Mk3-6-0 1991.6 (367.0) 115.3 (81.87) 2.15 (0.37) 2.78 (0.50) 660.6 (206.7) 
GFDL-ESM2G 1812.9 (404.5) 81.9 (88.66) 2.08 (0.46) 2.77 (0.63) 595.0 (170.7) 
GFDL-ESM2M 1796.2 (396.6) 72.4 (94.39) 2.03 (0.47) 2.60 (0.67) 620.8 (193.1) 
HadGEM2-CC 2054.4 (340.5) 170.9 (92.72) 2.39 (0.39) 3.31 (0.55) 565.8 (190.6) 
INMCM4 1785.2 (380.4) 66.9 (69.68) 1.92 (0.42) 2.58 (0.63) 600.0 (186.0) 
IPSL-CM5A-LR 1996.4 (357.1) 94.4 (78.17) 2.14 (0.35) 2.73 (0.46) 581.0 (183.6) 
IPSL-CM5A-MR 1948.6 (369.4) 94.8 (79.55) 2.10 (0.38) 2.71 (0.47) 599.8 (189.4) 
IPSL-CM5B-LR 1891.2 (355.5) 74.9 (61.33) 2.06 (0.32) 2.70 (0.43) 619.5 (169.1) 
MIROC5 2024.5 (337.0) 119.6 (88.44) 2.33 (0.37) 2.98 (0.54) 585.1 (178.6) 
MIROC-ESM 2012.7 (328.5) 135.5 (92.03) 2.27 (0.37) 3.06 (0.56) 615.8 (186.6) 
MIROC-ESM-CHEM 2009.4 (345.7) 144.5 (105.2) 2.28 (0.41) 3.16 (0.64) 602.8 (162.9) 
MRI-CGCM3 1818.1 (351.1) 53.8 (52.58) 1.90 (0.31) 2.47 (0.39) 586.9 (149.1) 
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Table X3. Summary statistics of MACA data (18 GCMs in RCP8.5)  
Mid century (2040-2059) 
 GDD HDD VPD VPD-Jul,Aug Precipitation 
Model name Mean (S.D.) Mean (S.D.) Mean (S.D.) Mean (S.D.) Mean (S.D.) 
BCC-CSM1-1 1920.4 (383.5) 103.7 (80.2) 2.19 (0.4) 2.86 (0.5) 597.4 (189.7) 
BCC-CSM1-1-M 1882.3 (364.5) 113.5 (70.4) 2.20 (0.4) 2.97 (0.4) 572.5 (180.7) 
BNU-ESM 1942.3 (343.3) 101.9 (71.0) 2.16 (0.3) 2.90 (0.4) 600.6 (175.5) 
CanESM2 1981.4 (352.6) 112.7 (72.6) 2.21 (0.3) 2.84 (0.4) 613.5 (199.1) 
CCSM4 1922.9 (354.6) 113.9 (77.8) 2.25 (0.4) 3.00 (0.5) 578.3 (167.6) 
CNRM-CM5 1863.4 (353.7) 78.4 (64.0) 2.02 (0.3) 2.74 (0.4) 585.2 (171.4) 
CSIRO-Mk3-6-0 1938.4 (352.5) 103.6 (67.5) 2.12 (0.3) 2.80 (0.4) 629.5 (191.9) 
GFDL-ESM2G 1838.8 (401.5) 92.4 (97.1) 2.07 (0.5) 2.77 (0.6) 613.1 (175.4) 
GFDL-ESM2M 1815.3 (373.1) 75.5 (78.3) 2.01 (0.4) 2.69 (0.5) 617.7 (165.2) 
HadGEM2-CC 1978.2 (355.8) 134.1 (88.5) 2.25 (0.4) 3.07 (0.6) 578.8 (198.3) 
INMCM4 1794.9 (382.8) 75.4 (70.3) 1.97 (0.4) 2.74 (0.6) 582.0 (177.6) 
IPSL-CM5A-LR 1992.6 (359.2) 106.8 (82.3) 2.16 (0.4) 2.81 (0.5) 552.1 (179.1) 
IPSL-CM5A-MR 1978.8 (359.1) 110.0 (82.7) 2.15 (0.4) 2.80 (0.5) 550.6 (206.1) 
IPSL-CM5B-LR 1891.4 (361.5) 70.3 (56.9) 2.03 (0.3) 2.63 (0.4) 616.6 (170.6) 
MIROC5 1973.2 (347.0) 90.0 (72.4) 2.20 (0.3) 2.81 (0.4) 612.8 (173.0) 
MIROC-ESM 1996.2 (333.6) 127.9 (87.5) 2.27 (0.4) 3.10 (0.6) 594.1 (164.5) 
MIROC-ESM-CHEM 2007.2 (346.3) 129.2 (96.8) 2.26 (0.4) 3.06 (0.6) 588.5 (147.9) 
MRI-CGCM3 1788.8 (359.0) 51.9 (54.1) 1.87 (0.3) 2.44 (0.4) 608.0 (153.1) 
           
End of century (2080-2099) 
BCC-CSM1-1 2169.0 (366.9) 230.7 (109.8) 2.62 (0.43) 3.51 (0.56) 571.0 (184.4) 
BCC-CSM1-1-M 2099.9 (358.9) 216.9 (95.32) 2.57 (0.39) 3.51 (0.53) 566.0 (193.4) 
BNU-ESM 2246.3 (339.3) 212.4 (100.9) 2.52 (0.37) 3.35 (0.53) 625.1 (197.4) 
CanESM2 2265.7 (337.7) 246.0 (99.70) 2.61 (0.38) 3.18 (0.50) 607.8 (186.1) 
CCSM4 2126.9 (363.5) 214.6 (103.2) 2.62 (0.41) 3.56 (0.65) 636.6 (193.2) 
CNRM-CM5 2067.4 (358.0) 142.4 (88.40) 2.16 (0.37) 2.95 (0.49) 632.9 (182.2) 
CSIRO-Mk3-6-0 2256.1 (343.2) 213.0 (102.1) 2.46 (0.38) 3.22 (0.55) 683.6 (213.8) 
GFDL-ESM2G 2086.7 (379.9) 160.4 (130.2) 2.39 (0.50) 3.23 (0.73) 625.7 (190.1) 
GFDL-ESM2M 1995.6 (379.5) 137.9 (117.7) 2.27 (0.47) 3.06 (0.66) 637.6 (183.0) 
HadGEM2-CC 2343.8 (312.4) 362.8 (119.4) 2.94 (0.43) 4.17 (0.66) 506.2 (169.8) 
INMCM4 1972.8 (396.2) 127.9 (100.5) 2.08 (0.45) 2.88 (0.68) 590.9 (181.8) 
IPSL-CM5A-LR 2250.5 (357.9) 209.7 (127.5) 2.42 (0.44) 3.10 (0.64) 578.5 (217.5) 
IPSL-CM5A-MR 2294.9 (352.8) 247.3 (117.0) 2.52 (0.43) 3.28 (0.55) 527.3 (177.4) 
IPSL-CM5B-LR 2124.7 (343.0) 164.4 (88.80) 2.32 (0.36) 3.08 (0.46) 612.9 (185.3) 
MIROC5 2286.5 (309.1) 206.3 (122.5) 2.63 (0.41) 3.34 (0.63) 603.0 (199.4) 
MIROC-ESM 2344.0 (333.9) 312.0 (155.5) 2.83 (0.55) 3.94 (0.82) 573.8 (157.7) 
MIROC-ESM-CHEM 2343.0 (343.2) 289.7 (148.7) 2.75 (0.52) 3.77 (0.76) 604.3 (162.2) 
MRI-CGCM3 1980.2 (358.8) 95.24 (82.44) 2.01 (0.35) 2.65 (0.48) 652.0 (173.5) 
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Table X4. Estimated Semi-log Model, 1981-2016 
 
 Model 0 Model 1  Model 2 
Yields (bu/acre) (no GE) (one GE) (three GE) 
GE adoption rate (tot)  0.0973***  
  (0.00583)  
GE adoption rate (IR)   0.229*** 
   (0.0111) 
GE adoption rate (HT)   0.0424*** 
   (0.0118) 
GE adoption rate (Stacked)   -0.153*** 
   (0.0149) 
Growing degree days (GDD) 0.000251*** 0.000268*** 0.000253*** 
 (0.0000143) (0.0000144) (0.0000144) 
Excess heat degree days (HDD) -0.00511*** -0.00503*** -0.00504*** 
 (0.000129) (0.000129) (0.000128) 
Vapor pressure deficit (VPD) 0.0471*** -0.00324 0.0195 
 (0.0168) (0.0170) (0.0171) 
VPD – July, August -0.243*** -0.246*** -0.251*** 
 (0.00848) (0.00845) (0.00844) 
Precipitation (PPT) 0.000783*** 0.000708*** 0.000720*** 
 (0.0000421) (0.0000424) (0.0000424) 
PPT squared -0.000001*** -0.000001*** -0.000001*** 
 (3.37e-08) (3.36e-08) (3.35e-08) 
Time trend (average) 0.0131*** 0.00989*** 0.00951*** 
 (0.00093) (0.00096) (0.00096) 
    State-specific trend: Iowa 0.0139*** 0.0105*** 0.00960*** 
 (0.000235) (0.000306) (0.000308) 
    State-specific trend: Illinois 0.0117*** 0.00854*** 0.00782*** 
 (0.000288) (0.000340) (0.000343) 
    State-specific trend: Indiana 0.0112*** 0.00853*** 0.00810*** 
 (0.000260) (0.000304) (0.000304) 
Observations 52,894 52,894 52,894 
Adjusted R squared 0.705 0.707 0.708 
 
Note: The N=52,894 observation encompass 1,580 counties in 33 states. Robust standard errors 
in parentheses. * p<0.10, ** p<0.05, *** p<0.01. In addition to state-specific trends, all models 





Table X5. Summary of yield projections under climate change (Semi-log model) 
 
Global Climate Model   HadGEM2-ES      NorESM1-M 
Scenario RCP45 RCP85  RCP45 RCP85 
Projected yields (bu/acre)     
Year 2016 with GE (A) --------------------    155.74    -------------------- 
Year 2016 without GE (B) --------------------    140.70    -------------------- 
Mid-century without climate change (A')  201.33 201.52 207.07 207.56 
End-century without climate change (A'') 306.61 306.96 315.11 315.82 
Mid-century with climate change (C')  128.63 103.61 139.86 121.05 
End-century with climate change (C'')  152.74 71.04 187.54 90.10 
Yield gains from GE by 2016 (bu/acre)   
(A - B) --------------------    15.04    -------------------- 
Yield gaps (bu/acre)   
Mid-century (2046-2055): (A' - C') 72.70 97.91 67.21 86.52 
End-of-century (2086-2095): (A'' - C'') 153.86 235.91 127.57 225.72 
Innovation gap index     
Mid-century: ( ) ( )A C A B′ ′− −  4.83 6.51 4.47 5.75 
End-of-century: ( ) ( )A C A B′′ ′′− −  10.23 15.68 8.48 15.01 
 




Table X6. Summary of yield projections under climate change (Model 1, one GE variable) 
 
Global Climate Model HadGEM2-ES  NorESM1-M 
Scenario RCP4.5 RCP8.5  RCP4.5 RCP8.5 
Projected yields (bu/acre)      
Year 2016 with GE (A) --------------------   156.80   -------------------- 
Year 2016 without GE (B) --------------------   144.08   -------------------- 
Mid-century without climate change (A') -----  189.13  -----  -----  191.61  ----- 
End-century without climate change (A'') -----  237.12  -----  -----  239.60  ----- 
Mid-century with climate change (C') 148.01 126.08  156.96 143.32 
End-century with climate change (C'') 175.67 110.92  193.65 134.23 
Yield gains from GE by 2016 (bu/acre)      
(A - B) --------------------   12.73   -------------------- 
Yield gaps (bu/acre)      
Mid-century (A' - C') 41.12 63.05  34.65 48.30 
End-century (A'' - C'') 61.45 126.20  45.95 105.36 
Innovation gap index      
Mid-century (A' - C')/(A - B) 3.23 4.95  2.72 3.79 




Table X7. Estimated yield model with the “two thirds years” cutoff 
 
 Model 0 Model 1  Model 2 
Yields (bu/acre) (no GE) (one GE) (three GE) 
GE adoption rate (tot)  14.15***  
  (0.536)  
GE adoption rate (IR)   27.64*** 
   (1.071) 
GE adoption rate (HT)   -0.740 
   (1.089) 
GE adoption rate (Stacked)   -7.436*** 
   (1.415) 
Growing degree days (GDD) 0.00949*** 0.0122*** 0.0109*** 
 (0.00132) (0.00131) (0.00131) 
Excess heat degree days (HDD) -0.385*** -0.373*** -0.374*** 
 (0.0109) (0.0108) (0.0106) 
Vapor pressure deficit (VPD) 16.87*** 9.443*** 11.42*** 
 (1.473) (1.473) (1.470) 
VPD – July, August -30.95*** -31.52*** -31.77*** 
 (0.700) (0.693) (0.687) 
Precipitation (PPT) 0.0809*** 0.0702*** 0.0719*** 
 (0.00380) (0.00380) (0.00378) 
PPT squared -0.000071*** -0.000067*** -0.000068*** 
 (0.000003) (0.000003) (0.000003) 
Time trend (average) 1.485 1.013 0.976 
 (0.0913) (0.0937) (0.094) 
    State-specific trend: Iowa 0.684*** 0.198*** 0.131*** 
 (0.0425) (0.0461) (0.0463) 
    State-specific trend: Illinois 1.556*** 1.169*** 1.098*** 
 (0.0312) (0.0337) (0.0338) 
    State-specific trend: Indiana 1.990*** 1.496*** 1.358*** 
 (0.0257) (0.0304) (0.0307) 
Observations 47,624 47,624 47,624 
Adjusted R squared 0.750 0.754 0.756 
 
Note: The N=47,624 observation encompass 1,373 counties in 32 states. Robust standard errors 
in parentheses. * p<0.10, ** p<0.05, *** p<0.01. In addition to state-specific trends, all models 




Table X8. Summary of yield projections (“two thirds years” cutoff) 
 
Global Climate Model HadGEM2-ES  NorESM1-M 
Scenario RCP4.5 RCP8.5  RCP4.5 RCP8.5 
Projected yields (bu/acre)      
Year 2016 with GE (A) --------------------   158.09   -------------------- 
Year 2016 without GE (B) --------------------   141.99   -------------------- 
Mid-century without climate change (A') -----  188.18  -----  -----  190.86  ----- 
End-century without climate change (A'') -----  233.67  -----  -----  236.35  ----- 
Mid-century with climate change (C') 144.29 120.69  154.14 139.39 
End-century with climate change (C'') 167.57 97.25  187.51 123.38 
Yield gains from GE by 2016 (bu/acre)      
(A - B) --------------------   16.10   -------------------- 
Yield gaps (bu/acre)      
Mid-century (A' - C') 43.88 67.49  36.71 51.46 
End-century (A'' - C'') 66.10 136.42  48.84 112.96 
Innovation gap index      
Mid-century (A' - C')/(A - B) 2.73 4.19  2.28 3.20 
End-century (A'' - C'')/(A - B) 4.11 8.47  3.03 7.02 
 




Table X9. Estimated yield model with the “no” cutoff 
 
 Model 0 Model 1  Model 2 
Yields (bu/acre) (no GE) (one GE) (three GE) 
GE adoption rate (tot)  13.93***  
  (0.505)  
GE adoption rate (IR)   25.99*** 
   (1.036) 
GE adoption rate (HT)   0.502 
   (1.011) 
GE adoption rate (Stacked)   -7.554*** 
   (1.343) 
Growing degree days (GDD) 0.0104*** 0.0126*** 0.0116*** 
 (0.00123) (0.00122) (0.00122) 
Excess heat degree days (HDD) -0.316*** -0.306*** -0.309*** 
 (0.00932) (0.00924) (0.00912) 
Vapor pressure deficit (VPD) 11.13*** 4.035*** 5.696*** 
 (1.358) (1.357) (1.357) 
VPD – July, August -29.54*** -29.86*** -30.03*** 
 (0.638) (0.633) (0.629) 
Precipitation (PPT) 0.0714*** 0.0610*** 0.0623*** 
 (0.00350) (0.00350) (0.00349) 
PPT squared -0.000062*** -0.000058*** -0.000058*** 
 (0.00000289) (0.00000286) (0.00000285) 
Time trend (average) 1.283*** 0.835*** 0.811*** 
 (0.225) (0.234) (0.226) 
    State-specific trend: Iowa 1.990*** 1.507*** 1.377*** 
 (0.0263) (0.0304) (0.0308) 
    State-specific trend: Illinois 1.698*** 1.252*** 1.135*** 
 (0.0306) (0.0335) (0.0338) 
    State-specific trend: Indiana 1.535*** 1.159*** 1.091*** 
 (0.0314) (0.0336) (0.0338) 
Observations 55,515 55,515 55,515 
Adjusted R squared 0.749 0.753 0.755 
 
Note: The N=55,515 observation encompass 1,765 counties in 36 states. Robust standard errors 
in parentheses. * p<0.10, ** p<0.05, *** p<0.01. In addition to state-specific trends, all models 




Table X10. Summary of yield projections (“no” cutoff) 
 
Global Climate Model HadGEM2-ES  NorESM1-M 
Scenario RCP4.5 RCP8.5  RCP4.5 RCP8.5 
Projected yields (bu/acre)      
Year 2016 with GE (A) --------------------   157.43   -------------------- 
Year 2016 without GE (B) --------------------   141.67   -------------------- 
Mid-century without climate change (A') -----  187.77  -----  -----  190.19  ----- 
End-century without climate change (A'') -----  232.79  -----  -----  235.22  ----- 
Mid-century with climate change (C') 147.99 126.82  156.64 143.45 
End-century with climate change (C'') 173.46 111.28  190.80 133.68 
Yield gains from GE by 2016 (bu/acre)      
(A - B) --------------------   15.76   -------------------- 
Yield gaps (bu/acre)      
Mid-century (A' - C') 39.78 60.94  33.56 46.74 
End-century (A'' - C'') 59.33 121.51  44.42 101.54 
Innovation gap index      
Mid-century (A' - C')/(A - B) 2.52 3.87  2.13 2.97 
End-century (A'' - C'')/(A - B) 3.76 7.71  2.82 6.44 
 
 
 
