Nowadays, object recognition based on local invariant features is widely acknowledged as one of the best paradigms for object recognition due to its robustness for solving image matching across different views of a given scene. This paper proposes a new approach for learning invariant region descriptor operators through genetic programming and introduces another optimization method based on a hill-climbing algorithm with multiple re-starts. The approach relies on the synthesis of mathematical expressions that extract information derived from local image patches called local features. These local features have been previously designed by human experts using traditional representations that have a clear and, preferably mathematically, well-founded definition. We propose in this paper that the mathematical principles that are used in the description of such local features could be well optimized using a genetic programming paradigm.
Introduction
Description of interest regions is an attractive and successful paradigm of computer vision that is commonly applied in state-of-the-art systems for solving challenging tasks such as: object detection and recognition, image matching, robot navigation, image retrieval and visual data mining, to name but a few application domains. This work follows the idea of evolving local descriptor operators through a domain indepent machine learning paradigm known as genetic programming. The application of genetic programming (GP) to image related problems has received an increase level of attention since Koza (1992) introduced GP as a problem solving strategy [57] . The first works can be traced back to 1993 where Tackett [1] applied GP for solving an object detection task. Then, Johnson et al. (1995) [2] evolved visual routines which were able to locate simple salient patterns from silhouettes of people. Also, Teller and Veloso in 1995 [3] developed PADO as a probe of concept that shows GP as a suitable paradigm for building a whole recognition system. Later, Poli (1996) [4] introduced GP into the classical problem of image segmentation. In 1999, Ebner [5] introduced a technique based on GP for evolving a task specific image operator, in particular to reproduce the well-known Moravec interest point detector. Also, in 1999 Howard et al. [6] described a GP approach, where binary classifiers were evolved with the goal of detecting targets within SAR imagery. Later, Zhang et al. (2003) [7] used GP to perform multi-class detection of small objects present in large images, with domain independent pixel statistics as the terminal sets. Then, Lin and Bhanu (2005) [9] performed object detection from SAR images through a GP-based approach using a cooperative coevolutionary framework; where simple features were combined in such a way that novel features are said to be synthesized. Hernández et al. (2007) [10] presented a linear-GP approach coupled with a support vector machine as a visual learning strategy for facial expression recognition. Recently, Song and Ciesielski (2008) [12] showed that a fast and accurate texture segmentation method can be developed based on classifiers evolved by GP. Trujillo and Olague (2008) [35] described a GP methodology that can be used to synthesize low-level image operators that detect interest points on digital images. Also, Olague and Trujillo (2011) [11] extended their work presenting an innovative method for designing interest point detectors using an evolutionary-computer-assisted design approach. Finally, Fu et. al (2011) [8] developed a GP-based method for edge detection in images. They evolved program detectors using different fitness functions, from which result different new models that compete with traditional window-based edge detectors. All above works describe methods for solving image related tasks, which are based on the direct evolution of programs or algorithms using a kind of inductive learning. Our work follows such GP-based methodology where tree structures, mathematical operators, are evolved in order to enhance the overall performance of local descriptors. Also, we introduce another optimization algorithm based on a hill-climber method with multiple re-starts using the same search space (functions,terminals), fitness function and mutation used in the GP algorithm. The idea is to compare our GP results not only with man-made algorithms but also, with the results of another search method since there is no optimization algorithm in the literature that learns descriptor operators beside our GP proposal described in this paper.
Research on local image descriptors has received a lot of attention in recent years due to its many advantages. For example, local features can be designed to be very tolerant to geometric and photometric deformations, occlusions, as well as to promote its distinctiveness. The basic idea is to detect interest points or regions that are covariant to a class of transformation. Afterwards, for each detected image patch, an invariant descriptor is computed. The objective of a local descriptor is to obtain a compact and complete feature description that captures numerically the information about the local structure around each interest point. In this way, the descriptors' vectors can be matched between different images exhibiting image deformations caused by changes in camera pose, brightness, and others such as: rotation, scaling, illumination changes, JPEG compression, affine transformation, eyefish lens deformation, and nonrigid deformation, to mention but a few. There exist several comparative studies on region descriptors [23, 50, 51] . In general, the best results are reported for methods or algorithms that use histograms to represent different characteristics of appearance or shape, like the Scale Invariant Feature Transform (SIFT) [14] . In particular, the SIFT descriptor is considered as the state-of-the-art of distribution-based descriptors.
Motivation and Problem Statement
The SIFT descriptor is a 3D histogram of gradient locations and orientations, where a scale-normalized image region is represented through the concatenation of gradient orientation histograms relative to several rectangular subregions, resulting in a 128-dimensional descriptor. First, the gradient magnitudes and orientations are computed within the interest region. The gradient magnitudes are then weighted with a Gaussian window overlaid over the region. In order to detect the scale-normalized patches, a salient region detection procedure is executed using as the saliency function, the scalespace Difference of Gaussians (DoG), and the image regions (positions and scale) are selected by the local extrema at DoG. Thus, the regions are scale normalized to compute the derivatives of the image through pixel differences, which are used to calculate the image gradient and orientation for every pixel in the image. This information is then divided in subregions as in a rectangular grid in order to compute the histogram of gradient orientation, weighted by gradient magnitude, for each subregion. The SIFT local descriptor is the concatenation of the several gradient orientation histograms for all subregions. The gradient magnitude has been criticized [40, 41] specially if the gradient computation is performed through pixel differences, which are very sensitive to noisy measurements. In this work, we are interested to test if the gradient magnitude based feature used within the SIFT algorithm could be replaced by a different feature, operator, that can offer a better or comparable performance. The idea is to propose a GP methodology that synthesizes mathematical operators which will be used instead of the gradient magnitude. A major difference with previous research is that such local features have been designed by human experts using traditional representations that have a clear and preferably mathematically well-founded definition. In this paper, we will show how a powerful machine learning strategy is able to create realiable composite operators that enhance the overall performance of the best available local descriptor. We will use the acronym RDGP (Region Descriptor Operators with Genetic Programming) to refer to our evolved SIFT operators using the GP and HILL for the optimized operators using the Hill-Climbing algorithm. Moreover, we will observe in the experiments that this simple change into the SIFT descriptor has resulted in a set of features that significantly outperform other state-of-the-art descriptors. Two main aspects will be addressed in the paper: the selection of a set of mathematical functions and genetic operations that are useful to define and explore the search space, as well as the fitness function that is used to measure the performance of local descriptors.
Research Contributions
This paper describes an optimization based approach using GP and a hill-climbing algorithm as a machine learning strategy, which create composite image operators for improving the SIFT descriptor. This document enhances preliminary results using a new search method based on a greedy hill-climber and provides a clear explanation of our GP proposal [15, 16, 17] . In this regard, Perez and Olague, [15, 16] briefly introduced the idea of using GP for learning SIFT descriptor operators using rotation and scale information during the learning stage; while in [17] we included illumination information in the learning stage due to the SIFT algorithm is partially invariant to illumination changes.
The main contributions of our work are the following:
1. This work proposes a GP strategy to automate the design of SIFT descriptor's operators.
2. This work provides an analysis about the descriptor operators of several stateof-the-art local descriptors.
3. We propose a quantitative criteria based on the F-Measure for evaluating local descriptors.
4. We introduce a new search method based on a greedy hill-climbing algorithm with multiple re-starts for learning SIFT descriptor operators.
5. We introduce RDGP 2 and HILL operators which outperform a set of state-ofart descriptors.
6. The usage of RDGP 2 and HILL as a descriptor in an object recognition task produce fewer outliers.
The structure of this paper is as follows. In section 2 we present an overview of the related work on SIFT-like and other local descriptors in order to understand the relevance of our contribution. In section 3 we describe the necessary steps to formulate the optimization learning strategy for local descriptors through the F-measure and all building blocks of the algorithm. Section 4 presents the results of learning composite image operators with the testbed and an object recognition experiment. Finally, we conclude the paper in section 5.
Related work on local descriptors
Today, many researchers have a special interest in SIFT descriptor due to its ability to detect objects under different viewing conditions; for that reason, they have improved the SIFT algorithm in different ways with different purposes [18, 19, 22, 24, 25, 26, 27, 28, 29, 30, 32] adding new information or changing its original histogram representation. The idea in this paper is to replace the gradient magnitude by a new mathematical operation applied to the image region that can outperforms all other descriptors using a standard protocol. Such mathematical operation will be developed through GP learning optimization and a Hill-climbing algorithm with the goal of enhancing the information content which is one of the most important properties of SIFT-like descriptors. Indeed, the invariance of the information content determines the distinctiveness and robustness of local descriptors. [24] introduced the Background-SIFT algorithm coined BSIFT, which incorporates background invariance into the SIFT algorithm using heat diffusion theory for the detection and description processes which could be identified as the base of its descriptor operator; this descriptor is used to detect objects on synthetic and natural images.
global context adding shape information in the description process; its operator and data organization are implemented like in the SIFT descriptor using the gradient magnitude, as well as 3D localization and orientation histogram. Abdel-Hakim and Farag [26] proposed the Colour-SIFT algorithm (CSIFT) which adds color invariance to the SIFT descriptor process using a Gaussian RGB color model from which we identify the color-based gradient magnitude as their descriptor operator and a 3D histogram as the way to organize the final information. Bay et al. [27] presented the SURF algorithm (Speed Up Robust Features) which was inspired from SIFT algorithm. They outperformed the computational time using integral images, a fast-hessian detector and Haar-wavalet responses to integrate the vector descriptor.
Dalal and Triggs [28] described a SIFT-like algorithm named Histogram of Gradient Orientation (HOG) descriptor, which is similar on capturing the gradient structure in a dense overlapping grid using cell-blocks for the problem of human detection.
Bosch et al. [29] proposed the Pyramid Histogram of Gradient Orientation (PHOG) descriptor, inspired on the image pyramid representation of Lazebnik et al. [21] and the HOG descriptor [28] ; they organized the feature information into 2D histograms applying PHOG descriptors for image classification. Tola et al. [30] , introduced a local descriptor coined DAISY for dense wide-baseline matching inspired on SIFT and GLOH descriptors. They replaced the weighted sums of gradient norms by convolutions of the original image with several derivatives of Gaussian filters referring to the convolution results as convolved orientation maps. Hence, the descriptor operator for this descriptor could be related to those Gaussian filters. In particular, DAISY produces good 3D reconstructions. Liu et al. [32] proposed the SIFT-flow algorithm which consists of aligning images of complex scenes in order to achieve good dense matching; like in SIFT, they used the gradient magnitude and a 3D histogram in their algorithm. Moreover, SIFT-flow is applied to motion prediction from a single image and motion synthesis via transfer of moving objects. Finally, SIFT-Gabor proposed by
Moreno et al. [60] performs an analysis of gradient information based on odd Gabor functions, whose parameters are selectively tuned instead of the computation of image derivatives with pixel difference methods; experiments on image matching and object detection are provided to illustrate the distinctiveness of their proposal.
On the other hand, there are others local descriptors not inspired directly on SIFT but where it is possible to identify the operator and data organization that is used to incorporate geometric and photometric invariance into the vector descriptor through different well founded theories. However, the descriptor operators for some of these works could be even more difficult to identify due to the nature of their description process. For instance, Freeman and Adelson [42] proposed steerable filters based on
Gaussian derivatives which could be the base of the descriptor operator. Steerable filters, used as local descriptors, are applied to the image region in order to produce the descriptor vector which resulted from using directly the outputs of the filters.
Manjunath et al. [46] presented color and texture descriptors based on the MPEG-7 standard applied to image retrieval and texture classification. Color descriptors are formed using histograms or dominant color information based on HSV, HMMD, YCrCb colour spaces. The histogram descriptors capture the global distribution of color whereas the dominant color descriptor is represented in a compact representation.
Such texture descriptors use a bank of filters in a color space that could be identified as their descriptor operator.
Ç arkacioglu and Yarman-Vural [43] proposed a generic texture descriptor for im-age retrieval named SASI (Statistical Analysis of Structural Information) which is based on statistics of clique autocorrelation coefficients. The SASI's descriptor operator could be defined by the process required to obtain the clique window. Hence, the SASI's operator could be related with the computation of second order statistics from the autocorrelation coefficients µ and σ defined on their paper. Ling and Jacobs [48] proposed the Geodesic-Intensity Histogram (GIH) descriptor which captures invariance to synthetic deformation and real non-affine deformation from the joint distribution of geodesic distances and intensity of sample points. Intensities values are considered as the GIH descriptor operators organized into 2D histograms. Geusebroek [45] proposed a compact colour descriptor named Wiccest that captures colour and texture information based on local histogram of colour edges. The Wiccest's descriptor operatorÊ klm (x, y, σ i ) is related with the convolution of opponent colour channels E, E λ , E λλ , see [44] , with a Gaussian filter G kl (x, y, σ i ). Trujillo et al. [36] proposed a local descriptor based on Hölderian regularity that is the base for their de- Moreover, they formed the vector descriptor computing intensity differences of points pairs. Cheng et al. [37] proposed a Deformable Local Image Descriptor (DLID) which is robust to general deformations such as: fisheye lens, nonrigid, affine and synthetic deformations. They used multiple support regions of different sizes for each interest point; then, they computed a histogram of gradient directions for each support region.
Thus, the DLID's descriptor operator is the gradient magnitude obtained from the description process. Finally, Chen et al. [38] proposed the Weber Local Descriptor (WLD) based on Weber's Law theory for texture classification and face detection. The WLD's descriptor operator could be defined as the differential excitation ξ(I c ) which uses the intensity differences between the neighbors of the current pixel.
3 Optimization of SIFT descriptor operators
Optimization using Genetic Programming
Genetic programming has become the main machine learning paradigm of evolutionary computation which was formalized by John Koza [57] in the early 1990s. This approach is evolving rapidly in the computer science community, where Poli et al. [59] presented a modern field guide to GP with the aim to provide a comprehensive review for beginners and experts. GP is an offshoot of genetic algorithms that automatically solves problems without requiring the designer to know or specify the form or structure of the solution in advance. GP is said to be a systematic, domain independent method; however, at least for real world applications the user usually needs to define the way in which GP evolves programs (expressions or formulae) often in a domain-specific language through a user-defined task.
GP is inspired from the principles of biological evolution and it is used to create programs that learn a user-defined function. Fig. 2 shows our GP approach used to synthesize mathematical operators that optimize the SIFT local image descriptor.
GP is a machine learning approach that looks into the search space of all possible computer programs composed of functions and terminals appropriate to the problem domain. GP learning, as in common supervised machine learning, is divided in two stages of training and testing. The GP evolution is usually performed by individuals encoded with a tree representation grouped in what is called a population. GP simulates natural evolution as a random process and therefore it can never guarantee results. GP's essential randomness, however, can lead it to escape traps which challenge deterministic methods. Moreover, GP has been very successful at evolving novel and unexpected ways of solving problems. GP starts with an initial population of randomly generated programs. Each individual computer program in the population is measured in terms of how well it performs in the particular problem environment.
This measure is called the fitness function. The computer programs in the initial generation of the process will generally have poor fitness. Nonetheless, some individuals in the population will turn out to be somewhat more fit than others. The Darwinian principle of reproduction and survival of the fittest, as well as the genetic operations of crossover and mutation are used to create a new offspring population of individual computer programs from the current population of programs.
In this section, we describe the three major preparatory steps for applying GP to the evolution of SIFT operators; first, the definition of the set of terminals and primitive functions, as well as the way of combining them to find a solution; second, the fitness measure; and third, the parameters for controlling the algorithm and the criterion for terminating a run.
Representations, Search Space and Genetic Operations
In order to define the structure representation that will be evolved through GP learning we have reviewed the main aspects of SIFT. The idea is not to improve the whole algorithmic process; a task beyond the capacity of genetic programming, but to identify a key aspect that could enhance the overall quality performance of SIFT descriptors.
SIFT consists of four stages and the local image descriptors are computed in the last stage. Such description of local information is based upon image gradients of a patch of pixels situated within a local neighborhood. This patch is centered on the key point location, rotated with respect to the dominant orientation, and scaled to the appropriate size. We propose in this work to replace the gradient magnitude, normally used in SIFT and SIFT-like proposals, with a new GP-evolved feature. Note, that all mathematical operators being evolved by the GP learning system are tested on thousands of small image patches computed during the key point localization stage.
In GP, programs are usually encoded as syntax trees made up of internal and leaf nodes, which are defined by a set of primitive elements also called function set F , and terminal set T . Thus, the sets of functions and terminals represent the problem search space. Historically, differential operators have been used through a set of image derivatives computed up to a given order to describe the properties of a point neighborhood.
The properties of local derivatives (local jet) were investigated by Koenderink and Van Doorn [53] and later produced a number of approaches such as: steerable filters and differential invariants that compute derivatives by convolution with Gaussian derivatives. We decide to use such ideas to establish our functional and terminal sets as follows:
where I is the input image and I t can be any of the terminals in T , as well as the It is widely accepted that GP is able to create composite operators; hence, the choice of well selected functions and terminal sets are of paramount importance for the final result. We are interested in obtaining synthetic operators that could be simple in structure, and at the same time each operator should be able to improve the overall performance of SIFT.
After the initial generation is created and the fitness has been assigned to each individual, GP probabilistically selects the best individuals from the population for breding the parents to create the next generation using the genetic operations of selection, mutation and crossover. The selection function is responsible of choosing the best individuals for reproduction through mutation and crossover. The mutation operation randomly selects a node (mutation site), which is deleted to substitute this part of the tree with a new expression in order to obtain a new individual. On the other hand, the crossover method needs a pair of selected parents to perform its genetic operation; first, one point of each parent is randomly selected as the crossover point; then, the subtrees are combined in order to create the new child.
Fitness Function
The aim of our research is to show that GP is a powerful methodology that it is capable of improving local descriptors that later could be used for object recognition tasks.
In general, to apply evolutionary computation we need to devise a well posed fitness function together with the representation of the problem. Today, the evaluation techniques described in the literature propose metrics related to matching descriptors that mostly work on the ROC (Receiver Operating Characteristic) space [22, 38, 48, 49] as well as on the Recall vs 1-Precision space [18, 23, 27, 36, 37, 52, 60] . The appropriate use for each technique depends on the criteria for comparing local descriptors.
Hence, the Recall vs 1-Precision technique is used for evaluating descriptors extracted from image pairs while ROC analysis is used in the context of image classification or retrieval from databases. Therefore, the Recall vs 1-Precision curves are better-suited for evaluating detection systems since it is not necessarily to predict true negatives for a given image pair. Thus, Agarwal et al. [54] stated that Recall vs 1-Precision curves are more appropriate than ROC curves for measuring the performance of object detection approaches.
In this work, we propose to use the F-measure as the fitness function in order to compare several descriptors since it is based on recall and precision metrics, see The F-Measure was originally proposed in the information retrieval community by
Van Rijsbergen [56] as the Effectiveness function (E). The F-measure is based on the harmonic mean giving the best balance between Precision and Recall metrics and it is widely used as a performance evaluation criterion. Recently, it has been used in some computer vision applications such as object detection [54] , visual surveillance for motion detection [61] and image segmentation [62, 63] . In fact, our work is the first implementation of such a function for evaluating local descriptors [15, 16] . The idea is to obtain a quantitative measurement for evaluating local descriptors in the Recall vs 1-Precision space. It is true that other criteria could be used for comparing quantitatively local descriptors such as the true negative rate, true positive rate, weighted accuracy, G-Mean, precision and recall to mention but a few. Indeed, there is only one previous work that used the area under the ROC curve as the merit function for attempting to improve local descriptors using statistical learning [55] ; however, as was shown by [23] and [54] it is not suitable to use that criterion for the evaluation of local descriptors in the context of object recognition. Thus, the general formula is defined by the following equation:
where p is Precision {p : 0 ≤ p ≤ 1}, r is Recall {r : 0 ≤ r ≤ 1}, and α is the parameter that controls the balance between p and r, {α : 0 ≤ α ≤ ∞}. Note that in the case of α < 1 the variable with higher weight is p , while for the case of α > 1 the variable with a higher weight is r, and when α = 1 the precision and recall are well balanced.
Following the idea of using the F-Measure for learning local descriptors, we propose this equation as the fitness function for our GP system:
where Q :
with n representing the number of thresholds used in the testbed where n = 20 and the threshold vector used is [10, 50, Here, we claim that the F-Measure is a simple and reliable criterion that provides a significant evaluation for local descriptors.
Initialization, GP Parameters and Solution Designation
Once we have defined the search space and the fitness function, the first step is to start the evolutionary process randomly. The initial population is created using the ramped half-and-half method proposed by Koza [57] , which selects half of the individuals with the grow method and half with the full method to produce the population. The full method makes balanced trees according to the maximum initial depth while the grow method makes unbalanced trees allowing branches of varying length. Here, the size of individuals should not exceed a user specified maximum depth in order to avoid uncontrolling growing of trees over time; it helps to control bloat. The depth of a tree is defined as the length of the longest nonbacktracking path from the root to the endpoint. Tree depth is dynamically set using two maximum tree depths that limit the size of any given individual within the population, see Table 2 . The dynamic max depth is a maximum tree depth that may be not surpassed by any individual unless its fitness is better than the best solution found so far. If this happens, the dynamic max depth is augmented to the tree depth of the new fittest individual. Conversely, it is reduced if the new best individual has a lower tree depth. The real max depth is a hard limit that no individual may surpass under any circumstances. Table 2 provides the GP runtime parameters used during the experimental tests. These parameters have canonical values that were set empirically after a number of tests. Selection is carried out using a tournament with lexicographic parsimony pressure, while keeping the best individual. We use the lexicographic parsimony pressure proposed by [33] which is a technique for controlling the bloat problem of genetic programming trees. They modify selection, prefering smaller trees only when fitness are equal in rank without affecting the fitness performance. Finally, the termination criteria was defined by a maximum number of generations; thus, the evolutionary process reaches an optimum operator for each single run.
Optimization using the Hill-Climbing algorithm
The Hill-Climbing optimization technique is an iterative algorithm that starts with a random solution to a problem, then, attempts to find better solutions by selecting the best choice in a greedy fashion until no further improvements can be found [58] .
Unfortunately, hill-climbing often gets stuck in a local maxima since it continually moves in the direction of increasing value without look ahead beyond the immediate neighbors of the current state. Hence, one of the solutions is to include random restarts when a local maximum is found. In this work, we use a hill-climbing algorithm with random re-starts with the aim to observe the results obtained by another optimization technique that produce SIFT operators. We use the same terminals and functions set, see Eq. 1, same fitness function, see Eq. 3.3, same number of candidate solutions and the same mutation procedure used in our GP algorithm. The Algorithm 1 shows the pseudocode of our hill-climbing algorithm where σ 0 represents a candidate solution (Random Parent); score means the fitness of 'x' candidate solutions; T, F are the terminals and functions set used in our GP algorithm; N is the total candidate solutions being evaluated (N = 75000) which is the same total number of individuals evaluated in our GP algorithm (50 generations, 50 individuals, 30 runs); x represents the number of candidate solutions (x = 5); M utation is the procedure that generates 'x' candidate solutions through mutation; Evaluate is the procedure that evaluates 'x' candidate solutions as we do with each individual using the GP algorithm; RandomC is the procedure that creates a random candidate solution; finally, v is the variable used to establish the local maximum.
Algorithm 1 Greedy Hill-Climbing for searching SIFT operators
Results
This section presents two experimental frameworks used to evaluate the impact of our approach in the automated design of SIFT operators. The first experiment describes our two optimized algorithms that synthesize composite operators using the image region matching testbed [23] . The second experiment provides evidence that the two best optimized operators could improve significantly the SIFT algorithm by minimizing the total number of outliers in an object recognition task.
SIFT descriptor operators through GP and Hill-Climbing
GP learning and hill-climbing are performed using a matching protocol that is designed for matching thousands of interest regions between a pair of images. We compare the efficiency of our best GP image operator against three state-of-the-art descriptors: the original SIFT, GLOH and SURF and the best operator produced by our hill-climbing algorithm. Moreover, we compare also the efficacy of improving the descriptor's performance after applying different interest point detectors. The implementation for learning local descriptor operators through GP was programmed on Matlab with the GP toolbox GPLAB 2 while the core platform for SIFT features was programmed in Matlab/C 3 . Also, the hill-climbing algorithm was programmed on Matlab and use the same SIFT algorithm. For training, we select the boat image pair, see Fig. 1(c) , because this sequence presents rotation and scale changes. Later, we test the best evolved operator produced by GP, and the best operator produced by the hill-climbing algorithm against all other images presented in Fig. 1 showing that both best descriptor operators produce outstanding results.
The GP learning algorithm was executed 30 times using 50 generations and 50 individuals for each run; while the hill-climbing performed 75000 evaluations of candidate solutions for a fair comparision with the GP. Then, we obtained 30 best descriptor operators using the GP algorithm from which we selected the best descriptor operator coined RDGP 2 for further tests. Thus, each GP experiment takes about 24 hours for training while for testing depends on the SIFT run time that is about 6 seconds.
Notice that the GP learning process does not limits the application to vision tasks since we only replace the gradient magnitude for an evolved mathematical expression into the SIFT algorithm. On the other hand, the hill-climbing took a similar time, that is about one month to produce the best result which we call HILL operator. is not human interpretable. On the other hand, the first three HILL operators shows a binarized example of the original image while the HILL 4 seems to be an abstract art in grayscale. Finally, the image that corresponds to the HILL 5 operator looks like a good segmentation of the object. Moreover, it is remarkable that most composite operators use the square root as one of their basic operations; this, is quite interesting because we see againg this behaviour using the hill-climbing algorithm and such operation was never used in the synthesis of interest point detectors [34, 35] .
As an example of a typical GP run we present four statistical plots describing the process that synthesize the RDGP 2 operator. Fig. 4 provides four plots illustrating the maximum, median, and average fitness; the population diversity; the evolution of the tree structural complexity; and finally, the variations of applying the crossover and mutation operations. Population diversity plots the percentage of unique individuals for each generation; while structural complexity shows the parameters related to tree size. In addition, Fig. 5 illustrates the fitness evolution and corresponding tree structure for RDGP 1 , RDGP 4 , RDGP 5 and RDGP 11 descriptor operators. The runs that produce RDGP 2 , RDGP 4 and RDGP 5 reached their maximum fitness during the end, while those producing RDGP 1 and RDGP 11 found its best operator during the 40 th generation. On the other hand, the five best HILL operators were obtained at different moments along the algorithm execution and we observed that all best solutions at least they had the sqrt or logarithm function. Moreover, the hill-climbing algorithm, during the training, got in a local maximum about every 100 candidate solutions.
Experimental evaluation of local descriptors
The test of local descriptors consists on evaluating our proposed SIF T − RDGP 2 descriptor against our SIF T − HILL 1 descriptor and three state-of-art descriptors:
SIF T , GLOH, and SU RF ; using several image transformations, as well as different detectors for a reliable comparison. The overall results are presented in Fig. 6 ;
GLOH and SIF T were included in our tests because they are the two best descriptors according to an exhaustive experimental evaluation proposed by Mikolajczyk et al. [23] ; while SURF is considered as one of the fastest descriptor algorithms used for real world applications and its code is available and ready to be used in the testbed [27] . Moreover, other descriptors could be easily compared to our SIF T − RDGP 2 or SIF T − HILL 1 descriptor using this widely accepted testbed. Here, GLOH − heslap improves significantly with respect to GLOH − DOG. It is possible that a similar improvement could be achieved in our descriptor if we change the detector. On the other hand, in a different image with a rotation transformation (Newyork), we observe that GLOH − DOG is better than SIF T − DOG; however, GLOH − hesaf f scores a lower F-measure. In the case of illumination changes GLOH − haraf f and SIF T − hesaf f scores lower values with respect to its corresponding versions using DOG. Thus, for this kind of transformations DOG represents a good choice. In Fig. 6 (f) the hesaf f and haraf f detectors present a lower number of matches;
however, the performance achieved by their descriptors is higher than those using DOG. Fig. 6 (e) provides similar results with SU RF as the third best descriptor.
In the case of JP EG compression all detectors provide similar results for matching;
however, GLOH − haraf f and SIF T − hesaf f score a higher F-measure than their corresponding DOG versions. SURF is again the third best descriptor. So far all tests showed that SIF T − RDGP 2 and SIF T − HILL is by far the best descriptor.
Nevertheless, we present the Graffiti images to illustrate results considering affine changes. Here, GLOH − hesaf f and SIF T − hesaf f achieves the higher scores;
however, we remark that RDGP 2 − DOG and HILL score higher than SIF T − DOG and GLOH − DOG. It is very likely that after using a more suitable detector the final results could be improved. On the other hand, we observed along these results that both optimized descriptors have similar results where SIF T − RDGP 2 descriptor still being better. Table 4 presents a summary of the descriptors performance using the F-Measure, where the best optimized descriptor improved about a 45.59% for rotation, 9.89% for rotation and scale, 32.88% for illumination, 26.56% for blur and 18.54% for JP EG compression; while for the affine transformation GLOH and SIF T were better due to their hesaf f detector. In addition, the difference between both optimized descriptors was not significant.
Application to Object Recognition
In this section, we describe an object recognition application similar to the one proposed by Lowe [14] . The goal is to show the RDGP 2 and HILL performances within a real-world application using outdoor and indoor scenarios. The test consists of a set of photographs acquired with a SONY Cyber-shot 12.1 MP DSC-W230 digital camera. Thus, we select two images, one that is considered as the base or object image and the second representing the scene where the object is placed with some image transformations. Later, the descriptors from the two images are computed; and then, they are matched using an efficient nearest neighbor indexing called Best Bin First
proposed by Lowe and Beis [64] . We additionally compute the epipolar geometry using the RANSAC (Random SAmple Consensus) algorithm in order to identify the inliers and outliers of the previous matched features.
For indoor scenarios, we have eight photographs from which three are objects and the rest are the scenes, see Fig. 7 a) . Moreover, Fig. 8 illustrates an example of the descriptor's matching, where green lines represent the correct matches, while red lines represent the errors being produced during the matching process. Hence, we observed that SIF T − RDGP 2 and SIF T − HILL produce better results than SIFT because a lower number of false matches. In addition, Table 5 describes the matching error between these descriptors, where RDGP 2 and HILL reduce the total error matching along the six tests. However, the SIF T − HILL presented some false negatives (FN) and some false positive (FP) matches in most cases for indoor and outdoor escenarios, e.g., the false matches in the right hand of the frog must be positive matches. Thus, SIF T −RDGP 2 descriptor is a most reliable descriptor than SIF T −HILL descriptor for outlier rejection.
In the case of the outdoor scenarios, we collected 150 photographs for recognizing particular tourist attractions situated in Ensenada, B.C., Mexico. These photographs are organized in four different categories such as: BOAT with 52 photos, CEARTE with 34, HUSSONGS with 28 and PAPAS with 36 images; see Fig. 7 b) , for an example of some of these photographs. Table 6 shows a summary of the matching error between SIF T − RDGP 2 , SIF T − HILL and SIF T obtained from the 150 images.
Here, our optimized descriptors produce a lower number of false matches than SIFT for all cases; however, the SIF T − HILL descriptor presented some false negatives (FN) matches as we can observe on the top of the boat. Moreover, the maximum errors computed during recognition represent the matching over those images with the highest complexity, while the minimum errors represent the matching over those images with less distortions. For example, localizing the entire boat showed in Fig. 7 b)-I(a) within II(a) would be a difficult task due to we see not enough information in the second image that is the stern of the boat.
Conclusions
In this paper, we have described two optimization frameworks for learning composite image operators. Our best optimized descriptor operators represent an improvement over a patented descriptor algorithm called SIFT (Scale Invariant Feature Transform) and other man-made descriptors such as GLOH and SURF. The original idea was to find through GP a set of mathematical expressions that could be equal or better than the weighted gradient magnitude that is applied within the SIFT descriptor. Later, we introduced a new optimization framework based on a Hill-Climber method in order to compare our GP results with another optmization algorithm. In addition, for comparing both methodologies along with man-made descriptors we considered two different recognition protocols: 1) we have used a standard testbed based on image region matching to evaluate the performance of our evolved mathematical operators, and 2) the best image operator for each algorithm was further tested on real world
situations showing that the total number of outliers is greatly reduced. However, the SIF T − HILL descriptor presented some false negatives and false positives during the tests, being the SIF T − RDGP 2 the best realiable descriptor for real applications.
Moreover, our GP proposal could be implemented easily in any SIFT-like or similar descriptor, where some kind of mathematical operator is applied. As a matter of fact, in order to use the first protocol in our GP framework, we propose to include the FMeasure in the evaluation process to obtain not only a graphical result as is commonly performed, but also a quantitative measure as required in a GP optimization framework. Thus, our proposed technique opens a research avenue towards evolutionary learning of local descriptors. 
