We consider a family of sequences of random graphs constructed by a hierarchical procedure. The construction depends on a parameter p. We investigate the effective resistance across the graphs, first-passage percolation on the graphs and the Cheeger constants of the graphs. In each case we find a phase transition at p = 1 2 .
Introduction
We examine the properties of a specific example from a broad class of graphs constructed by a random hierarchical procedure. The class of hierarchical lattices (we take the term lattice from the physics literature where it is equivalent to graph) was introduced in the physics literature as a simplified structure for investigating various statistical mechanical problems, [4] , [5] , [6] , [7] . They provide approximations to the standard d-dimensional lattice but with a much simpler connection structure, which sometimes allows exact calculations to be done. Examples of such deterministic hierarchical constructions include the diamond lattice and pre-fractal graphs such as those associated with the Sierpiński gasket and other nested fractals, [2] .
The properties of hierarchical lattices can typically be described mathematically by a dynamical system on probability measures. We call this a random hierarchical system. Let {X (0) j } j∈N be independent identically distributed random variables and define X in [8, 10, 13, 14, 15] . In this setting it has been shown that there is a strong law of large numbers provided the function f satisfies certain conditions.
We wish to extend this to the case where the hierarchical lattice is itself random.
The hierarchical systems which describe the properties of such lattices could be called random hierarchical systems in random environment. These lattices provide models for disordered lattices, a more complex setting for doing statistical mechanics. This type of random environment on regular hierarchical lattices is a natural setting for some computer science applications such as the biased coin problem [1] . We will regard the input variables {X (0) j } j∈N as either random or deterministic and then, to generate the random environment for our random hierarchical system, we choose the function f to be applied to the random variables randomly. We will obtain distributional fixed points for some such iterations.
As the range of possible lattices and systems generated in this way is vast we restrict ourselves to a particular random hierarchical lattice model which exhibits a range of random hierarchical systems. The specific model will be called the series-parallel graph.
The construction of the random hierarchical lattice
We set a parameter p ∈ [0, 1] and define a sequence of graphs G (n) . The first graph
consists of two vertices connected by a single edge, with the boundary of G (0) considered to consist of these two vertices.
To construct The two boundary vertices of G (n) are inherited from G (n−1) .
A typical graph at stage 5 with p = 
We will be concerned with the limiting properties of this sequence of random graphs.
Properties of the random hierarchical lattice
The first property we will consider is the total effective resistance between the two boundary points of the graph. In the random hierarchical system the function f :
2 ) −1 with probability 1 − p.
There is clearly a phase transition in that for p < case we conjecture that there is no non-degenerate distributional fixed point for the hierarchical system. We also believe that there is an almost sure exponential growth rate for the resistance but can only establish upper and lower bounds on log(X n 1 )/n here.
In section 3, we investigate the limiting behaviour of the graph distance between the two boundary points and first passage percolation on the graphs, which are described by a random hierarchical system which has a non-degenerate fixed point for p < 1 2 . Finally, in section 4, we study the behaviour of the Cheeger constants of the graphs, which gives an estimate for the spectral gap and hence the rate of convergence to equilibrium for a random walk on the graph. This also shows the phase transition at p = 
Resistance
We now put a resistance of 1 on each edge and define R (n) to be the resistance between the boundary points in the graph G (n) .
We can define the following processes:
to be the number of individual edges whose removal would disconnect G (n) . This behaves as a Galton-Watson branching process with each individual having 2 offspring with probability p and 0 offspring with probability 1 − p.
Similarly setC (n) to be the number w (n) (1, 2) of edges connecting the two boundary points of G (n) . This also behaves as a branching process, with each individual having 2 offspring with probability 1 − p and 0 offspring with probability p Lemma 2.1. In the case where p > 1 2 , there is a positive probability of R (n) → ∞.
Proof. The branching process C (n) is a lower bound for the resistance R (n) (as each edge has resistance 1) and its offspring mean is 2p + 0(1 − p), so it is supercritical for
This also shows a positive probability that
The offspring mean of (
connected together in a manner determined independently by G (1) .
Consider an event A determined by the sequence (G (n) ) n∈N such that if G 2 ) n∈N ), and that if G (1) has a parallel connection then
, then any such event A must have probability 0 or 1. This also applies if ∩ and ∪ are reversed in the above.
Proof. Let q = P(A). Then q satisfies
which has roots 0 and 1 unless p = 1 2 in which case it reduces to q = q. The second statement follows by the same method.
, and furthermore 2p as a lower bound on the exponential growth rate.
Proof. Both the events {R
(n) → ∞} and {lim inf n→∞ (R (n) ) 1 n ≥ 2p} satisfy the conditions of Lemma 2.2. As we have already shown that they have positive probability, they must have probability 1. However the branching process argument does not help at p = 1 2 . A polynomial h(q) corresponding to (1−2p)q 2 +2pq can be constructed for sequences of graphs derived from similar constructions. In the case where there is just one function (e.g. a deterministic fractal lattice) then the polynomial h(q) is studied in [11, 12] , where it is shown that it has at most one fixed point in (0, 1) which will be repulsive.
Similarly we get
It is also studied in [14] . These results do not apply to randomised constructions, but the fixed points of h(q) still provide useful information.
We now consider the limiting behaviour of the resistance. Proof. Recall that the graph G (n) consists of 2 independent graphs G
with the same distribution as G (n−1) connected together in a manner determined independently by G (1) .
Given R (n) we constructR (n) as follows:
We defineR
to be independent random variables with the same distribution asR (n−1) .
If
ThenR (n) with parameter p is distributed as R (n) with parameter 1 − p.
. Assuming (induction hypothesis), thatR (n−1) has the same distribution as 1/R (n−1) then if
and if
In section 4, it will be useful to have a stronger result, namely that for any sequence of random variables
2 ). We can use recurrences for expectation to prove this. For p < 1/3, we can use exponential decay of expectation and apply a Borel-Cantelli Lemma. To extend this to the interval [
2 ) we take an integer α and consider the behaviour of
for some C (depending on α) and for all x > 0, then
Hence we are interested in the supremum over x > 0 of
The opposite is the case for x ≥ 1. So if we define
and for x ≥ 1 we have
Hence the sign of ∂f (x,β,p) ∂x is the same as that of g(x, β) for all x > 0. Now
and since 2 = (2α)β and 1 − β = (α − 1)β and 2α and α − 1 are both integers, we can take a factor of (1 − x β ) out as follows:
So when α ≥ 2 (and so β ≤
, which is also maximised over x > 0 at x = 1.
Proof. Fix α ≥ 2. Use Lemma 2.4 to get that α X (n) converges almost surely to
so the result follows.
Proof. This follows immediately from Lemma 2.3 and Corollary 2.3.
To get some more information about growth or decay rates, we investigate the behaviour of µ −n R (n) . We define f (x, β, p) as for Lemma 2.4 and define (α) such that
where β = 1/α. As f is continuous the supremum will be attained.
almost surely and furthermore this applies to any sequence of random variables with these distributions.
Proof. This follows from the fact that
n via the usual argument involving the Borel-Cantelli Lemma.
We note that Lemma 2.4 implies that (α) ≥ 0 for α ∈ N. This is enough to give the following:
Proof. Take µ > 1. We require, for some α ∈ N,
so for sufficiently large α we will have µ −n X (n) → 0 almost surely, from Lemma 2.5.
We use the symmetry properties to obtain, for µ < 1, µ −n X (n) → ∞ a.s., which gives the result.
Lemma 2.6. We have that
Proof. We know that (1) 
so that this second derivative will remain negative for p in a neighbourhood of 1 2 . Now we can calculate
We know
2 ) ≤ 0, so we have the result as long as there are no solutions of
and as 4y (y+1) 2 < 1 for y > 1 the derivative is bounded above by log 2 in (0, 1), giving the result.
, there exists a value λ(p) > 0 such that, almost surely,
Proof. Upper bound of part a):
We use Lemma 2.5 to see that, if p < 1 2 + (α) and
So we define
Now we let p ↓ 
Take the limit of µ as α → ∞, using l'Hôpital's rule, to get the result.
The lower bound of part a) follows by symmetry.
We remark that a more detailed calculation, given in [9] , shows that when p = 1/2
we have E(log X (n) ) 2 → ∞ as n → ∞. We conjecture that the limiting probability measure in the critical case puts mass 1/2 at 0 and ∞.
3. The length of the graph
Introduction
We consider the graph distance between the two boundary points. To study this, we label the vertices as follows: the initial vertices are 1 and 2, and new vertices are numbered in order of their insertion i.e. when an edge a ↔ b is replaced by two edges in series these are a ↔ c and c ↔ b with c > a, b. We will define j(c) to be the stage at which vertex c was added to the graph i.e. j(c) = min n {c ∈ V (G (n) )} and further define n(c) to be a neighbour of c in G (j(c)) i.e. n(c) = min a {a ↔ c in G (j(c)) }. We take n(1) = 2 and n(2) = 1, and j(1) = j(2) = 0.
We define the distance d (n) (a, b) to be the graph distance in G (n) between a and b,
We now define 1, 2) , the distance between the two boundary points.
This can be thought of as the 'length' of the graph.
In the hierarchical system framework, f is again chosen randomly from the two functions f 1 (x 1 , x 2 ) = x 1 + x 2 with probability p f 2 (x 1 , x 2 ) = min(x 1 , x 2 ) with probability 1 − p.
We define κ p to be the map on probability measures ν on R + associated with this random hierarchical system. That is, given a probability measure ν on R + , we can take two independent random variables X 1 and X 2 with law ν, and an independent uniform[0, 1] random variable Z, and define a random variable
setting κ p (ν) to be the law of X.
Then, if the random variables K
grows exponentially quickly with probability 1.
has a finite limit K as n → ∞, with probability 1.
Proof. Recall the branching processes defined in Definition 2.1.
For a), we use the branching process C (n) from Definition 2.1 to show that the probability is positive, because K (n) ≥ C (n) , and then use Lemma 2.2 on the event K (n) → ∞ to see that it must be 1.
For b), we use the other branching processC (n) which is the number of edges 1 ↔ 2.
This is supercritical when p < 1 2 , so with positive probability we have K (n) = 1 for all n. Now we use Lemma 2.2 again on the same event to get the result. Proof. The law of the random variable K gives such a fixed point.
The fixed points of κ p
We now consider the iteration of κ p . For p < 1 2 , one fixed point is the distribution ν p of the random variable K found in Lemma 3.1. We will see that for this range of p this fixed point is essentially unique while for p > 1 2 there are no non-degenerate fixed points for distributions on R + .
We consider labelling the edges of the graph G (n) with i.i.d. random variables on
. We let L (n) be the minimum sum of the labels on a route between the endpoint vertices. This describes first-passage percolation on the graph
Proof. The statement is obvious for n = 0. For larger n we assume the statement for n−1 and note that G (n) consists of two i.i.d. graphs with the distribution of G
connected in series with probability p and in parallel with probability 1 − p. In the former case L (n) is the sum of two independent variables with distribution µ (n−1) and in the latter case it is the minimum of these variables. This describes the map κ p so proves the lemma by induction.
We now investigate the sequence (L (n) ) n∈N . We define λ to be the infimum of the
Proof. We condition on the (replacement) sequence of graphs G (n) . We know from Lemma 3.1 that for n large enough the 'length' K (n) = K. First consider the case where K = 1. In this case the branching processC (n) from Definition 2.1 grows exponentially almost surely. The value L (n) is bounded above by the minimum label on theseC (n) edges. But this minimum value converges weakly to λ.
Similarly when K = k, we consider n 0 large enough that d (n 0 ) (1, 2) = k. We consider the paths of length k between vertices 1 and 2 in G (n 0 ) , and note that K = k implies that one such path must be preserved in G (n) for n > n 0 . Now the self-similarity of the structure shows that each edge in this path has a branching process associated with it, with the same offspring distribution asC (n) , and also growing exponentially conditioned on survival. Hence the number of edge-disjoint paths from 1 to 2 of length k grows exponentially, and hence the weak convergence result holds.
This shows that P(L (n) > λK) → 0 as n → ∞. Finally it is obvious that P(L (n) < λK (n) ) = 0, completing the proof.
This shows that these are the only fixed points and that starting with any distribution on R + the sequence will converge to one of them.
Note that if λ = 0 the limit is a point mass at 0.
almost surely, which is enough to show that the only fixed point is a point mass at 0.
In the p < 1 2 case this shows that in the limit first-passage percolation on the graphs G (n) loses all randomness except that coming from the random structure of the graphs.
Cheeger constants
For a subset S ⊆ G (n) , following [3] , we define vol S to be the sum of the degrees of vertices in S, and defineS to be the complement of S in V (G (n) ). Further we define E(S 1 , S 2 ) to be the number of edges between vertices in S 1 and vertices in S 2 .
We now define h G (n) (S) =
|E(S,S)| min{vol S, volS} and the Cheeger constant
This is a measure of the connectivity of the graph, see [3] for further details. Where λ 1 (G (n) ) is the smallest positive eigenvalue of G (n) as defined in [3] , we have the Cheeger inequality (proved in [3] ):
So bounds on the Cheeger constant can give bounds on the lowest positive eigenvalue.
We consider the asymptotics of the Cheeger constants of the series-parallel graphs G (n) .
Lemma 4.1. The Cheeger constant satisfies
So we use the complete convergence results of Lemma 2.5 and Corollary 2.6 as follows:
Using Corollary 2.6 we choose µ > 2 2p−1 so that 1 µ −(n−j(k (n) )+1) R (n−j(k (n) )) → ∞ a.s.
as long as n − j(k (n) ) → ∞ a.s. This condition is satisfied because of the bound above on the volume and the lim sup result for the Cheeger constant in Lemma 4.2.
So, for µ > 2 2p−1 ,
almost surely, because of the complete convergence in Lemma 2.5.
So log 2µ + lim inf n→∞ 1 n log h G (n) ≥ 0, which gives the result.
We now put Lemmas 4.1, 4.2 and 4.3 together to obtain the following: 
