It is usually believed that a function φ(t) whose Fourier spectrum is bounded can vary at most as fast as its highest frequency component ω max . This is in fact not the case, as Aharonov, Berry and others drastically demonstrated with explicit counter examples, so-called superoscillations. The claim is that even the recording of an entire Beethoven symphony can occur as part of a signal with 1Hz bandwidth. Superoscillations have been suggested to account e.g. for transplanckian frequencies of black hole radiation.
Introduction
Functions which contain only frequencies up to a certain maximum frequency occur in various contexts from pure mathematics and theoretical physics to the applied sciences such as communication engineering. Intuitively, one may expect that these bandlimited functions, φ(t), can vary at most as fast as their highest frequency component, ω max . This is, however, not the case. Aharonov et al [1] and Berry [2] , gave explicit examples -which they named superoscillations -which drastically demonstrate that bandlimited functions can indeed oscillate for arbitrarily long finite intervals arbitrarily faster than the highest frequency component which they contain. Indeed, in [2] it has been conjectured that for example 5000 seconds of a 20KHz bandwidth recording of a symphony of Beethoven can be part of a 1Hz -bandlimited signal. Let us begin with a simple illustration:
Consider functions, φ(t), which are bandlimited with bandwidth ω max , i.e. which contain only plane waves up to this frequency. We can write such functions in the form φ(t) = +∞ −∞ du r(u) e itω(u) (1) where ω(u) is a real-valued function which obeys |ω(u)| ≤ ω max for all u ∈ IR ,
and where r(u) is a some complex-valued function. Berry [2] gives the explicit example
and r(u) := 1 √ 2πǫ e
where ǫ and c are positive constants. The claim is that for suitable choices of ǫ and c the resulting function φ(t) displays superoscillations, i.e. that in some interval it oscillates faster than ω max . There is a simple argument for why this should be true. Berry reports this argument to be due to Aharonov: Namely, for sufficiently small ǫ the function r(u) should effectively become a Gaussian approximation to a Dirac δ-function which is peaked around the imaginary value u = ic. Therefore, the factor r(u) in Eq.1 should effectively project out the value of the integrand at u = ic. Due to Eq.3, this value of u corresponds to the frequency:
Clearly, for suitable choices of the parameter c, this frequency can be made arbitrarily larger than the bandwidth ω max . Thus, the situation is that on the one hand, φ(t) is certainly bandlimited by ω max because ω(u) ≤ ω max for all real values of u, and the intergration in Eq.1 is over real u only. On the other hand, for imaginary values of u the value of ω(u) can become much larger than ω max . Indeed, the behavior of r(u) indicates that the integral should effectively be peaked around the imaginary value u = ic. This suggests that, for choices of c close enough to 1, the function φ(t) could display superoscillations with frequencies around ω so ≈ 1/(1 − c 2 ) > ω max .
This intuitive argument for superoscillations has been confirmed, in [2] , both by asymptotic analysis and by numerical calculations. Berry also explains in [2] that the price for a function to have this type of a superoscillating period is that the function also possesses a period with exponentially large amplitudes -nevertheless, the whole function is square integrable. We remark that a different method for constructing examples of superoscillations has been found in [3] .
Here, we address three points related to superoscillations:
Firstly, we give an exact proof for generic superoscillations. Namely, we show that among the functions with bandwidth ω max , there are always functions which go through any finite number of arbitrarily prespecified points -for example points of a Beethoven recording. Thus, bandlimited functions can indeed not be reliably characterized as varying slower than their highest Fourier component. This raises the problem of finding a better, i.e. a more reliable, characterization of the effect of bandlimitation on the "behavior" of functions.
Therefore, secondly, we show that a true characterization of the effect of bandlimitation on the behavior of functions is in terms of an uncertainty relation: If a strictly bandlimited function φ(t) is sampled at the Nyquist rate, then the standard deviation ∆T of its samples φ(t n ) is bounded from below by ∆T > 1/4ω max . We conclude that a bandlimit is not a limit to how quickly a function can vary, but that instead a bandlimit is a limit to how much a function's Nyquist rate samples can be peaked.
Thirdly, we explain how this characterization of bandlimited functions generalizes to time-varying bandwidths and that it can then be applied e.g. in the context of a recently developed generalized Shannon sampling theorem.
Superoscillations have been suggested to play a rôle in the resolution of the transplanckian energies paradox of black hole radiation, see [4, 5] . We will come back to this point in the last section. We remark only, without going here further into these issues, that superoscillations have also been linked to properties of evanescent waves and quantum billiards, see [6] , and to effects of superluminal propagation in unstable media such as media with inverted level populations, see e.g. [7] .
2 General proof for superoscillations
Definitions
For convenience, and following common usage in signal processing, let us refer to bandlimited functions φ(t) as "signals" and to the variable t as "time".
To be precise, we define the class of signals φ with bandwidth ω max as the Hilbert space of square integrable functions on the interval [−ω max , ω max ] in frequency space
with the usual scalar product:
We then define the set B ωmax of strictly bandlimited signals with bandwidth ω max as the set of all functionsφ(ω) on frequency space for which there exists a c(φ) < ω max such thatφ
and whose derivatives d nφ (ω)/dω n are square integrable for all n ∈ N I . Clearly, the strictly bandlimited signals are dense in the Hilbert space of bandlimited signals H ωmax :
Proposition
We claim that each Hilbert space of bandlimited signals H ωmax contains signals such that the Fourier transform ofφ(ω), i.e. the signal φ(t), passes through any finite number of arbitrarily prespecified points. Explicitly, we can fix a value for the bandwidth, ω max . Then, we choose N arbitrary times
. The claim is that there always exist signals of bandwidth ω max which obey:
Proof
Let us outline the proof. We begin by considering the simple symmetric operator T : φ(t) → tφ(t) on B ωmax . Its self-adjoint extensions, T (α), yield a set of Hilbert bases {t n (α)} of H ωmax as their eigenbases. The amplitudes of bandlimited signals φ(t) can then be written as scalar products with these eigenvectors: φ(t) = (t, φ). The proof of the proposition will consist in showing that any finite set
of basis vectors among all eigenvectors of the self-adjoint extensions is linearly independent.
The "time operator" T We define the operator T on the domain D T := B ωmax as the operator which acts on strictly bandlimited signals φ(t) by multiplication with the time variable:
The operator T maps strictly bandlimited functions into strictly bandlimited functions:
This is because T acts in the Fourier representation as
and, clearly, ifφ(ω) obeys the bandwidth condition, Eq.8, so does its derivative ∂ ωφ (ω).
The elements φ ∈ D T are strictly bandlimited and they therefore obey, in particular:
Thus, for all φ ∈ B ωmax :
Consequently,
and therefore, (φ, T φ) ∈ IR ∀ φ ∈ B ωmax (17) which means that T is a symmetric operator. Nevertheless, T is not self-adjoint. Indeed, T possesses no (normalizable nor nonnormalizable) eigenvectors. This is because the only candidates for eigenvectors, namely the plane waves e 2πitω do not obey Eqs.8,14. Thus, the plane waves are not strictly bandlimited and therefore they are not in the domain D T = B ωmax of T . On the other hand, while the plane waves are not strictly bandlimited, they are nevertheless bandlimited, i.e. they are elements of the Hilbert space H ωmax . Indeed, the domain of T can be suitably enlarged to yield a whole family of self-adjoint extensions of T , each with a discrete subset of the plane waves as an eigenbasis. For a standard reference on the functional analysis of self-adjoint extensions, see e.g. [8] .
The self-adjoint extensions T (α) of T , and their eigenbases
There exists a U(1)-family of self-adjoint extensions T (α) of T : The self-adjoint operator T (α) is obtained by enlarging the domain of T by signals, φ, which obey the boundary condition:
To be precise: We first close the operator T . Then, the domain D T * of T * consists of all those signals φ ∈ H for which also −i∂ ωφ (ω) ∈ H ωmax . The signals φ ∈ D T * are not required to obey any boundary conditions. Thus, all plane waves are eigenvectors of T * . Note that while some plane waves are orthogonal, most are not. This is consistent because T * is not a symmetric operator: due to the lack of boundary conditions in its domain, T * also has complex expectation values. Any self-adjoint extension T (α) of T is a restriction of T * by imposing a boundary condition of the form of Eq.18:
For each choice of a phase e iα we obtain an operator T (α) which is self-adjoint and therefore diagonalizable. Its orthonormal eigenvectors, {t
form a Hilbert basis for H ωmax . In frequency space, they are the plane waves
which correspond to the T (α)-eigenvalues:
As we said, each eigenvector of a self-adjoint extension is also an eigenvector of T * , the adjoint of T :
The eigenvalues of T * , i.e. the eigenvalues of all the extensions T (α), together, cover the real line exactly once, i.e. for each t ∈ IR there exists exactly one e iα and one n such that t = t n (α). We will therefore occasionally write simply t for t n (α). In this notation, Eq.23 simply reads:
Using the scalar product, Eq.7, the signal φ(t), i.e. the Fourier transform of the functioñ φ(ω), can then be written simply as:
Thus, the signal as a time-dependent function φ(t) is the expansion of the abstract signal φ in an overcomplete set of vectors, namely in all the eigenbases of the family of operators T (α).
As an immediate consequence we recover the Shannon sampling theorem:
The Shannon sampling theorem
The Shannon sampling theorem states that if the amplitudes of a strictly bandlimited signal φ(t) are known at discrete points in time with spacing t n+1 − t n = 1/2ω maxwhich is the so-called Nyquist rate -then the signal φ(t) can already be calculated for all t: Namely, let us fix one α. Then, to know the values φ(t n (α)) of the function φ(t) at the discrete set of eigenvalues t n (α) (whose spacing, from Eq.22, is 1/2ω max ), is to know the coefficients of the vector φ in the Hilbert basis {t n (α)}. Thus, φ is fully determined as a vector in the Hilbert space H ωmax . Therefore, its coefficients can be calculated in any arbitrary Hilbert basis. Thus, in particular, the values of φ(t) = (t, φ) can be calculated for all t:
Clearly, Eq.26 is obtained simply by inserting the resolution of the identity 1 = ∞ n=−∞ t n (α) ⊗ t * n (α) on the RHS of Eq.25. We note that while for each fixed α the set of vectors {t n (α)} forms an orthonormal Hilbert basis in H, the basis vectors belonging to different self-adjoint extensions are not orthogonal:
In the sampling formula Eq.26 we need this scalar product, i.e. (t, t n (α)), and it is easily calculated for all values of the arguments:
Note that the sampling kernel (t, t ′ ) is real and continuous which means that we can describe real, continuous signals φ(t) * = φ(t) (which would not be the case for other choices of the phases of the eigenvectors t).
Superoscillations
We can now prove that for every bandwidth ω max there are always bandlimited signals φ ∈ H ωmax , which pass through any finite number of prespecified points. To this end we choose N arbitrary distinct times t 1 , ..., t N and N amplitudes a 1 , ..., a N . We must show that for each such choice and for each bandwidth ω max there exist bandlimited signals φ ∈ H ωmax which pass at the times t i through the values a i :
We recall that the eigenbases of the self-adjoint extensions T (α) of T each yield a resolution of the identity:
Inserting one of these resolutions of the identity into Eq.29 we obtain an explicit inhomogeneous system of linear equations:
Solutions to Eq.31 exist, i.e. there are bandlimited signals which go through all the specified points, exactly if the matrix (t i , t n (α)) is of full rank
which is the case exactly if the set of vectors {t i } is linearly independent. In order to prove that indeed every finite set of distinct eigenvectors t i of T * is linearly independent, let us now assume the opposite. Namely, let us assume that there does exist a set of N eigenvectors t i of T * , and complex coefficients λ i which are not all zero, such that:
Since the sum is a finite sum, we can repeatedly apply T * to Eq.33, to obtain:
The first N equations yield:
. . .
This N × N matrix is a Vandermonde matrix and its determinant is known to take the form:
In particular, the determinant does not vanish, since the t i are by assumption distinct, i.e. t k = t j for all k = j. Thus, the Vandermonde matrix has an inverse. Multiplying this inverse from the left onto Eq.35 we obtain that λ i t i = 0, ∀i = 1, ..., N, i.e. we can conclude that λ i = 0 ∀ i = 1, ..., N. Therefore, any finite set of distinct eigenvectors t of T * is indeed linearly independent and consequently Eq.32 is obeyed. Thus, for any arbitrarily chosen bandwidth ω max , there are indeed signals φ ∈ H ωmax which pass through any finite number of arbitrarily prespecified points.
Beethoven at 1Hz ?
Let us now address the question whether a recording of a Beethoven symphony could indeed appear as part of a 1Hz bandlimited signal. More precisely, let us ask whether it is possible to take say 5000 seconds of a 20 KHz recording of a Beethoven symphony and to append a suitable function before and suitable function after the symphony, so that the whole signal ranging from time t = −∞ to t = +∞ is a 1Hz bandlimited signal. If the question is posed in this form, the answer is no. To see this, we recall that bandlimited functions are always entire functions. Entire functions are Taylor expandable everywhere, and with infinite radius of convergence. Thus if an entire function φ(t) is known on even a tiny interval [t i , t f ] of the time axis, then we can calculate at a point t 0 ∈ [t i , t f ] in that interval all derivatives d n /dt n φ(t 0 ). This yields a Taylor series expansion of φ(t) around the time t 0 with infinite radius of convergence. Thus, if a bandlimited function is known on any finite interval then it is already determined everywhere. One consequence is that a bandlimited signal cannot vanish on any finite interval, since this would mean that it vanishes everywhere. Thus, for example, if the original signal of the Beethoven recording is truly 20KHz bandlimited, then it is an entire function and therefore it does not vanish on any finite interval between t = −∞ and t = +∞. On the other hand, we are only interested in an interval of length about 5000s. Now the question is whether these 5000 seconds of the 20KHz bandlimited recording can occur as a superoscillating period of a signal which is bandlimited, say by 1Hz. The answer is negative because this 1Hz bandlimited signal, if existing, would also be entire -but clearly two entire functions which coincide on a finite interval coincide everywhere. It is therefore not possible to arbitrarily prespecify the values of a 1Hz bandlimited signal on a finite interval. The best one may hope to prove is that it is possible to arbitrarily prespecify the values of a 1Hz bandlimited signal at any finite number of arbitrary discrete times. This would mean, for example, that one can find 1Hz bandlimited signals which coincide with the 20KHz Beethoven recording at arbitrarily many discrete points in time. That this is indeed possible is what we proved in the previous section.
Superoscillations for data compression?
As is well-known, the bandwidth of a communications channel limits its maximal data transmission rate. We have just seen, however, that signals with fixed bandwidth can superoscillate and exhibit for example arbitrarily fine ripples and arbitrarily sharp spikes. This raises the question whether superoscillations are able to circumvent the bandwidth limitations of communication channels -and whether, as Berry suggested, superoscillations may for example be used for data compression. The problem here is noise. It is known that in the absence of noise, every channel -with any arbitrary bandwidth -can carry an infinite data flow. Namely, if the information is encoded in V different amplitude levels (i.e. binary would be two levels), then the maximum baud rate b in bits/second is
Assuming the absence of noise we could reliably resolve the amplitude to arbitrary precision. Thus, V and therefore also the baud rate could be made arbitrarily large. In practise, however, in the presence of noise, it is the bandwidth together with the signal to noise ratio S/N which sets the maximal data transmission rate b noise
For more details, see e.g. the classic text by Shannon, [9] . In order to use superoscillations for faster communication or data compression, it would therefore be necessary to stabilize the superoscillations under the perturbation by noise. However, it is difficult to see how such a stabilization could be achieved: We showed that it is not possible to prespecify superoscillations on any continuous time interval. For example, there is no 1Hz bandlimited function which coincides with the symphony's recording on the continuous interval of 5000 seconds. On the other hand, we showed that it is possible to prespecify superoscillations at any number of discrete points in time. For example, there do exist 1Hz bandlimited functions which coincide with the 20KHz bandlimited Beethoven recording at 10 1000 points in time during the 5000 seconds of the recording. Thus, a 1Hz bandlimited function which coincides with a symphony's recording at 10 1000 points on a 5000s interval, can only be 1Hz bandlimited because of fine-tuned cancellations in the calculation of its Fourier spectrum -cancellations which depend on tiny details of the function. Therefore, tiny distortions of such a 1Hz bandlimited superoscillating function could easily induce very high frequency components. Thus, superoscillations are in this sense unstable, and in practise superoscillations may therefore be difficult to make practical use of in noisy communication channels. On the other hand, vice versa, important phenomena in signal processing are instabilities in the reconstruction of oversampled signals -and these problems are likely to be closely related to superoscillations, see Berry [2] , quoting I. Daubechi, and e.g. [10] .
3 A strict bandlimit is a lower bound to how much the samples of a signal can be peaked.
The minimum standard deviation
The existence of superoscillations shows that bandlimited functions cannot be characterized reliably as varying at most as fast as their highest Fourier component. Indeed, we have just proved that for fixed bandwidth there are always functions which possess arbitrarily fine ripples and arbitrarily sharp spikes. Let us therefore look for a better, i.e. for a reliable characterization of the effect of bandlimitation on the behavior of functions.
Our proposition is that, while a bandlimit does not imply a bound on how much bandlimited signals can locally be peaked, a bandlimit does imply a bound to how much strictly bandlimited signals can be peaked globally. Our motivation derives from the Heisenberg uncertainty principle: If we read T as the momentum operator of a particle in a (one-dimensional) box then, because the position uncertainty is bounded from above by the size of the box, we expect the momentum uncertainty (here ∆T (φ)) to be bounded from below. To be precise, let us consider a normalized, strictly bandlimited signal φ ∈ B ωmax . The time
is the T -expectation value, or the time-mean or the "center of mass" of the signal φ on the time axis. A measure of how much the signal is overall peaked around this time is the formal standard deviation:
We note that both, T (φ) and ∆T (φ) are not sensitive to local features of φ(t), such as fine ripples and sharp spikes. Instead, being the first and second moment of T , the time T (φ) is simply the signal's global average position on the time axis and ∆T (φ) is the global spread of the signal around that position. Our claim is that strictly bandlimited signals, φ ∈ B ωmax , are always globally spread by at least a certain minimum amount:
The minimum standard deviation as a property of the Nyquist rate samples
Let us now rewrite T (φ) and ∆T (φ) as explicit expressions in the signals φ(t) as functions of time. To this end, we can use any one of the resolutions of the identity 1 = +∞ n=−∞ t n (α) ⊗ t * n (α) which are induced by the self-adjoint extensions T (α) of T . Inserting one of the resolutions of the identity into Eq.39 we obtain, restricting attention to signals φ ∈ B ωmax which are real, φ(t) * = φ(t):
Thus, T (φ) is the "mean" of the discrete set of samples of the signal, when sampled on one of the time-lattices of Eq.22, i.e., T (φ) is the time around which the discrete samples of the signal φ are centered. Indeed, for each set of samples taken at the Nyquist rate (i.e. for each time lattice corresponding to some fixed α), the time T (φ) around which the samples are centered is the same. This is because in order to calculate T (φ) from Eq.40 we can equivalently use any one of the resolutions of the identity 1 = +∞ n=−∞ t n (α) ⊗ t * n (α). Similarly, we obtain an explicit expression for how much the samples are spread around the value T (φ) by inserting a resolution of the identity into the expression for the standard deviation, Eq.40:
Again, also the standard deviation does not depend on which sampling lattice {t n (α)} has been chosen. We remark that, clearly, not only the mean and standard deviation, but indeed also all higher moments of a bandlimited signal's Nyquist rate samples are independent of the choice of the lattice of sampling times. We can therefore refer to the mean, the standard deviation and to the higher moments of a signal φ without needing to specify the choice of a sampling lattice. On the other hand, let us emphasize that the values of T (φ) and ∆T (φ) are not the usual mean and standard deviation of a continuous curve as conventionally calculated in terms of integrals rather than sums. Instead, while the strictly bandlimited signals are of course continuous, T (φ) and ∆T (φ) are the mean and the standard deviation of their discrete Nyquist rate samples. Our proposition of above, i.e. Eq.41, if expressed explicitly in terms of the strictly bandlimited signal's Nyquist rate samples, is therefore that the standard deviation ∆T (φ) of these samples is bounded from below by 1/4ω max .
Calculation of the maximally peaked signals
In order to prove the lower bound on the standard deviation expressed in Eq.41, let us now explicitly solve the variational problem of finding signals φ which minimize ∆T (φ). To this end, we minimize (φ, T 2 φ) while enforcing the constraints (φ, T φ) = t and (φ, φ) = 1.
We work in frequency space, where T acts on the strictly bandlimited signals as the symmetric operator T = −i d/dω. Introducing Lagrange multipliers k 1 , k 2 , the functional to be minimized reads:
Setting δS[φ]/δφ = 0 yields the Euler-Lagrange equation:
Imposing the boundary condition, Eq.14, which is obeyed by all strictly bandlimited signals, we obtain exactly one (up to phase) normalized solution Φ T for each value of the mean T :Φ
The standard deviations, ∆T (Φ T ), of these solutions are straightforward to calculate in Fourier space, to obtain:
Since the signalsΦ T (ω) which minimize ∆T are not themselves strictly bandlimitedthey do not obey Eq.8 -we can conclude that all strictly bandlimited signals obey the strict bound given in Eq.41.
Generalization to time-varying bandwidths 4.1 Superoscillations and the concept of time-varying bandwidth
Intuitively, it is clear that the bandwidths of signals can vary with time. One might therefore expect to be able to define the time-varying bandwidth of signals for example in terms of the highest frequency components which they contain in intervals centered around different times. This, however, does not work, and the main reason for this is the existence of superoscillations:
We recall that a signal φ(t) obeys a constant bandlimit ω max if its Fourier transform
has support only in the interval [−ω max , ω max ]. The integration in Eq.48 ranges over the entire time axis. This means that the bandlimit is a global property of the signal.
If it were true that bandlimited signals could nowhere vary faster than their highest frequency component then this would mean that the bandwidth is also a local property of the signal. Namely, one might then expect that if we consider the same signal on some finite interval, [t i , t f ], and if we calculate its Fourier expansion on that interval then we will find that its Fourier coefficients are nonzero only for frequencies smaller or equal than ω max . If so, we could indeed define time-varying bandwidths as timevarying upper limits on the local frequency content, as indicated above. However, the existence of superoscillations shows that this type of ansatz for the definition of time-varying bandwidths cannot work: Whatever the bandwidth ω max , there are always signals with this bandwidth which superoscillate in any given interval [t i , t f ], i.e. which possess arbitrarily high frequency components in this interval.
The time-varying bandwidth as a limit to how much the samples of signals can be peaked around different times
We saw that a finite bandwidth does not impose a limit to how much signals can be locally peaked around say a time t. However, we also saw that a finite bandwidth does impose a limit ∆T min to how much the signals can be globally peaked, around any time t. This characterization of the effect of bandlimitation naturally generalizes to time-varying bandwidths: Namely, the limit to how much signals can be peaked may in general depend on the time t around which they are peaked: We found that a constant bandwidth can be understood as a minimum standard deviation of the signals' Nyquist rate samples: If a strictly bandlimited signal φ ∈ B ωmax is centered around a time t = T (φ), then its standard deviation around the time t is always bounded from below by the uncertainty relation ∆T (φ) > 1/4ω max . We were then only discussing the case of constant bandwidth. Accordingly, we found that the standard deviation of signals φ ∈ B ωmax which are centered around a time t 1 obey the same lower bound 1/4ω max as do signals φ ′ ∈ B ωmax which are centered around some other time t 2 . This suggests to try to define the notion of time-varying bandwidth in such a way that a class of strictly bandlimited signals with a time-varying bandwidth is simply a class of signals for which the minimum standard deviation ∆T min depends on the time t around which the signals are centered. This would mean that the uncertainty relation Eq.41 becomes time dependent:
Correspondingly, we would expect the Nyquist rate to be time-varying. To this end, let us recall the functional analytic structure of the Hilbert space of bandlimited signals which we discussed in Sec.2.3: The operator T is a simple symmetric operator with deficiency indices (1, 1), whose self-adjoint extensions have purely discrete and equidistant spectra.
Indeed, the theory of simple symmetric operators with deficiency indices (1, 1), whose self-adjoint extensions have discrete but not necessarily equidistant spectra, has been shown to yield a generalized Shannon sampling theorem in [11] , and it is indeed exactly the theory of time-varying bandwidths in the sense which we just indicated. For example, the nonequidistant spectra yield time-varying Nyquist rates. The time-varying Nyquist rate can be calculated from the time-varying minimum standard deviation ∆T min (t) and vice versa. This is worked out in detail in [12] .
Outlook
Since functions with limited Fourier spectrum appear in numerous contexts from pure mathematics and theoretical physics to the experimental sciences and engineering applications, the phenomena of superoscillations may, a priori, appear in various contexts. Let us here only comment on possible implications for Planck scale physics. We showed that strictly bandlimited signals obey a lower bound ∆T min on the standard deviation of their Nyquist rate samples. Indeed, in [11] , it has been shown that signals which obey an (in general time-varying) bandlimit can also be viewed as examples of fields on a space with a particular type of short-distance cutoff -namely a cutoff in the form of an (in general spatially varying) formal minimum spatial uncertainty ∆X min . This type of cutoff arises for example through corrections to the Heisenberg uncertainty relations of the form:
∆X∆P ≥h 2 1 + k(∆P ) 2 + ... ,
As is easy to verify, for a suitable small positive constant k, Eq.50 yields a lower bound
at a Planck or at a string scale. Corrections terms to the uncertainty relations of the type of Eq.50 have appeared in various studies in the context of quantum gravity and string theory. For reviews, see e.g. [14, 15] . For a recent discussion of potential origins of such uncertainty relations see e.g. [16] . In [17] , building on work in [18, 19] , it has been shown that this type of short-distance cutoff may resolve the transplanckian energies paradox of black hole radiation. On the other hand, as we mentioned above, the works [4, 5] are using the phenomena of superoscillations in their approaches to the resolution of the transplanckian energies paradox. Since both, the approaches of [4, 5] and of [17] assume in fact the same type of ultraviolet cutoff it should be interesting to investigate their relationship. A very recent reference in this context is also [20] .
Finally, let us remark that it is not necessarily surprising that various different studies in quantum gravity and string theory have led to the type of uncertainty relation of Eq.50. In a certain sense it is not even surprising that the same type of minimum uncertainty structure appears in the context of signal processing: This is because, as has been shown in [13] , any real degree of freedom which is described by an operator which is linear can only display very few types of short-distance structures. The basic possibilities are continua, lattices and certain unsharp short distance structures -with two sub types named fuzzy-A and fuzzy-B -all others being mixtures of these. The minimum uncertainty short-distance structures which we discussed are of the type fuzzy-A. For example, classes of bandlimited signals are described, as we saw, by a time operator T , and for example in string theory the coordinates of D0-branes are encoded through symmetric operators X i . The interpretations of those real degrees of freedom is clearly quite different, but they have in common that they are described by linear operators with real expectation values -and those operators can only describe these few types of short distance structures which we mentioned above. We can therefore also view our present results on superoscillations as clarifying aspects of one of these general classes of short-distance structures. Within this general setting it is interesting, for example, to further investigate the analog of superoscillations for simple symmetric operators with higher deficiency indices and/or with continuous pieces in the spectra of their self-adjoint extensions.
