In 1961, Rényi discovered a rich family of non-classical Lyapunov functions for kinetics of the Markov chains, or, what is the same, for the linear kinetic equations. This family was parameterised by convex functions on the positive semi-axis. After works of Csiszár and Morimoto, these functions became widely known as f -divergences or the Csiszár-Morimoto divergences. These Lyapunov functions are universal in the following sense: they depend only on the state of equilibrium, not on the kinetic parameters themselves.
Introduction
The classical Lyapunov functions in kinetics are closely related to the concepts of entropy and free energy. Expression for the density of entropy production by a reversible elementary process for systems with detailed balance is famous:
where w + > 0 and w − > 0 are the rates (intensities) of the direct and inverse elementary processes.
It is worth to mention that σ = 0 if and only if w + = w − . L. Boltzmann in 1872 [1] used Eq. (1) for Boltzmann's equation in the proof of his H-theorem. Boltzmann's argument were analyzed by Tolman [2] . In some simplistic sense, (1) is H-theorem, we have just to integrate this equality properly. Boltzmann's H-theorem was, perhaps, the first important application of Lyapunov's second method in physics, twenty years before the Lyapunov thesis with mathematical foundations of this method and precise definition of stability was defended (1892, see a review paper [3] ).
For perfect chemical mixtures with components A 1 , . . . , A n in isothermal isochoric conditions (fixed volume) the analogue of Botlzmann's H-function is F/(V RT ), where F is the Helmholtz free energy, V is the volume, R is the universal gas constant, and T is the absolute temperature. The quantities V , R, and T do no participate in the formal definition
where c i ≥ 0 is the concentration of A i and c eq i > 0 is an equilibrium concentration of A i (under the standard convention that x ln x = 0 for x = 0).
Definition of c eq i requires additional comments. Equilibrium concentrations of chemical mixture depend on the conserved quantities those do not change in the course of chemical reactions. For example, they depend on the atomic balances. Without fixing these values, the vector of positive equilibria c eq i (i = 1, . . . , n) is defined ambiguously. Any vector of positive equilibria c eq i > 0 can be used in the definition of H (2). After that, the H-function (2) can be used for all values of c i ≥ 0 for all possible values of conserved quantities. It is a simple exercise to show that for mass action law kinetics with detailed balance the difference between H-functions with different choices of equilibria does not change in time.
The H-function (2) was utilised by Zeldovich in his proof of uniqueness of positive equilibrium for given values of conserved quantities (1938, reprinted in 1996 [4] ). It was recognised as the main instrument for analysis of stability of perfect kinetic systems in 1960s-1970s [5, 6] .
The H-function (2) has one important property: it depends on a vector of equlibria c eq i > 0 but remains 'conditonally independent' on the reaction rate constants (under condition that the vector c eq i > 0 is a point of detailed balance). It is a Lyapunov function for all perfect kinetic systems with the given equilibrium. We call this property 'universality'.
In information theory, the function H appears as a measure of relative information (in the distribution c i with respect to the distribution c eq i ) and analogue of the H-theorem states that random manipulations with data decrease the relative information with respect to the equilibrium that does not change under manipulations [7, 8, 9] .
It is not much surprising that the H function is essentially the only universal Lyapunov function for all imaginable perfect kinetic systems. Nevertheless, if we restrict the choice of the reaction mechanism then the class of Lyapunov functions, which are conditionally independent of reaction rate constants for a given equilibrium, can be extended. We call such Lyapunov functions conditionally universal (for a given reaction mechanism).
In 1961, Rényi discovered a class of conditionally universal Lyapunov functions for linear kinetics (or Markov chains) [10] . Their form can be considered as a direct generalization of (2):
where f is a convex function on the positive semi-axis. For f (x) = x ln x and after adding a constant term proportional to i c i we get the classical formula (2) . (Recall that i c i does not change in linear kinetics.)
After the works [11, 12] these functions were studied by many authors under the name f -divergences or Csiszár-Morimoto divergences. It is known that any universal Lyapunov functions for Markov chains has the form of f -divergence [13, 15, 14] or is a monotonic function of such a divergence.
Existence of a very rich family of conditionally universal Lyapunov functions for the linear reaction mechanisms makes us guess that there should be many conditionally universal Lyapunov functions for any given nonlinear reaction mechanism as well. In this paper, we construct new conditionally universal Lyapunov functions for any given reaction mechanism using partial equilibria of all single reactions.
In the next Sec., 'Prerequisites, reaction mechanisms and kinetic equations', we give the necessary formal definitions and introduce notations. The construction of a new family of conditionally universal Lyapunov functions for any reaction network is formally presented and the main result, Theorem 1, is formulated. In Sec. 'General H theorem for perfect systems' we prove the necessary and sufficient conditions for a convex function to be a conditionally universal Lyapunov function for a given reaction network. This theorem provides a constructive means of verifying that a given function is a Lyapunov function, but does not construct new functions themselves. In Sec. 'New Lyapunov functions' we prove that the proposed new conditionally universal Lyapunov functions satisfy the general theorem and are the Lyapunov functions, indeed. In sec. 5 we present several generalisations: systems under non-isochoric conditions, non-ideal systems, reaction networks with semidetailed (or complex) balance (instead of detailed balance), and spatially distributed systems with transport processes. In Sec. 'Conclusion' we summarize the main results of the work and their possible applications.
2. Prerequisites, reaction mechanisms, kinetic equations, and Lyapunov functions
In this section, we formally introduce the equations of chemical kinetics. For more detailed introduction, including thermodynamical backgrounds, detailed kinetics, applied kinetics, and mathematical aspect of kinetics, we refer to the modern book [16] .
Consider a closed system with n chemical species A 1 , . . . , A n , participating in a complex reaction network. The reaction network is represented in the form of the system of stoichiometric equations (called also reaction mechanism):
where α ri ≥ 0, β rj ≥ 0 are the stoichiometric coefficients, r = 1, . . . , m, i, j = 1, . . . , n, m is the number of (reversible) elementary reactions, n is the number of components.
The stoichiometric vector γ r of the elementary reaction is γ r = (γ ri ), γ ri = β ri − α ri . We always assume that there exists a strictly positive conservation law, a vector b = (b i ), b i > 0 and i b i γ ri = 0 for all r. This may be the conservation of mass or of total number of atoms, for example. Due to this assumption, every stoichiometric vector γ has both positive and negative components.
According to the mass action law, the reaction rate for the direct and reverse elementary reactions (4) are
where k + r and k − r are the reaction rate constants for the direct and reverse reactions and the standard convention is used: for any x ≥ 0, x 0 = 1. The kinetic equations for a perfect system in isochoric isothermal conditions have the form
The principle of detailed balance for the generalized mass action law is: For given values k r there exists a positive equilibrium c ) for all r. If the set of the stoichiometric vectors {γ r } is linearly dependent then this condition implies algebraic relations between reaction rate constants. Each elementary reaction is equilibrated at the point of detailed balance, c eq . For systems that obey the mass action law, this means that
It is convenient to use the detailed balance relations (7) and introduce new set of independent parameters instead of the reaction rate constants: the equilibrium fluxes w eq r . The reaction rate constants have a simple and explicit expression through the equilibrium flows and equilibrium concentrations:
With this parameterisation, mass action law (5) takes the form:
The classical H-theorem for perfect chemical systems with detailed balance can be produced now by simple straightforward calculations:
For some reaction mechanisms there exist Lyapunov functions without any relation to detailed balance. For example, assume that all the elementary reactions have the form
(only one α ri can be non-zero; direct and reverse reactions are considered separately and some reactions can be irreversible). If there exists a positive balance i m i c i = M = const then for any two solutions of the kinetic equations c 1 (t), c 2 (t) with the same value of M the weighted l 1 distance between them i m i |c [17] . Convergent dynamics with quadratic Lyapunov norms x 2 = (x, P x), where P is a symmetric positive definite matrix, was studied by Demidovich in 1960s and widely used [18] . Systems (11) give us example of a class of non-linear convergent systems in weighted l 1 norm. Some other examples of reaction mechanisms with such convergence property were produced in [19, 20] on the basis of monotonicity idea. All these selected mechanisms are rather simple. They have convergence property for any values of reaction rate constants.
On the contrary, in this paper we consider reaction networks with an arbitrary (presumably, nonlinear) reaction mechanism but with specific restrictions on the reaction rate constants. They should obey the principle of detailed balance. (Later on we explain why the same results are valid for systems with the so-called complex balance.) For such systems, there exist thermodynamic Lyapunov functions. For perfect systems under isothermal isochoric conditions the explicit form of this function is presented by (2) . The situation with linear kinetics was similar when Rényi revealed f -divergences for Markov chains. The decrease of relative entropy (information) in time was well-known but there were no other Lyapunov functions until Rényi work [10] . Below we construct a wide family of additional Lyapunov functions for any nonlinear reaction network, obeying the mass action law and the principle of detailed balance.
Let vector γ have both positive and negative components. For every vector of concentrations c we define the corresponding partial equilibrium in direction γ as c *
This partial equilibrium c * γ (c) is the minimizer of H on the interval
This interval is bounded. For a positive point c the minimiser c * γ (c) is also positive. This is an elementary consequence of the logarithmic singularity of (c ln c) at zero. Here and below, argmin is the set of points where the function gets its minimum. The functions H(c) is strongly convex on each bounded set because its Hessian has the form
where δ ij is the Kronecker delta. Therefore, each the argmin set in (12) consists of one point. The partial equilibrium entropy is
For every compact set Γ of vectors γ with both positive and negative components, we define
This definition has a simple explanation: for a given initial positive concentration vector c and each stoichiometric vector γ ∈ Γ we find the partial equilibrium of the one-step system (m = 1) with this stoichiometric vector. This partial equilibrium, c * γ (c), is the projection of the initial vector c parallel to the vector γ onto the hypersurface of partial equilibria defined by the equation (gradH, γ) = 0.
From all these projections (γ ∈ Γ) we select the most non-equilibrium state, i.e., the state with the maximal value of H = H(c * γ (c)) (13) . This maximal value is the new function H * Γ (c) (14) . It is defined by the set Γ that should include all the stoichiometric vectors of the reaction mechanism. It is necessary to stress that for every reaction mechanism there exists continuum of compact sets Γ, which include the stoichiometric vectors of this mechanism. The partial equilibrium is the same for the vector γ and xγ for any x = 0. Therefore, rigorously speaking, the functions H * Γ (c) should be indexed by subsets of the projective space (the space of one-dimensional subspaces), and not by sets of vectors. Γ is presented, where Γ = {γ 1 , γ 2 , γ 3 }. The corresponding sublevel set is the intersection of strips with sides parallel to the stoichiometric vectors γ i . These strips are sublevel sets for the partial equilibrium entropies H * γ i (c). In higher dimensions, the level sets of partial equilibrium entropy H * γ (c) are cylindrical hypersurfaces with the generatrix parallel to γ. The base (or the directrix) of this cylindric surface is the level set of H on the surface of partial equilibrium. In 1b, the 'surfaces' of partial equilibria are lines, the levels set of H on these lines are couples of points. These points are highlighted.
Assume that the principle of detailed balance holds and the vector of equilibrium concentrations c eq i in the definition of H-function (2) is the point of detailed balance. This theorem is proved in Sec. 4. The following section provides us with the tools for this proof. 
By definition, a function G(c, c eq ) is a conditionally universal Lyapunov function for this reaction network if it is a Lyapunov function for system (15) for every set of non-negative values of the equilibrium fluxes w eq r . The following lemma is a simple consequence of the form of the kinetic equations (15). 
Proof. Indeed, calculate the time derivative of G(c, c eq ) by virtue of the system (15):
where (grad c G(c, c eq ), γ r ) is the standard inner product (derivative of G(c, c eq ) in the direction γ r ) and D r G(c, c eq ) is the time derivative of G(c, c eq ) by virtue of the system (16) .
The coefficients w eq r are independent non-negative variables. Therefore, the time derivative of G(c, c eq ) by virtue of the original system (15) eq ) means that the function G(c, c eq ) does not increase with time along solutions of one-dimensional kinetic equations (16) : in this system, dc/dt is proportional to vector γ r and for any positive solution c(t) (t > 0) the difference c(t 1 ) − c(t 0 ) is always proportional to γ r , c(t 1 ) − c(t 0 ) = ξγ r with some scalar multiplier ξ (t 0,1 > 0). This one-dimensional dynamics admits a strongly convex Lyapunov functions H (2) with time derivative −(w 
is positively invariant with respect to (16) . Restriction of H (2) on this interval is a strongly convex function. The derivative of this function has the logarithmic singularity at the ends of the interval. H has the unique minimiser on I. It is the unique positive equilibrium point of (16) on I (and, by definition, a partial equilibrium of the complete system (15)). These observations allow us to formulate the following criterion for the conditionally universal convex Lyapunov functions of the reaction kinetics (15) for reaction networks with detailed balance.
Theorem 2. Let G(c, c
eq ) be a convex function on R n ++ . It is a monotonically non-increasing function of time on the positive solutions of the kinetic equations (15) for all non-negative values of equilibrium fluxes if and only if for every given positive concentration vector c and every stoichiometric vector γ r of the reaction mechanism the minimiser of H(c, c eq ) on the interval I (18) is, at the same time, a minimiser of G(c, c eq ) on this interval:
Proof. According to Lemma 1, it is necessary and sufficient to prove this theorem for the one-step reaction (m = 1). Consider restriction of the one-step kinetic equation (16) on the interval I (18). On this interval, the system has one equilibrium (the partial equilibrium c * γr ). It is stable, and the restriction of H on this interval is the Lyapunov function of the system. The point c * γr is the minimizer of H on I.
Assume that c * γr is a minimiser of G(c, c eq ) for c ∈ I. Then convexity of G(c) implies that G is monotonically non-increasing function of time on the solution c(t) of (16) on I. (G(c(t) ) decreases monotonically to the minimal value when the point c(t) approaches its minimiser c * γr .) Assume now that G(c(t)) does not increase in time due to dynamic of (16) on I. This dynamics lead c(t) to the unique equilibrium c * γr . This equilibrium should be a minimizer of G on I. Indeed, if at some point y ∈ I the function G takes smaller value then in c * γr , then in the motion from y to c * γr the value of G should increase, which contradicts the assumption.
Thus, to check that a convex function is a conditionally universal function for the reaction network with detailed balance, it is sufficient to check that its minimisers in the direction of the stoichiometric vectors of the reaction mechanism include the minimisers of H (i.e. one-step partial equilibria). Of course, this is a much simpler task than analysis of the signs of dG/dt for all states and all values of parameters. Nevertheless, this simple check gives necessary and sufficient conditions for a function to be a conditionally universal Lyapunov function for the kinetic equations with a given reaction mechanism.
New Lyapunov functions
In this section we prove Theorem 1 and demonstrate that the functions H * Γ (c) (14) do not increase in time in the kinetics of reaction networks (6) with detailed balance if all the stoichiometric vectors of the reaction mechanism (4) γ r ∈ Γ.
Proof of Theorem 1. To use Theorem 2 we have to prove two statements: We prove convexity of the function H * Γ (c) in R n ++ in two steps.
• Convexity of H * γ (c) for one-element sets Γ = {γ}.
• Convexity of H * Γ (c) = max γ∈Γ H * γ (c). Let us prove convexity of H * Γ (c) for one-element sets Γ, that is, we will prove convexity of the partial equilibrium entropy H * γ (c) (13) . By definition, convexity of H * γ (c) in R n ++ means that for each two positive concentration vectors c 1 and c 2 and a number λ ∈ [0, 1] the inequality holds:
First, notice that due to the convexity of H H(λc *
) by the definition of the partial equilibrium entropy (13) . Therefore, the previous inequality can be rewritten as
because the last value is the minimum of H on the interval
Convexity of the partial equilibrium entropy H * γ (c) is proven. Convexity of H * Γ (c) follows from the convexity of the partial equilibrium entropy H * γ (c), from the definition of H * Γ (c) as the maximum of H * γ (c) (γ ∈ Γ), and from the following fact from convex analysis: Maximum of a set of convex functions is again convex. The shortest proof is based on the definition of a convex function as a function with convex epigraph [21] and follows from the observation that the epigraph of the maximum of a family of functions is the intersection of their epigraphs.
Let us analyse the minimisers of H * Γ on the interval I = (c+γR)∩R 
According to inequality (20) ,
For any family of convex functions Φ on the interval I the following statement holds. Let f ∈ Φ. If y is a minimiser of f (x) on I, F (x) = max{φ(x)|φ ∈ Φ}, and F (y) = f (y) then y is a minimiser of F (x) on I. Indeed, for any z ∈ I f (z) ≥ f (y) because y is a minimizer of f . At the same time, F (z) ≥ f (z) by the definition of F . Hence, for any z ∈ I F (z) ≥ F (y) and y is a minimiser of F (x) on I.
Let us take f = H * γ (c) and Φ = {H * γ (c)|γ ∈ Γ}. Then F = H * Γ (c). Select y = c * γ (c). Notice that y is a minimiser of f and F (y) = f (y) according to (21) . Therefore, c * γ (c) is a minimiser of H * Γ (c) on I. By combining this result with the proven convexity of H * Γ (c) and applying Theorem 2, we prove that H * Γ (c) is a monotonically non-increasing function on solutions of kinetic equations.
Generalisations
In this section, we briefly outline the possible generalisations of the main results.
Non-isochoric and non-isothermal conditions
The Lapunov function (2) and kinetic equations (6) with mass action low (5) are valid for isochoric isothermal conditions (constant volume and temperature). For other conditions they should be modified. Such a modification is rather simple and does not add any substantial change but the equation and Lyapunov functions have different analytic form (see, for example, [22, 23] ). The first difference is that there should be two variables for each A i : extensive variable N i -the amount of A i , and intensive variable c i = N i /V -the concentration of A i , V is the volume. Reaction rates are intensive variables, defined as functions of concentrations, while kinetic equations are naturally written for amounts. For non-isothermal conditions, we have to take into account that the reaction rate constants depend on temperature and change in time, and use the energy balance explicitly. These generalisations require some space but not much effort and do not effect the essential properties.
Non-ideal systems
We can follow the Gibbs way and start from a general convex function H with further specification. Such general kinetic equations are produced and studied by many authors. The general Marselin-De Donder kinetics was introduced by Feinberg [24] , Grmela studied properties of geometry of nonlinear non-equilibrium thermodynamics [25] . General analysis of non-classical entropies and their relations to the second law of thermodynamics was presented in work [29] . Again, there are some general properties of H-function significant for our construction: strong convexity on bounded sets and singularity of partial derivatives at zero concentrations. These properties are sufficient for general construction of our work. In particular, the generalisations for non-isochoric and non-isothermal conditions can be received as particular cases of these general non-ideal kinetics.
Semidetailed (or complex) balance
Rényi proved that f -divergences are the Lyapunov functions for the Markov kinetics without any relation to detailed balance. Boltzmann used detailed balance to prove his H-theorem, but several years later, in 1887, Lorentz stated that the collisions of polyatomic molecules are irreversible and, therefore, Boltzmann's H-theorem is not applicable to the polyatomic media [26] . Boltzmann found the solution immediately and invented what we call now semidetailed balance or cyclic balance or complex balance [27] . Now, it is proven that the Lorentz objections were wrong and the detailed balance conditions hold for polyatomic molecules [28] . Nevertheless, this discussion was seminal. The complex balance is a popular assumption in chemical kinetics beyond the detailed balance [30] . The comparative analysis of detailed and complex balance assumption in practice of modelling of chemical reaction networks was presented in work [31] . It is demonstrated how the generalised mass action law with complex balance appears as a macroscopic limit of the microscopic Markov kinetics [33] . The formal structures of complex balance are also useful for analysis of systems with time delays [32] .
The generalisation of our results on the systems with complex balance (instead of detailed balance) are based on the following theorem. Select a reaction network with a given reaction mechanism and given equilibrium point. . Surprisingly, these cones coincide: [34, 29] . Therefore, all the universal Lyapunov functions for the reaction networks with detailed balance are the universal Lyapunov functions for the reaction networks with complex balance.
Spatially distributed systems
Transport in Boltzmann's equation is conservative (the free flight) and dissipative terms are local (the collision integral). Generalisation of our approach to the collision integral has to be done. In general, models of complex transport processes can include both dissipative and conservative terms. There are many attempts to create thermodynamic theory of such processes. In the GENERIC approach, conservative and dissipative components are explicitly separated with some commutativity conditions between them [36] . Generalisation of proposed construction onto dissipative components of transport processes seems to be a challenging task. If the dissipative part is described in the language of quasi-chemical formalism with a finite number of steps [35] then this generalisation is straightforward.
Conclusion
When throwing pebbles into the water, look at the circles they form; otherwise, such a throwing will be empty fun.
Kozma Prutkov
What is the main result of the work? There exists a rich family of universal Lyapunov functions for any reaction network, linear or non-linear. The mystery about the fundamental difference between the rich family of Lyapunov functions for linear networks and a very limited collection of Lyapunov functions for non-linear networks in thermodynamic conditions is resolved: there is no such crucial difference anymore. More precisely, the main difference remains between explicit analytic expression of f -divergences (3) and not so obvious construction of Lyapunov functions for general networks using partial equilibria of non-linear reactions. For linear reactions, the partial equilibria have very simple analytic expression, for bimolecular reactions they are given explicitly using quadratic formula, but for trimolecular reactions the analytic formulas become too bulky.
Alt least one important question is still open. The new Lyapunov functions H Γ * are, at the same time, universal Lyapunov functions for linear kinetics, if the stoichiometric vectors of the linear reaction mechanism A i A j are included in Γ. Due to the results of [13, 15] , such a function should be, essentially, a f -divergence (3) H f (c), or, more precisely, it should be a monotonic function of H f (c) + λ ic i for some constant λ. Nevertheless, now we know nothing about these f -divergences except their existence. Constructive transformation of H Γ * into f -divergence is needed because an explicit form (3) brings some benefits for analysis.
What can add the new Lyapunov functions to research tools? Of course, more Lyapunov functions are better than less. The non-classical Lyapunov functions for linear systems are widely used for various estimates and information analysis in the situations, where linear Markov chains could serve as adequate models of information transformation. Just for example of various applications, we can refer to works [37, 38, 39] . Universal Lyapunov functions are instruments for evaluation of possible dynamics when the reaction rate constants are unknown or highly uncertain. Without any knowledge of the reaction mechanism we use the thermodynamic potentials for evaluation of the attainable sets of chemical reactions (the theory and algorithms are presented in [40, 41] , some industrial applications are discussed in [42, 43, 44] ). Convexity allows us to transform the n-dimensional problems about attainability and attainable sets into an analysis of one-dimensional continua and discrete objects, thermodynamic trees [41] . When the reaction mechanism is known, we can use this information about mechanism for sharper estimations. A new class of estimates is needed and the new Lyapunov functions give a collection of instruments for such estimates. The use of many Lyapunov functions in the analysis of attainable sets makes these estimates more narrow and close to reality.
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