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I. INTRODUCTION 
The notion of the inverse of a matrix was generalized by Moore [5, 6] 
in 1920 to include all rectangular (finite dimensional) real and complex 
matrices. Penrose [7] and Bjerhammar [2, 31 each independently re- 
discovered the pseudoinverse+ in 1955 and 1951, respectively, and applied 
the results to approximate solutions of simultaneous linear equations. 
The idea of a generalized inverse has also been extended to infinite matrices 
and closed linear operators on Hilbert spaces [ll, 121. More recently 
Rohde [8, 91 has discussed four different types of generalized inverses 
for matrices* with entries from the complex field and has indicated 
interrelationships between them. As in [9], for any matrix A we define 
DEFINITION 1. Ag is said to be a generalized inverse of A if 
AAgA = A. (1.1) 
DEFINITION 2. A’ is said to be a reflexive generalized inverse of A if 
AA’A = A and A’AA’ = A’. (1.2) 
* This work was supported by the Walter Reed Army Medical Center through 
Grant No. DA-DA-17-67-C-9246 to the University of Maryland for 1967-1968. 
t Following Greville and Rohde we use the name pseudoinverse. Penrose, 
Bjerhammar, and other authors use the name generalized inverse, but we shall 
need this term later for something else. 
t For a review of authors who use the various generalized inverses, see [9]. For 
an extended list of references to generalized inverses, see [l]. 
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I~~NITIOY 3. A4" is a right* normalized generalized &verse of A if 
AA”A = ‘4, A’“A.4” = .4”, and AA” is Hermitian. (1.3) 
I)EFI~‘ITIoN 4. .4+ is said to be a pseudoinverse of A if 
ilA+A = A, A+AA+ = A+, and AAt and AtA are Hermitian. 
The main purpose of this paper is to consider the existence of the 
v.arious generalized inverses of A when the underlying field F of A is 
an arbitrary field (possibly requiring the restriction that the characteristic 
of F is not 2) with an involutory automorphism: 1: at, 6. Further we 
denote by A* the matrix A’ -: =1’ where A’ is the transpose of A and A 
is obtained from A by replacing the entries a,, bv a,,. 
2. THE PSEUDOINVERSE OF A MATRIX 
Penrose [7] has shown that for a matrix A with entries from the 
complex field, At exists and is unique. In Theorem 1 we give a set of 
necessary and sufficient conditions for At to exist when the entries of 
A are from a field i;. 
LEXMA 1. Let A be a matrix with entries from F and let .4” be a right 
normalized generalized inverse of A. Theta 
r(A) = r(A *.4) ,** 
where r(X) denotes the rank of X. 
Proof. Clearl\- 
r(A) 3 r(A*A). 
* Rohdr [!I] calls An smply a ~wmalizetl gmeralized inverse. However, we must 
distinguish between a matrix satisfying (1.3) and a matrix Am (which we call a k/t 
normalized generalized inverse) satisfying 
.4.4”‘_4 = 4 ‘ I .4’“.4.4*” -= 4”’ ‘ I and 1 , .4’n 4 is Hermitian. (1.5) 
** It is well known LlO, pp. 142, 1471 that for any matrix A with complex entries 
.1, .4*A, and .4<4* always have the same rank. 
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Since AA” is Hermitian, we have 
AA” = (A”)*A* 
and hence 
Thus 
A = AA”A = (An)*A*A. 
r(A*A) > r[(A”)*A*A] = r(A). 
COROLLARY 1. If A has a left normalized generalized 
r(A) = r(AA*). 
inverse A” then 
THEOREM 1. Let A be a matrix with entries from F. 
if and only if 
Then At exists 
r(A) = r(A*A) = r(AA*). 
Proof. Suppose At exists. Then Eq. (2.1) follows 
and Corollary 1. 
(2.1) 
from Lemma 1 
Conversely, suppose A is an m x n matrix for which A AA*, and A*A 
have the same rank, say Y. Then [4] there exist m x r and Y x n matrices, 
R and C, each of rank Y, such that 
A = BC. 
The Y x Y matrices B*B and CC* are nonsingular and 
A+ = C*(CC*)-l(B*B)-lB* 
is a pseudoinverse of A. (See [4].) 
Penrose [7] has shown that when the pseudoinverse exists, it is unique. 
His proof is independent of the field from which the entries of A come. 
3. THE RIGHT NORMALIZED GENERALIZED INVERSE OF A MATRIX 
Let A be an m x n matrix of rank r with entries from F. There exist 
nonsingular m x m and n x FZ matrices, P and Q, such that 
I” 
A=P 
O”,,-, 
O,-,” 0,-p, 1 Q. (3.1) 
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A direct computation shows that those n x ri matrices which can bc 
expressed in the form 
where S,, S,, S, are arbitrary r x (WZ - Y), (~2 - r) x r, (PZ - 7) x (nl ~ Y) 
matrices respectively, are generalized inverses of A. Rohde [9 j has shown 
that every generalized inverse of A can be expressed in the form of (3.2). 
Moreover 
THEOREM 2 [9]. Let Ax be a generalized inverse of .4. Then A” is N 
reflexive generalized inverse of A if and only, if 
~$4”) = r(A) = Y, 
L.P., if and only if S, = S,S,. 
Remark. If AR is any generalized inverse of A then AgA AK is a reflexive 
generalized inverse of A. 
Since we shall not have occasion in this paper to refer to S, again, 
we shall assume that S, = S,S, and hence that every generalized inverse 
is a reflexive generalized inverse. In order that a reflexive generalized 
inverse A’ of A be a right normalized generalized inverse of A, we must 
show that AA’ is Hermitian. From Eqs. (3.1) and (3.2), it follows that 
Moreover, 
A*A =Q 
Let 
(3.3) 
(3.4) 
(35) 
where T, and T, are Hermitian matrices of order Y and nz -- Y respectively. 
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Since Q is nonsingular, it follows from Eq. (3.4) that 
r(A*A) = r(T,). (3.6) 
THEOREM 3. Let A be a matrix with entries from F. Then the following 
conditions are equivalent.. 
(i) A” exists, 
(ii) r(A) = r(A*A), 
(iii) T, is no+asinplar. 
Proof. That (i) * (ii) 2 (iii) follows immediately from Lemma 1 and 
Eq. (3.6). 
It remains only to show that (iii) * (i). Since P is nonsingular, AA’ 
is Hermitian if and only if P*AA’P is Hermitian. But, by Eqs. (3.3) 
and (3.5), 
P*AA’P= P*P[; “R]= [;;* ;“r,l. 
Hence AA’ is Hermitian if and only if 
T, = T,S,. (3.7) 
Indeed then T,S, = S,T,S, is automatically Hermitian because T, is so. 
Since T, is assumed to be nonsingular, we may always set 
S, = T,-lT2. (3.8) 
THEORETIC 4. Let A’ be a reflexive generalized inverse of A. Then the 
following conditions aye equivalent.. 
(i) A’ is a right normalized generalized inverse of A, 
(ii) A*AA’ = A*, 
(iii) R(A*) = R(A’), 
where R(X) denotes the YOW space of X. 
of Ty;L hfJe* (ii). Since A” is a right normalized generalized inverse 
AA’ = (A’)*A*. 
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But it follows from Eq. (3.2) that X is a reflexive generalized inverse 
of A if and only if X* is a reflesi\e generalized inverse of A*. Hence 
A*AA’= .4*(47*/l* = .4*(.4*)“4* --7 .-I*. 
(ii) * (iii), Since A *,4.4’ =- :i *, we have 
11(,4*) c K(.4’) (3.!)) 
However, r(A*) = r(A) -= r(A’) and consequentl!, 
I\‘@*) = R(‘4’). 
(iii) * (i). Let R(A*) -= h’(A’). Tl ren there exists an 12 x ~2 matrix 
I’ such that 
[ “4 * ---- ‘4 ’ 
ITsing Eqs. (3.1) and (3.2) we have 
If we set QUQ* = V, Eq. (3.10) becomes 
After I/ is partitioned in the form 
it follows from (3.10) that 
T’, T, 7 I, 
I-,7‘, = s,, 
However, we have previously shown that the existence of a matrix S, 
satisfying Eq. (3.8) is a necessary and sufficient condition that ,4A’ be 
Hermitian. 
COwLLm’i 3. The folloze&g conditions aye equivalent: 
(i) il’ is a left normalized generalized inverse of A, 
(ii) A’AA* = A*, 
(iii) C(A*) = C(A’), 
where C(X) denotes the column sjace of ,Y. 
Because the matrices S, and S, are arbitrary in Eq. (3.2), A” and A”’ 
are not unique (unless A is nonsingular, in which case S, and S, do not 
actually appear and A’” = A” = A-l). However, Eq. (3.8) shows that 
for each choice of P, S, is unique. But, for a fixed P, every Ag is given 
bv Eq. (3.2). Thus we ha\:e 
THEOREM 5. Whenever A” (alternatively Am) exists, then AA” (alter- 
natiaely A’“.4) is uniquely determined bj1 A. 
4. THE REFLEXIVE GENERALIZED INVERSE OF A MATRIX 
-According to Theorem 3, when r(A) > r(A*A) then A” cannot be chosen 
so that AA’ is Hermitian. In this section we shall show that when F is 
a field of characteristic # 2 and 
r(A) = r&4,4*), r(A) > r(A*A), 
then A has a left normalized generalized inverse A” such that AA”’ is 
normal (i.e., AA”” commutes with (AA“‘)*). Moreover, when 
r(A) > r(AA*), ~(-4) > r(A*A), 
then A has a reflexive generalized inverse A’ such that AA’ and A’A 
are both normal. In fact, the existence of a left normalized generalized 
inverse, A”, in the first case, and the existence of a reflexive generalized 
inverse A’ for which A’A is normal, in the second case, both depend on 
being able to choose S, to satisfy certain conditions. It will be sufficient 
for us to show that when r(A) > r(A*A) then S, can be chosen so that 
AA’ is normal and that no restriction is placed on S,. 
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Using Eq. (3.3), we have 
Thus AA’ is normal if and only if the equation 
is satisfied for some matrices Y and Q which satisfy Eq, (3.1) and some 
matrix S,. In order to show that such matrices always exist, we shall 
show that P can be chosen so that 7’ has a particularly simple form. 
X computation shows that 
for any nonsingular matrix X of order Y and any matrices Y,, L’,, Z,, 2, of 
dimensionsr x (WZ - Y), (m -r) x (WZ - Y), (12 ~~ Y) x Y, (FZ - r) x (FZ - Y), 
respectively. Set 
(4.1) 
Then we may replace P and Q in Eq. (3.1) 1’~’ 
I’ = p1-, Q ~--- q , 
provided only that Y, and Z, are nonsingular (so that r’ and Q are non- 
singular). As a consequence of replacing the pair of matrices P and Q 
by the pair ij and 0, T is replaced by 
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that is, 
& = X*T,X, (4.3a) 
I“, = X’TIY, + X*T2Y4, (4.3b) 
& = Y,*TIY, + Y4*T2*Y2 + Y2*T2Y4 + Y4*T4Y4. (4.3c) 
In fact, this process will be repeated several times, each time further 
reducing T. In order to simplify the notation as much as possible, it will 
be convenient for us to drop the tildes from p and T as soon as P and 
T are formed and the previous P and T discarded. Then a new P and T 
are defined in terms of the new P and T (i.e., in terms of the old P and 
T). 
Before beginning this reduction of ?‘ we need two lemmas. 
LEMMA 2. Let 
where E and G are v x ,u and w x u matrices, respectively. If the rows of 
G aye linearly independent then there exists a nonsingular matrix M of 
order 21 such that 
In the case where u = w the first block column of BM does not actually 
appear. 
LEMMA 3. Let F be a field of characteristic # 2 and let 
(4.5) 
be an_y nonsingular, Hermitian matrix of order z with entries from F. 
If r(K,) = y < x then we can construct by the reductiolz process described 
above, a matrix I? which has the form 
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Y _ s ~ 1’ 22 t J’ - 2x d - _) 
D 0 0 C) 
0 0 0 1, 1’ 
Ii_ = y*h’y zzz 
0 0 IT4 
0 I,, 
where D is a nonsingular, diagonal, Hermitian matrix of order v. 
Furthermore, if K, is nonsingular (in which case x - _v = 0) thelz WC 
capt construct biv the reduction firocess descrifxd aboxfe, a matrix l? which 
has the form 
where II is a nonsingular diagonal, Hermitian matrix of order x. Moreover, 
this may be accomplished zkng only matrices Y (of Eq. (4.2)) in which 
Y, = I2 L’ 
Proof. Since the characteristic of F # 2 and K, is a Hermitian matris 
of order x and rank y, there exists a nonsingular matrix X of order .T 
such that 
(4.6) 
where D is a nonsingular, diagonal, Hermitian matrix of order y. (When 
x - y = 0 then Eq. (4.6) becomes r?, = I).) Set Y, = 0 and Y, = I,_, 
in Eq. (4.2). Then, using Eqs. (3.Fi), (4.3), and (4.5), we have 
(4.5) 
where I?, = X*K2 and I?, = h-,. 
Now we drop all of the tildes in Eq. (4.7) and further reduce (the new) 
K ; that is, we apply this process once again to the matrix of Eq. (4.7). 
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If we set X = 1% in Eqs. (4.2) and (4.3) then the x x x matrix K, (given 
by the right-hand side of Eq. (4.6)) is unchanged and Eq. (4.3b) yields 
for the new R, 
D 0 
R, = o o yz+&?y,. 
[ 1 (4.8) 
When y = x, we wish to have R, = 0. To this end, we set Y, = I_ , 
and Y, = - D-lK,. On the other hand, when y < x, we wish to find 
matrices Y, and Y, such that the matrix R, of Eq. (4.8) has the form 
(4.9) 
Since K is nonsingular, it follows that the last x - _V rows of K, in Eq. 
(4.7) are linearly independent. Hence z - x >, x - y and by Lemma 2 
(with K, = B, u = z - x, v = y, ze’ = x - y) there exists a nonsingular 
matrix of order z ~ x, which we shall denote by Y,, such that 
K,Y, = 
El 4 3’ 
0 1 I,_,. x-y’ 
If we now set 
y, = _ 
[ 
:-I 
then Eq. (4.9) is satisfied 
Now we can prove 
0 
0 1 [ 
K,Y,= 
D-lE, 
-~ o 
- D-lE, 
0 1 
and the proof of the lemma is complete. 
THEOREM 6. Let F be a field of characteristic # 2. Let A be alz m x n 
matrix of rank 7 with entries from F and let r(A*A) = s < r(A). Theta 
there exist nonsingular matrices P and Q of order m and n, respectively, 
such that 
I I” A = P O”,,.-, O,, I,” 0, - r,n- I 1 Q 
(which is Eq. (3.1)) and 
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where D,, D, are nonsingular, diagonal, Hermitian matrices of orders s 
and m + s - 2r, resfiectivel\l. 
Proof. The proof consists of several applications of Lemma 3. 
According to the discussion preceding Lemma 2, Eq. (3.1) remains un- 
changed when P, Q, and T are replaced by P, Q, and T;, respectively, 
provided that they have the form given in Eqs. (4.2) and (4.3). By Lemma 
3 (with If = T, _V = s, .2: = Y, z = m) T may be taken to have the form 
In order to complete the reduction process, that is, to bring the matrix 
of Eq. (4.11) to the form of Eq. (4.10), we apply Lemma 3 once again, 
this time to the (Y -- s) x (Y - s) matrix Tr”,. The reduction of T‘4 can 
then be incorporated into a reduction of the matrix T of Eq. (4.11) in 
which only T‘4 is changed. Partition Tt, of Eq. (4.11) as 
Since T is nonsingular and Hermitian, it follows from Eq. (4.11) that 
?i is nonsingular and Hermitian. As before, we now drop the tildes from 
Eqs. (4.11) and (4.12). According to the last part of Lemma 3 (with 
K of Lemma 3 equal to T, of Eq. (4.12), s = nz + s -- 2r, z - x = r -- s) 
there exists a nonsingular matrix 
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such that 
I), 0 
T4 = w*T4w = () _ I 
i 1 z4 
(4.13) 
(4.14) 
where D, is a nonsingular, diagonal, Hermitian matrix of order nz + s - 2~. 
We now apply the reduction process once again, this time to the matrix 
T of Eq. (4.11). To form the matrix Y of Eq. (4.2) for this reduction, 
we set X = I,, Y, = 0 and use the (m - Y) x (m - Y) matrix W of 
Eq. (4.13) for Y4. Then a direct computation shows that the resulting 
matrix T has the form of Eq. (4.10), thus completing the proof of Theorem 
6. 
Henceforth we shall assume that P and Q are chosen in such a way 
that A is given by Eq. (3.1) and T is given by Eq. (4.10). Note that 
S Y-S nc + s ~ 27 Y--s 
0 
I,_,< 
I 
s 
Y - s 
T-1 = 
(4.15) 
0 m+s-27’ 
0 7-s 
Clearly AA’ still has the form of Eq. (3.3), where S, is an arbitrary 7 x 
(m - Y) matrix. It will be convenient to partition S, as 
nt + s - dr Y - s 
/ 
01 %l I m + s - 2r s, = 03 04 Y-S (4.16) 
We now substitute Eqs. (4.10), (4.15), (3.3), and (4.16) into Eq. (4.1) 
in order to determine conditions under which A,4’ is normal. After these 
substitutions have been made, the left- and right-hand sides of Eq. (4.1) 
become 
S Y - s IIt + S - 2Y Y-S 
+ D,o,D~-~cQ*D~ 0 0 D,o, + D,o,D,-‘a,* S 
0 0 0 0 T-S 
0 0 0 0 1 m+s-2r cr3D2-~a1*D, + a,*D, 0 0 - x4 + 04 + ugpo3* + 04* Y-S 
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and 
Since tq is Hermitian and I; is assumed to be a field of characteristic 
-f 2, solutions of Eqs. (4.17a) and (4.17b) exist (for example, we mar. 
srt ~‘1 = 0, OS == 0, (T3 :: 0, (T1 = AT,). Henccx \IY’ hn\~ pro\wl 
Ii.12 ha1.r shown that the matris 5, can alwa\~ 1~~ chosen in such a 
wav that d/l’ is normal and, ~vhen r(.-l) == r(A*A), 5, can be chosen so 
that A,4’ is Hermitian. Similarly and independcntl~~, S, can alwalx lx, 
chosen so that A’A is normal and, when r(rl ) z r(.4_4 *), S’:, can bc chown 
so that .-1’A is Hermitian. Hcnw 
‘~HEOKEM 8. Let 1: be LZ jield 01 characteristic # 2 and /et ‘4 be a matri I 
with entries jrona I;. Then, il has a reilexive generalized inverse .4’ such 
that AA’ and il’.4 UYC both normal. .Pi’orrover, ii r(L4) = r(A*,4) thew .I 
has a right normalized generalized imerse .4” such that d’“A is normal. 
I{ r(A) = r(AA*) then A has LI left Izor?nalized gencsali~ed i~ziwsc A”’ SMI.~ 
that A.4”’ is now&. 
Schwerdtfeger 110, I_‘. 130 ~ has introduced another geneI-alization of 
Hermitian matrices. He has called a square matrix X of order n and rank 
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Y an EP, matrix if it satisfies the condition 
XY=O if and only if X*Y = 0, (5.1) 
where 1’ is an n-dimensional column vector. In this section we shall 
show that AA’ is a Hermitian matrix if it is an EP, matrix. This enables 
us to formulate the definition for left and right normalized inverses and 
the pseudoinverse in an (apparently) more general way. 
It will be convenient for us to express Eq. (5.1) as 
X(X) = x(x*), (5.2) 
where N(X) denotes the column null space of X. 
THEOREM 9. Let A be a matrix with entries from the field F and let 
A’ be a reflexive generalized ircverse of A. Then il.4’ is an EP, matrix if 
and only if AA’ is Hermitian. 
Boo/. It is clear that if AA’ is Hermitian then it is an EP, matrix. 
Conversely, suppose AA’ is an EP, matrix and 
AA’Y = 0. (6.3) 
Using Eq. (3.3), we can express Eq. (5.3) as 
(5.4) 
Thus 
. (5.5) 
Since AA’ is assumed to be an EP, matrix, we have, from Eqs. (5.1) 
and (5.4), 
I, 0 
(AA’)*Y =T (P-l)* s,* o p*y= 0 I 1 
and hence 
N,(AA’)*] = C((P*)-‘[;;;;I). (5.6) 
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It now follows, by substituting Eqs. (5.5) and (5.6) into Eq. (5.2), that 
Hence there exists a nonsingular matrix U of order m - Y such that 
(5.7) 
\Ve can write Eq. (5.7) as 
and then we have Eq. (3.7a). 
T,S, -= T,. 
However, we have previously shown that if Eq. (3.7a) is satisfied then 
AA” is Hermitian. 
COROLLARY 4. Let A be a matrix with entries from the field I; and let 
.A’ be a reflexive generalized in.vevse of A. Then A’A is an EP, matrix i,/ 
and onl_v ;,t A’A is Herlnitian. 
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