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There is significant controversy over the existence and function of a direct subcortical visual pathway to the amygdala. It is thought that
this pathway rapidly transmits low spatial frequency information to the amygdala independently of the cortex, and yet the directionality
of this function has never been determined. We used magnetoencephalography to measure neural activity while human participants
discriminated the gender of neutral and fearful faces filtered for low or high spatial frequencies.We applied dynamic causal modeling to
demonstrate that the most likely underlying neural network consisted of a pulvinar-amygdala connection that was uninfluenced by
spatial frequency or emotion, and a cortical-amygdala connection that conveyed high spatial frequencies. Crucially, data-driven neural
simulations revealed a clear temporal advantage of the subcortical connection over the cortical connection in influencing amygdala
activity. Thus, our findings support the existence of a rapid subcortical pathway that is nonselective in terms of the spatial frequency or
emotional content of faces. We propose that that the “coarseness” of the subcortical route may be better reframed as “generalized.”
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Introduction
The ability to rapidly detect external threats is essential to the
survival of all species (Mobbs et al., 2015). It has long been known
that the amygdala plays an important role in coordinating fear
responses (Morris et al., 1998; Furl et al., 2013), but there is
considerable controversy regarding how quickly the amygdala
initially receives visual information. One proposition from
converging human and animal evidence is that there is a short
and direct colliculus-pulvinar pathway to the amygdala (Mor-
ris et al., 1999). This so-called “low road” is thought to trans-
mit coarse visual information more rapidly than alternative
“high roads” believed to transmit fine-grained details via the
visual cortex (LeDoux, 1998). This multipathway proposition
has sparked debate within the literature over the very existence
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Significance Statement
Thehumanamygdala coordinates howwe respond tobiologically relevant stimuli, such as threat or reward. It has beenpostulated
that the amygdala first receives visual input via a rapid subcortical route that conveys “coarse” information, namely, low spatial
frequencies. For the first time, the present paper provides direction-specific evidence from computational modeling that the
subcortical route plays a generalized role in visual processing by rapidly transmitting raw, unfiltered information directly to the
amygdala. This calls into question a widely held assumption across human and animal research that fear responses are produced
faster by low spatial frequencies. Our proposedmechanism suggests organisms quickly generate fear responses to awide range of
visual properties, heavily implicating future research on anxiety-prevention strategies.
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of the low road and its potential influence over the numerous,
cascading processes emanating from the amygdala (Pessoa
and Adolphs, 2010, 2011; de Gelder et al., 2011; Cauchoix and
Crouzet, 2013).
Anatomical evidence for the subcortical routehasbeen identified
using diffusion imaging (Tamietto et al., 2012; Rafal et al., 2015) and
computational modeling (Rudrauf et al., 2008; Garvert et al., 2014)
in humans as well as neuroanatomical tracing in animals (Berman
and Wurtz, 2010; Day-Brown et al., 2010). The estimated synaptic
integration time for the subcortical route (80–90 ms) is faster than
that of the cortical visual stream (145–170 ms), supporting the
notion of rapid subcortical input to the amygdala (Silverstein
and Ingvar, 2015). Furthermore, the superior colliculus consists
primarily of magnocellular neurons tuned preferentially to lower
spatial frequencies (Ma´rkus et al., 2009). Together, this forms
the dominant hypothesis for a rapid colliculus-pulvinar-
amygdala pathway facilitating early processing of coarse visual
information, such as low spatial frequency (LSF) content
(Ohman, 2005). fMRI research has supported this hypothesis by
finding greater signal in the superior colliculus, pulvinar, and
amygdala to LSF fearful faces and greater signal in the extrastriate
visual cortex for high spatial frequency (HSF) faces (Vuilleumier
et al., 2003). These findings were recently validated at the electro-
physiological level, where LSF fearful faces were found to evoke
early activity (75 ms poststimulus onset) in the lateral amygdala
(Me´ndez-Be´rtolo et al., 2016).
Critically, however, these studies cannot tell us about the di-
rectionality of interactions among these brain regions. The hu-
man pulvinar receives both magnocellular and parvocellular
retinal input (Cowey et al., 1994) and is connected with cortical
visual areas, such as V1, V3, and V5/MT (Tamietto and
Morrone, 2016). This suggests that the pulvinar is well situ-
ated to rapidly transmit both LSF and HSF information to the
amygdala, along with perceptual features sufficient to gene-
rate an emotional response in the amygdala (Nguyen et al.,
2013; Le et al., 2016), via multiple par-
allel or converging pathways (Pessoa
and Adolphs, 2010; Diano et al., 2017).
Thus, it remains to be seen whether
rapid subcortical input to the amygdala
is, indeed, restricted to LSF affective vi-
sual information. Indeed, the findings
of a temporal advantage for LSF affective
information are inconsistent, which we
wouldnot expect if a rapid subcortical path-
way to the amygdala existed predominantly
for LSF information (De Cesarei and Co-
dispoti, 2013).
In this study, we evaluated how spa-
tial frequency and affective content
flows toward the amygdala via sub-
cortical and cortical connections. We
measured neural activity using magneto-
encephalography (MEG) while partici-
pants made gender judgements on faces
filtered for different spatial frequencies.
We then applied dynamic causal model-
ing (DCM) to these data to infer the direc-
tion of information transmission within
hypothesized neural networks (David et
al., 2006) consisting of increasingly com-
plex combinations of the following: (1) a
cortical pathway from the LGN to the pri-
mary visual cortex (V1) to the amygdala; (2) a subcortical path-
way from the pulvinar to the amygdala; and (3) amedial pathway
from the pulvinar toV1 to the amygdala, to account for a possible
indirect influence of the pulvinar over the amygdala via cortical
sources (Furl et al., 2013). After determining the most likely un-
derlying neural architecture, we tested hypotheses for the types
of spatial frequency and emotion content propagated along
each connection. Thus, we aimed to determine whether LSF
faces modulate the subcortical pathway.
Materials andMethods
Participants. Twenty-seven people participated in the study, although
one was discarded due to being on psychiatric medication. This left 26
neurologically healthy participants (50% female; 23 right-handed, three
left-handed) with an age range from 18 to 32 years (mean SD, 22.69
3.87 years). All participants had normal or corrected-to-normal vision.
Participation in the study was voluntary, and all participants were
reimbursed AUD$40 for their time. Ethical clearance was granted by
the University of Queensland Institutional Human Research Ethics
committee.
Procedure. All participants were scanned at Swinburne University of
Technology inMelbourne, Victoria. After removing all metal items from
the body, participants were seated in the MEG inside a magnetically
shielded room. Stimuli were projected onto a Perspex screen positioned
1.15 m in front of the participant (viewing angle  22.81°). Partici-
pants held an MEG-compatible 2-response button box with their dom-
inant hand with the index and middle finger resting on the two buttons
(akin to a computermouse). The participantswere instructed to fixate on
the center of the screen and remain still for the duration of each block
(three blocks of 11 min each, with a few minutes break between
blocks). A gray background was presented onscreen where faces ap-
peared one at a time. Stimuli were presented using the Cogent 2000
toolbox for MATLAB (http://www.vislab.ucl.ac.uk/cogent.php). Each
face was displayed for 200 ms to minimize the likelihood of saccades.
Whenever the face was not on the screen, a cross was displayed to help
participants maintain central fixation. The next trial did not begin until
after the participant responded using the button box to indicate whether
Figure1. Experimental design andbehavioral data. Left, Examples of the face stimuli used in the experiment. Columns indicate
theneutral and fearful emotion conditions. Rows indicate the three spatial frequency conditions: BSF, LSF, andHSF. Right,Dotplots
of each participant’s gender judgment score for normalized accuracy (top) and reaction time (bottom). Black represents BSF. Red
represents LSF. Blue represents HSF. Each spatial frequency column contains a pair, where the left series represents neutral (N)
expressions and the right series represents fearful (F) expressions. Error bars indicate standard error. *p 0.05.
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the face was male or female. Left/right assignment for male/female did
not change across the three blocks, but the assignment was counterbal-
anced between participants. Participants were required to make their
response as accurately and as quickly as they could. The intertrial interval
was jittered between 750 and 1500 ms to reduce onset predictability.
Stimuli. The face stimuli originated from the Karolinksa Directed
Emotional Faces set (Lundqvist et al., 1998). Image dimensions were
198  252 pixels, and all images were grayscale. Spatial frequency was
manipulated by applying a low-pass cutoff of6 cycles/image to create
the LSF stimuli and by applying a high-pass cutoff of24 cycles/image to
create the HSF stimuli (Fig. 1). Broad spatial frequency (BSF) stimuli
were imageswith no altered frequency information. Luminance and con-
trast of the LSF and HSF images were matched to their respective BSF
image by using the SHINE toolbox for MATLAB (Willenbockel et al.,
2010). There were 60 identities: 30 males and 30 females. Each identity
was presented once per condition (3 spatial frequency levels  2 emo-
tional expressions) resulting in six presentations per block. Hence, the
three blocks resulted in 180 trials per condition. All faces were presented
in a randomorder per block, but the same identity was never sequentially
presented. A photodiode was placed at the bottom-left corner of the
screen to record precise stimulus onset.
MEG data acquisition. Neural activity was recorded using a whole-
head 306-sensor (102 magnetometers and 102 pairs of orthogonally ori-
ented planar gradiometers) TRIUX system (Elekta Neuromag Oy).
Activity was recorded at a sampling rate of 1000 Hz. Before entering the
MEG room, head position indicator coils were positioned on each par-
ticipant (three on the forehead and one behind each ear). An electromag-
netic digitizer system was used to determine the location of the coils
relative to anatomical fiducials at the nasion and at the left and right
preauricular points (FastTrak, Polhemus). Electro-oculographic (EOG)
electrodes were also placed above and below the right eye to record eye
blinks. When seated in the scanner, participants were positioned so that
the helmet of theMEGwas in as much contact with the head as comfort-
ably possible. Total scanning time was 30–40 min, including breaks.
Head position was tracked continuously using the head position indica-
tor coils.
MEG preprocessing. The temporal extension of Signal-Space Separa-
tion (Taulu and Simola, 2006) was applied using the MaxFilter software
(Elekta Neuromag Oy), actively cancelling noise and interpolating bad
channels. The MaxMove function was also used to correct for head
movement using a standard reference head position (0 x, 0 y, 40 z). All
subsequent offline preprocessing was completed using SPM12 (Well-
come Trust Center for Neuroimaging, University College London,
London) via MATLAB 2014a (The MathWorks). The data were down-
sampled to 200 Hz, and a bandpass filter of 0.5–30 Hz was applied. Each
participant’s MEG data were coregistered with their anatomical T1 MRI
image, which was acquired at the same site (Swinburne University of
Technology, Melbourne, Australia) immediately after completing the
MEG scan.
Because of a technical error, EOG activity for the first four participants
was not recorded. Thus, for blink correction, a frontal MEG planar gra-
diometer (channel MEG0922) was substituted as the EOG, given its
proximity to the upper EOG sensor and the presence of the eyeblink
artifact in the signal. Eyeblink artifacts were identified as a 3fT/mm de-
viation in the EOG signal and then marking a 300 to 300 ms time
window around this deviation. The associated sensor topographies were
used to correct the MEG data.
The MEG data were segmented into100 to 650 ms blocks of planar
gradiometer activity time-locked to stimulus onset and baseline-
corrected, creating a series of event-related fields (ERFs). ForDCM, these
ERFs were averaged using the robust averaging function in SPM12,
which weights the contribution of an epoch to the average based on its
relative noise (Litvak et al., 2011). A low-pass filter of 30 Hz and baseline
correction were reapplied to the averaged ERFs to account for any high-
frequency noise introduced by robust averaging. For the spatiotemporal
analysis, the ERFs for each trial (i.e., before the robust averaging step
completed for DCM analysis) were converted to 3D scalp/time images (x
space, y space,ms time) and then smoothedwithan8mm8mm20ms
FWHMGaussian kernel to accommodate for intersubject variability.
DCM.DCMwas used to compare different plausible neural networks
that may underlie the observed neural data. DCM is a biologically in-
formed computational method of estimating the effective connectivity
between brain regions using Bayesian statistics (Daunizeau et al., 2011).
Critically, this method allows us to make causal inferences on how the
neural dynamics of one population directly influence changes in the
dynamics of another population. We constructed several models that
were based closely on previous work by Garvert et al. (2014) who also
investigated neural networks of emotional face perception. Thesemodels
(see Fig. 4) included the LGN (MNI coordinates: left	22,22,6;
right 	 22, 22, 6), pulvinar (PUL; MNI coordinates: left 	 12,
25, 7; right	 12,25, 7), V1 (MNI coordinates: left	7,85,7;
right	 7,85,7), and amygdala (AMY;MNI coordinates: left	23,
5,22; right	 23,5,22). Wemodeled driving sensory input (i.e.,
onset of face stimuli) as entering both the LGN and pulvinar. These
inputs were agnostic as to the anatomical source of the signal (Stephan et
al., 2010), but we assumed that input to the LGN would encapsulate
retinal input, whereas input to the pulvinar could have encapsulated
signals from the retina, superior colliculus, extrastriate cortex, or other
neural areas, as suggested by previous neuroanatomical research (Tami-
etto and Morrone, 2016). All models encompassed only the first 300 ms
(i.e., 0–300 ms poststimulus onset) of the ERFs, as we were interested
primarily in the earliest stages of visual processing.
After defining our models, DCM was then used to generate full spa-
tiotemporal models of evoked responses by using a neural mass model
(i.e., a set of biologically informed differential equations describing the
synaptic dynamics underpinning neural connectivity) in conjunction
with the parameters specified in each model (Moran et al., 2013). These
predicted data, along with our observed data, were used in Bayesian
model estimation (via the expectation maximization algorithm) and
random-effects Bayesian model selection (which compromises between
explanatory power and model complexity and accounts for variability
across participants) to determine themost likelymodel for our data. This
DCM procedure was used to estimate the most likely underlying neural
architecture in the anatomical stage (see Fig. 4), followed by the most
likely modulation of connections by our experimental conditions (spa-
tial frequency and emotion) in the functional stage (see Fig. 5).
After obtaining the final winning model in the functional stage, we
conducted sensitivity analysis to determine how different connections
and their modulations influenced source activity (see Fig. 6), as has been
done in previous DCM studies (Dietz et al., 2014; Garvert et al., 2014;
FitzGerald et al., 2015). In sensitivity (or “contribution”) analysis, the
strength of the coupling parameter between two sources of interest is
arbitrarily increased. The generative model is then used to predict the
dynamics of pyramidal cell activity in the target source, taking into ac-
count the strengthened connection. By comparing the simulated source
activity with and without the increased connection, we can estimate the
influence of that connection over the dynamics of the target source (i.e.,
if the connection contributes significantly to that source within the
model, we would expect a strengthened coupling parameter to produce
marked changes in the generated source activity).
Results
Gender discrimination performance
We analyzed participants’ behavioral responses in the gender dis-
crimination task to determine whether spatial frequency and
emotion influenced general face processing. After removing out-
lier trials (3 SD from each participant’s mean, mean  SD,
7.73  4.24% of trials), we conducted 2 (emotion)  2 (spatial
frequency) repeated-measures ANOVAs for reaction time (cor-
rect responses only) and for Box-Cox-transformed accuracy.
Gender discrimination was impaired more by the removal of
low than high spatial frequencies, as shown by the higher accu-
racy (F(1,32)	 108.29, p	 6.65 10
13) and faster reaction time
(F(2,41) 	 47.14, p 	 2.30  10
10) for BSF faces (5.30%, 559
ms) than for LSF (9.29%, 585 ms) faces, as well as for LSF
relative to HSF faces (11.65%, 605 ms). Furthermore, fearful
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faces slowed reaction times, such that participants had greater
accuracy (F(1,25)	 116.46, p	 6.74 10
11) and faster reaction
time (F(1,25)	 12.24, p	 0.002) for neutral faces (7.89%, 579
ms) than fearful faces (9.60%, 587 ms). Reduced accuracy for
fearful faces was only seen for LSF andHSF faces (F(2,43)	 24.89,
p	 2.33 107).
Although gender discrimination performance has previously
been thought of as equivalent between LSF andHSF faces (Schyns
and Oliva, 1999; Vuilleumier et al., 2003; Pourtois et al., 2005),
our results support other studies that have found an advantage of
LSF over HSF information (Goffaux et al., 2003; Winston et al.,
2003; Deruelle and Fagot, 2005; Aguado et al., 2010; Awasthi et
al., 2013). Interestingly, few of these studies report an influence of
emotional expression on performance (Vlamings et al., 2009),
unlike our findings. The average luminance and root-mean-
square contrast did not differ significantly between emotion con-
ditions, as determined by separate 2 (emotion)  3 (spatial
frequency) repeated-measures ANOVAs, and so the difference
was not likely due to low-level perceptual confounds. It is possi-
ble that fearful faces impaired performance because participants
were instructed to respond as quickly and as accurately as possi-
ble, whereas such a time pressure may have been absent in previ-
ous studies.
Spatiotemporal analysis of MEG sensor data
Our behavioral analysis revealed that both spatial frequency and
facial expression influenced gender discrimination of faces. To
understand where and when the brain differentially processed
spatial frequency and emotion, we analyzed the collected MEG
data. We used statistical parametric mapping, a technique that
allowed us to investigate these effects while remaining unbiased
as to specific scalp locations and time windows. This mapping
technique converts sensor activity collected across all 204 planar
gradiometers into 3D maps of space (x and y mm2) and time
(200–600 ms, 5 ms resolution). These 3D maps were entered
into a 2 (emotion) 3 (spatial frequency) within-subjects mass
univariate design, correcting for multiple comparisons using
RandomField Theory, as is typically performed in standardGLM
analysis of fMRI data. We then compared the resultant statistical
parametricmaps betweenparticipants in a series of planned com-
parisons: (1) LSF versus HSF, (2) neutral versus fearful emotion,
and (3) interaction between LSF and HSF and emotion. BSF was
also used as an ecological control for LSF and HSF in a set of two
comparisons: BSF versus LSF and BSF versus HSF.
Significant differences (p 0.05, familywise-error-corrected) in
field intensity were found between LSF and HSF across occip-
ital, temporal, and central areas, spanning a time window of
160–585ms (set-level F(2,25)	 38.86, p	 1.61 10
6; Fig. 2).
Greater absolute field intensity for LSF was found at the ear-
liest significant time point (160 ms) over right occipitotempo-
ral areas and later on at 460 ms and 465 ms over right temporal
areas, in accordance with previous literature (Goffaux et al.,
2003; Peyrin et al., 2010; Awasthi et al., 2013). All remaining
clusters of significant activity showed greater field intensity for
HSF than LSF faces. These clusters were found at various time-
points between 170 and 585 ms, located bilaterally and cen-
trally over occipital and parietal areas, similar to previous
work (Vlamings et al., 2009; Craddock et al., 2013; Mu and Li,
Figure 2. Statistical parametricmaps of sensor data. A 3D representation of significant voxels across space and time. Flat gray circles in the 3D plot represent time-points of interest (for graphical
purposes),which are each displayed as traditional scalp plots along the bottomof the figure. Triangle/nose represents faced direction. For LSF versus HSF (left), blue and red spheres represent voxels
that had significantly greater absolute field intensity for HSF and LSF faces, respectively. Similarly, for neutral versus fearful on the right, pink and green represent greater absolute field intensity for
fearful and neutral expressions, respectively. All points are significant at p 0.05 (family-wise error corrected).
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2013). Thus, we found distinct early
(160 ms) and late (460 ms) components
of LSF processing despite overwhelm-
ingly greater activity for HSF overall
(170–585 ms). Some studies have re-
ported earlier effects of LSF (i.e., within
the M100 component) than our rela-
tively later effect (Craddock et al., 2013;
Mu and Li, 2013). This may be due to
differences in analysis technique, such
that statistics on specific electrodes and
time windows are more specific (but
also more biased) compared with our
more conservative and unbiased spa-
tiotemporal analysis, where correcti-
ons for multiple comparisons are made
across the entire sensor space and all
time-points.
No significant differences were found
between BSF and LSF (even when uncorrected for multiple com-
parisons), suggesting comparable neural activation across both
space and time. In contrast, there were significant differences
between BSF and HSF across occipital, temporal, and central
areas over a timewindowof 160–525ms, very similar to that seen
in the LSF versus HSF contrast described above.
Activity elicited by fearful faceswas significantly greater than that
elicited by neutral faces at two distinct clusters: an occipital peak at
150ms and a left temporal peak at 370ms (set-level F(1,25)	 38.48,
p	 1.73 106), indicating typical early and late emotion effects
reported in the literature (Vuilleumier, 2005). This effect did not,
however, interact significantly with spatial frequency. Thus, al-
thoughLSFprocessingwas indeed found tobe faster overall, this did
not result in enhanced processing of fearful faces. Hence, our
findings do not support an automatic prioritization of LSF fear pro-
cessing in a task where the emotional expression of a face is task-
irrelevant (De Cesarei and Codispoti, 2013).
Assessing neural latency with cross-correlation
In our spatiotemporal analysis, the earliest significant difference be-
tween spatial frequency activation was found at 160ms, where field
intensity was greater for LSF than HSF, followed by significantly
greater activity for HSF than LSF at 170 ms onwards. To determine
whether this apparent temporal difference was significant, we per-
formed cross-correlation analyses. This approach assumes that two
pairedwaveforms (i.e., LSF andHSFERFs at each sensor) are highly
correlated, which was indeed the case in these dataset (average R2
across channels and subjects 	 82.79%). Thus, we computed the
relative lag between thesewaveforms at each of the 204 sensors. This
resulted in 96 (47.06%)of sensorswith a significant lag (Bonferroni-
corrected, p 2.45 104) between LSF and HSF faces, where all
204 sensors demonstrated an earlier effect of LSF (7.13 2.19 ms;
Fig. 3). This finding is supported by similar studies showing earlier
M170 latencies for LSF compared with HSF image processing
(Vlamings et al., 2009;Awasthi et al., 2013).Therefore, there appears
to be a significant temporal disadvantage for HSF compared with
LSF faces, such that the waveform as a whole (which encompasses
multiple face processing components such as the M100 andM170)
shifted later in time.
DCM of neural networks
DCM is a biophysically informed method of comparing the likeli-
hood of hypothetical neural networks that underlie a given dataset,
compromising between model accuracy and complexity (David et
al., 2006). We applied this technique in two stages: an anatomical
stage, where we compared the likelihood that cortical, medial, and
subcortical connections were recruited across all conditions; and a
functional stage, where we took the winning model from the previ-
ous stage and compared the likelihood that connections weremod-
ulated by spatial frequency and/or emotion.
In the anatomical stage, four families of models were con-
structed (Fig. 4). Each family consisted of models for each possi-
ble combination of forward and backward connections, resulting
in four models for the Cortical family, eight models for Dual,
eight models for Medial, and 16 models for All. Each model con-
tained nodes for the left and right hemispheres, but cross-
hemisphere connections (e.g., from the left amygdala to the right
amygdala) were not modeled.
We then conducted random effects Bayesian model selection
on all models grouped into families. The greatest exceedance
probability was found for the All family (59.61%) compared with
the dual (23.69%), medial (13.29%), and cortical (3.40%) fami-
lies. Therefore, it is clear that the inclusion of the subcortical
route (i.e., the All and Dual families) vastly increased model like-
lihood. Within the winning All family, two models had compa-
rably higher exceedance probability than the other 14: Model 21
(20.72%) and Model 29 (18.69%). Model 21 was the simplest in
the family of models, containing only forward connections,
whereas Model 29 was only incrementally more complex due to
the addition of a backward connection between the amygdala and
the pulvinar. Given previous research establishing that backward
connections contribute more to a model’s explanatory power as
peristimulus time increases (Garrido et al., 2007), we speculated
that the below-chance difference between these two models
(chance being 100% divided by the number of models in the
space, giving 2.78%) may have arisen because the backward con-
nection’s effect only occurred in the latter part of the 0–300 ms
time window. Applying Occam’s razor, we selected Model 21 as
the most parsimonious explanation for our data because this
model had the fewest connections and also the greatest ex-
ceedance probability. Hence, the anatomical foundation for the
following series of functionalmodels consisted of thewell-known
cortical stream, the controversial subcortical pathway, and the
hypothesized medial connection between the pulvinar and the
visual cortex.
The functional stage was designed to determine the likelihood
of different routes of modulation by spatial frequency, emotion,
or both, using a between-trial effects approach (i.e., differences
Figure 3. Latency advantage for LSF faces. Left, A sensormap displaying 204 planar gradiometers. Red represents a sensor that
showed a significant time difference between LSF andHSF. Darker red represents an earlier neural effect of LSF comparedwithHSF
faces. Right, Activity at two example sensors that showed the greatest time difference.
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between LSF and HSF or between neutral and fearful emotional
expressions) (Garrido et al., 2009). First, we determined the pos-
sible paths along which visual information may be modulated
(four possibilities: V1-amygdala, LGN-V1-amygdala, pulvinar-
amygdala, pulvinar-V1-amygdala). These modulatory pathways
were then combined in every possible way, resulting in ninemod-
els each for modulation by spatial frequency, emotion, or both
(Fig. 5). Thus, the entire model space consisted of 28 models,
including a null model precluding any modulation.
Random effects Bayesianmodel selection revealed thatModel
26 had the greatest exceedance probability (88.04%), demon-
strating that all pathways, except the subcortical pathway, were
likely modulated by both spatial frequency and emotion within
the given dataset. To infer the generalizability of this neural net-
work to the population, classical one-sample t tests were con-
ducted on individual parameter (i.e., connection) estimates.
After Bonferroni correction for multiple comparisons, only the
modulation of the cortical connection from V1 to the amygdala
was significantly 0 (Bonferroni-corrected p 	 0.019). The
modulation of this cortical connection was greater for HSF than
LSF (F(1,25)	 11.312, p	 0.002) and for fearful than neutral HSF
faces (F(1,25) 	 6.403, p 	 0.018), suggesting a role for V1 in
processing facial expressions in the HSF domain. Finally, we
calculated the difference in functional modulation of the cor-
tical route for spatial frequency (HSF-LSF) and emotion
(fearful-neutral), as well as for reaction time and accuracy.
Correlations between these measures revealed that reaction
time was increasingly slower for fearful than for neutral faces
as fearful modulation of the cortical route increased (R 2 	
0.437, Bonferroni-corrected p 	 0.050), suggesting that the
perceptual features of fearful expressions transmitted along
the cortical-amygdala connection slowed reaction time during
gender identification. Thus, cortical transmission of facial ex-
pressions to the amygdala (Das et al., 2005) is a potential
Figure 4. Selection of anatomical model families. Top, Four families of anatomical models were tested. Green nodes represent the LGN. Blue represents the primary visual cortex (V1). Pink
represents the amygdala (AMY). Orange represents thepulvinar (PUL). 3Dbrainmodels (sagittal and axial views) are shown.Allmodels consisted of separate left and right hemispheres. Bottom, The
exceedance probability of each model, grouped into the four families: light gray represents cortical; gray represents subcortical; dark gray represents medial; black represents all. Model 21, which
had the highest probability, is shown in the left break-out box, whereas the next most probable model, Model 29, is shown in the right break-out box.
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neural mechanism for the typical slow-
ing of responses to fearful faces (Neath
and Itier, 2015).
Sensitivity analysis
Using DCM, we found an optimal model
for both the underlying neural architec-
ture and the likely modulation of param-
eters by spatial frequency and emotion.
Using thismodel in conjunctionwith sen-
sitivity analysis, we then investigated the
times at which each connection influ-
enced the amplitude of the estimated
source activity. Sensitivity analysis uses
simulated data generated by an estimated
dynamic causal model (which, in turn,
was generated using the observed data)
and tests the influence of particular pa-
rameters within a network by artificially
amplifying coupling strength through
stimulation. If the parameter influences
the activity at a particular node in the sim-
ulated network, then it should be possible
to observe a fluctuation in the simulated
activity (Daunizeau et al., 2009; Dietz et
al., 2014; FitzGerald et al., 2015). There-
fore, using a data-driven modeling ap-
proach, we were able to make inferences
about the influence of the subcortical,
cortical, andmedial connections on visual
cortex and amygdala source activity.
We constructed a replica of the wining
model to split the modulatory effects of
spatial frequency and emotion at the cor-
tical andmedial streams into LSFNeutral,
LSF Fearful, HSF Neutral, and HSF Fear-
ful, allowing us to observe any potential
interaction effects. We then conducted sensitivity analysis sepa-
rately on the anatomical presence and functional modulation of
each connection. This produced waveforms of amygdala and V1
source activity for perturbation by each connection type. Similar
to the previous spatiotemporal analysis, we statistically analyzed
the entirety of each of these waveforms by creating statistical
parametric maps (source activity  time) and using Random
Field Theory to correct for multiple comparisons across time
(p 0.05).
First, we investigated how each anatomical connection influ-
encedV1andamygdalaactivitybyboosting thecouplingparameters
for each connection. V1 source activity was equally influenced by its
forward connections from the LGN and the pulvinar from 110 to
160ms(Fig. 6, left).Changes inamygdalaactivity,on theotherhand,
were significantly greater for the subcortical pathway than for all
other connections between 70 and 90 ms and 110–165 ms (Fig. 6,
middle). There was also a significantly greater change in amygdala
source activity for the direct cortical connection fromV1 than from
themore indirectLGN-V1(155–190ms)andpulvinar-V1(165–180
ms) connections.
To determine whether these apparent time differences in
amygdala perturbation were significant, we conducted cross-co-
rrelation on pairs of the four connections. As expected, the per-
turbation by the subcortical pathway at 70 ms was significantly
earlier than the perturbation by the LGN-V1 (by 33.27 ms, p 	
6.638 1010), pulvinar-V1 (by 31.54 ms, p	 1.956 1012),
andV1-amygdala connections (by 32.88ms, p	 9.659 1013),
each of which perturbed activity later at155 ms.
A separate sensitivity analysis was conducted on the functional
modulation of connections. This first revealed that neither spatial
frequency nor emotion modulation influenced V1 source activity
through LGN or pulvinar input pathways. Interestingly, a main ef-
fect of spatial frequency was found for amygdala source activity,
showing greater perturbation by HSF than LSF during 125–130
ms and 165–180 ms (Fig. 6, right). Upon observation of each
individual connection (i.e., LGN-V1, V1-amygdala, and pulvi-
nar-V1), it appears that HSF faces yielded a greater general effect
across connections but that this effect was predominantly driven
by modulation along the cortical V1-amygdala connection,
which was the only significant simple effect. This corroborates
the significant t statistic on this parameter found within the win-
ning functional Model 26.
Validation checks
A pertinent consideration of our study is the relative insensitivity
of MEG gradiometers to magnetic fields evoked by deep sources
(e.g., amygdala, pulvinar, and LGN) compared with cortical
sources (e.g., V1) (Papadelis and Ioannides, 2007). DCM is de-
signed tomodel unobserved neural activity (i.e., “hidden states”),
such as activity generated at the source level. This ismade possible
through a combination of a biophysical model and a priori in-
formed sources known to be active under a given task (Moran et
al., 2013). Importantly, the amygdala has previously been suc-
Figure 5. Routes of modulation by emotion and spatial frequency. Left, Each diagram represents a plausible route of modula-
tion. Dotted arrows indicate potentialmodulation by spatial frequency, emotion, or both. Top left, The firstmodel is the nullmodel
with no modulated connections. The other nine models were each uniquely modulated. Right, The exceedance probability,
determined via Bayesian model selection, for all 29 models. The model shown in the break-out box is the winning model (Model
26), where all connections were modulated by spatial frequency and emotion, except the subcortical route. Classical t tests
revealed that only the parameter estimates for the cortical connection were significantly 0 (Bonferroni-corrected, p	 0.019).
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cessfully localized withMEG data (Attal et al., 2012), aided by the
high density of pyramidal neurons in the amygdala (Dumas et al.,
2013) as well as by the use of validated prior source locations
(Attal et al., 2012; Garrido et al., 2012; Garvert et al., 2014). Cru-
cially, the DCMs in our study use the source locations a priori
defined on the basis of the very same task performed in an fMRI
study (Vuilleumier et al., 2003). It remains possible, however,
that other nearby sources may have contributed to the activity
captured by the deep nodes outlined in our models, such as the
superior temporal sulcus (STS; MNI coordinates: left 46, 4,
18) previously shown to be engaged in the fMRI version of this
task (Vuilleumier et al., 2003).
To address this possibility, we designed a series of validation
models to assess whether activity in the STS may have contrib-
uted to activity we observed in the amygdala. The model space
consisted of three families: (1) Amygdala Connected, (2) STS
Connected, and (3) Both Connected. The nodes within each
model consisted of the LGN, pulvinar, V1, amygdala, and STS.
Each family included eight models, with forwards-only and
forwards-and-backwards versions of the Cortical, Dual, Medial,
and All model types, as described in the anatomical stage (similar
to Fig. 4). Thus, the models within the Amygdala Connected
family were identical to the first (forwards-only) and last
(forwards-and-backwards) Cortical, Dual, Medial, and All mod-
els within the anatomical stage, with the addition of the discon-
nected STS node. The STS Connected family was identical to the
Amygdala Connected family, except that now all amygdala con-
nections were connected to the STS instead, leaving the amygdala
disconnected. Differences in probability between the Amygdala
Connected and STSConnected families would reveal whether the
modeled hidden states of the amygdala and STSwere distinguish-
able. Finally, the Both Connectedmodels represented the combi-
nation of the two previous families, allowing us to estimate the
probability that the amygdala and STS had dynamically distinct
profiles and were both functionally active during our task.
After estimating these 24 models and conducting Bayesian
model selection on the three families, we discovered that the
Amygdala Connected model outperformed (50.40%) the STS
Connectedmodel (1.50%), where the winningmodel overall was
the Amygdala Connected: All, forwards-only model (54.15%).
This demonstrates that our measurements were indeed sensitive
to differences in the dynamic profiles of the STS and amygdala
and that our DCM reconstruction captured true amygdala activ-
ity. Importantly, the probability of the Both Connected family
(48.10%) was similar to that of the Amygdala Connected family,
suggesting a negligible contribution of the STS to our data within
this early 0–300 ms time window. Given the absence of evidence
for an advantage of the model including the STS, all our subse-
quent analyses were based on the more parsimonious family of
models (i.e., Amygdala Connected).
Another pressing issue with deep source modeling with MEG
is the extent to which we can tease apart nearby deep sources in
the model space, such as the pulvinar and the LGN. To address
this, we compared our original model connected to both LGN
and pulvinar, to a model that was connected to a single thalamic
node, whose coordinates laid halfway between the coordinates
used for the pulvinar and LGN (MNI: left [17, 23, 6], right
[17, 26, 6]). In principle, if the data were insensitive to differ-
ences in activity between the LGN and pulvinar, the source activ-
ity at each of these nodes would be indistinguishable and thus the
simpler thalamic model would win. Alternatively, if these hidden
states were successfully captured by DCM, the model including
LGN and pulvinar would win. A random-effects Bayesian model
selection analysis revealed that the model including LGN and
pulvinar won with 100% exceedance probability. Thus, demon-
strating that with DCM for MEG we can indeed distinguish ac-
tivity from LGN and pulvinar.
Discussion
Herewepresent computational evidence supporting the existenceof
a subcortical amygdala connection that facilitates rapid visual infor-
mation transfer as early as 70 ms, regardless of spatial frequency or
emotional expression. Participants discriminated the gender of LSF,
HSF, and BSF faces exhibiting neutral or fearful expressions. Behav-
ioral performance was better for LSF thanHSF faces and for neutral
than fearful faces, whereas neural activity was greater and slower
overall for HSF compared with LSF and BSF faces. Together, these
findings suggest that HSF faces were more computationally de-
manding (Mermillod et al., 2010a).
We used DCM to test hypotheses for the most likely structure
and function of the neural network underlying face perception,
specifically the rapid processing that occurs within the first 300
ms. The anatomical stage demonstrated that the most likely net-
work consisted of cortical, subcortical, andmedial connections to
the amygdala, providing direction-specific evidence for the exis-
tence of a forward pulvinar-amygdala connection that operates in
parallel with cortical-amygdala connections. This lends func-
tional support to anatomical evidence for the pulvinar-amygdala
connection (Day-Brown et al., 2010; de Gelder et al., 2012; Rafal
et al., 2015), as well as to previous demonstrations of a functional
Figure 6. Sensitivity analysis of connection type on source activity. Sensitivity analysis of anatomical connectivity (left, middle) and modulatory (right) connections. Each wave depicts the
simulated perturbation in source activity by either the presence of a connection (left, middle) or the modulation by LSF or HSF (right).
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visual pulvinar-amygdala connection using DCM of MEG data
(Rudrauf et al., 2008; Garvert et al., 2014). The presence of the
medial pulvinar-V1 connection in our winning anatomical
model also corroborates previous anatomical evidence from hu-
man and nonhuman primates (Bridge et al., 2016).
Input to the pulvinar from the striate and extrastriate cortex
may contribute to information flow along the pulvinar-amygdala
connection, implying the subcortical route is not purely “subcor-
tical” (Pessoa and Adolphs, 2010). Our results suggest that V1 is
an unlikely contributor to the subcortical route, given the lack of
a backward connection between V1 and the pulvinar in our win-
ning model. By modeling an agnostic “input” parameter into
the pulvinar, however, we have inevitably sampled a bigger and
broader pathway (both anatomically and functionally) that could
encompass input from several other candidate neural areas, such
as the optic tract, V2, andMT/V5 (Tamietto andMorrone, 2016).
Anatomically, reconstructed white matter streamlines from su-
perior colliculus to pulvinar to amygdala form only a fraction of
the total streamlines from pulvinar to amygdala (Tamietto et al.,
2012; Rafal et al., 2015). Functionally, the medial pulvinar con-
nects with the amygdala as well as several cortical regions with
various cognitive and affective functions (Bridge et al., 2016).
Importantly, the results from the functional modeling stage of
our study revealed that the pulvinar-amygdala connection lacked
modulation by spatial frequency or facial expression. We did not
incorporate the superior colliculus in our models due to con-
straints on the spatial resolution of MEG for such a small, deep
source. Given that input from the superior colliculus would be
predominantly LSF, however, we can deduce that the rapid infor-
mation transfer we observed from pulvinar to amygdala most
likely represents multiple sources capable of processing LSF
and/orHSF stimuli from retinal and cortical input (Tamietto and
Morrone, 2016). Future research could elucidate the temporal
and spatial frequency properties of these inputs to the pulvinar,
helping to disambiguate our own findings as well as others
whose sources of input remain speculative (Me´ndez-Be´rtolo et
al., 2016).
Emotional expression did not modulate the pulvinar-amyg-
dala connection, consistent with previous DCM studies (Garrido
et al., 2012; Garvert et al., 2014). Therewas, however,modulation
by emotional expression along the medial pathway. Thus, al-
though the pulvinar may possess the capability to enhance activ-
ity during exposure to fearful faces (Maior et al., 2010; Le et al.,
2016), it did not modify the signal transmitted to the amygdala.
In contrast, modulation of the cortical-amygdala pathway by
HSF fearful faces correlated with slower reaction times to fearful
faces, implying greater modulation by facial expression along the
cortical than the subcortical route. Thus, our results are incon-
sistent with previous findings of increased activity for LSF fearful
faces in the amygdala (Vuilleumier et al., 2003; Me´ndez-Be´rtolo
et al., 2016). One potential explanation is that our stimuli were
matched for both luminance and contrast, unlike previous stud-
ies in which only luminance was matched (Vuilleumier et al.,
2003; Me´ndez-Be´rtolo et al., 2016). The effects of contrast equal-
ization on spatial frequency processing are particularly impor-
tant during early (i.e., 100 ms) visual processing (Vlamings et
al., 2009). In support of this notion is an intracranial EEG study
that used luminance- and contrast-equalized stimuli and did not
observe significant differences between LSF and HSF faces until
240 ms (Willenbockel et al., 2012). Thus, apparent interactions
between spatial frequency and emotion may be explained by dif-
ferences in contrast and luminance of the stimuli. Finally, an
imperative difference between our study and previous work is
that the critical element of directionality was absent from their
methodologies, leaving open the possibility that such effects they
were driven by backward connections (Vuilleumier et al., 2003;
Krolak-Salmon et al., 2004; Willenbockel et al., 2012; Me´ndez-
Be´rtolo et al., 2016).
It is clear that differences in stimulus and task parameters can
have a significant impact on the apparent function of the subcortical
pathways to the amygdala. For example, emotional expression was
task-irrelevant in the present study. The pulvinar responds more
strongly to behaviorally relevant stimuli (Kanai et al., 2015), which
might explain the lack ofmodulationby emotional expression along
the pulvinar-amygdala connection because fearful andneutral stim-
uli were equally task-relevant. Indeed, much of the work on this
topic also used tasks in which emotional expression was task-
irrelevant (Vuilleumier et al., 2003; Garvert et al., 2014; Me´ndez-
Be´rtolo et al., 2016), allowing for fruitful cross-comparison between
studies. There are many avenues through which future research
couldexplore thedifferent functional rolesof thepulvinar-amygdala
connection, depending on themotion of stimuli (given the connec-
tion between pulvinar andV5/MT) (Tamietto andMorrone, 2016),
the animate/inanimate nature of stimuli (Mermillod et al., 2010b),
emotion regulation (Beffara et al., 2015), context (e.g., fear-
conditioned stimuli) (Shang et al., 2015), or interacting neural areas
(e.g., networks for unconscious vision) (Tamietto and de Gelder,
2010). Similarly, other threat-specific subcortical amygdala path-
ways fromthe superior colliculus todifferent regionsof the thalamus
have been identified in mice (Shang et al., 2015; Wei et al., 2015).
Future work could look for these pathways in humans and nonhu-
man primates usingmethods with higher spatial resolution, such as
fMRI and intracranial recordings.
Overall, our results suggest that the subcortical route is re-
cruited during semipassive face viewing but not specifically for
LSF fearful faces. We propose that these results provide novel
direction-specific evidence for a generalized functional role of the
subcortical route in processing faces, such that neither spatial
frequency nor emotional content is automatically filtered. Such a
mechanism is intuitive, considering that an organism’s survival is
maximized if it can rapidly detect potential threats using both
LSF and HSF visual information (Fradcourt et al., 2013; Stein et
al., 2014). The so-called “diagnostic approach” describes flexible
prioritization of spatial frequency processing depending on the
task at hand (Ruiz-Soler and Beltran, 2006; de Gardelle and
Kouider, 2010). For example, LSF information could indicate the
presence of a face, whereas the HSF information could reveal the
face’s identity, either of which could be essential for detecting a
potential threat (Sowden and Schyns, 2006). The purported role
of the amygdala as a “relevance detector” (Sander et al., 2003)
would suggest that its earliest visual input would contain all spa-
tial frequencies and all emotional content, which is in line with
the fast subcortical pathway unfiltered for spatial frequency or
emotional content demonstrated here. This complements other
research on the auditory subcortical route to the amygdala, which
was found to be unmodulated by the predictability of sounds
(Garrido et al., 2012).
The evidence we have demonstrated for a rapid, unmodulated
pulvinar-amygdala connection helps reconcile apparently con-
tradictory perspectives in the literature. First, we have shown that
the effect of the pulvinar on amygdala activity precedes that of the
visual cortex (Tamietto and de Gelder, 2010) but that the pulvi-
nar influence amygdala activity via multiple parallel pathways
(Pessoa andAdolphs, 2010). Second, the pulvinar-amygdala con-
nection rapidly transmits a broad range of spatial frequencies,
indicating a multiplicity of subcortical pathways to the amygdala
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that likely include the superior colliculus. Finally, reframing the
subcortical route as playing a generalized instead of a specialized
role in face processing may explain why emotional responses to
different spatial frequencies have yielded contradictory findings
(De Cesarei and Codispoti, 2013). Thus, we propose that the
supposed “coarseness” of the subcortical route may be better
reframed as “unfiltered.” By elucidating precisely what informa-
tion is transmitted along this rapid subcortical pathway and how
this is used by the amygdala, we may better understand the first
stages of emotional experience and the potential role that subcor-
tical activity plays in emotional disorders, such as anxiety (Carr,
2015) and autism (Nomi and Uddin, 2015).
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