combined effect size can be estimated. If the effect sizes are heterogeneous, potential moderators may be used to explain the variations of the effect sizes.
Apart from univariate effect sizes, researchers have started to emphasize synthesizing multivariate effect sizes, especially correlation matrices, because of the increasing complexity of the research questions (e.g., Becker, 1992 Becker, , 1995 Becker, , 2000 Becker & Schram, 1994; S. F. Cheung, 2000; Hafdahl, 2002; Hedges & Olkin, 1985; Kalaian & Raudenbush, 1996; Raudenbush, Becker, & Kalaian, 1988) . Just inspecting a matrix of synthesized correlations, however, may not be very informative in understanding the underlying relationships among the variables. As a result, researchers have become interested in testing theoretical models with structural equation modeling (SEM) based on the meta-analytically derived correlation matrix (Becker, 1992 (Becker, , 1995 (Becker, , 2000 (Becker, , 2001 Becker & Schram, 1994; Miller & Pollock, 1994; Shadish, 1996; Viswesvaran & Ones, 1995) . Several statistical procedures have been proposed to integrate meta-analysis and SEM, which is called meta-analytic SEM (MASEM) in this article, to test theoretical models (e.g., Becker, 1992 Becker, , 1995 ; M. W. L. Cheung & Chan, 2005; S. F. Cheung, 2000; Hafdahl, 2002) .
All the suggested procedures for MASEM assume that the correlation matrices to be integrated are homogeneous in the sense that the studies share the same population correlation matrix. If the correlation matrices are heterogeneous, it is inappropriate to combine them. Subgroup analysis with moderators is often used to group studies into homogeneous subgroups; SEM can then be used to fit models for individual subgroups separately. There are few guidelines on what the next step should be if subgroup analysis with moderators fails to explain the variations in the studies.
In the present article, we propose to use cluster analysis as an exploratory tool to classify studies into relatively homogeneous subgroups when subgroup analysis with moderators fails. First, we discuss the issues of moderator search in MASEM. Then the procedure of cluster analysis in MASEM is proposed. Simulation studies are used to evaluate whether the proposed procedure can recover the true underlying populations correctly. A real data example is also used to illustrate the practical usefulness of the procedure. Finally, limitations and further directions of this approach are discussed.
Moderator Search in MASEM lation matrix is treated as the observed correlation matrix and is used for SEM modeling in the second stage.
Several statistical approaches have been proposed to synthesize correlation matrices in the first stage, for example, univariate approaches based on correlation coefficients (Hunter & Schmidt, 1990 ) and Fisher's z scores (Hedges & Olkin, 1985) , the generalized least squares (Becker, 1992 (Becker, , 1995 approach and its modifications (S. F. Cheung, 2000; Hafdahl, 2002) , and a two-stage SEM approach (M. W. L. Cheung & Chan, 2005) . Comparisons on these approaches are given in M. W. L. Cheung and Chan (2005) .
Moderator Search If Studies Are Heterogeneous
It is common to have statistically heterogeneous correlation matrices, especially when the number of studies is large. When the homogeneity hypothesis of correlation matrices is rejected in the first stage, it is not legitimate to combine the correlation matrices (National Research Council, 1992) . Several approaches can then be used to address the issue of heterogeneity.
One possible approach is to use the random-effects model "a priori the study" or the conditionally random-effects model "after observing a significant result on the homogeneity test" (see Hedges & Vevea, 1998) in synthesizing correlation matrices in the first stage. These models seem useful to account for the heterogeneity of correlation matrices across studies. There are, however, several issues in using the (conditionally) random-effects models in MASEM. First and foremost, to the best of our knowledge, there is no well-established procedure for MASEM under the random-effects model (cf. Becker, 1992) . Second, random-effects models can tell us only that there are large (or small) variance components on the correlation matrices, but they do not tell us how they are different. In other words, we do not know which studies are dissimilar (or similar) to the others. There is a need to understand how and why studies are dissimilar because the sources of heterogeneity are practically and theoretically interesting to meta-analysts (e.g., Engels, Schmid, Terrin, Olkin, & Lau, 2000; Glasziou & Sanders, 2002; Lijmer, Bossuyt, & Heisterkamp, 2002; Song, Sheldon, Sutton, & Jones, 2001) .
The dominant approach is to use the fixed-effects model, in which heterogeneous correlation matrices are grouped into relatively homogeneous subgroups with moderators (Cortina, 2003) . Researchers can use moderators to explain the variations of the effect sizes (Marín-Martínez & Sánchez-Meca, 1998; Viswesvaran & Sanchez, 1998) . For example, Brown and Peterson (1993) used four moderators to group 59 studies, and Brown and Stayman (1992) used 11 moderators to group 47 studies in the application of MASEM.
There may often be some difficulties in this approach. It is not easy to select appropriate moderators. Primary researchers and meta-analysts have different priorities in deciding what information should be included in the primary studies. Hence, there may be many missing values for the moderators (Cortina, 2003; Pigott, 2001) . For example, although there were 106 studies retrieved in Colquitt, LePine, and Noe's (2000) study, they could not include even a single moderator because of missing values and the complexity of their structural model in the second stage.
Second, moderators may be highly correlated (Viswesvaran & Sanchez, 1998) . Conclusions based on an individual moderator may be biased or even misleading. Even when the potential moderators are uncorrelated and reported in the primary studies, all the moderators may fail to explain the heterogeneity among the correlation matrices. For example, Verhaeghen and Salthouse (1997) investigated all possible moderators reported and failed to explain the heterogeneity among their 91 studies.
The search of moderators becomes even more complicated in MASEM because there are multivariate effect sizes (correlation matrices). One approach is to search homogeneous subgroups per correlation coefficient. For example, if we have 10 correlation coefficients for 50 studies, we may have 10 different patterns of homogeneous subgroups of correlation coefficients. This may not be the best strategy to identify how the "patterns" of the correlation matrices vary across studies. Grouping studies into homogeneous subgroups on the basis of the correlation matrices, rather than on individual correlation coefficients, seems to be a better choice. This multivariate approach is similar to growth mixture modeling (Muthén et al., 2002) , in which individuals are classified into several subgroups on the basis of their growth patterns (e.g., initial status and growth factor) rather than on individual variables.
Cluster analysis appears to be a promising technique in the context of MASEM. The first objective of cluster analysis is to identify the bounding conditions for the studies in which meaningful effect sizes can be estimated and interpreted within a set of homogeneous studies. Most important, the classifications of these subgroups could provide important insights for researchers to search meaningful moderators or for further research. Cluster analytic methods serve well for these exploratory purposes (e.g., Everitt, Landau, & Leese, 2001; Gordon, 1999) .
Cluster Analysis as an Exploratory Tool
Cluster analysis is a generic term for a collection of methodologies or heuristic rules for classifying subjects into groups (Aldenderfer & Blashfield, 1984) . Cluster analysis is widely used in a variety of disciplines, such as numerical taxonomy in biology, Q analysis in psychology, unsupervised learning in pattern recognition research, and segmentation in marketing (Everitt et al., 2001) . Recently, cluster analysis has been widely used in many areas for exploratory studies, for example, intraindividual growth trajectories (Dumenci & Windle, 2001) , the multidimensionality of items (Roussos, Stout, & Marden, 1998) , initial model searching in factor analysis (Bacon, 2001) , and clustering covariance matrices into homogeneous groups for preliminary multiple-group SEM when there are a large number of studies (Poon, Chan, Lee, & Leung, 1993) .
Methods used in one discipline may not necessarily be suitable for another discipline because data structures may be different in different disciplines (Aldenderfer & Blashfield, 1984) . Thus, the procedure discussed here is focused on those related to clustering correlation matrices into groups.
Steps for Cluster Analysis Milligan and Cooper (1987) summarized several steps in conducting cluster analysis (see also Aldenderfer & Blashfield, 1984; Everitt et al., 2001; and Gordon, 1999) . Let X be a k × p data matrix of k studies with p correlation coefficients, where x ij represents the jth correlation coefficient from the ith study. Because there are likely missing correlation coefficients in MASEM, not all p correlation coefficients may be present across the studies. Most clustering algorithms operate on the k × k dissimilarity matrix D, where in this context d ij would represent the distance between the ith and jth studies. By applying suitable clustering methods, the k studies can be classified into groups on the basis of a tree diagram, or dendrogram. Researchers can then decide the number of clusters by using some heuristic rules and cut the tree into m disjoint groups. Finally, the m clusters can be interpreted, tested, or cross-validated with other clustering methods or other samples.
Step 1: Selecting the samples. Generally, the samples for cluster analysis should be representative of the whole population. Meta-analysts should try to identify all published and unpublished data in the topic being synthesized.
Step 2: Transforming the variables. Many clustering methods are sensitive to the scaling of the variables used, except the single-linkage method, which is invariant to the monotonic transformation of the data (Jardine & Sibson, 1971) . Different transformations on the variables may result in different clustering solutions. The common issue is whether to standardize the variables or not before conducting cluster analysis (Milligan & Cooper, 1988) . Because correlation coefficients are used in MASEM, the scales are similar across variables. It seems reasonable to use the raw correlations.
When clustering correlation coefficients into subgroups, Hedges and Olkin (1983) proposed using the U i -transformed score as the effect size for the ith study,
958 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT where log( ) is the natural logarithm and r i and n i are the raw correlation coefficient and the sample size for the ith study, respectively. It is equivalent to Fisher's z-transformed score divided by its standard deviation. After the transformation, U i is distributed normally, with unit variance. One of the advantages of U i over r i is that it considers the sample size per study. Whether U i is a better alternative to r i in classifying studies will be addressed in a simulation study later. Moreover, other transformations on r, such as correction for unreliability, are also possible in this step.
Step 3: Calculating the dissimilarity matrix D. There are several related terms for the dissimilarity matrix, for example, distance measures and proximity matrices. Usually, a real-valued function d(x i , x j ) for d ij is a distance function for two row vectors x i and x j (the correlation coefficients stacked together from X) if it satisfies several minimum conditions (see Mardia, Kent, & Bibby, 1979) .
Two potentially useful dissimilarity measures are introduced here. The first one is the correlation coefficient, often called angular measure,
where x i and x j are the means of the row vectors x i and x j , and p is the number of correlation coefficients in the studies. Note that in clustering correlation matrices, we are using the "correlation of correlation coefficients." Because a correlation coefficient measures similarity rather than dissimilarity, it is usually converted into dissimilarity measure by
This is called correlation distance here to highlight that it is not the ordinary correlation coefficient. In some applications of cluster analysis, d ij = 1 -s ij is suggested to ensure thatthe ranges of the dissimilarity index are between 0 and 1. However, negative s ij means that the correlation matrices are heterogeneous in MASEM, and absolute values are not suggested here. The correlation distance is frequently described as a shape measurement, meaning that it is insensitive to magnitude differences of the variables used to compute the coefficient (Aldenderfer & Blashfield, 1984) . Despite of this criticism, correlation distance has been used successfully in a wide range of cluster analytic applications. However, its insensitivity to the magnitudes of the variables used may be critical in clustering correlation matrices into homogeneous groups. The heterogeneity of correlation matrices is reflected by the magnitude differences of the observed correlations. For instance, if x 1 = [.2 .1 .3] and x 2 = [.4 .2 .6], then d 12 will be 0 for the correlation distance. By using correlation distance as the dissimilarity measure, it is likely to group x 1 and x 2 together because their distance is 0. However, by inspecting x 1 and x 2 , it is possible that they are drawn from different populations. Hence, it is speculated that correlation distance may not be a good dissimilarity measure on clustering correlation matrices.
The second dissimilarity measure is the Euclidean distance, defined as
The Euclidean distance represents the geometrical or physical distance between two objects. Because of this mathematical property, it is widely used in cluster analysis.
Step 4: Selecting the clustering method. There are many clustering methods in existence. We focus only on the hierarchical methods in this study. Hierarchical methods try to organize the data into a hierarchy, that is, a tree diagram, or dendrogram. Organizing data into a hierarchy helps researchers exploring potential moderators or clusters of studies in MASEM, especially when researchers have no idea on how many clusters there are.
Within the class of hierarchical methods, agglomerative methods, leading to a series of successive fusions of the k entities into groups, are the most popular one. In the first step, agglomerative hierarchical methods assume that all the data are distinct and separate. Then the data are joined one by one in each step until all the data are grouped into a large cluster. Different agglomerative hierarchical methods differ on how to define the distance between the clusters in the dissimilarity matrix. Four widely used methods are introduced here (Blashfield & Aldenderfer, 1989; Milligan & Cooper, 1987) .
Single linkage, also known as nearest neighbor, defines the distance between two clusters as
where min(.) is the minimum value of all elements, d rs = d(x r , x s ), and r ∈ C i represents all elements in the C i cluster (Sokal & Sneath, 1963) . The advantages of this method are that it is invariant to monotonic transformations of the similarity matrix, and it is unaffected by ties in the data (Jardine & Sibson, 1971 ). However, it should be noted that transformation of U is not monotonic, because different elements of the dissimilarity matrix are transformed with different sample sizes. Hence, applying single linkage to correlation coefficients and the U-transformed correlation coefficients may result in different solutions. Its disadvantage, however, is that it tends to form chains; that is, new cases are added to the previous cluster and results in a large cluster.
Complete linkage, also known as furthest neighbor, defines the distance between two clusters as
where max(.) is the maximum value of all elements (Sokal & Sneath, 1963) .
Complete linkage tends to find relatively compact, hyperspherical clusters composed of highly similar cases. Its advantage is that it does not tend to form chains (Blashfield & Aldenderfer, 1989) . Average linkage defines the distance of two clusters as
where mean(.) is the arithmetic mean of all elements (Sokal & Michener, 1958) . Single linkage is too liberal, because it will merge clusters if any two objects from the clusters are similar to each other, and complete linkage is too conservative, because it uses the longest distance between any two objects from two clusters as the distance. Hence, average linkage can be considered as a balance between the methods of single linkage and complete linkage (Blashfield & Aldenderfer, 1989) . The fourth method is Ward's minimum-variance method, also known as the error sum of squares method, which minimizes
where x i and x j are the mean row vectors of C i and C j , and n i and n j are the number of observations of C i and C j . According to this method, data are assumed to be represented in the Euclidean space for geometrical interpretation, and a cluster is defined as a group of objects in which the variance among the members is relatively small. A general discussion of these clustering methods can be found in Lance and Williams (1967) . After reviewing many Monte Carlo studies on the recovery rates of several clustering methods, Milligan and Cooper (1987) concluded that Ward's minimum-variance method has the best performance for the conditions studied. The poorest method was the single linkage method. Average and complete linkages were somewhat between them. In the context of classifying studies into subgroups, it is not clear whether these findings are also applicable in MASEM.
Step 5: Deciding on the number of clusters. After the analysis, the typical outputs are tree diagrams. Researchers need to decide the number of clusters, that is, where to cut the tree diagrams to form clusters. In cluster analysis literature, methods for deciding on the number of clusters are referred as stopping rules. Milligan and Cooper (1985) extensively studied 30 published stopping rules and suggested several reasonably effective rules. These rules can help researchers decide how many clusters should be drawn from the data. Apart from using these stopping rules, researchers should also consider whether the clustered solutions are homogeneous within groups and the potential moderators can be inferred.
Step 6: Interpreting and testing the clustered solutions. After deciding the number of clusters in the data, researchers can study the validity of the cluster solutions. There are several approaches to testing the clustered solutions. The logical starting point is to test for the absence of structure in the cluster solutions. The hypothesis is that the cluster structures are generated from some random structures. Moreover, the null models can be based on the randomness of the raw data matrix, the dissimilarity matrix, or the tree diagram. Gordon (1998) provided a detailed account on this issue. However, Everitt et al. (2001) suggested that these tests are not usually used in practical applications of cluster analysis because they are of limited power and depend on the cluster structure.
Another approach is to compare partitions for different clustering solutions. Two methods can be used to compare partitions. If the true structure of the data is known, for example, artificial data generated by a computer, researchers can calculate indices between the cluster solutions and the known (true) clusters. If the true structure of the data is unknown, researchers can use one method to cluster the data and another method to cross-validate the clusters in same data. Then the degree of similarity between these two cluster solutions can be calculated.
If the numbers of partitions (solutions based on two different clustering methods) are the same, the κ coefficient (Cohen, 1960) can be used to measure the agreement between the partitions adjusted for chance factor. If the two partitions are with different dimensions, the adjusted Rand index (I HA ) can be used to assess the degree of agreements between them (Hubert & Arabie, 1985) . Empirical studies demonstrate the superiority of I HA to other indices on comparing partitions (Milligan & Cooper, 1986) . Moreover, it was found that the κ coefficient and Rand index were correlated above .975 (Milligan & Isaac, 1980) . Hence, I HA is generally preferred in cluster analysis (e.g., Everitt et al., 2001; Gordon, 1999) .
A Simulation Study
In this section, a simulation study is used to investigate the performance of the cluster analytic approach in classifying studies into homogeneous subgroups. Confirmatory factor analytic (CFA) models were used to define homogeneous clusters of correlation matrices. On the basis of the CFA models, the implied covariance matrices and correlation matrices for different 962 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT homogeneous clusters were calculated. Sample correlation matrices were then generated and classified into homogeneous subgroups by cluster analysis. Because true clusters were known, the accuracy of the procedures could be evaluated against the true clusters.
Method SAS/IML (SAS Institute, 1995) was used to generate multivariate normal data with known data structures. Raw data for individual studies were converted into correlation matrices simulating the situations in MASEM in which only correlation matrices were available. The correlation matrices were used as input to calculate different proximity measures accordingly. PROC CLUSTER in SAS/STAT was used to conduct the cluster analysis. Several factors were investigated in this study.
Number of clusters (NC)
. Two levels of NC or homogeneous subgroups were studied. Two-or three-homogeneous clusters of correlation matrices served as population values to generate sample correlation matrices.
Number of variables (NV).
There were two levels for NV: 6 and 12. The 6-and 12-variable conditions were considered as the simple and complex models. The parameter values for the 6-and 12-variable conditions were similar to make the comparison between them meaningful. The CFA models for generating the correlation matrices are shown in the appendix.
Number of studies (NS).
Three levels of NS were considered: 20, 30, and 50. When the number of clusters and number of studies were fixed, the numbers of studies per cluster were approximately evenly divided among the clusters.
Average sample sizes per study (AS).
In applying MASEM, the sample sizes of studies may not be equal. The sample sizes per study were assumed normally distributed with the mean of average sample sizes and standard deviation of one fourth of the mean (Field, 2001) . Three levels of AS per study were considered: 100, 200, and 500. Thus, the standard deviations of the sample sizes were 25, 50, and 125. Because the sample size was generated randomly, it is possible that the resultant sample size was negative. To safeguard against this problem, the sample size of 50 was used as the minimum sample size per study.
Proximity measures (PM).
Four proximity measures were investigated. They were the Euclidean distance on the basis of the raw correlations and the U-transformed scores and the correlation distance on the basis of the raw correlations and the U-transformed scores.
Clustering methods (CM).
Four clustering methods were studied. They were single linkage, average linkage, complete linkage, and Ward's minimumvariance method.
To summarize, the between factors were NC(2) × NV(2) × NS(3) × AS(3), and the within factors were PM(4) and CM(4). Because the simulation was computationally intensive, 300 replications per condition were used to balance between the accuracy and computational burden.
Observed patterns of correlation coefficients. To simulate missing data in the observed correlation coefficients, several observed patterns with missing correlations were used. For ease of manipulation, 10 observed patterns of correlation coefficients were repeated in different numbers of studies (see Table 1 ). For example, if there were 20 studies, the above missing patterns were repeated twice. Because of the presence of missing variables, the numbers of observed correlation coefficients were different. To calculate the proximity distance between the ith and jth studies, the common correlation coefficients between them were used. Hence, the proximity matrices were based on different numbers of correlation coefficients.
Evaluation criteria. In practice, researchers use different stopping rules and graphic methods to decide how many clusters there are. Because true clusters were known in the simulation study, the true number of clusters was used in this study (see, e.g., Milligan & Cooper, 1986) . Means and standard deviations of I HA were used to assess the agreement between the observed and true cluster solutions. The range of I HA is from 0 to 1, where 0 and 1 indicate no agreement and perfect agreement, respectively. Standard deviations of I HA were used to measure the variability of I HA and serve as an index in assessing the stability of I HA . To quantify the effects of the between and within factors, multivariate analysis of repeated measures was also used.
964
EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT 
X 1 X 2 X 3 X 4 X 6 10 X1 X3 X4 X5
Note. The observed variables are repeated with the above patterns.
Results and Discussion Table 2 shows the results of the between factors. Because it is likely to observe significant results in large samples, our focus will be on the η 2 that indicates the effect size of a particular factor. Table 2 shows that the largest factors affecting I HA were the average sample sizes per study (η 2 = .41), the number of clusters (η 2 = .19), and the number of variables (η 2 = .17), whereas the effect of the number of studies was trivial (η 2 = .00). The effects of the interaction among these factors were all small.
The effects of the within factors are shown in Table 3 . The results suggest that clustering methods (η 2 = .75) and proximity measures (η 2 = .55) were both important in affecting the values of I HA . Moreover, the effect of the interaction between proximity measures and number of variables was also large (η 2 = .18). These show that selecting the right proximity measure and clustering method is crucial in grouping studies into the right clusters.
The I HA values and their standard deviations of the two-and three-cluster solutions are shown in Tables 4 and 5, respectively. The results across different number of studies are similar. The effect sizes for the number of studies and their interactions were all small (η 2 < .01). Because of space limitations, only results for the number of studies equal to 20 are reported. Results for the numbers of studies of 30 and 50 can be requested from the first author.
Several results were noted. First, Ward's minimum-variance method provided the best performance across all the conditions, whereas the single link-CHEUNG AND CHAN 965 age method was the poorest. The performance of the complete and average linkages was also very good. These findings are consistent with previous simulation studies in other areas (Milligan & Cooper, 1987) . Second, regarding whether to transform the correlation coefficients or not, the performance of the U-transformed scores was similar to that of the raw correlations. Indeed, the performance of the raw correlations was slightly better than that of the U-transformed scores when complete linkage or Ward's minimum variance was used with Euclidean distance. "Normalizing" the variances with the U transformation of the input correlation coefficients does not improve the performance of the cluster analysis much. For simplicity, it seems that using raw correlation coefficients in calculating the proximity matrix is adequate.
Third, considering the proximity measures and the clustering methods at the same time, the best method is Ward's minimum variance with the Euclidean distance on the correlation coefficient. Another good candidate is complete linkage with the Euclidean distance on the correlation coefficient.
Compared with the three-cluster solutions, the two-cluster solutions provide better results for I HA . Given the same number of studies, our preliminary findings suggest that the cluster analytic approach performs better when the number of homogeneous subgroups is small. Regarding the number of variables, I HA is higher for NV = 12 than NV = 6. One possible explanation is that when the number of variables increases, the dissimilarity between heterogeneous studies also increases because there are more elements involved in calculating the proximity matrix. Thus, it is easier to classify studies into heterogeneous subgroups.
Finally, when the average sample size per study increases, I HA also increases. The reason may be that the sampling error is smaller in the studies with larger sample sizes. The sample correlation matrices are closer to their population values when the sample sizes increase. Thus, the accuracy of classification also increases. A Real Data Example Digman (1997) reported a second-order factor analysis on a five-factor model with 14 studies. He proposed that there were two second-order factors for the five-factor model: an alpha factor for agreeableness, conscientiousness, and emotional stability, and a beta factor for extroversion and intellect. By using exploratory and confirmatory factor analyses on individual studies, he concluded that the second-order factor model generally held, and the 14 studies could be grouped into younger (5 studies) and adult (9 studies) groups. The studies were grouped without providing any statistical evidence of their degree of homogeneity, however. By reanalyzing the data set from the perspective of cluster analysis, it is interesting to test if the two-cluster solutions can explain the variation sufficiently. Note. The number of studies is 20. Values in parentheses are standard deviations. Cor (r) = correlation distance on the basis of r; Cor (u) = correlation distance on the basis of U transformation; Euc (r) = Euclidean distance on the basis of r; Euc (u) = Euclidean distance on the basis of U transformation. 
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The correlation matrices of the five factors for 14 studies were used as input (see Appendices A and B in Digman, 1997) . On the basis of the findings in the simulation study, Euclidean distance with complete linkage and Ward's minimum-variance method were the best clustering methods across the studied conditions. The correlation matrices were converted into the proximity distance with the Euclidean distance on the basis of the correlation coefficient. Complete linkage and Ward's minimum-variance method were used to cluster the studies. The two-stage SEM approach developed by M. W. L. Cheung and Chan (2005) was used to test whether all the correlation matrices grouped were homogeneous or not. Basically, they proposed using multiple-group approach to test the homogeneity of all correlation matrices. They found that the Type I errors of their procedure were close to the nominal Type I error rates. Apart from chi-square test statistics, fit indices available in SEM can also be used to test the goodness of fit on the homogeneity of correlation matrices.
Results and Discussion
By testing the homogeneity of all the 14 studies with M. W. L. Cheung and Chan's (2005) procedure, the test statistic was χ 2 (130) = 1,499.73, p < .001, the Bentler-Bonett nonnormed fit index (NNFI) = 0.66, and the comparative fit index (CFI) = 0.68. These results suggest that not all 14 studies were homogeneous. When the studies were grouped into younger and adult participants according to Digman (1997) , the test statistics of homogeneity were χ 2 (40) = 344.18, p < .001, NNFI = 0.73, and CFI = 0.79 for the younger group and χ 2 (80) = 823.88, p < .001, NNFI = 0.71, CFI = 0.77 for the adult group. Within-group homogeneity was improved but was by no means satisfactory. Figure 1 shows the cluster solutions with the complete linkage and Ward's minimum-variance methods. Three and four clusters were suggested by Ward's minimum-variance and the complete linkage methods, respectively. Two clear clusters were identified: S1, S2, and S4, and S3, S5, S6, and S10, where Si stands for the ith study in Digman (1997) . When testing the homogeneity of the clustered solutions, the test statistics were χ 2 (20) = 80.96, p < .001, NNFI = 0.89, and CFI = 0.92 for S1, S2, and S4, and χ 2 (30) = 301.80, p < .001, NNFI = 0.86, CFI = 0.87 for S3, S5, S6, and S10.
For the remaining studies, the complete linkage method suggested two clusters, whereas Ward's minimum-variance method suggested one cluster. When the other seven studies were grouped as a single cluster, as suggested by Ward's minimum-variance method, the homogeneity test statistic was χ 2 (60) = 267.74, p < .001, NNFI = 0.82, CFI = 0.85. When these 7 studies were separated into two clusters, as in the complete method, the homogeneity CHEUNG AND CHAN 971 test statistics were χ 2 (20) = 29.78, p = .073, NNFI = 0.92, CFI = 0.97 for S7, S8, and S9, and χ 2 (30) = 169.51, p < .0001, NNFI = 0.82, CFI = 0.87 for S11, S12, S13, and S14. Although the four-cluster solutions seem to fit the data better than the three-cluster solutions, the well-fitted cluster (S7, S8, and S9) in the four-cluster solutions may be due simply to the small sample sizes (70, 70, and 277, respectively) . It seems that the three-cluster solutions may be adequate to account for the variations of correlation matrices across the studies.
The groupings suggested by Digman (1997) and by the cluster analyses here are shown in Table 6 . The results of cluster analysis suggest that three clusters can adequately explain the variations of the correlation matrices by using the results of homogeneity test proposed by M. W. L. Cheung and Chan (2005) . Homogeneity tests also provide evidence that these studies are relatively homogeneous within subgroups. By grouping studies into homogeneous subgroups, researchers may have a greater chance to identify the potential moderators for the variation among the correlation matrices. The results of cluster analysis can help us refine the groupings of Digman's classifications. This article reviewed several methodological issues surrounding searching for moderators in MASEM. Advantages and limitations of different approaches on handling heterogeneous correlation matrices were addressed. Cluster analysis was proposed as an exploratory tool to classify studies into relatively homogeneous subgroups when subgroup analysis with moderators failed. Simulation studies revealed that the performance of cluster analysis on classifying studies was very good. Different clustering methods, proximity measures, and average sample size per study were found to be important in affecting the performance of I HA . It was found that using Euclidean distance on the raw correlation coefficients or the U-transformed scores with the complete linkage or Ward's minimum-variance methods will provide satisfactory results.
Although it is possible to identify several homogeneous subgroups via cluster analysis, the lack of substantive interpretations on the resulting clusters raises the concern of the usefulness of this approach. We suggest that identifying homogeneous subgroups is the first step in searching moderators. The next step is to relate potential moderators with these subgroups. By using logistic or multinomial regression of the class membership on the potential moderators, we can understand more about what moderates the patterns of these correlation matrices. If the class membership is correlated with some of the potential moderators, we will then have stronger theoretical support for the classifications. This approach is similar to the growth mixture modeling with covariates that are used to predict the latent classes for better interpreta-CHEUNG AND CHAN 973 Table 6 Grouping of Digman's (1997) Note. The order of the studies follows Digman's Appendix A.
tions on the identified classes (e.g., Muthén et al., 2002; Muthén, 2004) . Further research on identifying the moderators and their relationships with the class membership is required to extend the usefulness of this cluster analytic approach. Before concluding that the results can be generalized to daily applications on searching moderators in MASEM, several limitations should be addressed. First, the presence of incomplete variables may be an important factor in determining the usefulness of cluster analysis. To calculate the proximity matrix, a sufficient number of the correlation coefficients is needed for each pair of the ith and jth studies. If the number of correlation coefficients is too small, the calculated proximity distance may be unstable. The present study has not addressed the effects of the proportion of missing data on the cluster solutions. Empirical research is needed to determine the minimum proportion of data required. As suggested by a reviewer, applied researchers may also be required to state clearly their criterion on the minimum proportion of data included. If there are too few overlapped correlation coefficients for a study, this study may be removed from the analysis. Moreover, some proximity measures, for example, the Euclidean distance, are sensitive to the number of elements in the calculation of the proximity measures. Increasing the number of elements also increases the proximity distance. An adjusted Euclidean distance, defined as
was also used to replicate the studies. The results of the adjusted and unadjusted Euclidean distances were nearly the same. This suggests that the problem was not serious to the conditions studied in this article. Second, a single pattern of missing variables was used in the present simulation study. Before concluding that the findings can be generalized to other patterns of missing data, extensive simulation studies are required. The effects of using different missing patterns on the accuracy of classification results should also be studied.
Third, there is no "known" cluster solution in real applications, and replications on different data sets are difficult in MASEM. Instead of comparing the cluster solutions with the true solutions, researchers are also interested in comparing the solutions with different proximity measures and clustering methods (Milligan & Cooper, 1985 , 1986 Overall & Magee, 1992) . If these methods give similar results, researchers will have higher confidence on the cluster solutions.
Fourth, we used the observed correlations in the above procedures. Some meta-analysts argue that we need to correct measurement artifacts before 974 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT conducting meta-analysis (Hunter & Schmidt, 1990) . It seems that there is no obvious problem to conduct cluster analysis on the corrected correlation matrices. Of course, the cluster solutions based on the corrected correlations may be different from the original one using the uncorrected correlations.
To conclude, explaining heterogeneity in MASEM, or in meta-analysis in general, is an important area for us to understand the data under investigation. If potential moderators are available, it is clear that they are the best choices to explain the variations. In the cases in which there is no potential moderator or all the moderators fail to explain the variations across studies, this study gives some preliminary results on applying cluster analytic techniques to classify correlation matrices in relatively homogeneous subgroups. Cluster analysis may be useful for MASEM or meta-analysis generally. It provides valuable information for researchers to identify potential moderators for further research.
Appendix
Population correlation matrices were calculated on the basis of the formula Σ = ΛΦΛ T + Ψ, where Σ, Λ, Φ, and Ψ are the population covariance matrix, factor loadings, factor covariance matrix, and error variance matrix, respectively. The population covariance matrices were then transformed into a population correlation matrix (P) by P = DΣD T , where D = diag [Σ] 1/2 , and diag( ) is a diagonal matrix. By using different CFA models, heterogeneous correlation matrices for different subgroups can be generated.
The number of variables (6 or 12) for the NV factor was denoted with different superscripts, while the population values for different clusters were denoted with different subscripts.
In the two-cluster solution with the six-variable condition, one model was a twofactor CFA model, and the other model was a one-factor CFA model: In the two-cluster solution with the 12-variable condition, one model was a fourfactor CFA model, and the other was a two-factor CFA model: In the three-cluster solution with the 12-variable condition, one model was a fourfactor CFA model, and the others were two-factor CFA models: 
