Abstract. In the course of the numerical approximation of mathematical models there is often a need to solve a system of linear equations with a tridiagonal or a block-tridiagonal matrices. Usually it is efficient to solve these systems using a special algorithm (tridiagonal matrix algorithm or TDMA), which takes advantage of the structure. The main result of this work is to formulate a sufficient condition for the numerical method to preserve the non-negativity for the special algorithm for structured meshes. We show that different condition can be obtained for such cases where there is no way to fulfill this condition. Moreover, as an example, the numerical solution of the two-dimensional heat conduction equation on a rectangular domain is investigated, by applying Dirichlet boundary condition and Neumann boundary condition on different parts of the boundary of the domain. For space discretization, we apply the linear finite element method, and for time discretization the well-known Θ-method. The theoretical results of the paper are verified by several numerical experiments.
PRELIMINARIES
The preservation of characteristic qualitative properties of different phenomena is a more and more important requirement in the construction of reliable numerical models [7] . For phenomena that can be mathematically described by linear partial differential equations of parabolic type (such as the heat conduction, the diffusion, the pricing of options, etc.), the most important qualitative properties are: the maximum-minimum principle, the non-negativity preservation and the maximum norm contractivity [8] . By applying finite difference or finite element method, the solution of a mathematical problem often reduces to the solution of a system of linear equations with a tridiagonal or a block-tridiagonal matrix. If the matrixĀ on the left-hand side of the equation
is a block-tridiagonal matrix with (m + 1) × (m + 1) blocks, then the problem is equivalent to the solution of the following system: where the blocks A i , B i , C i ∈ R n×n ; X i , F i ∈ R n . Usually, in the TDMA (tridiagonal matrix algorithm) [1] the solution is sought in the form 2. We find α m−2 , α m−3 , ..., α 0 and β m−2 , β m−3 , ..., β −1 by the formulas 8) and
( 1.9) 3. Then by the formulas X 0 = β −1 (1.10) and (1.5) we define X 0 , X 1 , ..., X m .
In the following, we will show that, under which conditions, are the matrix inverses exist in the TDMA. 
Proof. For α m−1 the statement is follows form (1.15) and (1.6). It is easy to obtain
where
We will show, that α i < 1 implies α i−1 < 1, for i = 1, ..., m − 1 . From (1.17) we get:
i C i α i < 1 and we can apply Lemma 1:
According to (1.13) and (1.14), the right-hand side of (1.19) is less than one, therefore the lemma is proven.
⊓ ⊔ Theorem 1. If the conditions of Lemma 2 are satisfied, then the matrices
exist in (1.8) and (1.9).
Proof. According to the proof of Lemma 2, R i < 1, i.e. (I − R i ) is regular, thus, it is invertible. Hence, we assumed that B i is invertible, the right-hand side of (1.20) is exist and the theorem is proven. ⊓ ⊔ Remark 1. In the algorithm by Thomas and Zhou [4] with a given X 0 the solution with F i = 0, for i = 1, ..., m is sought in the form:
Clearly, we assume that X 0 =0. Otherwise, X i ≡ 0, for i = 1, 2, ..., m. Substituting the above form of X i into (1.2)-(1.4) and multiply the equations by the pseudoinverse of X 0 from the right side, then the TDMA above holds with β i = 0 for all i and it is equivalent to the algorithm of [4] .
Remark 2.
If we seek the solution in the form
with zero rigth-hand side in (1.3) and (1.4), similarly to Remark 1, it gives the same algorithm as
if we assume that X m =0.
Let A be a matrix or a vector, in what follows, the notation A ≥ 0 means that all the elements of A are non-negative. Henceforth, we analyse under what condition the non-negativity property of the solution is preserved during the numerical solution. Namely, we seek a sufficient condition of the blocks for the following implication:
Theorem 2. Let n ≥ 2 and we assume that the following conditions are satisfied: 
FEM APPLICATIONS
For various discrete one-dimensional diffusion problems the minimum time-step sizes have been studied by many authors, see e.g. [15, 4] . Thomas and Zhou [4] have proposed an approach to develop a sufficient condition for the nonnegativity preservation in the finite element method (FEM) of one-dimensional diffusion problems, applying a backward difference time-stepping algorithm for the temporal discretization. In our earlier work [13] , we pointed out its imperfections and extended the analysis to the Θ-method as well, furthermore, we developed an upper bound for the maximum time-step size. In our another work [14] the bounds of the time-step size for the two-dimensional classical diffusion problem was investigated that can be used in the FEM applying bilinear shape functions [2] on a square domain.
Let Ω denote the analyzed domain. In what follows, Γ N denotes a specified part of the boundary of Ω, where Neumann boundary condition, and Γ D denotes the part of the boundary where Dirichlet boundary condition was applied. We assume that
ONE-DIMENSIONAL HEAT CONDUCTION EQUATION
The general form of the one-dimensional heat conduction equation on
where c(x) represents the specific heat capacity, u is the temperature of the analyzed domain, t and x denote the time and space variables, respectively and κ(x) is the coefficient of the thermal conductivity. Moreover, τ is the given temperature at x = 0, a non-negative real number. The left-hand side of this equation expresses the rate of the temperature change at a point in space over time, and the right-hand side indicates the spatial thermal conduction in direction x. Let c 0 , c 1 , κ 0 and κ 1 denote the bounds of the functions of the material parameters:
The weak form of problem (2.2) reads as follows
. Hence, we seek such a function u(x, t) with u(x, t)| x=0 = τ , which belongs to H 1 (Ω) for all fixed t, morover, there exists ∂u ∂t , and it satisfies
In the course of the analysis of the problem Ω was divided into m − 1 elements. If we assume that the heat capacity and the coefficient of the thermal conductivity are constants, after applying the Linear Finite Element Θ-Method, it can be shown [13] that, the solution of the weak semi-discretized equation is equivalent to the solution of the following system: 8) and the unknown numbers Φ i are the approximations of the temperature at the new time-level at x i = ih, h is the length of the spatial approximation, and Θ is related to the applied numerical method, and it is an arbitrary parameter on the interval [0, 1]. Let us assume that f i ≥ 0 for all i, considering the numerical method and e > 0. This implies the following upper bound [13] :
We have also shown for the one-dimensional case (with n = 1, m = L/h + 1), with constant coefficients that all of the conditions of Remark 3 are satisfied if a ≥ 0, i.e.,
which yields the lower bound
With function coefficients, similarly to (2.9), the positivity of the rigth-hand side is guaranteed by
Then all of the conditions of Remark 3 are satisfied if
where c 0 ,c 1 ,κ 0 and κ 1 are from (2.3) and (2.4). This sufficient condition is well known for problems with pure Dirichlet boundary conditions, but not for the problems with mixed boundary conditions (Neumann and Dirichlet) see, e.g., [5, 3] .
Remark 4. The conditions (2.12) and (2.13) could be satisfied only if, the upper limit is greater than the lower limit for the time-step size. This implies the condition 14) that is equivalent to 15) and this implies that if the rigth-hand side of (2.14) monotonously tends to infinity, then Θ is tends monotonously to 1.
TWO-DIMENSIONAL HEAT CONDUCTION EQUATION
The general form of the two-dimensional heat conduction equation on Ω ×(0, T ),
where the notation is the same as in the one-dimensional case, t and x, y denote the time and space variables, respectively. Moreover, τ (x, y) is the given temperature at Γ D , a non-negative real function. Γ N = {∂Ω | y = 0} and Γ D = {∂Ω | y = 0}. In the course of the analysis of the problem the space was divided into 2 · n x · n y triangle elemets (Fig. 1) . We seek the spatially discretized temperature u d in the form: 18) where N i,j (x) are the following shape functions:
φ i,j (t) are unknown functions for all i = 0, 1, ..., n x and j = 0, 1, ..., n y , and n x ·n y is the ordinal number of nodes, moreover, h x and h y are the lengths of the spatial approximations in different directions. The unknown temperature index j starts from 1, hence, due to the boundary condition at y = 0 the temperature is known, namely, φ 0,i (t) = τ, ∀i = 0, 1...n x . Substituting (2.18) into (2.17), we get the weak semi-discretized system of equations. By redistributing the indices, the following equations draw up:
denote the so-called stiffness and mass matrices, respectively, defined by the formulas:
Let us assume that the heat capacity and the coefficient of thermal conductivity are constants. After performing the integrals in (2.21) and (2.22) for the bilinear shape functions, the mass and the stiffness matrices have the following form
and
respectively, where
25) where Φ(t) ∈ R (nx+1)×(ny+1) is a vector function with the components φ i,j (t). For the time discretization of the system of ODEs (2.29) we apply the Θ-method, which results in the following equation
where l denotes the time level. It is obvious that this is a system of linear algebraic equations w.r.t. the unknown vector Φ l+1 being the approximation of the temperature at the new time-level (l+1) which is an array on the discretization of the domain. It is worth emphasizing that the method yields the Crank-Nicolson implicit method of second order for Θ = 0.5 [9] . Let n = n x + 1 and m = n y . Considering the fact that the matrices of equation (2.30) are block-tridiagonal matrices the following system can be obtained (Φ 0 is given):
where A, B, C, D are n-by-n tridiagonal matrices. Since
and its offdiagonal contains some negative elements, the conditions of Theorem 2 cannot be satisfied. However, a sufficient condition for the non-negativity preservation can be obtained in a different way. Using the Finite Element Θ-Method to the discretization of (2.29) the following system of linear algebraic equations is obtained:
where P 1 = M + ∆tΘK, P 2 = M − ∆t(1 − Θ)K, and l indicates the time level of the iteration. It is clear that for all Φ l+1 to be non-negative, the non-negativity of the following matrix is required:
The sufficient conditions of the non-negativity of P are the following:
Remark 5. The decomposition of the form P 1 − P 2 = ∆tK with the property (2.35), is called a regular matrix splitting [12] .
For P 2 it is easy to give a condition that guarantees its non-negativity by analysing the elements of the matrix. The following condition can be obtained:
which is equivalent to the condition
For the homogeneous initial condition it is clear that this condtion for the timestep size disappears. It is not possibile to obtain a sufficient condition for the non-negativity of the matrix P
−1 1
by the so-called M-matrix method [13] . This also follows from the fact that P 1 contains positive elements in its offdiagonal. Therefore, a sufficient condition for the inverse-positivity of matrix P 1 will be obtained by some other criteria.
Lemma 2. [10] Let
A be an n-by-n matrix, denote A d and A − the diagonal and the negative offdiagonal part of the matrix A, respectively. Let
then A is a product of two M-matrices, i.e., A is monotone.
We will analyse the monotonicity of P 1 with the help of this lemma. We can do it because it is a square matrix and it can be decomposed into the diagonal part, the positive offdiagonal part, the upper triangular and lower triangular negative parts. All the conditions of the lemma are statisfied if Hence, the next statement is proven. 
the non-negativity holds.
Remark 7.
If we assume that hx hy = 1, then we get the conditions for a square domain, that are equivalents to the conditions in [14] . With function coefficients, Θ is related to the limits of the coefficient functions. Namely the conditions (2.41) and (2.42) could be satisfied only if, the upper limit is greater than the lower limit for the time-step size. This implies the following the positivity of the rigth-hand side can be guaranteed by the assumption
where δ is defined in (2.14). The above condition is equivalent to
and this implies that, if δ monotonously tends to infinity (i.e., the difference between the maximum and the minimum of c(x) or κ(x) tends to infinity), then Θ tends monotonously to 1.
Remark 9.
If Θ = 1, there is no upper bound for the time-step size, nor any condition for the ratio of the lengths of the spatial approximations.
Remark 10. If the conditions of the theorem hold, then we get the following complementary properties:
-For the ratio of the lengths of the spatial approximations
where ω = 10 9
It is worth emphasizing that the lower and the upper bound of the ratio of the lengths of the spatial approximations are each other's reciprocal (Fig.  2 ). -For Θ, the parameter of the numerical method:
for any δ, the right-hand side is approximately greater than 0.818, which implies that for the Crank-Nicolson method (Θ = 0.5) we cannot guarantee the non-negativity by this principle [6] .
NUMERICAL EXPERIMENTS
In the first numerical experiments (κ = 10, c = 1, n = 20, m = 50, h x = 0.0025, h y = 0.005) for the boundary condition at the left-hand side of the space domain we choose the value τ = 100K. For the numerical experiments, the TDMA was used for the inversion of the sparse tridiagonal matrices [1] . The following figures are in three dimensions, in Fig. 3 and 6 the first dimension is the estimated time, the second one is the spatial variable y at x = L x , and the third one is temperature at the nodes. First, we apply the Crank-Nicolson method and a relatively long time-step (Θ = 0.5, ∆t = 10 −2 , number of time-steps = 30), which results in a negative P 2 . In Fig. 3 one can see that the numerical method is quite unstable, hence there is an oscillation with decreasing tendency in the solution. Moreover, there are some grid points where the temperature is higher than the temperature of the source, which is physically impossible according to the conservation of energy. When we apply smaller time-steps than those according to (2.40) (Θ = 0.9, ∆t = 10 −10 , number of time-steps = 100), then there will be small negative peaks close to the first node (magnified part in Fig. 4 ). These solutions are unrealistic, since the absolute temperature should be non-negative. For the sake of completeness, in Fig. 5 we applied the time-step size from the interval (2.37) and (2.40) (Θ = 0.9, τ = 100, ∆t = 10 −6 , number of time-steps = 100) , and it can be seen we have got a more stable numerical method. In this figure the first two dimensions are the spatial ones (x, y) and the third is the temperature at the nodes. It is easy to see that, by use of appropriate time steps, the solution becomes much smoother than in Fig. 3 or in Fig. 4 . It is worth emphasizing that the time dependency of the Dirichlet boundary condition does not affect our analysis. In Fig. 6 we applied the time-step size from the interval (2.37) and (2.40) (κ = 11, c = 1, n = 20, m = 30, h x = 0.025, h y = 0.05, Θ = 1, τ = 100, ∆t = 10 −2 , number of time-steps = 50 and τ = 100(1 + sin(8πt))), and it can be seen we have got a stable numerical method, and the changes in the boundary conditions are appearing continously inside the domain by time. The COMSOL Multiphysics (formerly FEMLAB) is a finite element analysis, solver and simulation software package for various physics and engineering applications, especially coupled phenomena, or multiphysics. The researchers usually using the COMSOL Multiphyiscs like softwares as a black box, i.e., they don't ex- actly know the numerical parameters of their model. Our numerical experiment in COMSOL multiphysics showed that this attitude could cause false results. We solved the two dimensional heat conduction equation (κ = 1, c = 1, n = 5, m = 5, h x = 0.25, h y = 0.25, Θ = 1, τ = 1, ∆t = 10 −4 , number of time-steps = 10), with time-step outside of the interval (2.37) and (2.40) (Fig. 7) . This solution is false, since the absolute temperature should be non-negative. 
CONCLUSION and FURTHER WORKS
In this article a sufficient condition was given to preserve the physical characteristics of the solution. For the homogeneous initial condition we have shown that only a lower bound exists for the time-step size of the finite element Θ-method, in order to preserve the non-negativity at the first time level. Since we were interested in the non-negativity preservation property on the whole discretized time we showed the existence of bounds from both directions, i.e., there are upper and lower bounds for the time-step, as well. Detailed analysis of other types of shape functions will be done in the future. 
