Abstract.-The use of genetic data for identifying species-level lineages across the tree of life has received increasing attention in the field of systematics over the past decade. The multispecies coalescent model provides a framework for understanding the process of lineage divergence and has become widely adopted for delimiting species. However, because these studies lack an explicit assessment of model fit, in many cases, the accuracy of the inferred species boundaries are unknown. This is concerning given the large amount of empirical data and theory that highlight the complexity of the speciation process. Here, we seek to fill this gap by using simulation to characterize the sensitivity of inference under the multispecies coalescent (MSC) to several violations of model assumptions thought to be common in empirical data. We also assess the fit of the MSC model to empirical data in the context of species delimitation. Our results show substantial variation in model fit across data sets. Posterior predictive tests find the poorest model performance in data sets that were hypothesized to be impacted by model violations. We also show that while the inferences assuming the MSC are robust to minor model violations, such inferences can be biased under some biologically plausible scenarios. Taken together, these results suggest that researchers can identify individual data sets in which species delimitation under the MSC is likely to be problematic, thereby highlighting the cases where additional lines of evidence to identify species boundaries are particularly important to collect. Our study supports a growing body of work highlighting the importance of model checking in phylogenetics, and the usefulness of tailoring tests of model fit to assess the reliability of particular inferences.
The multispecies coalescent (MSC) model has become an important and widely used tool in the field of systematics (Degnan and Rosenberg 2009; Edwards 2009 ). This advance stems from the recognition that gene trees (which represent the evolutionary history of individual alleles) are conceptually distinct from (and can differ from) species trees (which represent the evolutionary relationships among species) (Maddison 1997) . Accordingly, the MSC was developed to estimate species tree topologies, while accounting for the coalescent process that can lead to incongruence among gene trees (i.e., incomplete lineage sorting; Liu and Pearl 2007; Heled and Drummond 2010) . Additional species tree methods have also been developed that accommodate other sources of gene tree discordance, including gene flow, as well as gene duplication and loss (Gerard et al. 2011; Rasmussen and Kellis 2012; Boussau et al. 2013) . These sources of gene tree discordance arise out of distinct biological scenarios and require distinct approaches to account for them in phylogenetic analyses. A mismatch between the biological scenario that has shaped a particular data set and the methods that are used to model that biological scenario can lead to inaccurate and biased inferences (i.e., systematic error). The importance of systematic error has long been recognized, however, the field of phylogenetics has recently experienced renewed interest in methods for assessing the fit of phylogenetic models to empirical data sets (Brown 2014b; Lewis et al. 2014; Doyle et al. 2015; Duchêne et al. 2015) . The benefit of these approaches is that they allow researchers to ask, in an absolute sense, whether or not a particular model adequately describes an individual empirical data set. Ideally, by tailoring these tests to assess different aspects of model performance, researchers can identify when particular inferences drawn under the model are likely to be biased by poor fit of the model to the data. For example, previous work has demonstrated poor fit of the MSC to a variety of empirical data sets, and that this poor fit can mislead inference of phylogeny (Reid et al. 2014) .
Several recent studies have extended the MSC so that it can be used for inference of species boundaries (Yang and Rannala 2010; Grummer et al. 2014; Jones 2017) . The benefits of placing species delimitation in an explicit statistical context have been discussed extensively (Fujita et al. 2012; Carstens et al. 2013 ). In addition to increasing accuracy, previous studies have argued that coalescent models help to remove some of the perceived "subjectivity" associated with the practice of species delimitation. Because the MSC model links population-level coalescent processes and species-level phylogenetic processes, it provides a natural framework for understanding the process of lineage divergence and speciation. At present, all of the available methods for species delimitation using the MSC assume that lineage sorting, alone, is the source of all gene tree heterogeneity.
Other assumptions of the model include no gene flow following speciation, random mating (panmixia) within species, no selection, no recombination within a locus, and no linkage (or free recombination) between loci.
Many aspects of the way speciation occurs in nature, and our conception of species as metapopulation 269 270 SYSTEMATIC BIOLOGY VOL. 67 lineages (de Queiroz 1998), may not always match these assumptions. For example, the assumption of panmixia is more consistent with our conceptual understanding of geographically separated subpopulations of demes, whereas metapopulations frequently exhibit population structuring that reflects demographic history or patterns of isolation by distance (IBD) (Rousset 1997; Hanski and Gaggiotti 2004) . Alternatively, an increasing number of studies are identifying divergence with gene flow as a common mode of speciation across the tree of life (Nosil 2008; Payseur and Rieseberg 2016) . Many evolutionary radiations are also characterized by strong ecological or sexual selection (e.g., Wagner et al. 2012; Schrider et al. 2016) . Although these processes are unaccounted for in the standard MSC model, they influence the distribution of gene trees, and therefore directly influence the information that the MSC uses (potentially impacting our ability to accurately delimit species). Analyses of empirical data suggest that the assumptions of the MSC are not always met in empirical systems, including some systems that are of particular interest in terms of species delimitation (Carstens and Dewey 2010; Barley et al. 2013; Gratton et al. 2016 ). Although this model has been applied extensively in research aimed at identifying the outcome of the complex process of speciation, comparatively little work has addressed the implications of these simplifying assumptions on the practice of species delimitation, or the performance of various implementations of the MSC. Previous tests of the sensitivity of methods that assume the MSC to violations of model assumptions have found sensitivity to gene flow and population structure under a limited set of demographic scenarios (Zhang et al. 2011; Camargo et al. 2012; Jackson et al. 2016; Sukumaran and Knowles 2017) . Other studies have detected poor model fit for some data sets (Reid et al. 2014) , however the connection between model fit and violations of specific assumptions has rarely been explored (but see Gruenstaeudl et al. 2016) . Finally, the connection between model fit and accuracy of species delimitation has not yet been explored in even a rudimentary sense, and therefore deserves further characterization.
In order to understand whether these concerns are important in practice, we undertook an assessment of model performance. We used two different simulation approaches to evaluate the performance of MSC methods for species delimitation. First, we simulated data under a variety of different demographic scenarios that depart from the assumptions of the MSC (but may be common in empirical systems) and assessed the performance of inference under the model in these circumstances (Fig. 1) . These departures included population structure, isolation by distance, population size changes within species, and gene flow between species. These simulations allowed us to characterize the sensitivity of inference under the model to violations of its assumptions. In doing so, we are knowingly misusing the model by pushing it outside the boundaries of what it is intended to do. We take this approach in order to mimic the ways in which these methods are actually used in practice, as researchers frequently do not know the extent to which the assumptions of the model are violated in any particular empirical system. An important consideration for species delimitation is that different violations of model assumptions could impact inference in fundamentally different ways. For example, population structure and IBD could potentially lead to inference based on the MSC to incorrectly identify multiple lineages, whereas gene flow between species may cause MSC inference to incorrectly identify a single species when in fact multiple exist. However, we recognize that speciation is a continuous process, and there are not specific thresholds of isolation or migration that distinguish species-level lineages. Therefore, we focused on understanding the behavior of these methods given different biological scenarios and leave it up to individual researchers to decide if the method is accurately identifying the number of species and the associated uncertainty.
We also used posterior predictive simulation to assess the fit of the MSC to several exemplar empirical data sets, including examples that are expected to match the model well and those where a more complex speciation process is thought to have occurred. We took an "inference-based" approach to assessing model fit (Brown 2014a ), since we were primarily interested in determining whether model violations affect the species delimitation (and the other model parameter estimates) that are inferred under the MSC. Finally, in order to assess the sensitivity of the posterior predictive tests to violations of model assumptions, we performed posterior prediction on several exemplar simulated data sets. Our motivation was to develop an understanding of how accurate estimates of species boundaries under the MSC are likely to be, and identify if certain aspects of the model are in need of elaboration. In exploring these issues, we develop approaches for model assessment that should be useful for other researchers interested in assessing model fit for their data.
METHODS

Model Sensitivity
For the sensitivity simulation tests we evaluated the performance of two different implementations of the MSC: Bayesian Phylogenetics and Phylogeography (BPP; Yang and Rannala 2010) and STACEY (Jones 2017) in BEAST2 (Bouckaert et al. 2014) . Whereas BPP employs reversible-jump Markov chain Monte Carlo (rjMCMC) to directly sample the posterior distribution of species trees and species delimitations, STACEY uses an alternative parameterization on node heights in the species tree known as the "birth-death-collapse" model that allows for species delimitation to be performed. By including a spike in the prior probability density on node heights near 0, populations can be lumped into a single species when the node height estimates are very small. We evaluated the effect of population structure within species on the inference of species boundaries under the MSC by simulating data under an island population model (Fig. 1a) . We simulated two populations connected by varying levels of symmetrical migration (Nm = 0.1, 1, 5, 10, 20) to determine the sensitivity of inference under the MSC to population structure. We simulated gene trees under the coalescent using ms (Hudson 2002) , and then simulated sequences from the genealogies using seq-gen (Rambaut and Grassly 1997) . Each data set consisted of 10 sequences for 20 loci that were 1000 base pairs long and evolved under a Jukes-Cantor (JC69) substitution model (Jukes and Cantor 1969) . Values of per site in natural populations have been shown to vary between 0.0005 and 0.1 (Rannala and Yang 2003; Zhang and Hewitt 2003; Carling and Brumfield 2007; Zhou et al. 2007) . Therefore, we simulated data sets under several different values across this range (0.0005, 0.001, 0.01, 0.1). We simulated 100 data sets for each combination of parameters and analyzed them using both BPP and STACEY.
We evaluated the impact that model violations stemming from IBD within a species may have by simulating a population under IBD using IBDSim and then sampling individuals from across the continuous range ( Fig. 1b ; Leblois et al. 2009 ). For each simulation, we drew two separate samples from one of three configurations : 1) a single area at the center of the matrix, 2) two distinct, but adjacent areas near the center, or 3) from opposite ends of the matrix (see Supplementary Material available on Dryad at http://dx.doi.org/10.5061/dryad.h6s2k for exact sampling points). We drew these samples from a single pseudocontinuous population, constant across space and time, and the datasets were identical in size to those described in the population structure section above. We assumed a JC69 substitution model and simulated data on a 5000 × 5000 node lattice with absorbing boundaries, a stepping stone dispersal distribution with an emigration rate of 1/2, and used mutation rates of 1×10 −7 or 1×10 −8 . We simulated 100 data sets for each scenario.
For analyses of the island and IBD simulations, we performed species delimitation and species tree inference using BPP v3.1, with the default species tree model prior, setting the mean of the gamma distribution for the prior on equal to the value under which the data were simulated, and setting the prior on equal to G(2,1000), which is representative of a recent divergence between populations and should result in a more conservative species delimitation estimate (Yang and Rannala 2010) . Each analysis was run for 500,000 iterations, sampling every 500 iterations after discarding the first 50,000 iterations as burnin. For STACEY, we performed species tree inference in BEAST v2.4.0. We analyzed the simulated data sets using default priors, except where changes were suggested by the software documentation, including assigning an exponential distribution with a mean of 0.1 to the scaling factor for the population sizes, a lognormal distribution with a mean of 5 and a standard deviation of 2 to the growth rate prior, and a uniform distribution from 0 to 1 for the collapse weight. Each data set was partitioned by gene, with independent strict clock models and rates drawn 272 SYSTEMATIC BIOLOGY VOL. 67 from a lognormal prior distribution with a mean of 0 and a standard deviation of 1. We ran each analysis for 50 million generations, sampling every 5000 generations. We analyzed the posterior distribution of species delimitations using SpeciesDelimitationAnalyzer v1.8.0, with a burnin of 5000 and a collapse height of 0.0001. Given the simple nature of estimating a two-species phylogeny, we did not expect mixing/convergence problems in our analyses. We confirmed this in BEAST by randomly choosing 10 analyses for each simulation scenario and manually checking each for convergence using Tracer v1.6 . The BPP documentation suggests running multiple analyses to ensure consistency among results as a check for convergence, which we have done here by performing each of the simulations twice and ensuring the results were qualitatively similar.
We also assessed the performance of inference under the MSC in scenarios in which gene flow had occurred between species descended from a common ancestor or population size had fluctuated within one of the descendant species. The impact of gene flow on species delimitation was assessed under: 1) a partial isolation model where gene flow persists through the time of lineage divergence (or speciation), and decreases gradually through time (Fig. 1c) , and 2) a recent admixture model that would correspond to two species that came into secondary contact and experienced introgression (Fig. 1d) . We evaluated the effect of population size changes on species delimitation by simulating data under a population bottleneck scenario, where one species experienced a reduction in population size immediately following lineage splitting (Fig. 1e) . This scenario could represent speciation by dispersal due to the founder effect, as has been suggested to occur in many island systems. Because these scenarios encompass a huge area of potential parameter space, exhaustive simulations are impractical. Instead, we explored several different parameter values that are biologically realistic and likely to highlight areas of interest.
Data sets for these three scenarios were simulated using CoMuS v2.0 (Papadantonakis et al. 2016 ) and were identical in size to those described above. All simulations were performed using a two species guide tree with either a relatively old species divergence time of 0.01 or a more recent species divergence time of 0.001 (phylogenetic units), and assuming a JC69 substitution model. The partial isolation (or speciation with gene flow) model is described further in (Papadantonakis et al., 2016) , but in each case the migration rate at the time of speciation was Nm=20, which decreased gradually through time until some point in the past (which varied among simulations-see Results section for details). In the recent gene flow or secondary contact scenario, we simulated a population joining event where, at a recent time in the past (0.009 or 0.0009 phylogenetic units, depending on the tree length), one population of species 1 (which varied in size) merged with species 2. For the population size change simulation, we varied the Notes: Data were simulated for a single, continuous population, and then individuals were sampled in different spatial locations. In the "single" sampling scheme, all individuals were sampled from a single location. In the "adjacent" scheme, individuals were sampled from two distinct, but directly adjacent locations. In the "separated" scheme, individuals were sampled from two locations on opposite ends of the simulation region. Results are shown for simulations done under two different mutation rates. Species delimitation was performed on the simulated data sets in BPP and STACEY and the mean posterior probability for the one species model (vs. a two species model) is shown across 100 replicates.
magnitude of the population size change and assumed a bottleneck length of 0.002 phylogenetic units (or 0.0002 phylogenetic units, depending on the tree length) before the population size returned to normal. The simulated data sets were analyzed in BPP and STACEY as described above, except with the mean of the gamma distribution for the priors on and in BPP equal to the values under which the data was simulated. For each scenario, we assessed the accuracy of the inferred species delimitation and the estimated divergence time between species.
Posterior Predictive Simulation
For the model fit tests, we used the MSC implementation available in BPP. Because this is the only implementation that directly samples the posterior distribution of species trees and species delimitations (as well as the other parameters of the MSC), it is an ideal framework for using posterior predictive simulation to assess model fit from the perspective of species delimitation. We gathered a set of empirical genetic data sets previously used for species delimitation (Supplementary Material Table 1 available on Dryad). These included the fence lizard (Sceloporus) data set from (Yang and Rannala, 2010) , the southern cavefish (Typhlichthys) and coast horned lizard (Phrynosoma) data sets from (Yang and Rannala, 2014) , and the brown frog (Rana) example from (Yang, 2015) . We included several additional data sets from previous studies in which authors suggested that violations of model assumptions were potentially impacting inferences from coalescent models. These data sets included the spruce-fir moss spider (Microhexura) data set from (Hedin et al., 2015) and the sun skink (Eutropis) data set from (Barley et al., 2013) , which cited concerns about population structure. We also included the little brown bat (Myotis) data set from (Carstens and Dewey, 2010) , who cited gene flow as a potential problem (though this study used an alternative coalescent approach for delimiting species).
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Finally, we analyzed the human (Homo sapiens) data set from (Jackson et al., 2016) , who found that BPP delimited multiple species using the rjMCMC algorithm. For each data set, we first inferred species trees and delimitations using BPP (Yang and Rannala 2014) . We used the same parameter settings that were employed in each of the original studies (except for the bat data set which is from a study that did not use BPP). We also removed the S. woodi sample from the fence lizard data set because BPP cannot estimate when only one sequence is available from a population/species (Yang 2015) . We also used the automatic adjustment option for the MCMC step lengths to help ensure proper mixing and estimated the species tree topology in our analyses rather than fixing it using a "guide tree." In some of the original studies, the authors explored the impact of different combinations of priors in their analyses. We repeated these tests and found similar results in all cases. For clarity of presentation, here we focus on a single combination of priors for each data set (choosing the "preferred" combination if one was identified by the authors). Each analysis was run for 500,000 iterations, sampling every 50 iterations after discarding the first 50,000 iterations as burnin. We ran each analysis twice using different starting trees and checked for similarity between runs and the results from the original publications to help ensure convergence and stability of all analyses.
We performed posterior predictive simulation using custom python scripts and MCcoal (Yang and Rannala 2014) . For each data set, we randomly sampled one hundred species trees from the post-burnin posterior distribution of each analysis. We then used MCcoal to simulate gene trees from the species trees under the MSC and sequence data on the gene trees, resulting in data sets with the same numbers of individuals, genes, and gene lengths as the empirical data set. We performed species tree inference and species delimitation using BPP for each of these simulated data sets under identical settings as the initial empirical analyses. In preliminary analyses, we allowed each individual in the data set to potentially be considered a distinct species. However, this approach was not computationally feasible given the size of the data sets. Therefore, the number of species under which the data was simulated was set as the maximum number of potential species, with individual sequences being correctly assigned to potential species in the BPP analyses based on the simulation conditions. Because we were interested in determining the impact of poor model fit on species delimitation itself, we used the number of species as an inference-based test statistic, which we previously found to be useful when assessing model fit in DNA barcoding (Barley and Thomson 2016) . We also compared the posterior distributions of divergence times and from the empirical and simulated data sets. To quantitatively compare these distributions, we used a variety of different values as test statistics to identify those that are the most useful, including: the mean, median, standard deviation, minimum, maximum, quartiles, skewness, and kurtosis. For each test statistic, we calculated the two-tailed posterior predictive P-value (Brown 2014a ) (which are distinct from frequentist P-values and tend to cluster near 1.0 for two-tailed tests (Gelman et al. 2013) . We also calculated the posterior predictive effect size as the absolute value of the difference between the empirical test statistic value and the mean of the test statistic values for the posterior predictive distribution, divided by the standard deviation (Doyle et al., 2015) .
We used the same posterior predictive framework to analyze several exemplar simulated data sets from the different biological scenarios described above, in order to assess the power of the posterior predictive tests to detect violations of different model assumptions. Results of the empirical posterior predictive analyses suggested that the test statistics based on the number of species might suffer from a lack of power when the posterior contains only a small number of discrete values (see Discussion). Because this situation would necessarily be true for our simulations [all simulations involved 2 species (or populations)], we performed these analyses only for the gene flow (Fig. 1c,d ) and bottleneck ( Fig. 1e ) scenarios, and assessed the sensitivity of the divergence time and test statistics.
RESULTS
Model Sensitivity
The island population model simulations showed sensitivity of both implementations of the MSC to population structure that was dependent on (Fig. 2) . Unless two populations exchange multiple migrants per generation, both methods often identified the two-species model as preferred, with the one-species model generally favored as migration rates increased. Our results also show, however, that even under high migration rates, both methods favored a twospecies model at higher values of (with the STACEY implementation being less sensitive). Results of our IBD simulations suggested that IBD can cause BPP to prefer a two-species model over a single-species model (Table 1) . STACEY, however, did not show this same sensitivity, always preferring the single-species model in the set of scenarios that we investigated.
Under demographic scenarios where species descended recently from a common ancestor and violations of model assumptions were minor, both methods performed well in identifying the correct number of species, and in estimating divergence times (Figs. 3-5, Tables 2-4). As model violations became more extreme, the methods began to show sensitivity, though again the sensitivity varied between implementations (and to a lesser extent was exacerbated by smaller values of ). Under a partial isolation model, divergence times in both STACEY and BPP became increasingly biased towards the present as the length of time the two species experienced migration increased (Fig. 3) . BPP always preferred the two-species model regardless of the contact time, as did STACEY except when complete isolation had occurred relatively recently (Table 2) . 
Young Divergence
Biological Scenario Table 2 , which shows the simulation parameters. The dotted lines represent the true divergence times. Table 3 , which shows the simulation parameters. The dotted lines represent the true divergence times.
When a large population bottleneck had occurred in the past for one species, divergence times in BPP were biased towards the present in some circumstances (Fig. 4) . By contrast, divergence time estimates in STACEY were not significantly biased by population size changes in any of the scenarios we examined (Fig. 4) . Both methods consistently preferred the two-species model, regardless of the bottleneck magnitude (Table 3) . Divergence time estimates were quite biased towards the present for both methods under the secondary contact scenario (Fig. 5) . BPP always preferred the two-species model regardless of the amount of migration that occurred or the time of lineage divergence in our simulations (Table 4) . As the number of migrants from species 1 into species 2 increased, however, the STACEY model increasingly identified the one species model as the preferred model (Table 4) .
Posterior Predictive Simulation
Model performance varied widely across empirical data sets and test statistics (Table 5) . Since model fit is inherently a continuum, we view these values as relative measures of model performance, rather than outcomes of hypothesis tests (sensu Gelman et al. 2013 ). Therefore, we are more interested in comparing the relative magnitudes of P-values and effect sizes to understand if certain inferences should be treated with caution. Researchers generally will differ in the strength of evidence they require to accept alternative interpretations of their results, which might also depend on other knowledge they have about the particular biological system being investigated.
The posterior mean and median number of species were generally similar between empirical and posterior predictive data sets. The largest effect size for the mean number of species (1.30) was in the spider data set. Here, seven species had the highest posterior probability in the empirical analysis, which had a probability that was nearly twice as large as that for the number of species with the next highest probability. In the analyses of the predictive data sets, six species usually had the highest posterior probability, which, on average was also twice as large as that for the number of species with the next highest probability. In some cases, we saw large effect sizes using the minimum, maximum, and standard deviation as test statistics (Supplementary  Material Table 2 available on Dryad shows the values of these summary statistics for the empirical and posterior predictive data sets). In these instances, test statistic values were generally larger in the empirical analysis than in analyses of the posterior predictive data sets, indicating that the inferred number of species, or the uncertainty in this estimate, was larger than expected under the assumed model. The largest effect size for the standard deviation of the number of species occurred in the spider data set (2.08). Here, there was a larger range of values (5-8) sampled across all analyses of the predictive data sets than in the empirical analysis (6-8). However, the majority of the probability was usually concentrated over two values (6 and 7) in the analyses of the predictive data sets, whereas it was spread more evenly across the three values in the empirical analysis.
Despite the presence of gene flow among lineages (Carstens and Dewey 2010), we found all 11 species/subspecies in the bat data set to be strongly supported as distinct. Several test statistics indicated poor model fit, and this is also in line with our simulation results that show limited sensitivity of species delimitation in BPP to gene flow between species. As in (Jackson et al., 2016) we found that BPP delimited multiple species of humans. Several test statistics based on the posterior distribution of species number had large posterior predictive effect sizes, and many analyses of the posterior predictive data sets found at least some probability for a single species model (unlike the analysis of the empirical data set).
Of the three test statistic types, the divergence times showed the least evidence of poor model fit (Table 5) . Most of the P-values suggested good model fit, though several summary statistics had large effect sizes in several data sets (including the bat data set, which we expected to perform poorly in terms of divergence time estimation). The poorest model fit for the divergence time test statistics was seen in the spider data set, where the effect size for the difference in the mean divergence time was 1.12. From a biological perspective, this meant that the mean divergence time was, on average, ∼30% older in the analyses of the predictive data sets than in the empirical analysis. When using test statistics based on , model performance varied substantially across data sets (Table 5) , with the sun skink and cavefish showing the poorest fit. The effect sizes for the mean test statistic were 5.98 and 2.06 for the cavefish and skinks, respectively. Assuming a per generation mutation rate of 1×10 −8 , this would equate to differences in the mean effective population size estimates of 45,000 (cavefish) and 192,500 (skinks) between empirical analyses and the analyses of the predictive data sets. The sun skink, cavefish, spider, bat, and to a lesser extent horned lizard data sets all showed substantial differences in several test statistic Notes: Data were simulated for two species experiencing decreasing rates of gene flow through time after divergence. The contact time refers to the proportion of the total simulation time the two species experienced some migration. Species delimitation was performed in BPP and STACEY and the mean posterior probability for a two species model (vs. a one species model) across 100 replicates is shown. Tree length refers to the length of species tree under which data was simulated (or the true divergence time, expressed as expected substitutions per site). is the population mutation rate (expressed as 4N e ). Refer to Figure 3 for divergence time results. Notes: Data was simulated for two species, one of which experienced a reduction in population size immediately following lineage splitting that extended for 20% of the total simulation time. Size reduction refers to the factor by which the population size was reduced during the bottleneck. Species delimitation was performed in BPP and STACEY and the mean posterior probability for a two species model across 100 replicates is shown. Tree length refers to the length of the species tree under which data was simulated (or the true divergence time expressed as expected substitutions per site). is the population mutation rate (expressed as 4N e ). Refer to Figure 4 for divergence time results.
values between empirical and posterior predictive data sets. The fence lizard and brown frog data sets had large P-values and small effect sizes for virtually all summary statistics. Posterior predictive analyses of the simulated data sets were generally in line with our expectations and 14 Notes: Data were simulated for two species that experienced a population joining event in the recent past (in which one population of species 1 merged with species 2). Proportion refers to the proportion of the population sampled in species 2 composed of migrants following the population joining event. Species delimitation was performed in BPP and STACEY and the mean posterior probability for a two species model (vs. a one species model) across 100 replicates is shown. Tree length refers to the length of the species tree under which the data was simulated (or the true divergence time expressed as expected substitutions per site). is the population mutation rate (expressed as 4N e ). Refer to Figure 5 for divergence time results.
our analyses of the empirical data sets: simulated data sets from scenarios that had stronger violations of model assumptions (and more biased parameter estimates) tended to have test statistics with more extreme P-values and larger effect sizes (Table 6 ). This varied across test statistics and simulation scenarios, however, and suggests that these test statistics may only detect poor model fit if model violations are quite strong. Additionally, however, many of the largest effect sizes from analyses of the empirical data sets were larger than any of those observed in the analyses of the simulated data sets (Table 6 ), despite the simulation conditions being sufficient to generate substantial inference problems. In combination, these results highlight both the conservative nature of these tests, and the strength of the model violations that seem to affect these empirical data sets.
DISCUSSION
The MSC offers a biologically motivated framework for extracting information about lineage divergence from genetic data (Rannala and Yang 2003) , which has been recognized in a number of studies that developed methods for species delimitation under the MSC Notes: Values show two-tailed posterior predictive P-values (P) and posterior predictive effect sizes (ES). "MSC" refers to a data set simulated under the multispecies coalescent model itself. Simulation descriptions refer to the scenarios described in the text and the numbers refer to the parameterizations described in Tables 2 (Partial Isolation) , 3 (Bottleneck), or 4 (Secondary Contact). (Yang and Rannala 2010; Grummer et al. 2014; Jones 2017) . However, empirical data from across the tree of life suggest that a number of processes not accounted for by the MSC (such as population structure, IBD, isolation by environment, gene flow, selection, and population demographic changes) are common in empirical systems (Nosil 2008; Barton 2010; Sexton et al. 2014; Wang and Bradburd 2014; Payseur and Rieseberg 2016; Tigano and Friesen 2016) . The field of systematics currently has a limited understanding of the extent to which ignoring these complexities impacts species delimitation. This disconnect is concerning given that support from coalescent models is increasingly being used as the primary evidence for making many taxonomic decisions (Burbrink and Guiher 2015; Fennessy et al. 2016; Hotaling et al. 2016; Weir et al. 2016) . In this study, we took a step towards addressing this knowledge gap by using simulation to characterize the sensitivity of inference methods that use the MSC to several violations of model assumptions thought to be common in nature, and that might impact species delimitation. We also used posterior predictive simulation to assess the fit of the MSC to empirical data in order to determine if we can identify individual data sets in which violations of model assumptions might lead to biases in species delimitation.
Model Sensitivity Our simulations suggest varying sensitivity of inferences under the MSC to different violations of model assumptions. This sensitivity can manifest as different types of bias, depending on which assumptions of the model are violated. Both implementations of the MSC we examined showed a tendency to identify two populations connected by migration as distinct species except under low values of and/or high rates of migration. This result builds on previous research that demonstrated that BPP was unable to distinguish population structure from speciation (Sukumaran and Knowles 2017) . However, the simulations in Sukumaran and Knowles (2017) only explored a limited area of parameter space (e.g., fixing haploid population sizes to 100,000). Here, we characterized the demographic context (in terms of and Nm) in which the MSC transitions between strongly supporting a single species model versus a multispecies model. The sensitivity of inference under the MSC to population structure is not surprising given that the model assumes random mating (or panmixia) within species. However, few examples of truly panmictic populations likely exist in nature. Thus, researchers should be cognizant of the fact that MSC inference may identify subpopulations as "species" in some circumstances (as opposed to larger, inclusive populations made up of these subpopulations that would correspond to metapopulation lineages or species sensu de Queiroz (1998). Our results also speak to the inherent difficulty in identifying species based purely on migration rate among lineages/populations.
While the lowest migration rates we simulated data under are within the range of values that have been described between populations of the same species (e.g. Wang 2009; Hey 2010; Strasburg and Rieseberg 2010), other described species likely exhibit rates of gene flow that are higher than these values.
The impact of gene flow between species on species delimitation under the MSC has previously been investigated using simulation (Zhang et al. 2011; Camargo et al. 2012) . These studies demonstrated that the BPP implementation of the MSC generally splits species when migration rates between them are low, and lumps species when migration rates are high. However, this transition appears to depend on the particular parameterization of the simulations (Jackson et al. 2016) . These studies assumed constant, bidirectional migration among species over the course of divergence, which may not reflect the way gene flow often occurs in natural populations. We extend this previous work by investigating the impact of gene flow in additional scenarios that have commonly been described in empirical systems: divergence with gene flow where migration decreases over the course of speciation, and recent gene flow during secondary contact. We found that both the partial isolation and the secondary contact scenarios can bias divergence time estimates across a broad range of parameter space. However, BPP was largely robust to these model violations from the perspective of species delimitation, always preferring a two species model to a one species model in all simulations. STACEY usually recognized two species under the partial isolation model, except when species had become completely genetically isolated relatively recently. STACEY was also more sensitive to recent gene flow, often lumping species under the secondary contact model (Table 4) . Taken together, these results suggest that recent gene flow is more likely to bias species delimitation under the MSC than gene flow early in the process of speciation.
The two implementations of the MSC also exhibit varying sensitivity to model violations, with BPP being more prone to identify structured populations as species, and STACEY being more prone to lump species that have experienced gene flow. Given the similarity between our analysis conditions for the two methods, we suspect that these differences might result from the distinct approaches they use to delimit species (i.e., the birthdeath-collapse model using node heights in STACEY vs. rjMCMC in BPP). Sensitivity of inference under the MSC to population size changes also appears to vary among implementations, although this sensitivity only impacted divergence time estimation. Both STACEY and BPP preferred the correct species delimitation model in all population size change simulations. Under the more extreme population bottleneck scenarios examined, divergence time estimates from BPP became biased towards the present in some circumstances. Although both models assume each branch in the species tree has a constant population size parameter that is independent and identically distributed, divergence time estimates in 280 SYSTEMATIC BIOLOGY VOL. 67 STACEY were not substantially biased in our bottleneck simulations.
Model Fit and Species Delimitation
As in previous studies (Reid et al. 2014) , our model performance assessments identify poor fit of the MSC to some empirical data sets (Table 5 ). Because our test statistics are inference-based, our results directly demonstrate that this poor fit sometimes impacts species delimitation and may lead to biased estimates of species demographic parameters (divergence times and ). Encouragingly, and in concordance with our expectations, we noted the poorest model performance in data sets that previous authors suggested were impacted by MSC model violations (the skink, spider, bat, and human data sets). We also identified poor model fit in the bat data set using the divergence time test statistics, as should be expected given that gene flow among species appears to be common in this system and previous studies have shown that divergence time estimates under the MSC can be biased by gene flow (Leaché et al. 2014b) .
The posterior predictive P-value has a straightforward definition: it is the posterior probability that another data set generated by the assumed model will have a more extreme quality of interest than the empirical data. The quality of interest is defined by the test statistic. In the case of inference-based test statistics, these values should be related to the potential for our estimate of a particular biological quantity (such as the number of species) to be biased. Effect sizes describe the position of the empirical test statistic value relative to the posterior predictive distribution (effectively capturing the magnitude of any discrepancy between inferences produced by the observed and predicted data sets). Because they are not bounded at 0, effect sizes might be more amenable to identifying whether the observed differences are biologically important. Since delimited species are assigned value as biological entities of intrinsic interest, we need tools that can warn us of challenges in our ability to accurately define their boundaries. Posterior predictive P-values and effect sizes, based on inferred delimitations, may offer some hope.
Using test statistics based on the posterior distribution of the number of species is theoretically appealing, because it is of primary interest in species delimitation. However, our results also suggest that these types of test statistics may suffer from a lack of power when the posterior predictive distribution is invariant (or nearly so) and the empirical data also has the same value. For statistics based on species number, such invariance most often occurs when all of the posterior distributions (for both the empirical and posterior predictive data sets) are themselves invariant, placing all probability on one delimitation. Unfortunately, this situation is encountered most frequently when the data contain the most information. In this case, more nuanced approaches to quantifying information content (e.g., Bayes factors) about species number could be more useful as test statistics (Brown and Thomson 2017) . Alternative test statistics based on posterior distributions of continuous parameters may also be useful for large or informative data sets.
While test statistics based on posterior distributions of discrete values all suffer, to some extent, from the challenge of resolution described above, the strategy we used to ensure computational tractability of species delimitation for all the posterior predictive data sets likely exacerbated this effect. As is usually done in BPP, we assigned individuals a priori to populations when conducting species delimitation on a posterior predictive data set (effectively setting the simulated number of species as the maximum and ensuring individuals were correctly assigned to species). Thus, the number of species estimated from the posterior predictive data sets could not be larger than the number of species estimated from the empirical data (because the simulated data sets are derived from parameter draws from the posterior). The maximum number of possible species for each data set often comprised a substantial proportion of the posterior probability: 1.0 for the fence lizard data set, 0.99 in the bat data set, 0.98 in the skink data set, 0.95 in the frog data set, 0.84 in the human data set, 0.76 in the horned lizard data set, 0.27 in the spider data set, and 0.15 in the cavefish data set. These limitations may partially explain why the mean number of species was usually so similar between the empirical and posterior predictive distributions and the limited power of this particular test.
Although posterior predictive tests are known to be conservative in general, our results demonstrate that these tests of model fit can be useful for characterizing the suitability of the MSC. Posterior predictive P-values do not follow frequentist expectations, so values ≤ 0.1 occur with a frequency much less than 0.1 when assumptions of the model are met (Gelman et al. 2013) . Therefore, the occurrence of values in this range warrants close attention. When small posterior predictive Pvalues or large effect sizes are consistently associated with certain data sets or test statistics, we should be wary of corresponding inferences. For instance, the cavefish and spider data sets that we analyzed show concerning deviation from expectations under the model regarding the number of delimited species (Table 5) . Test statistics based on the inferred number of species produced posterior predictive P-values ≤0.10 and effect sizes >2.0 in both cases. Since we are using inference-based test statistics, these discrepancies directly indicate that either the inferred number of species, or the uncertainty associated with that inference, is surprising given the model. While some of these cases were selected based on prior suspicion that they may not match the assumptions of the MSC well, such results could (and should) motivate greater scrutiny for species whose biology is less well understood. One outcome of these tests could be greater reticence to make formal taxonomic changes when poor fit is identified.
Biases in species delimitation due to poor model fit could manifest themselves in two different ways, and these might be distinguishable using different test statistics. For example, biases in the accuracy of our species delimitation estimate might be most effectively detected using the mean, minimum, and maximum value summary statistics for the number of species. Alternatively, biases in the precision of our estimate might be more effectively identified using summary statistics such as the variance, standard deviation, or the range. However, biases in precision and accuracy may often occur together, and since some test statistics are more powerful than others, only one may be "detected." Therefore, we suggest that best practice is to treat any inference with caution if discrepancies are found for either class of test statistic.
Clearly, more work is needed to fully understand the behavior of the test statistics that we have started exploring here. Different approaches to quantifying a data set's information about species delimitation may ultimately prove more efficient or powerful. Nonetheless, these statistics have some appealing properties, since they focus so directly on the goal of a species delimitation analysis-understanding species boundaries. There may even be some appeal in their conservative nature, since they are unlikely to call attention to model problems when they do not exist. For example, our empirical analyses (Table 5 ) produced more extreme P-values and effect sizes than did analyses of the simulated data sets (Table 6 ), despite the fact that we know the simulated conditions can affect inferred species boundaries. This result reinforces the need for caution in interpreting these species delimitation results and others that give similar results.
Model Elaboration and Future Directions
The poor fit of the MSC to some data sets and the sensitivity of inference under the model to more substantial violations of model assumptions suggests that implementing more elaborate coalescent models for species delimitation that account for these complex demographic processes would be valuable for the field. We should point out that this poor fit and sensitivity do not represent problems with the MSC per se. Rather, they highlight biologically realistic scenarios that are not good matches to the scenario that this model was meant to address. We hope that this work will be instructive for those applying these methods to empirical questions, and provide direction for the field going forward. For example, we encourage systematists to use posterior predictive approaches in empirical studies, especially if MSC-based species delimitation will be used as key support for revising taxonomy. Even though it is widely recognized that the process of speciation is largely continuous and species boundaries are sometimes "fuzzy," taxonomy itself is inherently categorical and the field historically has not focused on characterizing this uncertainty. Researchers ultimately also have to determine if a particular entity constitutes a species, which has important real-world implications for conservation, and can impact results of subsequent studies that depend on accurate estimates of species boundaries (e.g., diversification rate studies in the field of systematic biology). These issues may be compounded going forward as coalescent models are used to analyze large, complex genomic data sets, resulting in parameter estimates that have small variances and high statistical confidence, and which are increasingly sensitive to model fit (Kumar et al. 2012 ). Approaches for model selection and model checking are inherently complementary, and both should be conducted when analyzing genetic data sets to ensure the resulting inferences are accurate. Increasing the use of model checking in species delimitation will help highlight both individual data sets in which inferences should be considered suspect and biological processes that are important in empirical systems, but not wellaccommodated by current coalescent models. Ideally, this will also lead to deeper insights into how the process of speciation occurs in nature.
Our results suggest that the structured coalescent (Notohara 1990 ) and the coalescent with migration (Nath and Griffiths 1993 ) are candidates for model elaboration. Although the current implementations of the MSC for species delimitation can be computationally demanding (Leaché et al. 2014a) , recently developed algorithms are improving on this (Jackson et al. 2016; Jones 2017; Rannala and Yang 2017) . Additionally, the influx of genomic data into the field of systematics, and the ease with which large data sets can now be collected for nearly any organism will provide increased power for inferring parameters of coalescent models, and a wealth of data for increasing our understanding of how the speciation process impacts patterns of genetic diversity. Whether or not parameters of more complex models will be identifiable will need to be determined. However, it is encouraging that many recent studies have been successful in estimating parameters of complex demographic models using genomic data sets in the field of population genetics (Excoffier et al. 2013; Harris et al. 2013; Kuhlwilm et al. 2016; Malaspinas et al. 2016) . The complexity of the MSC model and the biological processes that lead to speciation can also make it difficult to identify which particular model inadequacies lead to poor model fit. By evaluating the fit of a variety of coalescent models to empirical data sets, however, researchers could potentially identify which biological processes are the most important to accommodate.
CONCLUSIONS
Our findings suggest much optimism about the potential for using coalescent models for species delimitation, as methods that assume the MSC appear to fit several empirical data sets well and are robust to minor violations of model assumptions. However, given the complexity of the speciation process in nature, 282 SYSTEMATIC BIOLOGY VOL. 67 species delimitation studies should also routinely assess the fit of coalescent models to empirical data sets, and seek additional data to confirm results of coalescent species delimitation analyses. Here, we have developed a framework for assessing model fit in one implementation of the MSC. Future work should expand tools for posterior predictive simulation to all implementations for species delimitation, and start to assess the statistical behavior and performance of different test statistics. Our results also highlight the fact that developing new models that better match the complexity of the speciation process could be valuable for the practice of species delimitation in many systems. These models could provide a more nuanced understanding of species boundaries in systems where species limits are not as distinct, and allow species delimitation analyses to be tailored to individual empirical systems and the processes that are likely to be most important.
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