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Resumen
Desde siempre, un problema cla´sico en el campo de la Inteligencia Arti-
ficial ha sido la bu´squeda de la forma de predecir comportamientos a partir
de una base de datos que modeliza tales comportamientos. Un claro ejem-
plo son las Series Temporales, que buscan representar mediante medidas el
comportamiento de un feno´meno a lo largo de un periodo de tiempo. Otro
ejemplo cla´sico ha sido la prediccio´n de la cotizacio´n de las acciones en bolsa,
bie´n tratada como serie temporal, o bien en funcio´n de ciertos medidores.
El problema de la mayor´ıa de los algoritmos de aprendizaje automa´tico
radica en su bu´squeda de una aproximacio´n global a estos problemas de
prediccio´n, es decir, buscan un modelo construido sobre todo el conjunto de
patrones para predecir cualquier patro´n. Esta tesis parte del planteamiento
de que esta aproximacio´n no es la ma´s acertada, dado que no todos los
patrones presentan las mismas caracter´ısticas. Como ejemplo, un sistema
de prediccio´n de mareas que trate todos los patrones que representan las
medidas del nivel del agua a lo largo de un an˜o por igual nunca podra´ ser
tan acertado como uno que separe los patrones en conjuntos segu´n la e´poca
del an˜o, realice un aprendizaje para cada grupo, y posteriormente, segu´n el
grupo al que pertenezca, realice su labor de prediccio´n correspondiente.
As´ı pues, nuestro objetivo ha sido la bu´squeda de un algoritmo inteligente
que no so´lo sea capaz de aprender a predecir, sino tambie´n a buscar y clasi-
ficar las peculiaridades de cada subconjunto de datos, descargando esta tarea
del investigador que quiera usar el algoritmo. La potencia de los algoritmos
desarrollados en esta tesis se basan en la bu´squeda y aprendizaje de y sobre
estos subjuntos especiales. Esto nos permite incluso buscar comportamien-
tos ano´malos de los datos, y realizar reglas de prediccio´n para ellos, lo cual
es de vital importancia a la hora de predecir cata´strofes.
En esta tesis se han desarrollado 2 algoritmos distintos, pero basados en
la misma idea para el objetivo presentado. El primero esta´ basado en las
premisas de Packard sobre la prediccio´n de sistemas dina´micos. La segunda
es una idea completamente nueva, buscando una forma distinta de mejorar
la primera aproximacio´n. Ambos algoritmos se han usado sobre los mismos
conjuntos de datos, obtenidos de campos completamente diferentes (series
temporales artificiales, series reales, datos de bolsa, etc.), con unos resultados
que mejoran, en la mayor´ıa de los casos, los resultados de otros algoritmos
cla´sicos avanzados de aprendizaje automa´tico.
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Abstract
A classic problem in the Artificial Intelligence area has been the predic-
tion of behaviors using a data set modelling those behaviors. As examples,
we can consider Time Series, which represent with measures the behavior
of a certain phenomenon along a time period. Another classic example is
the price of the stocks in the stock market, considered as time series or as a
function for certain parameters too.
The main problem of most machine learning algorithms focuses on their
search of a global approach to those prediction problems. That means, they
try for create a model over the pattern set to predict another pattern. This
is based on the idea that this approach is not the most indicated for all the
problems, because not all the patterns present the same characteristics. For
example, a system for tide forecasting that considers in the same category
all the patterns, will not be as good as another system that separates the
patterns into different sets representing different seasons, and then use those
sets separately to extract the information and make predictions.
Thus, our objective has been the search of intelligent algorithms that are
not only able to predict, but also to find and classify the characteristics of
each data subset, thus avoiding that task to the researcher. The advantage
of the algorithms developed in this thesis are the abilities to search and learn
on special subsets of the data set. This also allows the algorithms to find
abnormal behaviors in the data, making different predictions for them. That
is a matter of utter importance to predict catastrophes.
In order to achieve our objective, two different algorithms have been
developed and both are based on the same idea. The first one is based on
the ideas of Packard about prediction on dynamical systems. Improving the
first approach, we have developed the second one. Both algorithms have been
tested on the same data sets, obtained from different domains (artificial time
series, real time series, stock market, etc.) producing results that, in most
cases, improve the results of other classic and advanced automatic learning
algorithms.
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Cap´ıtulo 1
Introduccio´n
El campo del aprendizaje automa´tico, incluido dentro del a´rea de la
Inteligencia Artificial, tiene que ver con la construccio´n de programas de
ordenador que mejoren con la experiencia de forma automa´tica. En los u´lti-
mos an˜os se han desarrollado aplicaciones de aprendizaje automa´tico que
han tenido gran importancia pra´ctica, pero tambie´n ha habido avances en la
teor´ıa y en los algoritmos que constituyen los fundamentos de este campo.
Para disen˜ar una aplicacio´n de aprendizaje automa´tico es necesario elegir
bien el tipo de ’experiencia’, es decir el tipo de ejemplos de entrenamiento, la
funcio´n objetivo que debe ser aprendida, la representacio´n para esta funcio´n,
y un algoritmo para aprender la funcio´n objetivo a partir de los ejemplos
de entrenamiento. El aprendizaje implica una bu´squeda en un espacio de
hipo´tesis para encontrar la hipo´tesis que mejor se adapte a los ejemplos de
entrenamiento disponibles y a otras restricciones incluidas a priori. Existen
muchos me´todos de aprendizaje que buscan en los espacios de hipo´tesis; se
pueden utilizar reglas simbo´licas, a´rboles de decisio´n, redes de neuronas, etc.
Desde siempre, un problema cla´sico en el campo de la Inteligencia Arti-
ficial ha sido la bu´squeda de la forma de predecir comportamientos a partir
de una base de datos que modeliza tales comportamientos. Estos tipos de
problemas son conocidos como dominios de regresio´n. La forma de mode-
lizar estos datos es en forma de puntos en un espacio n + 1 dimensional,
donde n es el nu´mero de variables del problema. As´ı pues, si las variables
del problema son llamadas x1, ..., xn, y el valor que queremos predecir es y,
el objetivo del problema es obtener una funcio´n f de forma que
f(x1, ..., xn) = y
y as´ı poder obtener valores de y para cualquier posible valor de las variables.
1
2 Cap´ıtulo 1
Un campo dentro de los dominios de regresio´n son las Series Tempo-
rales, que buscan representar mediante medidas el comportamiento de un
feno´meno a lo largo de un periodo de tiempo. As´ı pues, las variables de
entrada para dicho problema son los instantes de tiempo anteriores. Como
ejemplos de feno´menos que pueden modelizarse mediante series temporales
tenemos, el nivel de la marea, la cotizacio´n de las acciones en bolsa, el con-
sumo ele´ctrico, la velocidad de la sangre en el torrente sanguineo, etc.
Como me´todos para afrontar la prediccio´n de series temporales se han
usado principalmente regresiones, sistemas dina´micos no lineales, redes neu-
ronales, y en menor medida, algoritmos evolutivos.
Los Algoritmos Evolutivos constituyen un me´todo pra´ctico de op-
timizacio´n de una funcio´n objetivo. La tarea de optimizacio´n consiste en,
dados los para´metros (x1, ..., xn) de la funcio´n objetivo f , encontrar los val-
ores (x¯1, ..., x¯n) tales que hacen mı´nimo (o ma´ximo, segu´n sea el objetivo)
el valor de la funcio´n en dicho punto, f(x¯1, ..., x¯n).
Los Algoritmos Evolutivos tratan de imitar los procesos relacionados con
la evolucio´n natural, y principalmente la seleccio´n y la generacio´n de nuevos
genotipos para los descencientes de los individuos de la poblacio´n.
1.1. Objetivos de la tesis
El problema de la mayor´ıa de los algoritmos de aprendizaje automa´tico
radica en su bu´squeda de una aproximacio´n global a estos problemas de
prediccio´n, es decir, buscan un modelo construido sobre todo el conjunto de
patrones para predecir cualquier patro´n. Esta tesis parte del planteamiento
de que esta aproximacio´n no es la ma´s acertada, dado que no todos los
patrones presentan las mismas caracter´ısticas. Como ejemplo, en un sistema
de prediccio´n de mareas que trate todos los patrones que representan las
medidas del nivel del agua a lo largo de un an˜o por igual nunca podra´ ser
tan acertado como uno que separe los patrones en conjuntos segu´n la e´poca
del an˜o, realice un aprendizaje para cada grupo, y posteriormente, segu´n
el grupo al que pertenezca, realice su labor de prediccio´n correspondiente.
La figura 1.1 muestra gra´ficamente un ejemplo en el que varias funciones
simples (regresiones, o en este caso rectas) producen una aproximacio´n ma´s
acertada que una u´nica funcio´n de un orden de complejidad mucho mayor
que una simple regresio´n.
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Figura 1.1:
Aprendizaje Global vs aprendizaje Local
As´ı pues, nuestro objetivo es la bu´squeda de algoritmos inteligentes que
no so´lo sean capaces de aprender a predecir, sino tambie´n de buscar y clasi-
ficar las peculiaridades de cada subconjunto de datos, descargando esta tarea
del investigador que quiera usar dichos algoritmos. La potencia de los algo-
ritmos desarrollados en esta tesis se basan en la bu´squeda y aprendizaje
sobre estos subjuntos especiales. Esto nos permite incluso buscar compor-
tamientos ano´malos de los datos, y realizar reglas de prediccio´n para ellos, lo
cual es de vital importancia a la hora de predecir cata´strofes que cualquier
sistema de prediccio´n esta´ndar podr´ıa clasificar como un comportamiento
normal.
Tambie´n se requiere que nuestros algoritmos tengan la caracter´ıstica de
detectar cua´ndo se va a producir un comportamiento tan extran˜o que no
pudiese ser predicho a partir de los datos basados en sucesos anteriores. En
estos casos, lo mejor es producir un mensaje de error y no devolver una
prediccio´n que estuviese muy alejada de la real, y produjese un desequilibrio
en el sistema.
En esta tesis se busca desarrollar algoritmos basados en la misma idea
para el objetivo presentado. El primero esta´ basado en las premisas de
Packard sobre la prediccio´n de sistemas dina´micos. La segunda buscara´ una
forma distinta de mejorar la primera aproximacio´n. Ambos algoritmos se
han usado sobre los mismos conjuntos de datos, obtenidos de campos com-
pletamente diferentes (series temporales artificiales, series reales, datos de
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bolsa, etc.), con unos resultados que mejoran en la mayor´ıa los resultados de
otros algoritmos cla´sicos avanzados de aprendizaje automa´tico. En los resul-
tados obtenidos, puede observarse que cuando los algoritmos presentados no
superan a los algoritmos con los que se comparan, suelen obtener resultados
equivalentes.
1.2. Organizacio´n de la tesis
El resto de los cap´ıtulos de esta memoria esta´n organizados del siguiente
modo: En el cap´ıtulo 2 se revisan los dos temas que esta´n directamente rela-
cionados con la presente tesis, las series temporales y la aplicacio´n de los
algoritmos gene´ticos en el campo de la prediccio´n. Se describen los princi-
pales trabajos relacionados con ellos y se finaliza con una discusio´n sobre los
principales inconvenientes de estas te´cnicas.
En el cap´ıtulo 3 se exponen los objetivos de la tesis, que pretenden
solucionar los inconvenientes detectados en las te´cnicas antes mencionadas.
En el cap´ıtulo 4, se describe el primer algoritmo propuesto.
En el cap´ıtulo 5, se analiza el segundo algoritmo.
En el cap´ıtulo 6, se explicara´n que´ dominios han sido seleccionados para
probar ambos algoritmos. As´ı mismo, se contrastara´n los resultados de am-
bos con los de otros algoritmos de aprendizaje automa´tico.
Por u´ltimo, en el cap´ıtulo 7 se muestran las principales conclusiones
derivadas de este trabajo, y se plantean l´ıneas futuras de investigacio´n.
Cap´ıtulo 2
Estado del arte
2.1. Series Temporales
Una serie temporal o cronolo´gica es una secuencia de datos, observaciones
o valores, medidos en determinados momentos del tiempo, espaciados entre
s´ı de manera uniforme y por tanto ordenados cronolo´gicamente. El ana´lisis de
series temporales comprende me´todos que ayudan a interpretar este tipo de
datos, extrayendo informacio´n representativa, tanto referente a los or´ıgenes
o relaciones subyacentes como a la posibilidad de extrapolar y predecir su
comportamiento futuro.
De hecho uno de los usos ma´s habituales de las series de datos tempo-
rales es su ana´lisis para prediccio´n y prono´stico. Por ejemplo de los datos
clima´ticos, de las acciones de bolsa, o las series pluviome´tricas. Resulta dif´ıcil
imaginar una rama de las ciencias en la que no aparezcan datos que puedan
ser considerados como series temporales.
2.1.1. Componentes
El ana´lisis ma´s cla´sico de las series temporales se basa en la suposicio´n
de que los valores que toma la variable de observacio´n es la consecuencia de
cuatro componentes, cuya actuacio´n conjunta da como resultado los valores
medidos; estos componentes son:
La tendencia secular o regular, indica la marcha general y persistente
del feno´meno observado, es una componente de la serie que refleja la
evolucio´n a largo plazo. Por ejemplo, la tendencia creciente del ı´ndice
de reciclado de basuras en los pa´ıses desarrollados, o el uso creciente de
internet en la sociedad, independientemente de que en un mes concreto
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en un pa´ıs, por determinadas causas, haya una bajada de la utilizacio´n
de internet.
Variacio´n estacional. Es el movimiento perio´dico de corto periodo,
se trata de una componente causal debida a la influencia de ciertos
feno´menos que se repiten de manera periodica en una an˜o (las esta-
ciones), una semana (los fines de semana) o un d´ıa (las horas puntas)
o cualquier otro periodo, recoge las oscilaciones que se producen en
esos per´ıodos de repeticio´n.
Variacio´n c´ıclica. Es el componente de la serie que recoge las oscila-
ciones perio´dicas de amplitud superior a un an˜o. movimientos normal-
mente irregulares alrededor de la tendencia, en las que a diferencia
de las variaciones estacionales, tiene un per´ıodo y amplitud variables,
pudiendo clasificarse como c´ıclicos, cuasic´ıclicos o recurrentes.
Variacio´n aleatoria, accidental, de cara´cter erra´tico, tambie´n denomi-
nada residuo, no muestran ninguna regularidad, debidos a feno´menos
de cara´cter ocasional como pueden ser tormentas, terremotos, inunda-
ciones, huelgas, guerras, avances tecnolo´gicos etc.
2.2. Prediccio´n de Series Temporales
La prediccio´n de series temporales es un problema complejo, consistente
en predecir el comportamiento de una serie de datos a partir de la informa-
cio´n extra´ıda de la secuencia. Asi pues, definimos una serie temporal con un
conjunto de n datos {Si}1≤i≤n. El objetivo del problema sera´ predecir Sj
para j > n.
Muchos feno´menos f´ısicos y artificiales (como por ejemplo, los nive-
les de marea [Zaldivar et al., 2000], consumo de agua [Luque et al., 2007],
ı´ndices de valores en bolsa, velocidad de la sangre en el torrente sangu´ıneo
[Mackey and Glass, 1977], mortalidad en terremotos[Gutie´rrez et al., 2005],
etc.) pueden modelarse con series temporales, lo cual hace el problema de
la prediccio´n tan complejo como interesante. El proceso de creacio´n de una
serie temporal es tan simple como archivar las medidas del feno´meno a pre-
decir, para per´ıodos de tiempo iguales: por ejemplo la cantidad de litros por
metro cuadrado ca´ıdos a lo largo de una semana en una zona.
Algunas aproximaciones al problema prefieren usar datos adicionales a la
propia serie, a la hora de predecir: por ejemplo, a la hora de predecir el nivel
de marea, si adema´s de la propia serie temporal contamos con la medida de
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la presio´n barome´trica en ese instante de tiempo, la prediccio´n tendera´ a ser
ma´s acertada. Para este trabajo, nos hemos centrado en el estudio de las
series temporales en s´ı mismas, aunque los sistemas investigados admiten la
entrada de datos adicionales a la serie.
Hay muchos me´todos para obtener buenas predicciones, pero en la ma-
yor´ıa de los casos, estos me´todos so´lo buscan una aproximacio´n general al
comportamiento de la serie. El problema radica en que las series temporales
tienen generalmente comportamientos locales que no permiten un buen nivel
de prediccio´n al usar una aproximacio´n global. Este trabajo presenta me´to-
dos para encontrar comportamientos locales capaces de hacer predicciones
a estos niveles, y en conjunto alcanzar una mejor prediccio´n total.
Definimos horizonte de prediccio´n como la cantidad de instantes de tiem-
po entre el u´ltimo instante usado para predecir y el instante a predecir. En el
caso de que usasemos {Si}1≤i≤n para predecir Sn+T , el horizonte de predic-
cio´n ser´ıa T . A la hora de realizar la prediccio´n, hay tres te´cnicas ba´sicas.
La primera consiste en entrenar un modelo que prediga la serie para
cualquier instante de tiempo posterior. Es decir, a partir de {Si}1≤i≤n
creamos un sistema F1 de forma que
∀j > n, Sˆj := F1(S1, S2, ..., Sn−1, Sn)
.
El segundo me´todo consiste en entrenar un sistema F2 para que prediga
para un horizonte de prediccio´n 1. En este caso:
Sˆn+1 := F2(S1, S2, ..., Sn−1, Sn)
Sˆn+2 := F2(S2, S3, ..., Sn−1, Sn, Sˆn+1)
y en general
Sˆn+k := F2(Sˆk, ..., Sˆn+k−2, Sˆn+k−1)
Habitualmente, este me´todo es el menos recomendado, ya que para
cada incremento en el instante a predecir se va acumulando un error
cada vez mayor.
El tercer me´todo consiste en realizar varios entrenamientos por sepa-
rado para un mismo sistema, segu´n el horizonte de prediccio´n. En este
caso, para el sistema F3, usamos la serie {Si}1≤i≤n para entrenar m
sistemas F 13 ,... ,F
m
3 , de forma que
Sˆn+1 := F 13 (S1, S2, ..., Sn−1, Sn)
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Sˆn+2 := F 23 (S1, S2, ..., Sn−1, Sn)
y en general
Sˆn+k := F k3 (S1, S2, ..., Sn−1, Sn)
para k ≤ m. De los tres me´todos, este es el ma´s costoso computa-
cionalmente.
Para la mayor´ıa de los casos, el tercer me´todo suele obtener mejores resul-
tados, y por tanto este sera´ el elegido para los me´todos investigados.
2.2.1. Transformacio´n de una Serie Temporal en Patrones
La mayor´ıa de los sistemas de aprendizaje automa´tico trabajan a partir
de patrones. Los patro´nes representan ejemplos, a partir de cuales se realiza
el proceso de aprendizaje, o bien se comprueba que el aprendizaje ha sido
correcto, si el patro´n es de validacio´n. Si queremos realizar un aprendizaje
de una funcio´n de s para´metros de entrada y t para´metros de salida, un
patro´n sera´ un vector de s+ t coordenadas de la forma:
(x1, x2, ..., xs, y1, y2, ..., yt)
donde los xi sera´n los valores de entrada, y los yj los valores de salida, para
1 ≤ i ≤ s, y 1 ≤ j ≤ t.
Para la construccio´n de patrones, debemos definir el concepto de ventana
temporal. La ventana temporal se define como la cantidad de instantes de
tiempo consecutivos que se usan para construir un patro´n. As´ı pues, con
una ventana temporal de 5 instantes y un horizonte 3, se podra´n construir
los siguientes patrones a partir de la serie temporal {Si}1≤i≤n (los datos de
salida del patro´n esta´n en negrita):
(S1, S2, S3, S4, S5,S8)
(S2, S3, S4, S5, S6,S9)
...
(Sn−7, Sn−6, Sn−5, Sn−4, Sn−3,Sn)
En general, para una ventana de h > 0 instantes y un horizonte de k > 0,
se puede construir el patro´n:
(Si, Si+1, ..., Si+h−1,Si+h−1+k)
siempre y cuando i > 0, y (i+ h− 1 + k) ≤ n.
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En general no es necesario usar todos los datos de la ventana temporal.
Por ejemplo, para la serie temporal de Mackey-Glass, en [Yingwei et al., 1997]
se usa una ventana temporal de 18 instantes, pero de estos 18 so´lo se usan 4
instantes, en concreto los 0, 6, 12 y 18 ultimos instantes. Con esto se reduce
la complejidad del sistema a entrenar.
De los sistemas con los cuales contrastamos resultados, hay algunos que
so´lo pueden producir salidas en rangos limitados, como es el caso del per-
ceptro´n multicapa, que so´lo pueden producir salidas con valores entre -1
y 1. As´ı pues, la serie temporal debe ser normalizada. Para ello debemos
encontrar el ma´ximo y el mı´nimo de la serie. As´ı pues, definimos:
SM := max1≤i≤n{Si}
Sm := min1≤i≤n{Si}
La normalizacio´n se puede hacer en cualquier intervalo que este´ dentro del
rango de salidas. Para este trabajo se eligio´ la normalizacio´n en el rango
[0, 1], que responde a la siguiente funcio´n:
norm(x) :=
x− Sm
SM − Sm
A partir de esto, definimos la normalizacio´n de un patro´n P = (x1, x2..., xp)
como:
norm(P ) := (norm(x1), norm(x2), ..., norm(xp))
Para los experimentos realizados en esta tesis, todos los patrones sera´n nor-
malizados1.
En algunas ocasiones, tambie´n se puede requerir la reordenacio´n de los
patrones. Como ejemplo, supongamos que tenemos los datos de un feno´meno
f´ısico medido a lo largo de un an˜o, y queremos entrenar un sistema de apredi-
zaje con los patrones constru´ıdos a partir de estos datos. Si a continuacio´n
dividimos el conjunto de datos de forma secuencial, es decir, el primer 80%
de los patrones los destinamos a entrenamiento, y el 20% restante a vali-
dacio´n, estar´ıamos cometiendo un error, ya que la estructura de los datos
durante una serie de meses consecutivos del an˜o puede ser muy distinta
de la misma en el resto de los meses, imposibilitando as´ı la capacidad de
generalizacio´n de los sistemas de aprendizaje automa´tico. As´ı pues, en estos
casos se suele requerir una reordenacio´n de los patrones antes de realizar
1Los algoritmos desarrollados en esta tesis no requieren que los datos sean normalizados,
pero dado que algunos de los implementados en WEKA s´ı los requer´ıan, se opto´ por la
normalizacio´n
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su divisio´n en conjuntos de entrenamiento o validacio´n. Normalmente, la
reodenacio´n a la que ma´s se suele recurrir, es la reordenacio´n aleatoria.
Para el ejemplo dado, si se tuviesen ma´s datos referentes a otros an˜os,
realmente no hubiese sido necesario reordenar los patrones, ya que habr´ıa
informacio´n suficiente para el aprendizaje.
2.2.2. Formas de afrontar la prediccio´n de Series Temporales
En la prediccio´n de Series Temporales, las te´cnicas ma´s utilizadas son
ARMA (AutoRegressive Moving Average), ARIMA [Box et al., 1976] y re-
gresiones [Papalexopoulos and Hesterberg, 1990]. En [Pulido et al., 2005] se
aplicaron te´cnicas de Sistemas de Identificacio´n. Para estos sistemas, la serie
se considera una sen˜al con un periodo T , que se modela con un modelo poli-
nomial parame´trico ARMAX. La debilidad de estos sistemas con respecto a
las Series Temporales en general es su reducida capacidad de adaptacio´n, so-
bre todo a problemas no lineales. Evitar este escollo ha motivado la bu´squeda
en este campo de investigacio´n de otras herramientas de exigencias com-
putacionales ma´s costosas [Cleveland and Devlin, 1988] y del a´rea de la In-
teligencia Artificial, como son las Redes Neuronales [Park et al., 1991] y los
Sistemas Expertos [Rahman and Hazim, 1993].
La volatilidad estoca´stica (definida como la varianza condicional de la
serie) es una caracter´ıstica inherente a las series temporales financieras.
En general, no suele ser constante y en consecuencia los modelos tradi-
cionales para series temporales no suelen ser adecuados para modelar se-
ries temporales financieras. Engle [Engle, 1982] introdujo una nueva clase
de procesos estoca´sticos llamados modelos ARCH, en los cuales la varian-
za condicionada a la informacio´n pasada no es constante, y depende de
los datos anteriores. Posteriormente, Bollerslev [Bollerslev, 1986] genera-
lizo´ los modelos ARCH al proponer los modelos GARCH en los cuales la
varianza condicional depende no so´lo de los cuadrados de las perturba-
ciones, sino adema´s, de las varianzas condicionales de per´ıodos anteriores.
A continuacio´n se desarrollaron los modelos EGARCH[Nelson, 1991], en los
cuales se crea un modelo que no se comporta de manera sime´trica para per-
turbaciones positivas y negativas de la varianza condicional, como sucede
en los modelos GARCH; expresando otro rasgo de la volatilidad: su com-
portamiento asime´trico frente a las alzas y bajas de los precios de un ac-
tivo financiero. En la u´ltima de´cada se han seguido publicando trabajos
sobre modelos de volatilidad y sus aplicaciones [Poon and Granger, 2003,
Hansen and Lunde, 2006, Casas and Cepeda, 2008].
La regresio´n local[Cleveland, 1979, Cleveland and Devlin, 1988] (LOESS
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o LOWESS - LOcally WEighted Scatterplot Smoother), es uno de muchos
me´todos modernos de construccio´n de modelos basados en los cla´sicos, como
la regresio´n lineal y no lineal. Este me´todo se basa en el ca´lculo de aproxi-
maciones locales para cada uno de los datos de entrada { ~x1, ..., ~xn}. Dichas
aproximaciones son polinomios de grado muy bajo (un grado 2 suele ser ma´s
que suficiente) calculados mediante mı´nimos cuadrados, y que so´lo tienen en
cuenta de forma ponderada los k datos ma´s cercanos al dato ~xi en que se
calculan. La influencia de los datos cercanos es ponderada mediante una
funcio´n de peso W (u). Dicha funcio´n de peso so´lo debe cumplir una serie de
requisitos (especificados en [Cleveland, 1979]), aunque la ma´s comunmente
usada es W (u) = (1 − u3)3 para 0 ≤ u < 1, y 0 para el resto de valores de
u. As´ı pues, si estamos calculando la aproximacio´n local en el punto ~xi, y
siendo D la distancia de ~xi al k−e´simo punto ma´s cercano (donde la distan-
cia usada, d, puede ser la eucl´ıdea o la que se prefiera), el peso asignado al
punto ~xj sera´:
wi( ~xj) =W (d(~xi, ~xj)/D)
la cual devuelve un valor cercano a 1 para los datos ma´s pro´ximos a ~xi, un
valor casi nulo para los que tengan un orden de cercan´ıa de k−1, k−2, y de 0
para los datos que se encuentren a una distancia mayor o igual a D. Las apli-
caciones y propiedades del sistema LOESS han sidos discutidas por diferen-
tes autores, y entre otros [Gray and Thomson, 1990, Fan and Gijbels, 1996,
Dagum and Luati, 2002].
Las redes neuronales artificiales destacan como me´todos eficaces para la
prediccio´n de series temporales [Platt, 1991, Valls et al., 2007]. Otros tra-
bajos usan me´todos de aprendizaje para seleccionar automa´ticamente los
patrones ma´s apropiados para el entrenamiento dependiendo del ejemplo
que se va a predecir. Este me´todo de entrenamiento utiliza una estrategia
de aprendizaje retardado, en el sentido de que construye aproximaciones
locales centradas alrededor de la nueva muestra. En su art´ıculo, Galva´n et
al. [Galva´n et al., 2001] aplican su me´todo tanto a la serie de Mackey-Glass,
como a la serie temporal del nivel de agua de la laguna de Venecia.
Otras aproximaciones cla´sicas pueden encontrarse en [Zaldivar et al., 2000],
donde se hace un ana´lisis de series temporales usando teor´ıa de sistemas
dina´micos no lineales as´ı como modelos basados en redes de neuronas multi-
capa. Estos modelos son aplicados a unas medidas tomadas del nivel de la
marea en la laguna de Venecia a lo largo de los an˜os 1980-1994.
Packard sugiere otra forma de afrontar el problema de la prediccio´n de
sistemas dina´micos [Meyer and Packard, 1992, Mitchell, 1996, Packard, 1990],
usando algoritmos gene´ticos [Holland, 1975] para generar reglas de predic-
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cio´n sobre una serie temporal, tal y como se vera´ en la seccio´n siguiente.
Trabajos ma´s recientes dentro de los Algoritmos Evolutivos usan GEP
(Gene Expression Programming) [Zuo et al., 2004] y ya fuera del a´rea de
la Inteligencia Artificial, funciones matema´ticas de base cardinal B-Spline
[Wei and Billings, 2006].
Una funcio´n de base cardinal de orden m se calcula de forma recursiva
mediante la ecuaciones 2.1 y 2.2, que fueron definidas en [Chui, 1992].
Nm(x) =
x
m− 1Nm−1(x) +
m− x
m− 1Nm−1(x− 1),m ≥ 2 (2.1)
N1(x) =
{
1 si x ∈ [0, 1)
0 eoc
(2.2)
El me´todo para predecir series temporales consiste en aproximar una
funcio´n f(x) tal que fi(x) = xi encontrando los coeficientes {cmk }k∈C ∈ `2(Z)
tales que
f(x) =
∑
k∈C
cmk s
j/2Nm(sjx− k)
En teor´ıa, C podr´ıa ser igual a Z, pero ciertos teoremas matema´ticos
nos garantizan que siendo C un subconjunto finito de Z obtenemos una
aproximacio´n bastante cercana a f(x).
2.2.3. Clasificacio´n contra Prediccio´n
Evidentemente, para un sistema capaz de realizar aproximaciones de
funciones, la tarea de clasificacio´n es trivial. Si tenemos un conjunto de pa-
trones P y un conjunto de prototipos S = {S1, ..., Sn}, basta con aproximar
la funcio´n vectorial f¯(p), definida en la ecuacio´n 2.3.
f¯(p) = e¯i si p ∈ Si (2.3)
donde e¯i es el i-e´simo vector cano´nico n-dimensional. Es decir:
e¯1 = (1, 0, 0, ..., 0)
e¯2 = (0, 1, 0, ..., 0)
e¯3 = (0, 0, 1, ..., 0)
...
e¯n−1 = (0, 0, 0, ..., 1, 0)
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e¯n = (0, 0, 0, ..., 1)
As´ı pues, si por ejemplo el patro´n q pertenece a la clase S2, entonces
f¯(q) = (0, 1, 0, ..., 0). Otra posible opcio´n para el sistema aproximador de
funciones ser´ıa aproximar la funcio´n g(p) definida como
g(p) = f¯(p) · (1, 2, 3, ..., n)
donde · representa el producto escalar de dos vectores. O lo que es lo mismo
g(p) = i si p ∈ Si
En cualquier caso, esta segunda aproximacio´n no tiene por que´ dar tan
buen resultado como la primera, ya que la reduccio´n de la dimensionali-
dad del problema puede eliminar informacio´n. Por ejemplo, con la segunda
aproximacio´n, si un patro´n perteneciente a la clase i se clasificase en la clase
i− 1 producir´ıa un error ma´s bajo que si se clasificase en la clase i− 2, con
lo cual hay dos problemas:
El error de clasificacio´n depende del orden en que suministremos la
lista de clases S = {S1, ..., Sn}, lo cual puede influir en los sistemas
basados en descenso de gradiente.
En teor´ıa, un patro´n mal clasificado deber´ıa producir una medida de
error independiente de la clase a la que erro´neamente se hubiese man-
dado. Si esta´ mal clasificado, lo esta´ independientemente de a donde
se mande, y no ma´s o menos mal clasificado2
2.3. Algoritmos Evolutivos
Los algoritmos evolutivos son te´cnicas englobadas dentro del campo de
la inteligencia artificial. Dichas te´cnicas se aplican principalmente a pro-
blemas de optimizacio´n, y su principal caracter´ıstica consiste en tratar las
posibles soluciones al problema como individuos que evolucionan a lo largo
de iteraciones (tambie´n llamadas ”generaciones”). Este conjunto de algorit-
mos destacan especialmente cuando el problema de optimizacio´n a tratar
posee un gran espacio de bu´squeda, no son lineales, poseen gran cantidad de
ma´ximos o mı´nimos locales, o en general no son resolubles por las te´cnicas
esta´ndar de bu´squeda (como descenso del gradiente).
2No siempre es as´ı, y es posible que existan algunos dominios en los cuales puede
interesarnos tener una gerarqu´ıa de clases. Es posible que mandar un patro´n a una clase
sea erro´neo, pero menos que mandarlo a una tercera clase.
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Siguiendo la terminolog´ıa de la teor´ıa de la evolucio´n, los objetos que
representan las soluciones al problema se denominan individuos (y su repre-
sentacio´n cromosomas), y el conjunto de e´stos, poblacio´n. Nuevos individuos
son producidos a partir de los ya existentes en la poblacio´n mediante los
operadores gene´ticos, principalmente el sobrecruzamiento, que consiste en
la creacio´n de un nuevo individuo a partir de la mezcla de la informacio´n
de dos o ma´s individuos; otro operador es el de mutacio´n, que es un cam-
bio aleatorio en la informacio´n de los individuos. La seleccio´n, consistente
en la eleccio´n de los individuos que sobrevivira´n y formara´n la siguiente
generacio´n. Dado que los individuos que representan las soluciones ma´s ade-
cuadas al problema tienen ma´s posibilidades de sobrevivir, la poblacio´n va
mejorando gradualmente. Esta seleccio´n se produce a partir de una fun-
cio´n de aptitud, o fitness. La funcio´nde fitness tiene como objetivo guiar
la evolucio´n de forma que el ma´s apto tendra´ mejor valoracio´n de fitness, o
lo que es lo mismo, un invididuo sera´ mejor solucio´n cuanto ma´s alto sea su
valor de fitness.
Los tres principales paradigmas dentro de los algoritmos evolutivos son:
Algoritmos Gene´ticos
Estrategias Evolutivas
Programacio´n Gene´tica
Para este trabajo de investigacio´n se han recurrido las te´cnicas basadas
en Algoritmos Gene´ticos y Estrategias Evolutivas, que se detallara´n
en las secciones siguientes. Se puede encontrar ma´s informacio´n sobre los
algoritmos evolutivos en [Fogel, 1994].
2.3.1. Algoritmos Gene´ticos
El precursor de este campo de investigacio´n fue John Henry Holland,
que durante los an˜os 70 estuvo investigando la forma de aplicar las teor´ıas
de la evolucio´n al campo de la ciencia computacional [Holland, 1975]. Su
idea se basaba en usar poblaciones de individuos que, mediante cadenas
de ceros y unos, representaban soluciones a cierto problema. A partir de
estas poblaciones, y mediante te´cnicas que simulaban el sobrecruzamiento,
mutacio´n y la seleccio´n natural, se buscaba obtener mejores soluciones.
Los algortimos gene´ticos, siguen el esquema detallado en el Algoritmo 1.
Dentro de los Algoritmos Gene´ticos, a su vez hay dos interesantes
perspectivas: la de Pittsburgh [Smith, 1980, Smith, 1983] y la de Michi-
gan [Holland and Reitman, 1977, Booker, 1982]. En la primera, que es la
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Algorithm 1 Esquema de los Algoritmos Gene´ticos
Inicializar poblacio´n
mientras no condicion-de-parada
engendrar individuos
mutar
seleccionar
ma´s usada, cada individuo representa una posible solucio´n al problema. La
poblacio´n por tanto, representa un conjunto de soluciones. En la segunda,
cada individuo representa so´lo una parte de la solucio´n, que vendra´ definida
por toda la poblacio´n (que en este caso representara´ una u´nica solucio´n).
Cada una de estas perspectivas tiene su ventaja, como el hecho de que
las evaluaciones son ma´s ra´pidas y los individuos ocupan menos espacio en
memoria, para la perspectiva Michigan. En el otro lado esta´ el hecho de que
la perspectiva de Pittsburgh nos da todo un conjunto de soluciones, lo cual
siempre es ma´s ventajoso que obtener so´lo una. Esta perspectiva es impres-
cindible para los algoritmos gene´ticos multiobjetivo. En cualquier caso, y
dada la localidad que buscamos para esta tesis, no hemos decantado por
Michigan.
Hoy en d´ıa, los algoritmos gene´ticos se aplican no so´lo a la optimizacio´n
de funciones, sino a campos tan diversos como por ejemplo, la criptograf´ıa
[Isasi and Herna´ndez, 2004, Herna´ndez and Isasi, 2004, Nedjah et al., 2007],
teor´ıa de juegos [Axelrod, 1997, Mocho´n et al., 2005], economı´a y finanzas
[Anthony and Jennings, 2002, Mocho´n et al., 2008, Quintana et al., 2005], ar-
te y creatividad musical [Romero and Machado, 2007, Miranda and Biles, 2007,
Sa´ez et al., 2004], disen˜o [Sa´ez et al., 2005], biolog´ıa [Kuzmanovski et al., 2005],
... etc.
2.3.2. Estrategias Evolutivas
Las Estrategias Evolutivas fueron creadas por Rechenberg y Schwefel en
la Universidad Te´cnica de Berlin [Schwefel, 1965], y su primer campo de
investigacio´n fue el disen˜o de tu´neles de viento.
Las dos principales diferencias de las estrategias evolutivas con respecto a
los otros algoritmos evolutivos son que su codificacio´n se hace sobre vectores
de nu´meros reales y que en las estrategias evolutivas u´nicamente se usa
el operador de mutacio´n [Fogel, 1994, Ba¨ck et al., 1991], es decir, no hay
intercambio de informacio´n entre padres para tener un descendiente, lo cual
efectivamente ocurre en otros paradigmas como los algoritmos gene´ticos o la
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programacio´n gene´tica [Fogel, 1994, Holland, 1975, Mitchell, 1996]. En las
estrategias evolutivas el proceso de engendrar produce los λ hijos a partir
de los µ padres mediante mutacio´n. Hay varias formas de producir estos
descendientes por mutacio´n de los datos del padre, de las cuales detalla-
mos las principales, pero todas ellas exigen que el individuo mantenga una
informacio´n adicional referente a la amplitud de la mutacio´n, al contrario
que en los dema´s Algoritmos Evolutivos. La primera forma de mutar
consistente en alterar aleatoriamente la informacio´n del progenitor segu´n
una funcio´n aleatoria gausiana. Matema´ticamente escribimos este operador
de mutacio´n del elemento x como N(x, v), es decir, la mutacio´n del valor
de x es una variable aleatoria normal de media x y varianza v. A su vez
esta varianza tambie´n suele ser un para´metro que el descendiente hereda
y muta segu´n la fo´rmula v′ = veN(0,A), donde A es una constante que se
suele ajustar para cada problema. Esta varianza viene a representar cua´n
cerca esta´ ese elemento en concreto de la solucio´n: una varianza pequen˜a
producira´, la mayor´ıa de las veces, alteraciones pequen˜as, y una varianza
grande, alteraciones grandes, con lo cual es lo´gico que este para´metro se
herede.
La segunda forma es la llamada regla 1/5, basada en los postulados de
Rechenberg [Ba¨ck et al., 1991], que asegura que en una estrategia (1+1) la
proporcio´n de descendientes que sustituyen al padre debe ser 1/5. Si es mayor
que 1/5 debemos incrementar la varianza, y si es menor, decrementarla. En
este me´todo la varianza se mantiene fija, y si la funcio´n a optimizar tiene
n variables, cada n generaciones observamos la proporcio´n de sustituciones
del padre que se han producido en las u´ltimas 10n generaciones. Si esta
proporcio´n es mayor que 1/5, la varianza se multiplica por una constante
de incremento ci; si es menor que 1/5, la varianza se multiplica por una
constante de decremento cd. Si la proporcio´n es exactamente 1/5, entonces se
mantiene la varianza. Como constantes se suelen usar cd = 0,82 y ci = 1/0,82
A la hora de seleccionar la poblacio´n hay dos alternativas: (µ + λ) y
(µ, λ). En la (µ + λ) µ padres producen λ ≥ µ hijos, y entre la poblacio´n
total de µ + λ individuos se seleccionan los µ mejores, que pasan a ser los
padres de la siguiente generacio´n. En la (µ, λ) µ padres producen λ ≥ µ
hijos, y de entre estos λ hijos se seleccionan los µ mejores, que pasan a ser
los padres de la siguiente generacio´n.
Se puede encontrar ma´s informacio´n sobre estrategias evolutivas, en
[Ba¨ck et al., 1991, Ba¨ck and Schwefel, 1992], as´ı como algunas de sus apli-
cacio´nes [Luque et al., 2004a].
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2.4. Algoritmos para la prediccio´n de Series Tem-
porales
En la literatura se han desarrollado distintas aplicaciones del a´rea de la
inteligencia artificial al campo de las Series Temporales. Dentro de e´stas,
existen diferentes te´cnicas para dividir el espacio de entrada en regiones.
Estas son, pues, las que ma´s nos interesan y las que desarrollan una idea
ma´s cercana a la aproximacio´n presentada en esta Tesis. El sistema LVQ
[Somervuo and Kohonen, 1999] usa regiones de Voronoi para tareas de clasi-
ficacio´n. Las Redes de Base Radial (Radial Basis Neural Networks -
RBNN)[Moody and Darken, 1989] , en uno de sus me´todos no supervisa-
dos cla´sicos, divide el espacio de entrada en regiones de Voronoi usando
el algoritmo de K-medias [Lloyd, 1982, Macqueen, 1967] u otros algoritmos
similares para determinar los centros de las funciones de base radial.
Las RBNN tambie´n poseen otras formas alternativas de determinar los
centros de las funciones de base radial, modificando la posicio´n de los cen-
troides de forma supervisada para minimizar el error cuadra´tico medio de
la salida. Esta idea es ma´s cercana a la presentada en este trabajo: ajustar
los centroides durante el proceso de minimizacio´n del error.
Tambie´n se han utilizado Algoritmos Gene´ticos para evolucionar re-
giones de Voronoi en problemas de clasificacio´n, tal como se expone en
[Ferna´ndez and Isasi, 2008]. Packard [Packard, 1990] tambie´n uso´ algorit-
mos gene´ticos para afrontar el problema de prediccio´n en sistemas dina´mi-
cos: en [Meyer and Packard, 1992, Mitchell, 1996], dicho autor presenta un
nuevo enfoque en el cual se divide el espacio de entrada mediante reglas
condicionales. Para el primer modelo presentado en esta Tesis, se trato´ de
mejorar la idea de Packard, tal como se muestra en nuestros trabajos previos
[Luque et al., 2004b, Quintana et al., 2005]
Otros trabajos tambie´n han usado la idea de construir modelos locales
[Pavlidis et al., 2004, Vrahatis et al., 2002], usando el sistema de clustering
k-windows.
A continuacio´n, pasamos a describir brevemente todos estos algoritmos
de particionado del espacio.
2.4.1. K-Medias
El algoritmo de K-medias es un algoritmo de ”clustering”, o lo que
es lo mismo busca situar un nu´mero m de prototipos de forma que cada
uno este´ centrado en una acumulacio´n de datos de entrada o patrones,
que llamaremos T = {t1, ..., ts} ⊂ Rn. El conjunto finito de prototipos
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sera´ ϕ = {P1, ..., Pm}. Cada uno de estos prototipos define una regio´n de
Voronoi. Llamaremos Vi a la regio´n definida por Pi, con 1 ≤ i ≤ m. Un
punto p del espacio de entrada pertenecera´ a la regio´n Vi, y solo a ella si
d(p, Pi) < d(p, Pj),∀j 6= i, 1 ≤ j ≤ m
siendo d la distancia euclieda en el espacio Rn, es decir, d es la funcio´n
definida en la ecuacio´n 2.4 para los puntos x¯ = (x1, ..., xn) e y¯ = (y1, ..., yn).
d(x¯, y¯) =
√√√√ n∑
i=1
(xi − yi)2 (2.4)
El algoritmo de K-medias necesita como entradas el nu´mero de pro-
totipos que queremos usar, m, el nu´mero de interaciones ma´ximo, M , y el
conjunto de patrones T = {t1, ..., ts} ⊂ Rn. Una vez suministrados estos
datos, el algoritmo de K-medias sigue el siguiente esquema:
PASO 1: Se inicializan aleatoriamente los m prototipos P1, ..., Pm, e
inicializamos a 0 el contador de iteraciones z. Tambie´n fijamos una
distancia suficientemente pequen˜a ².
PASO 2: Para cada prototipo Pi, buscamos los patrones de T =
{t1, ..., ts} que pertenezcan a su regio´n de Voronoi correspondiente.
Llamaremos a este subconjunto Ti ⊂ T , y por tanto estara´ definido
por la ecuacio´n 2.5.
Ti = {t ∈ T |t ∈ Vi} (2.5)
PASO 3: Para cada ı´ndice i, calculamos P¯i como el centro de masas
discreto del conjunto Ti. Es decir, si Ti = {q1, ..., qk} ⊂ T , y a su vez
ql = (ql1, ...q
l
n), entonces el protipo P¯i sera´ calculado como el vector
definido en la ecuacio´n 2.6.
P¯i = (
∑k
i=1 q
i
1
k
, ...,
∑k
i=1 q
i
n
k
) (2.6)
PASO 4: Incrementamos en uno el contador de iteraciones z. Si z =M ,
o si para todo i tenemos que d(Pi, P¯i) < ², entonces hemos terminado.
En caso contrario, asignamos a Pi el valor de P¯i para cada i, y volvemos
al PASO 2.
De esta forma obtenemos una serie de prototipos que representan a los
patrones que pertenecen a su regio´n de Voronoi.
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2.4.2. K-Windows
El algoritmo de clustering k-windows [Vrahatis et al., 2002] trata de si-
tuar una ventana d-dimensional de forma que incluya todos los patrones que
pertenezcan a cada prototipo, para cada uno de los prototipos.
El funcionamiento de este algoritmo es parecido al de K-medias salvo por
el hecho de que usa hipercubos (o ventanas) en vez de regiones de Voronoi,
y que todos los hipercubos no llegan a recubrir todo el espacio; en realidad,
puede haber patrones que no este´n dentro de ningu´na ventana.
En un principio se seleccionan k puntos aleatoriamente. Las d-ventana
iniciales, de un taman˜o a, se centrara´n en dichos puntos iniciales. A con-
tinuacio´n, se identifican los patrones que pertenezcan a cada d-ventana.
Posteriormente se calcula la media de los patrones pertenecientes a cada
d-ventana, y dicho punto se asigna al centro de la d-ventana. Con esto, ajus-
tamos mejor la posicio´n de la d-ventana a los puntos que contiene. Este
proceso se va reiterando hasta que no hay alteraciones en las posiciones de
las d-ventanas (o hasta un ma´ximo de iteraciones, o hasta que la variacio´n
de la posicio´n de la d-ventana esta´ por debajo de cierto umbral θv).
Una vez que la fase de movimiento de las d-ventanas ha terminado, viene
una segunda fase en la cual estas se expanden de forma que capturen tantos
patrones como les sea posible. Este alargamiento se hace por separado para
cada dimensio´n de la d-ventana. Cada d-ventana se alarga en un porcentaje
de θe/l en cada dimensio´n, donde θe es un valor definido por el usuario, y
l se mantiene del nu´mero de alargamientos favorables previos. Despues de
que se produzca el alargamiento unidimensional, la ventana de mueve de la
forma anteriormente descrita. Despue´s de este nuevo proceso de movimiento,
se calcula el incremento proporcional de patrones que ha ganado esta d-
ventana. Si dicha proporcio´n no supera el umbral de cobertura definido por
el usuario, θc, se rechazan los cambios (movimientos y alargamientos) para
esta d-ventana, y se devuelve a su estado anterior. En caso contrario, todos
estos cambios se aceptan. Si este alargamiento se acepta para la dimensio´n
d′ ≥ 2, entonces, para todas las dimensiones d′′ tales que d′′ < d′ se realiza
de nuevo el proceso de alargamiento, asumiendo como posicio´n inicial la
actual de la ventana. El proceso termina cuando el alargamiento en alguna
dimensio´n no produce un incremento proporcional del nu´mero de patrones
contenidos en la ventana mayot que el umbral θc.
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2.4.3. Redes de Cuantizacio´n Vectorial (LVQ)
LVQ es una versio´n supervisada de los mapas auto-organizados de Koho-
nen (SOM) [Somervuo and Kohonen, 1999]. En dicho me´todo se introduce
cada uno de los ejemplos de entrenamiento en la red. Para cada ejemplo se
calcula la ce´lula ganadora de la capa F2 de la misma forma que se hace con
el me´todo SOM. En la capa F2 esta´n los prototipos de las clases que pro-
ducira´ como salida la red. As´ı pues, la ce´lula ganadora correspondera´ al pro-
totipo asignado al ejemplo de entrada, la clase a la que se le hara´ pertenecer.
A continuacio´n se realiza el aprendizaje para dicha ce´lula ganadora, y las de
su vecindario. Esto no puede hacerse en un aprendizaje supervisado, pues
ya se conoce a priori a que´ clase pertenece el ejemplo de entrenamiento.
As´ı pues, se ha modificado el me´todo para tener en cuenta esta informacio´n.
Las ce´lulas de la capa F2 constituyen los prototipos de la clasificacio´n,
y se distribuyen inicialmente de forma aleatoria por el espacio de estados.
La solucio´n al problema de clasificacio´n sera´ la colocacio´n final de dichos
prototipos, o ce´lulas de la capa F2, junto con la regla de vecinos ma´s cercano.
La colocacio´n de los prototipos vendra´ especificada por los valores de los
pesos de las conexiones entre la capa de entrada y la capa de competicio´n de
la red. Mientras que la regla del vecino ma´s cercano funciona de la siguiente
manera:
Se introduce el nuevo ejemplo a clasificar.
Se calcula la distancia de este nuevo ejemplo a todos los prototipos
existentes.
Se etiqueta el nuevo ejemplo como perteneciente a la clase del prototipo
cuya distancia calculada en el paso 2 sea ma´s pequen˜a.
En un modelo de Red de Neuronas Artificial esta regla equivale simple-
mente a introducir un ejemplo en la red, propagarlo hasta obtener una salida
y asignarle la clase a la que pertenece la ce´lula ganadora.
Una vez distribuidos los prototipos de forma aleatoria, se van desplazan-
do a medida que se van introduciendo los ejemplos de entrenamiento. Para
ello se utiliza la misma regla de aprendizaje que el me´todo de Kohonen para
los SOM:
dµij
dt
= α(t)τj(t)(²i(t)− µij(t)) (2.7)
Pero en este caso, la funcio´n τj(t) var´ıa de la siguiente forma:
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τj =

1 si Ci ganadora y pertenece a la misma clase que ²i
−1 si Ci ganadora y no pertenece a la misma clase que ²i
0 en caso contrario
Esta modificacio´n de la funcio´n τj cambia sustancialmente el procedi-
miento con respecto al me´todo de Kohonen. En primer lugar, al ser apren-
dizaje supervisado se ha eliminado el concepto de vecindario. Ahora so´lo se
modificara´ la ce´lula ganadora, y las restantes no sufrira´n ningu´n cambio. La
modificacio´n de la ce´lula ganadora no es siempre en la misma direccio´n. En
el me´todo de Kohonen, la ce´lula ganadora se aproximaba siempre al ejemplo
introducido; de esta forma las ce´lulas acababan en el centro de agrupaciones
de ejemplos. En el me´todo LVQ, si la ce´lula ganadora pertenece a la misma
clase que el ejemplo, la salida de la red es correcta, y para reforzarla se
aproxima la red al ejemplo; de esta forma tambie´n se colocara´ cerca de los
ejemplos a los que representa, y que son de su misma clase. Sin embargo,
si la ce´lula ganadora no pertenece a la misma clase que el ejemplo, se es-
tara´ produciendo una salida incorrecta, y habra´ que penalizar dicha salida.
Para ello lo que se hace es alejar (de ah´ı el signo negativo de la funcio´n τj en
el segundo supuesto) la ce´lula del ejemplo para que en presentaciones pos-
teriores de este mismo ejemplo haya otras ce´lulas que lo representen, y no
e´sta. As´ı se consigue que los prototipos se vayan paulatinamente acercando
a los ejemplos a cuya clase representan, y alejando de aquellos a los que no
representan.
En este caso, el valor de la tasa de aprendizaje α se decrementa con
el tiempo, al igual que ocurre con el me´todo de Kohonen. Usualmente, este
valor se inicializa con valores pequen˜os (0.1) y se decrementa de forma lineal
muy ligeramente.
2.4.4. Prediccio´n de Sistemas Dina´micos mediante Algorit-
mos Gene´ticos
Norman Packard[Meyer and Packard, 1992, Mitchell, 1996, Packard, 1990]
desarrollo´ un sistema evolutivo basado en algoritmos gene´ticos y lo aplico´ al
campo del ana´lisis de datos y prediccio´n . Este problema se puede plantear de
forma gene´rica de la siguiente forma: a partir de una serie de observaciones
de un proceso, se anota un conjunto de pares:
{(x¯1, y1), ..., (x¯N , yN )}
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donde x¯i = (xi1, ..., x
i
n) son variables independientes, e y
i es una variable
dependiente, con (1 ≤ i ≤ N). Como ejemplo, en el caso de feno´menos
clima´ticos, las variables dependedientes para cada d´ıa podr´ıan ser la humedad
ambiental, la presio´n barome´trica media, la temperatura ma´xima y mı´nima,
una variable booleana que indicase si llovio´ o no, y la variable dependiente
podr´ıa ser si llueve o no al d´ıa siguiente. En un dominio de valores de acciones
en bolsa, las variables dependientes podr´ıan ser x¯ = (x(t1), x(t2), ..., x(tn))
representando el valor de las acciones a lo largo de diferentes instantes de
tiempo, y la variable dependiente y = x(tn+k) ser´ıa el valor de dichas ac-
ciones en un instante de tiempo posterior (es decir, como una serie temporal).
Packard uso´ Algoritmos Gene´ticos para realizar bu´squedas en el espacio
del conjunto de condiciones sobre las variables dependientes, para encontrar
aquellas que produjesen buenas predicciones para la variable dependiente.
Por ejemplo, en el dominio de las acciones en bolsa, un invididuo de su GA
podr´ıa ser una condicio´n del tipo:
C = {($20 ≤ Precio de las acciones de Xerox el d´ıa 1)
∧($25 ≤ Precio de las acciones de Xerox el d´ıa 2 ≤ $27)
∧($22 ≤ Precio de las acciones de Xerox el d´ıa 3 ≤ $25)}
donde ∧ representa al operador lo´gico ”AND”. As´ı pues, este individuo
representa a todos los conjuntos de tres d´ıas en los cuales se cumplen las
3 condiciones (incluido el conjunto vac´ıo si no se cumplen ninguna de las 3
condiciones). Por tanto, dicha condicio´n C especifica un subconjunto dentro
del conjunto de datos. El objetivo de Packard era usar GA para encontrar
conjuntos de condiciones que fuesen buenos predictores. Es decir, buscar
conjuntos de condiciones que definiesen subconjuntos dentro del espacio de
datos cuyos valores de la variable dependiente estuviesen cerca de ser uni-
formes.
El fitness de cada individuo C se calculaba pasando todos los puntos
(x¯, y) del conjunto de entrenamiento por C, buscando los x¯ que cumpliesen
la condicio´n de C y guardando el correspondiente valor de y. Despue´s, se
usa una medida para calcular la uniformidad de los valores de y anotados.
Si todos estos valores presentan poca varianza con respecto a su valor medio
v, entonces la condicio´n C es candidata a ser un buen predictor para y.
Es decir, si un vector x¯ cumple la condicio´n de C, podemos esperar que su
variable dependiente correspondiente y este´ muy cerca del valor de v.
La funcio´n de fitness sugerida por Packard para una condicio´n C fue´ la
indicada en la ecuacio´n 2.8.
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f(C) = −log2( σ
σ0
)− α
NC
(2.8)
donde σ es la desviacio´n esta´ndar del conjunto de y de los puntos del con-
junto de entrenamiento que verificaban la condicio´n de C, σ0 es la desviacio´n
esta´ndar de los valores de y para todos los datos del conjunto de entrenamien-
to, NC es la cantidad de puntos que cumplieron la condicio´n de C, y α una
constante que se puede ajustar para cada dominio.
El esquema del Algoritmo Gene´tico usado por Meyer y Packard era:
1. Inicializar la poblacio´n con un conjunto aleatorio de Cs
2. Calcular el fitness de los Cs
3. Ordenar la poblacio´n en base a su fitness.
4. Eliminar los peores individuos en base a un porcentaje de la poblacio´n
total, y reemplazarlos por los nuevos obtenidos mediante sobrecruza-
miento y mutacio´n.
5. Volver al paso 2.
El me´todo de sobrecruzamineto elegido fue´ el uniforme. Aqu´ı tenemos
un ejemplo de su funcionamiento:
Padre A : {(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8) ∧ (3,4 ≤ x9 ≤ 9,9)
Padre B : {(6,5 ≤ x2 ≤ 6,8) ∧ (1,4 ≤ x4 ≤ 4,8) ∧ (1,2 ≤ x9 ≤ 1,7)
∧(4,8 ≤ x16 ≤ 5,1)
Hijo A : {(3,2 ≤ x6 ≤ 5,5) ∧ (1,4 ≤ x4 ≤ 4,8) ∧ (3,4 ≤ x9 ≤ 9,9)
Hijo B : {(6,5 ≤ x2 ≤ 6,8) ∧ (0,2 ≤ x8 ≤ 4,8) ∧ (1,2 ≤ x9 ≤ 1,7)
∧(4,8 ≤ x16 ≤ 5,1)
El este ejemplo, el Hijo A tiene dos genes del Padre A y dos genes del
Padre B, minetras que el Hijo B tienen un gen del Padre A y tres genes del
Padre B. Los operadores de mutacio´n usados fueron:
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An˜adir una nueva condicio´n:
{(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8)}
→ {(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8) ∧ (3,4 ≤ x9 ≤ 9,9)}
Eliminar una condicio´n:
{(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8) ∧ (3,4 ≤ x9 ≤ 9,9)}
→ {(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8)}
Acortar un rango:
{(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8)}
→ {(3,9 ≤ x6 ≤ 4,8) ∧ (0,2 ≤ x8 ≤ 4,8)}
Agrandar un rango:
{(3,2 ≤ x6 ≤ 5,5) ∧ (0,2 ≤ x8 ≤ 4,8)}
→ {(3,2 ≤ x6 ≤ 5,5) ∧ (1,2 ≤ x8 ≤ 5,8)}
2.4.5. Disen˜o Evolutivo de Clasificadores por Vecindario
El ENCC[Ferna´ndez and Isasi, 2004, Ferna´ndez and Isasi, 2008] (Evolu-
tionary Design of Nearest Neighbour Classifiers) o disen˜o evolutivo de clasi-
ficadores por vecindario , es una aproximacio´n evolutiva al problema del
disen˜o de clasificadores por vecindario. Para este algoritmo no se requiere
fijar el nu´mero de prototipos. Al igual que en los algoritmos propuestos en
esta tesis, esta aproximacio´n tambie´n sigue una perspectiva de Michigan,
donde cada cromosoma representa un u´nico prototipo, y no todo el sistema
clasificador. As´ı pues, el sistema clasificador queda representado por toda la
poblacio´n. Los conceptos usados por este algoritmo son:
Clasificador/Poblacio´n, C: El conjunto deN prototipos C = {r1, ...r,N }
Prototipo/Animal, ri: Cada individuo se compone de la localizacio´n
del mismo, y de la clase a la que pertenece.
Regio´n, ri: El entorno esta dividido en un conjunto de N regiones.
Cada individuo o animal se alimentara´ de los vegetales de su propia
regio´n. La regio´n a la que pertenece cada animal viene definida por su
posicio´n y la regla del vecino ma´s cercano.
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Clase/Especie, sj : Tanto animales como vegetales pertenecen a una
clase o especie del conjunto S = {s1, ..., sL}. El objetivo de un animal
ri de la especie sj es comer tantos vegetales de la clase sj como le sea
posible, sin comer vegetales de otras clases sk, con k 6= j.
Patro´n/Vegetal, vr: Sera´n cada uno de los patrones o ejemplos usados
para entrenar el sistema. Se consideran como vegetales por el algoritmo
descrito en esta seccio´n.
Calidad/Salud de un individuo: Representa una relacio´n ponderada
entre el rendimiento local del prototipo y los rendimientos de los dema´s
prototipos.
La segunda diferencia de este algoritmo con otros enfoques evolutivos
esta´ en los operadores usados para evolucionar la poblacio´n. Durante el
proceso de aprendizaje se aplican diversos operadores sobre cada individuo,
y cada iteracio´n se considera un an˜o en la vida del animal. Este an˜o se
divide en 4 fases o temporadas: primavera, verano, oton˜o e invierno. En
cada temporada, se aplicara´n diferentes operadores, que aparecen descritos
en la Tabla 2.1.
Tabla 2.1: Fases del Algoritmo ENCC
Temporada Operador Descripcio´n
Primavera Mutacio´n Cada animal cambia su especie por la
de la mayor´ıa de las especies de vege-
tales en su regio´n
Verano Reproduccio´n Los animales se reproducen para crear
ma´s animales que coman lo que los
padres no quieren comer
Oton˜o Luchar y moverse Los animales luchan entre ellos y se
mueven a una posicio´n diferente para
conseguir mas comida
Invierno Muerte Los animales ma´s de´biles mueren
Otro factor importante es que esta divisio´n en diferentes interaciones
nos permite usar diferentes patrones de entrenamiento en cada una de las
iteraciones. A continuacio´n, se describen tanto la inician˜izacio´n del algortimo
como cada una de las temporadas y operadores.
Inicializacio´n: Esta parte del algoritmo tiene dos posibles alternativas.
La primera es empezar con un u´nico individuo como poblacio´n inicial.
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La segunda alternativa es empezar con un individuo por cada patro´n.
Dependiendo del dominio, cada una puede obtener mejores resultados,
pero en cualquier caso ambas son va´lidas.
Primavera: Es la e´poca en la que nacen los vegetales. Todos los ani-
males son situados en su propia regio´n, y recolectan los vegetales de su
regio´n. La forma de ver a que´ animal pertenece cada vegetal se hace
mediante la regla de vecino ma´s cercano.
Al final de la primavera, cada animal sabe la cantidad de vegetales de
cada especie que pueden comer, con lo cual tendera´ a la especie vegetal
ma´s abundante en su zona. Esta fase se corresponde con la fase de
etiquetacio´n en los sistemas tradicionales de aprendizaje supervidado.
Para este algoritmo, el operador descrito se llama de mutacio´n.
Verano: Esta es la e´poca en la que los animales se reproducen (segundo
operador). En este caso, la reproduccio´n es asexual, y un animal se
reproduce solamente si necesita otro animal que se coma los vegetales
que el no quiere. Este proceso es equivalente en el campo de las redes
neuronales a introducir nuevas neuronas en la red, basa´ndose en los
aciertos de la misma.
As´ı pues, un animal so´lo se reproduce si hay ma´s de un tipo de ve-
getales en su regio´n. La probabilidad de reproduccio´n es proporcional
a la diferencia entre el nu´mero de clases vegetales en cada regio´n. Los
animales recie´n nacidos se situara´n de forma que mejoren las aptitudes
del padre.
Oton˜o: Esta es la e´poca en que la comida empieza a escasear, y los
animales deciden buscar ma´s comida. El oton˜o consta de dos fases.
En la primera, los animales tienen la posibilidad de luchar entre ellos
para arrebatarse los territorios. En la segunda fase, los animales se
recolocan para encontrar el lugar o´ptimo en que pasar el invierno.
• Luchar: Un animal puede decidir luchar contra otros para con-
seguir ma´s comida. El operador de lucha se ejecuta para cada
animal y consta de las siguientes fases:
◦ Se elige un rival, asignando a cada posible rival una probabi-
lidad proporcional a la distancia con el resto de los animales,
usando una seleccio´n mediante ruleta.
◦ Una vez elegido el rival, el animal debe decidir si enfrentarse
a el o no. La probabilidad de luchar es proporcional a la
diferencia de salud entre ambos rivales.
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◦ Una vez decidido el rival, y si el animal decide luchar con el,
hay dos posibilidades:
¦ Si el animal al que se enfrenta no pertenece a su misma
especie, no hay necesidad de confrontacio´n, ya que no
comparten alimento. Ambos llegan a un acuerdo para
compartir regio´n y que cada uno coma sus vegetales.
¦ Si ambos animales pertenecen a la misma especia, ambos
se enfrentan. La victoria sera´ proporcional a la salud que
cada uno tenga. El ganador toma la comida del perdedor.
• Moverse: El operador de movimiento permite recolocar cada ani-
mal en el mejor lugar posible para pasar el invierno, y esperar a
la siguiente primavera. As´ı pues, cada animal se mueve al centro
de los vegetales de su misma clase.
Invierno: En esta e´poca, los animales ma´s de´biles morira´n. La probabi-
lidad de morir es de 1 menos el doble de su salud. As´ı pues, los animales
ma´s saludables sobrevivira´n con una probabilidad de 1, mientras que
los ma´s de´biles, con una por debajo de 0,5. Al final de esta e´poca,
todos los vegetales desaparecen.
La funcio´n de salud de un individuo ri se define mediante la ecuacio´n
2.9:
salud(ri) = min(1, aciertos(ri) ∗ aportacion(ri)) (2.9)
A su vez definimos:
aportacion(ri) =
||Vij ||
expectativa(sj)
2
aciertos(ri) =
||Vij ||
||Ri||
donde Ri es conjunto de patrones localizados en la regio´n ri y ||Vij ||
es el nu´mero de prototipos localizados en la regio´n ri que pertenecen a la
misma clase que el prototipo ri. Tambie´n definimos expectativa(sj) como el
nu´mero de patrones que un prototipo ri de la clase sj se espera que clasifique
correctamente. Es decir:
expectativa(sj) =
||Sj ||
regiones(sj)
Sj se define como el conjunto de patrones que pertenecen a la clase sj .
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2.5. Objeciones a los Algoritmos Previos
La mayor´ıa de los sistemas de aprendizaje automa´tico encontrados so´lo
trabajan desde una perspectiva de aproximacio´n global. Por contra, la ma-
yor´ıa de los sistemas capaces de trabajar a nivel local se quedan en labores
de clasificacio´n, y no llegan a trabajar con aproximaciones de funciones. Para
este trabajo se ha considerado de ma´s intere´s la tarea de aproximacio´n que
la de clasificacio´n, tal y como se explico´ en la seccio´n 2.2.3.
Las primeras investigaciones de esta tesis se centraron en mejorar el
sistema de Packard, explicado anteriormente. Las mejoras que se plantearon
fueron:
Usar sistemas de aproximacio´n ma´s potentes que una simple media.
En el caso de esta tesis, una regresio´n lineal.
Usar una perspectiva de Michigan para implementar el Algoritmo
Gene´tico.
Usar una funcio´n de evaluacio´n menos costosa que la de Packard.
Si bien la idea en un principio fue´ esta, y originalmente se planteaban
otros modelos de aproximacio´n embebidos dentro del sistema de Packard
(por ejemplo redes neuronales), finalmente nos decantamos por desarrollar
un sistema que corrigiese las carencias del modelo de Packard.
Cap´ıtulo 3
Objetivos de la Tesis
Doctoral
Como se ha visto en el cap´ıtulo 2, la mayor´ıa de los sistemas de apren-
dizaje automa´tico realizan una labor de aprendizaje global, prestando poca
o nula atencio´n a los casos locales. As´ı mismo, este proceso de aprendiza-
je carece de un sistema de deteccio´n de casos extremos o impredecibles.
Dado que la mayor´ıa de los algoritmos de aprendizaje automa´tico tienden
a focalizar su aprendizaje en los ejemplos que ma´s se repiten, en caso de
recibir un patro´n que describa un comportamiento ano´malo, la tendencia de
la mayor´ıa de estos algoritmos sera´ la de producir una salida esta´ndar.
La idea ba´sica de esta tesis consiste en el desarrollo de algoritmos que
busquen subconjuntos de datos que presenten similitudes, al tiempo que se
crean las funciones para predecir sobre estos subconjuntos.
El paradigma usado sera´ el de los algoritmos evolutivos, que nos per-
mitira´ codificar y evolucionar individuos. Gracias a la versatilidad de estos
algoritmos, dichos individuos podra´n representar simulta´neamente un sub-
conjunto del espacio de datos, y una regla de prediccio´n que se aplicara´ a
los elementos de dicho subconjunto.
3.1. Esquema ba´sico de los Algoritmos Desarro-
llados
A continuacio´n se describe el esquema ba´sico planteado en esta tesis
para los algoritmos evolutivos. Para esta aproximacio´n, lo ideal es usar una
perspectiva de Michigan, tal y como vimos en el cap´ıtulo 2. En esta pers-
pectiva, la solucio´n al problema sera´ toda la poblacio´n, y cada individuo
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representara´ una solucio´n local.
3.1.1. Codificacio´n de los Individuos
Todo individuo debera´ estar compuesto de dos partes:
una parte ”condicio´n” que represente un subconjunto de entrada.
una ”prediccio´n” que devuelva un valor real para el punto que cumpla
la regla.
Para aclarar lo anterior, veamos el siguiente ejemplo. Supongamos que
trabajamos en dimensio´n n. Los patrones sera´n puntos de Rn+1, ya que las
n primeras coordenadas representan las variables de entrada, y la u´ltima la
variable de salida. Un individuo I estara´ compuesto de dos pares. Es decir:
I = (CI , PI)
donde CI es la condicio´n asociada a I, y PI su prediccio´n asociada. Estas
CI y PI sera´n dos aplicaciones:
CI : Rn → {0, 1}
PI : Rn → R
As´ı pues, dado un punto x¯ = (x1, ..., xn) del espacio de entrada, diremos
que pertenece al subconjunto definido por CI , o lo que es lo mismo, que
cumple la condicio´n de CI , si y so´lo si CI(x¯) = 1. Si en caso contrario
CI(x¯) = 0, entonces diremos que x¯ no pertenece al espacio definido por CI ,
o equivalentemente, que no cumple la condicio´n CI . Para los puntos x¯ que
cumplan la condicio´n CI existira´ una prediccio´n, que sera´ el valor que nos
devuelva PI(x¯).
Para los algoritmos presentados en esta tesis, PI sera´ simplemente una
regresio´n de la variable de salida sobre las variables de entrada para los
patrones que cumpliesen la condicio´n CI .
As´ı pues, un individuo sera´ representado como
I = (c1, ..., ck, p1, ..., pn+1)
do´nde c1, ..., ck codificara´ la condicio´n CI , y p1, ..., pn+1 sera´n los n + 1
coeficientes de la regresio´n PI .
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3.1.2. Funcionamiento del Algoritmo Evolutivo
Dado un patro´n P = (p1, ..., pn, pn+1), suponiendo que cumpla la condi-
cio´n CI , es decir, que:
CI(p1, ..., pn) = 1
la prediccio´n de I sera´ mejor cuanto menor sea el error e = |PI(p1, ..., pn)−
pn+1|. As´ı pues, es evidente que este error debe ser parte de funcio´n de eva-
luacio´n del algoritmo evolutivo: tratando de minimizar este error, estamos
haciendo ma´s acertada su prediccio´n. Con ello, adema´s estamos haciendo que
la condicio´n CI se ajuste ma´s a los puntos que mejor prediga PI . Supongamos
que P es un patro´n que cumple la condicio´n CI pero que PI predice con una
tasa de error demasiado alta. La funcio´n de evaluacio´n perimitir´ıa seleccionar
un descendiente de I, que llamaremos I ′ = (C ′I′ , P
′
I′), siempre que mejorase
a su progenitor. Esta posible mejora podr´ıa venir de dos formas:
Alterando PI de forma que P ′I′ permita predecir mejor el patro´n P , o
lo que es lo mismo, que su error de prediccio´n sea menor:
|P ′I′(p1, ..., pn)− pn| < |PI(p1, ..., pn)− pn+1|
Alterando CI de forma que P ya no cumpla la condicio´n C ′I′ .
En conclusio´n, la poblacio´n de individuos representara´ un conjunto de re-
glas de prediccio´n. Dado un patro´n, la salida del sistema consistira´ en buscar
que´ condicio´n cumple dicho patro´n, y a continuacio´n devolver la prediccio´n
de dicha condicio´n. En caso de que un patro´n P no cumpliese ninguna condi-
cio´n, simplemente no habr´ıa prediccio´n para este patro´n, lo cual significar´ıa
que representa un comportamiento muy complejo e impredecible.
Es por tanto lo´gico, que los individuos tiendan a predecir lo mı´nimo
posible. Al fin y al cabo, cuantas menos veces den una prediccio´n, menos
tendera´n a equivocarse. Para evitar que el sistema tienda a generar indivi-
duos que no predigan nada, hay que premiar a los invididuos en funcio´n de
cuantos patrones cumplen sus condiciones.
La seleccio´n de los individuos ma´s aptos a lo largo del proceso de evolu-
cio´n permitira´ que sus predicciones sean cada vez mejores, y con ello, que la
prediccio´n del sistema tambie´n sea ma´s acertada.
3.1.3. Diferencias entre los algoritmos desarrollados en esta
Tesis
El algoritmo esquematizado en esta seccio´n describe por encima el fun-
cionamiento de los algoritmos que se explicara´n con detalle en los cap´ıtulos
siguientes. Las diferencias entre ambos, para un individuo I:
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En el sistema de reglas, CI representa una condicio´n para las variables
del patro´n (o tambie´n se puede ver como la pertenencia a un hipercubo
dentro del espacio de variables de entrada). Para el sistema de Voronoi,
CI representa una condicio´n de pertenencia a una regio´n de Voronoi,
definida por un prototipo.
La parte predictiva para dicho individuo (definida anteriormente como
PI) sera´ comu´n a ambos algoritmos: una regresio´n lineal.
Mientras que la funcio´n de evaluacio´n usada en el sistema de reglas
sera´ definida para cada individuo, en el sistema de Voronoi se usa una
funcio´n de fitness global.
3.2. Objetivos
El principal objetivo de esta tesis sera´ la bu´squeda de algoritmos de
aprendizaje basados en localizacio´n y estudio de las caracter´ısticas locales
de los datos. Estos algoritmos debera´n automatizar las labores de bu´squeda
y prediccio´n o aproximacio´n. Para la realizacio´n automa´tica y de forma
inteligente, se usara´n las herramientas del campo de la inteligencia artificial
conocidas con el nombre de Algoritmos Evolutivos.
Como segundo objetivo, se requerira´ que estos algoritmos tengan la ca-
pacidad de detectar los elementos extran˜os, o ruido, que no permitan generar
conocimiento a partir de ellos. Esta capacidad sera´ de gran importancia a
la hora de predecir comportamientos ano´malos e impredecibles.
Como tercer objetivo planteado en esta tesis, se ha buscado que los
algoritmos desarrollados posean la capacidad de predecir con la precisio´n
deseada.
Dado que tambie´n existen otros algoritmos capaces de realizar apren-
dizaje local, sera´ obligatorio comparar los resultados de los algoritmos de-
sarrollados con los previamente existentes.
Otra caracter´ıstica a exigir a los algoritmos desarrollados sera´ la ro-
bustez, debiendo tener poca dependencia de para´metros e inicializaciones
aleatorias.
3.3. Evaluacio´n de la Tesis Doctoral
Para validar la consecucio´n de los objetivos, se realizara´n experimentos
sobre varios dominios de diferente naturaleza. Los algoritmos investigados
se probara´n sobre distintas series temporales, con distintas caracter´ısticas.
Evaluacio´n de la Tesis Doctoral 33
Para ello se ha buscado una serie artificial, la serie de Mackey-Glass y tres
reales, el nivel de la marea en la laguna de Venecia, las manchas solares y
el consumo de agua de un depo´sito. Dentro de las reales, la serie que mide
el consumo de agua presenta un comportamiento estacionario, mientras que
las otras, presentan un comportamiento c´ıclico. Tambie´n y para probar la
efectividad de los algoritmos, estos se aplicara´n a un dominio bien distinto
como el de la prediccio´n en bolsa. En todos ellos se medira´ alguna variante
del error cuadra´tico medio sobre todos los patrones del conjunto de test
(Error Cuadra´tico Medio, Ra´ız del ECM, o la normalizacio´n de ambos, segu´n
lo requiera el problema).
En el caso de las series temporales, adema´s se realizara´n varios expe-
rimentos aumentando el horizonte de prediccio´n para analizar la evolucio´n
del error a lo largo de la l´ınea temporal, y comprobar la resistencia de las
capacidades predictivas de nuestros algoritmos a lo largo del tiempo.
Para contrastar los resultados, se hara´n comparativas de los mismos con
los de otros sistemas de aprendizaje automa´tico, implementados dentro del
sistema WEKA (Waikato Environment for Knowledge Analysis - Entorno
para Ana´lisis del Conocimiento de la Universidad de Waikato). Tambie´n
se aplicara´n test estad´ısticos para comprobar la significancia estad´ıstica de
los resultados obtenidos por todos los sistemas. WEKA es la herramien-
ta ideal para nuestros propositos, ya que no so´lo implementa muchas de
las herramientas ma´s usadas en el a´rea de aprendizaje automa´tico (Percep-
tro´n Multicapa, Regresiones Lineales, A´rboles de decisio´n,... etc), sino que
tambie´n incluye herramientas para el aprendizaje local (LWL, IBK, Redes
Neuronales de Base radial,... etc).
Tambie´n se comprobara´ mediante un test estad´ıstico T de los resulta-
dos la dependecia de las inicializaciones aleatorias, as´ı como la significancia
estad´ıstica.
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Cap´ıtulo 4
Sistema de Reglas
4.1. Introduccio´n
En este cap´ıtulo analizaremos el primer sistema de prediccio´n desarrolla-
do en esta tesis. Dicho sistema trabaja sobre conjunto de datos que represen-
tan un dominio, el cual puede contener ruido. Para dar robustez al modelo
debemos dotarlo de la capacidad de distinguir que´ elementos del conjunto de
datos pueden generar conocimiento y cua´les son inu´tiles o ruido. El sistema
desarrollado en este trabajo esta´ basado en algoritmos gene´ticos, y su obje-
tivo es la bu´squeda de reglas de prediccio´n que detecten comportamientos
locales en el conjunto de datos.
Este algoritmo de bu´squeda automa´tica de reglas esta´ basado en los tra-
bajos de Packard[Meyer and Packard, 1992, Mitchell, 1996, Packard, 1990]
sobre prediccio´n de sistemas dina´micos , usando algoritmos gene´ticos para
generar reglas de prediccio´n sobre una serie temporal. En este trabajo se han
aplicado algunas te´cnicas avanzadas de computacio´n evolutiva para alcanzar
mejores resultados sobre problemas ma´s generales que las series temporales.
4.2. Algoritmos evolutivos para la bu´squeda de re-
glas de prediccio´n
En algunos dominios, como ocurre en el caso de problemas de prediccio´n
de feno´menos naturales, la utilizacio´n de te´cnicas de aprendizaje automa´tico
se enfrenta con determinados problemas. Habitualmente, las te´cnicas de
aprendizaje automa´tico, y ma´s concretamente los Algoritmos Gene´ticos,
basan su aprendizaje en un conjunto de ejemplos. Si estos ejemplos esta´n,
fundamentalmente distribuidos a lo largo de determinados valores, sera´ en
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ese rango en el que se producira´ el aprendizaje, y tendera´n a tratar el resto
de los valores como ruido. Esto que para algunos dominios es positivo, se
convierte en un inconveniente en otros dominios. Por ejemplo en el caso de
prediccio´n en bolsa o prediccio´n de mareas, por mencionar dos dominios
muy diferentes, la mayor´ıa de las medidas que existen esta´n alrededor de
los valores medios a corto plazo. En pocas ocasiones se producen grandes
subidas o bajadas de la bolsa, o del nivel del agua. Sin embargo son pre-
cisamente esas situaciones las que tienen mayor importancia desde el punto
de vista de la prediccio´n. Este algoritmo se basa en la bu´squeda de ambos
tipos de comportamientos, los normales y los at´ıpicos.
Para evitar el problema de la generalizacio´n se implemento´ una pers-
pectiva de Michigan [Booker et al., 1989] en el algoritmo gene´tico, usando
una estrategia de Steady-State (o estado estacionario). En la perspectiva de
Michigan, la solucio´n al problema es la poblacio´n total de individuos, en
vez del individuo ma´s apto, que es lo que ocurre en un algoritmo gene´tico
esta´ndar. De esta forma se podr´ıa permitir la evolucio´n de reglas para situa-
ciones habituales del problema, pero tambie´n la evolucio´n de reglas para
situaciones cr´ıticas, evitando el que estas u´ltimas situaciones sean conside-
radas como parte del problema, y predichas de forma incorrecta. Como cada
regla se evalu´a so´lo con la parte de ejemplos que equiparan con ella, puede
ser igualmente va´lida, aunque sea so´lo parcialmente aplicable. Es precisa-
mente esta caracter´ıstica de localidad la que hace que se pueda especificar
en situaciones particulares. Por otra parte, este me´todo no asegura que to-
dos los ejemplos de pruebas vayan a poder ser predichos. Hay que intentar
encontrar un balance entre el rendimiento del sistema, y su capacidad de
prediccio´n.
4.3. Codificacio´n de las reglas
El objetivo de este trabajo es buscar reglas de prediccio´n. En primer
lugar debemos fijar un valor para D, que representa el nu´mero de variables
de entrada para las reglas. Si se considera que la prediccio´n depende, por
ejemplo, de 5 variables (D = 5), una regla ser´ıa una condicio´n del tipo ”si el
valor de la variable 1 es menor que 100 y mayor que 50, el de la variable 2
es menor que 90 y mayor que 40, el de la variable 3 es menor que 5 y mayor
que -10 y el de la variable 5 es menor que 100 y mayor que 1, entonces el
valor para la variable de salida sera´ el valor de cierta funcio´n pR con un error
aproximado de 3”. Esta regla podr´ıa expresarse de la siguiente forma:
IF (50 < x1 < 100) AND (40 < x2 < 90)
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AND (−10 < x3 < 5)AND (1 < x5 < 100)
THEN prediccio´n = pR(x1, x2, x3, x4, x5)± 3
Las reglas descritas de esta forma tendr´ıan una representacio´n gra´fica
como la de la figura 4.1. De forma gene´rica una regla (R) estar´ıa compuesta
por una parte condicional (CR) y una parte predictiva (PR). La parte condi-
cional ser´ıa un conjunto de pares de intervalos del tipo CR = {IR1 , IR2 , ..., IRD};
donde cada IRi es un intervalo I
R
i = {LIRi , LSRi }, con LIRi siendo el l´ımite
inferior y LSRi el l´ımite superior respectivamente para la i-e´sima variable de
entrada. La parte predictiva estar´ıa compuesta por dos valores, la predic-
cio´n y el error, PR = {pR, eR}. Para esta tesis, hemos usado como funciones
predictivas regresiones lineales, pero en principio se podr´ıan usar otras dis-
tintas. Por ejemplo, Packard [Packard, 1990] usa una funcio´n constante que
devuelve un valor fijo.
Figura 4.1:
Representacio´n gra´fica de una regla para un dominio de Serie Temporal
La parte condicional puede llevar valores comod´ın (∗) que indican que el
intervalo correspondiente es irrelevante, es decir, que no es necesario tenerlo
en consideracio´n. La regla anterior en forma de individuo ser´ıa: (50, 100, 40,
90, -10, 5, *, *, 1, 100, pR, 5) . En la figura 4.2 se puede ver otra representacio´n
de un conjunto de 7 reglas recubriendo un espacio de entrada de 3 variables.
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Figura 4.2:
Hipercubos recubriendo el espacio de entrada
De esta forma, se pueden codificar todas las reglas en individuos repre-
sentados por vectores de taman˜o 2D + (D + 1) + 1, donde D es el nu´mero
de variables de entrada del dominio. En un principio, usaremos D + 1 va-
lores del individuo para codificar los coeficientes de la regresio´n lineal pR.
Si quisie´semos usar otra funcio´n para predecir, como por ejemplo una red
neuronal, archivar´ıamos en el individuo los valores U correspondientes a los
pesos de la red entrenada, y por tanto los individuos ser´ıan vectores de di-
mensio´n 2D + U + 1. Una vez codificadas las reglas en un individuo, se
pueden aplicar algoritmos gene´ticos para generar nuevas reglas a partir de
e´stas. Para ello, primero se seleccionan dos reglas para que produzcan una
nueva regla descendiente. Este descendiente heredara´ sus genes de los de sus
progenitores, siendo cada gen un intervalo Ij . Para cada variable de entrada
i, el descendiente puede heredar dos genes (uno de cada progenitor) con la
misma probabilidad. Esto tipo de herencia se conoce como sobrecruzamien-
to uniforme. Este descendiente no heredara´ las funciones de prediccio´n ni el
valor de error estimado. Vea´moslo con un ejemplo:
Progenitor A:
(50, 100, 40, 90,−10, 5, ∗, ∗, 1, 100, pA, 5)
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Progenitor B:
(60,90,10,20,15,30,40,45, ∗, ∗,pB,8)
Descendiente:
(50, 100,10,20,−10, 5,40,45, ∗, ∗, p, e)
Como se puede apreciar, el descendiente carece de los valores para la
funcio´n de prediccio´n (p) y el error (e). En la figura 4.3 se puede ver un
ejemplo del proceso de sobrecruzamiento representado gra´ficamente.
Figura 4.3:
Representacio´n gra´fica del sobrecruzamiento
Una vez engendrado el descendiente, hay una probabilidad del 10% de
que sufra mutacio´n en alguno de sus genes. Este gen sera´ seleccionado aleato-
riamente. En la tabla 4.1 se muestran las mutaciones que puede sufrir el
intervalo seleccionado (LI, LS). Todas estas transformaciones tienen la mis-
ma probabilidad de ser seleccionadas. R(x, y) es una funcio´n que devuelve
un valor aleatorio entre x e y, con x < y. El valor de W es un 10% de la
amplitud del intervalo definido por (LI, LS). Es decir, W = 0,1(LI, LS).
Obviamente, la transformacio´n de (LI, LS) en (LI ′, LS′) debe cumplir la
condicio´n LI ′ < LS′. En la figura 4.4 se muestran gra´ficamente estos proce-
sos de mutacio´n.
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Tabla 4.1: Mutaciones
Nombre Transformacio´n
Nuevo valor aleatorio (LI, LS)→ (R(0, 1), R(0, 1))
Condicio´n nula (LI, LS)→ (∗, ∗)
Agrandar (LI, LS)→ (LI −R(0, 1)W,LS +R(0, 1)W )
Reducir (LI, LS)→ (LI +R(0, 1)W,LS −R(0, 1)W )
Mover arriba (LI, LS)→ (LI + cW,LS + cW )
c = R(0, 1)
Mover abajo (LI, LS)→ (LI − cW,LS − cW )
c = R(0, 1)
Figura 4.4:
Representacio´n gra´fica de los operadores de mutacio´n
Los datos disponibles se repartira´n en dos conjuntos, uno de entre-
namiento y otro de validacio´n, como es habitual en aprendizaje automa´tico.
Sea R un individuo, el proceso para calcular la prediccio´n y el error de R
usando el conjunto de entrenamiento sera´ el siguiente:
Dado el conjunto de patrones de entrenamiento S, se determina el sub-
conjunto CR(S) ⊂ S de patrones ~X que cumplen la parte condicional
de la regla R. Se llamara´ a este conjunto1 CR(S):
CR(S) = { ~X ∈ S| ~X cumple CR}
1Es importante distinguir la condicio´n CR del conjunto CR(S).
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donde ~X = {x1, x2, ..., xD, xD+1}, siendo x1, x2, ..., xD las variables de
entrada y xD+1 la variable de salida. El vector ~X cumple CR si:
LIR1 ≤ x1 ≤ LSR1 , LIR2 ≤ x2 ≤ LSR2 , ...
..., LIRD ≤ xD ≤ LSRD
Se calcula la prediccio´n pR de la regla R realizando una regresio´n
lineal con todos los vectores existentes en el conjunto CR(S). Para ello
se determinara´n los coeficientes de regresio´n ~A = {a0, a1, ..., aD} que
establecen el hiperplano que mejor aproxima en conjunto de puntos
CR(S). Sea pR(~Y ) el valor estimado por la regresio´n para el patro´n
~Y = (y1, ..., yD, yD+1), e´ste se calcula de la siguiente forma:
pR(~Y ) = a0y1 + a1y2 + . . .+ aD−1yD + aD
El error estimado de la regla, eR, sera´:
eR =Max{|yD+1 − pR(~Y )|/~Y ∈ CR(S)}
De esta forma, cada individuo es una regla capaz de predecir parcial-
mente la serie. El conjunto de todos los individuos (todas las reglas) define
el sistema de prediccio´n. Sin embargo, puede ocurrir que haya patrones que
no cumplan ninguna regla. En este caso se dice que el sistema no puede
tomar una decisio´n para dichos patrones. Es deseable, y es un objetivo de
este trabajo, que la cantidad de patrones sin prediccio´n sea lo ma´s pequen˜a
posible. Nuestro sistema, por lo tanto, debe buscar individuos que, sobre el
conjunto de entrenamiento, predigan el ma´ximo numero de patrones con el
mı´nimo error posible. Para ello, necesitamos definir una constante del algo-
ritmo que llamaremos EMAX y cuyo objetivo es penalizar a los individuos
con un error ma´ximo absoluto mayor que su valor. Dicho valor sera´ definido
por el usuario en funcio´n de la exactitud de las predicciones que desee obte-
ner del sistema. As´ı pues, definimos la siguiente funcio´n de fitness para un
individuo R (cuyo error es e):
IF ((NR>1) AND (e < EMAX)) THEN
fitness = (NR*EMAX) - e
ELSE
fitness = f_min
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donde NR es el nu´mero de patrones del conjunto de entrenamiento (S)
que satisfacen la condicio´n CR (es decir, NR es el cardinal del conjunto
CR(S)). Con la condicio´n (NR > 1) nos aseguramos de que dicha condicio´n
fuese cumplida por ma´s de un patro´n durante la fase de entrenamiento.
f min es un valor mı´nimo que se asigna a los individuos cuya regla no se
cumple para ningu´n patro´n.
La funcio´n de fitness tiene como objetivo establecer un balance entre
individuos cuyo error de prediccio´n sea el ma´s bajo posible, pero que al
mismo tiempo, el nu´mero de patrones para los cuales hace prediccio´n (la
cardinalidad de CR(S)) sea el ma´s alto posible.
4.4. Inicializacio´n
El me´todo, as´ı disen˜ado, tiende a mantener la diversidad de los indivi-
duos de la poblacio´n en cuanto a su capacidad para predecir zonas diferentes
del espacio de bu´squeda. Sin embargo para mantener la diversidad, e´sta tiene
que existir previamente. Para conseguir esto se ha realizado un procedimien-
to particular de inicializacio´n de la poblacio´n, de forma que esta se distribuya
de manera uniforme a lo largo del rango de entrada posible de los datos. Por
ejemplo, en el caso de la prediccio´n de mareas, el rango de entrada va desde
los -50 cm, hasta los 150 cm. Si la poblacio´n consta de 100 individuos, se
pueden realizar 100 intervalos de 2 cm de anchura, y de esta forma abarcar
todos los posibles valores de entrada. El procedimiento de inicializacio´n crea
una regla para cada uno de los intervalos antes mencionados, de forma que
su parte derecha (la prediccio´n) este´ dentro del intervalo. Esto se realiza de
la siguiente manera:
1. Definimos como E el conjunto de entrenamiento. El patro´n P i ∈ E
tendra´ n variables de entrada Pj , con 0 < j ≤ n y una variable de
salida Ps.
2. Se determinan todos los patrones del conjunto de entrenamiento E
cuyas salidas este´n dentro del intervalo considerado. Si I es el intervalo
dado, y Ps la salida del patro´n P , el conjunto SI ⊂ E se define como:
SI = {P ∈ E | Ps ∈ I}
3. Para cada una de las n variables de entrada de los patrones se deter-
mina el mı´nimo valor ma´ximo y el ma´ximo valor mı´nimo de forma que
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todos los patrones calculados en el paso anterior cumplan esos l´ımites.
Es decir, para cada i buscamos
MAXIj =Min{x | x > Pj , ∀P ∈ SI}
MIN Ij =Max{x | x < Pj , ∀P ∈ SI}
4. Dichos intervalos sera´n los que posea la regla a generar, y su prediccio´n
sera´ la media de las salidas de los patrones pertenecientes a SI , y su
error el ma´ximo de los errores sobre la media. En otras palabras, la
regla generada sera´ RI :
RI = (MIN I1 ,MAX
I
1 ,MIN
I
2 ,MAX
I
2 , . . . ,MIN
I
n,MAX
I
n, pRI , eRI )
donde
pRI =Media{Ps | P ∈ SI}
y
eRI =Max{|Ps − pRI | | P ∈ SI}
Este procedimiento producira´ reglas muy generales, de forma que entre
todas cubren la totalidad del espacio de bu´squeda. El problema de las reglas
obtenidas de esta forma es que habitualmente producen errores de prediccio´n
grandes. Sera´ el Algoritmo Gene´tico el que se encargara´ de depurar las
soluciones y generar reglas ma´s espec´ıficas y acertadas.
4.5. Evolucio´n de las reglas
Definimos como fenotipo de un individuo, su zona de prediccio´n, o lo
que es lo mismo, en que´ rango de la variable de salida se ha especializado
en predecir. Para ello, para cada individuo calculamos la media de todas las
prediccio´nes que realizo´ con los patrones de entrenamiento, y anotamos este
valor como su fenotipo.
Como se ha mencionado, el me´todo aportado en este trabajo consiste en
realizar una perspectiva Michigan junto con un estrategia de estado esta-
cionario. Esto quiere decir que en cada generacio´n se seleccionan dos indi-
viduos, llamados progenitores, mediante seleccio´n proporcional a la funcio´n
de evaluacio´n. Esta seleccio´n se realiza mediante torneos de tres rondas. Los
progenitores son cruzados para producir un individuo descendiente.
A continuacio´n, se selecciona de la poblacio´n aquel individuo, cuya dis-
tancia fenot´ıpica con el individuo recie´n creado sea menor, es decir, se busca
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aquel individuo en la poblacio´n que realizara predicciones sobre zonas pare-
cidas del espacio de bu´squeda. El nuevo individuo sustituye al seleccionado
de la poblacio´n, so´lo si su fitness es mayor, es decir so´lo si es una mejor
solucio´n al problema. En caso contrario la poblacio´n permanece inalterada.
Podemos ver un ejemplo gra´fico en la figura 4.5.
Figura 4.5:
Insercio´n de nuevos individuos
Esta forma de realizar la sustitucio´n es t´ıpica de los me´todos de crowding
[Jong, 1975], en los que se intenta mantener la diversidad de la poblacio´n
para encontrar varias soluciones va´lidas. En este caso esta´ au´n ma´s justifi-
cado, ya que la diversidad de la poblacio´n es la que permitira´ que se cubra
la mayor parte del espacio de bu´squeda, y que las reglas generadas puedan
predecir un mayor nu´mero de situaciones. Adema´s, la variabilidad y la con-
servacio´n de la adyacencia de las soluciones permite que se generen reglas
para situaciones especiales (grandes subidas de la marea por ejemplo) que
de otra forma no habr´ıan podido aparecer. El pseudoco´digo de todo este
proceso puede leerse en el algoritmo 2.
4.6. Prediccio´n
Al ser un me´todo estoca´stico, se obtienen distintas soluciones en dife-
rentes ejecuciones. Por esto, tras cada ejecucio´n se guardan las soluciones
obtenidas, y al final del proceso, se unen a las obtenidas en el resto de las
ejecuciones. El nu´mero de ejecuciones se determina en funcio´n del porcentaje
del espacio de bu´squeda cubierto por las reglas. El conjunto de todas las
reglas obtenidas en las diferentes ejecuciones determina la solucio´n final del
sistema. Una vez obtenida la solucio´n, es empleada para producir salidas
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ante entradas desconocidas. Esto se realiza de la siguiente forma:
Para cada nueva entrada se determina que´ reglas de entre las de la
solucio´n obtenida se cumplen.
Se obtiene una salida por cada una de las reglas que se han cumplido.
Se realiza la media de las salidas de las reglas que se cumplieron, y el
valor resultante es la prediccio´n final producida por el sistema.
Tenemos un ejemplo de este procedimiento en la figura 4.6. En el ejemplo,
se recibe un patro´n desconocido del conjunto de validacio´n, y las reglas que se
cumplen son la 1,2,3,5,6,8,9 y 10. Cada una de las reglas cumplidas produce
una prediccio´n, con lo cual tenemos 8 predicciones. La salida final del sistema
es la media de estas 8 predicciones. Si se diese el caso de que ninguna de
las 10 reglas hubiese producido prediccio´n, entonces el sistema no produce
prediccio´n final.
Figura 4.6:
Esquema del proceso de prediccio´n
Para dominios discretos podr´ıa sustituirse la media por la moda, habili-
tando un procedimiento para decidir los empates.
En algu´n momento del desarrollo de este sistema, se planteo´ que se tra-
bajase con reglas condicionales mas complejas, que incluyesen no so´lo AND,
sino tambie´n OR. Un ejemplo ser´ıa
IF (50 < x1 < 100) AND ((40 < x2 < 90) OR (−1 < x2 < 0))
AND ((−10 < x3 < 5) OR (1 < x3 < 4)) AND (1 < x5 < 100)
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THEN prediccio´n = 33± 3
Pero como sabemos por la lo´gica de predicados, cualquier sentencia se
puede expresar de la forma a1 ∨ a2 ∨ ... ∨ an, donde cada ai es del tipo
ai = bi1 ∧ bi2 ∧ ... ∧ bim, y cada bij es ato´mica (en nuestro caso, bij es del tipo
(z < x < y)). As´ı pues, dado que para nuestro sistema, sema´nticamente es lo
mismo tener una regla a∨ b→ c que dos reglas a→ c y b→ c por separado,
nos decantamos por mantener la grama´tica ma´s simple, ya que hac´ıa ma´s
simples los invididuos, y ma´s ra´pidos de evaluar.
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Algorithm 2 Algoritmo para la bu´squeda de reglas locales
Pseudoco´digo para la bu´squeda de reglas locales
R = Θ
while (Prediccio´n del nivel de R < θ) do
P = poblacio´n inicial de reglas
Calcular la prediccio´n pi ∈ P mediante regresio´n lineal.
Archivar la zona de prediccio´n zpi como la media de todas las predic-
ciones del individuo pi
Evaluar cada pi ∈ P . Sea epi la evaluacio´n del inidviduo i.
generation = 0; stopCondition = FALSE;
while (generation < maxGenerations) AND (NOT stopCondition)
do
Seleccionar dos individuos (p1 y p2) mediante torneos
Generar un descendiente (o) sobrecruzando los individuos selecciona-
dos
o = Mutar (o,probabilidad)
Generar la prediccio´n de o mediante regresio´n lineal.
zo = Zona de prediccio´n de o
eo = Evaluacio´n de o
Encontrar el individuo q ∈ P cuya zona de prediccio´n zq sea la ma´s
cercana a zo
if (eq < eo) then
Reemplazar q por o
generation = generation+ 1;
end while
R = R+ P
end while
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Cap´ıtulo 5
Sistema de Voronoi
En este cap´ıtulo, describimos un nuevo sistema [Luque et al., 2009] de
aprendizaje supervisado basado en estrategias evolutivas [Ba¨ck et al., 1991]
aplicado a la prediccio´n de series temporales. Generalmente, esta clase de
sistemas usa el proceso de entrenamiento para encontrar un modelo que
nos permita predecir futuros comportamientos de la serie temporal. Sin em-
bargo, en algunos dominios, las particularidades de la serie conceden gran
importancia a los comportamientos locales. Para muchas series suele haber
diferencias significativas entre las diversas regiones del espacio de la entrada.
El sistema presentado en este cap´ıtulo busca automa´ticamente las a´reas en
el espacio de la entrada que comparten caracter´ısticas predictivas, a la vez
que ajusta dichas predicciones. As´ı, a la vez que va dividiendo el espacio de
la entrada en diversas a´reas, por medio de un sistema de prototipos y de
vecino ma´s cercano, va produciendo un me´todo predictivo para cada regio´n.
Como en la mayor´ıa de los me´todos de aprendizaje automa´tico, se re-
quieren dos fases: una de entrenamiento para ajustar el sistema y crear
un modelo, y otra de validacio´n, para comprobar que el aprendizaje ha si-
do correcto. Para nuestro algoritmo, la fase de entrenamiento constara´ de
una primera parte en la cual se divide el espacio de entrada en regiones de
Voronoi. A continuacio´n, para cada una de estas regiones, se calculara´ una
regresio´n lineal a partir de los patrones pertenecientes a dicha region. Pos-
teriormente, y en diferentes iteraciones, deberemos ajustar estas regiones de
forma que las predicciones de las regresiones asociadas a cada regio´n sean
lo ma´s precisas posible. Este u´ltimo paso del algoritmo se hara´ mediante
estrategias evolutivas.
Una vez finalizado el proceso de entrenamiento, el sistema debera´ ser
capaz de producir una salida para cada patro´n del conjunto de validacio´n.
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Esta salida se obtiene mediante la regio´n de Voronoi a la que pertenezca
este patro´n de validacio´n. Una vez asignado este patro´n a una regio´n, la
salida del sistema sera´ la prediccio´n de la regresio´n asociada a dicha regio´n
para dicho patro´n. Un aspecto interesante de este algoritmo es su capacidad
para localizar los patrones que representan ruido en la muestra en regiones
espec´ıficas.
5.1. Mejorando el Sistema de Reglas
Una vez que ya se hab´ıa desarrollado el sistema de reglas, se plantearon
diversos caminos para su mejora. Finalmente, se opto´ por el que nos pare-
cio´ ma´s interesante, que fue´ buscar un me´todo que se adaptase mejor al
conjunto de datos de entrenamiento. Si el espacio de datos es un subconjun-
to de Rn+1 para algu´n n ∈ N, una regla (LI1, LS1, LI2, LS2, ..., LIn, LSn)
sera´ cumplida por los puntos de Rn que este´n dentro del hipercubo definido
por esta regla. Es decir, los puntos x = (x1, x2, ..., xn) tales que:
LIi < xi < LSi, para todo i tal que 0 < i ≤ n
As´ı pues, la forma que tiene el sistema de reglas de cubrir el espacio
de entrada es mediante hipercubos que se pueden superponer o no. El caso
es que el sistema no tiene por que´ producir hipercubos para cubrir todo el
espacio Rn. Un patro´n que represente un punto de dicho espacio que no sea
cubierto por ninguno de estos hipercubos (o reglas) sera´ un representante
de un comportamiento at´ıpico, y por tanto no producira´ salida del sistema.
La idea del sistema que se detalla en este cap´ıtulo consiste en buscar
una forma inteligente de cubrir todo el espacio de entrada, de forma no
supervisada y manteniendo las caracter´ısticas locales de los datos de entrada.
Para la divisio´n del espacio de entrada, se busco´ un me´todo ana´logo
al que usan las Redes de Base radial o el Learning Vector Quantization
[Somervuo and Kohonen, 1999] basados en regiones de Voronoi. La idea es
que ahora cualquier patro´n pertenecer´ıa a una regio´n dentro del espacio de
entrada, incluso aquellos patrones impredecibles o representantes de ruido.
A continuacio´n se busco´ un me´todo para ajustar dichas regiones de
Voronoi de la mejor forma posible a los datos, tal que minimizase el error
de prediccio´n.
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5.2. Entrenamiento
La fase de entrenamiento se divide en varios procedimientos, siendo uno
de ellos la divisio´n del espacio en regiones de Voronoi. Sea n la dimensio´n
del espacio de entrada, la dimensio´n de los patrones sera´ n+1. Definiremos
como ’prototipo’ a un punto P en el espacio de las variables de entrada (que
sera´ un subconjunto de Rn). Dado un conjunto de k prototipos {Pi ∈ Rn,
con i ≤ k} el conjunto definido divide el espacio Rn en k regiones, como
resultado de aplicar la regla del prototipo ma´s cercano, es decir, un punto
pertenece a la regio´n definida por un prototipo si dicho punto esta´ ma´s
cerca de e´ste que de los dema´s prototipos. Si definimos Vi como la regio´n
de Voronoi definida por Pi, dicha regio´n se puede definir matema´ticamente
como:
V i := {P ∈ Rn/d(P, Pi) < d(P, Pj) para todo j ≤ k siendo j 6= i} (5.1)
donde d es la distancia eucl´ıdea.
El objetivo de esta fase es determinar la mejor particio´n del espacio de
entrada a la hora de realizar las predicciones. Con este objetivo, se ha im-
plementado una estrategia evolutiva en la cual cada individuo representa un
prototipo. La evolucio´n de los individuos consistira´ en mover los prototipos
que codifican de forma que mejoren la capacidad de prediccio´n, en funcio´n
de los patrones que pertenezcan a cada regio´n.
5.2.1. Codificacio´n
Para que los individuos evolucionasen, nos decantamos por el uso de las
Estrategias Evolutivas debido a que proporcionan un mayor rendimiento en
problemas que tratan con variables reales. En nuestro caso, las variables
reales que debemos ajustar representan las coordenadas de los prototipos
representados en cada individuo. A diferencia de los Algoritmos Gene´ticos
esta´ndar, en EE necesitamos un para´metro adicional para cada individuo,
que representa la varianza de la mutacio´n. Esta varianza nos indica como de
cerca esta´ este individuo de ser una buena solucio´n: una varianza pequen˜a
para este individuo significa que esta´ bastante cerca de una solucio´n del
problema, mientras que una varianza grande nos indica que dicho individuo
no se encuentra cerca de ninguna solucio´n potencial, y por tanto necesita
grandes cambios en sus coordenadas.1
1De hecho, aunque la bibliograf´ıa [Ba¨ck et al., 1991, Ba¨ck and Schwefel, 1992] sugiere
el uso de una variable de varianza por cada coordenada del individuo, en trabajos previos
52 Cap´ıtulo 5
El esquema final del cromosoma de un individuo I podr´ıa expresarse
como:
I = (x1, ..., xn, σI)
donde x1, ..., xn son las coordenadas del prototipo que representa el individuo
I (al cual llamamos PI), y σI sera´ la varianza de dicho individuo.
Tal y como se explico´ anteriormente, para cada individuo I, el prototipo
PI define una regio´n de Voronoi VI (equacion 5.1). A continuacio´n, se calcula
una regresio´n lineal RI a partir de los patrones que se encuentren en la regio´n
VI .
5.2.2. Evaluacio´n del Fitness
Los patrones de entrenamiento son vectores de (n+1) coordenadas (una
coordenada ma´s que la dimensio´n del espacio de las variables de entrada).
Para codificar los individuos tan so´lo usaremos las n primeras coordenadas.
Figura 5.1:
Representacio´n gra´fica
Sea T = (t1, ..., tn−1, tn, tn+1) un patro´n de entrenamiento, definimos la
[Luque et al., 2004a] se comprobo´ que es suficiente con una u´nica varianza para todas las
coordenadas, con las consiguientes ventajas para el algoritmo.
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aplicacio´n de proyeccio´n de Rn+1 en Rn como:
Π(t1, ..., tn−1, tn, tn+1) := (t1, ..., tn−1, tn)
A la hora de calcular el fitness de un individuo (o prototipo) Pi debemos
asignar los patrones de entrenamiento a cada prototipo. Esto se hara´ me-
diante la regla del vecino ma´s cercano. Dado un patro´n T :
Π(T ) ∈ Vi ⇐⇒ d(T, Pi) < d(T, Pj) para todo j ≤ k siendo j 6= i
Cuando ya se han asignado todos los patrones de entrenamiento a su
correspondiente regio´n, se procede a calcular la regresio´n asociada a cada
regio´n. Definimos Ri como la regresio´n lineal de la variable de salida so-
bre las variables de entrada de los patrones T tales que Π(T ) ∈ Vi. Sea
Ri(T ) la estimacio´n de la regresio´n Ri para la salida del patro´n T , y sea
TO la variable de salida del patro´n T , es decir, si T = (t1, ..., tn−1, tn, tn+1),
entonces Out(T ) := tn+1. As´ı pues, el error de la estimacio´n sera´ ET =
|Out(T )−Ri(T )|. Por tanto, tenemos una relacio´n Pi → Vi → Ri para cada
i ≤ k. Esta relacio´n significa que cada prototipo Pi define una regio´n Vi,
la cual tiene asociada una regresio´n Ri. Todo esto se puede apreciar en la
figura 5.1.
El objetivo del me´todo presentado es minimizar el sumatorio de los erro-
res. Los algoritmos evolutivos esta´ndar asignan una puntuacio´n de fitness a
cada individuo. Siguiendo este enfoque, si hubie´semos usado como funcio´n
de fitness para un individuo la suma de los errores de la estimacio´n para
cada patro´n perteneciente a la regio´n definida por dicho individuo, nos en-
contrar´ıamos con el problema de que los individuos con menos patrones en
su regio´n obtendr´ıan un fitness muy bajo (y que por tanto ser´ıa mejor dado
que nuestro objetivo es minimizarlo). Si en vez de esta funcio´n de fitness se
usase el error medio de las estimaciones, tendr´ıamos el problema de que los
individuos con muchos patrones en su regio´n tender´ıan a evolucionar toman-
do patrones de los individuos limı´trofes, empeorando inapreciablemente su
fitness (ya que an˜adir un patro´n a su regio´n apenas modificara´ la media de
errores), y a su vez, empeorando visiblemente el fitness de los individuos
robados.
En nuestro sistema hemos optado por era usar un fitness global. Esto es,
en vez de tener un valor de fitness para cada individuo, se usara´ una funcio´n
que nos devuelva un valor para la toda poblacio´n. El valor elegido fue la
suma de todos los errores ET = |Out(T ) − Ri(T )|, para cada patro´n T e i
tal que Π(T ) ∈ Vi. Matema´ticamente:
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Fitness :=
∑
T
|Out(T )−Ri(T )|, i tal que Π(T ) ∈ Vi
5.2.3. Evolucio´n
La poblacio´n inicial se crea aleatoriamente. A partir de ah´ı, el proceso
de evolucio´n funciona ba´sicamente como una estrategia evolutiva (1 + 1)
paralela. Esto quiere decir que, en cada generacio´n, cada individuo pro-
duce un descendiente por mutacio´n de las coordenadas del padre. Sea I =
(x1, ..., xn, σI) un individuo, y sea I ′ = (x′1, ..., x′n, σI′) su descendiente, el
proceso de mutacio´n de podr´ıa expresar como:
x′i = N(xi, σI)
σI′ = σIeαN(0,1)
Donde N(X,Y ) es una variable aleatoria normal de media X y varianza
Y y α = 0,7 una constante. As´ı mismo, σI y σI′ representan los valores de
las varianzas del padre y el hijos respectivamente. Ambas ecuaciones para
las mutaciones han sido extra´ıdas de [Ba¨ck et al., 1991].
Para cada nuevo individuo I ′ buscamos en la poblacio´n el individuo Iˆ
ma´s cercano en te´rminos de distancia eucl´ıdea. A continuacio´n comparamos
cua´l de estos dos individuos es mejor para la poblacio´n. As´ı pues, calcu-
lamos el fitness global, primero con Iˆ y posteriormente sustituye´ndolo por
I ′, y mantenemos aquel de los dos que produzca un mejor fitness global,
descartando el otro. Este modelo de reemplazamiento tiene dos funciones:
En un primer momento, cuando la varianza es muy grande para todos
los individuos, obtendremos una fase de exploracio´n de las soluciones.
Esto quiere decir que gracias a unas tasas de mutacio´n elevadas, los
desdendientes de un individuo no tienen por que´ estar cerca de su
padre. As´ı pues, en un principio, un buen individuo no competira´ con
sus descendientes por los puntos de una zona del espacio, sino que
mandara´ a sus hijos a competir con otros individuos. As´ı pues, estos
hijos servira´n para particionar regiones que lo necesiten.
A lo largo de las iteraciones, la varianza de los individuos tendera´ a
decrementarse, transformando poco a poco la labor de exploracio´n en
explotacio´n de soluciones. Mutaciones pequen˜as generara´n individuos
cerca de sus progenitores, con los cuales competira´n para mejorar la
localizacio´n de los prototipos que representan.
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Todo el proceso de entrenamiento se describe esquema´ticamente en el
algoritmo 32.
5.3. Prediccio´n
Una vez creado el modelo durante el proceso de entrenamiento, pro-
cedemos a detallar el proceso de prediccio´n. Para aumentar la robustez del
sistema y hacerlo menos dependiente del azar (o de las inicializaciones), dada
la naturaleza estoca´stica del algoritmo, se ha estructurado el sistema en dos
capas. El proceso de prediccio´n en la primera capa consiste en localizar para
un patro´n T a que´ regio´n de las codificadas por los individuos pertenece.
A continuacio´n, aplicamos a T la regresio´n asociada a dicha regio´n para
obtener la salida del sistema para dicho patro´n.
El algoritmo descrito en este cap´ıtulo nos permite asignar cierta fiabili-
dad a las predicciones que produce. Ya que cuantos ma´s puntos tenga una
regio´n, ma´s puntos tendremos para calcular la regresio´n asociada, y por tan-
to ma´s fiable sera´ el resultado de dicha regresio´n. Tambie´n podemos usar un
valor mı´nimo de puntos, por debajo del cual, la prediccio´n de la regresio´n
asociada a una regio´n no se considerara´ fiable. En tal caso, si se fuese a usar
esta regio´n para predecir el valor de un patro´n T , en lugar de eso diremos
que el sistema no produce una salida fiable. Todo el proceso de prediccio´n
del sistema para el patro´n T se podr´ıa resumir en algoritmo 4, donde ]Ri es
el nu´mero de puntos que ten´ıa la regio´n Ri tras el proceso de entrenamiento,
y MIN es la constante que nos determina el mı´nimo de puntos requeridos
para que la prediccio´n de considere fiable. A mayor valor de esta constante,
ma´s fiable sera´ la prediccio´n.
La segunda capa de prediccio´n consiste en un conjunto de k sistemas
predictivos o modelos entrenados por separado. Este para´mentro k se de-
cide en funcio´n de la seguridad que queramos para el sistema: cuanto ma´s
grande sea su valor, ma´s fiable sera´ la prediccio´n de la segunda capa. Para
los experimentos realizados, se ha comprobado que un valor k = 10 es sufi-
cientemente bueno.
Para conocer la salida producida por la segunda capa para un patro´n
dado, se manda dicho patro´n a cada uno de los k sistemas entrenados por
2En realidad, no todas las regresiones deben ser recalculadas para la evaluacio´n de la
poblacio´n total para cada nuevo individuo. Dado que las regresiones lineales tienen un alto
coste computacional, el hecho de almacenar los resultados de las regiones de Voronoi que
no sufren alteraciones al introducir un nuevo individuo en la poblacio´n supone un gran
ahorro de tiempo de co´mputo. La versio´n del pseudoco´digo mostrada aqu´ı, es una versio´n
simplificada, que no tiene en cuenta esta optimizacio´n.
56 Cap´ıtulo 5
separado, y cada uno dara´ una salida o ninguna. La salida final de la segunda
capa del sistema sera´ la media de los valores devueltos por los k sistemas
entrenados por separado, o incluso puede que no se produzca ninguna res-
puesta, si ninguno de los sistemas devolvio´ respuesta alguna.
Figura 5.2:
Esquema de la prediccio´n en 2 capas
En la figura 5.2 se muestra un esquema del funcionamiento de la predic-
cio´n en 2 capas.
5.4. Ventajas del sistema
Destaca el hecho de que este sistema, y al igual que ocurr´ıa con el Sistema
de Reglas, puede trabajar con patrones gene´ricos, y no so´lo con los obtenidos
a partir de una serie temporal. As´ı pues, se puede aplicar a cualquier dominio
de regresio´n que se pueda representar con patrones.
La ventaja que aporta este sistema al anterior es su mayor adaptabilidad
a los datos del espacio de entrada: este se puede recubrir mejor con regiones
de Voronoi que con hipercubos. Mientras que el SRR cubr´ıa so´lo las regiones
que conten´ıan informacio´n interesante, el SV lo recubre todo, y a la hora de
predecir se descartan las regiones que no conten´ıan informacio´n interesante,
esto es, informacio´n representativa y que no este´ alterada por ruido.
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Las ventajas sobre los algoritmos de aprendizaje esta´ndar que este sis-
tema comparte con el anterior son:
Media de diferentes predicciones: Mientras que en el anterior sistema,
el resultado final era la media de todas las predicciones de los indivi-
duos cuyas reglas eran cumplida, en este tenemos la segunda capa, que
nos produce como resultado final la media de varios subsistemas. Con
ello conseguimos una especie de ”opinio´n de varios expertos”. Con ello
evitamos que los resultados finales dependan en gran medida de las
inicializaciones o los procesos estoca´sticos propios de los algoritmos. Y
siempre es ma´s fiable lo que opinen varios ”expertos” que si se consul-
tase so´lo a uno. Esto queda avalado por los resultados experimentales.
Exigencia de mı´nimo de puntos en la regresio´n: Tal y como se co-
mento´ en la seccio´n anterior, con esto conseguimos hacer ma´s fiables
las regresiones. La contrapartida es que se presenta la posibilidad de
que los sistemas desarrollados no produzcan salida para el 100% de los
patrones. En cualquier caso, al tener varios individuos (como ocurre en
el SRR) o varios subsistemas (SV) lanzando predicciones, tiende a au-
mentar el porcentaje de datos con prediccio´n, ya que cuando no predice
un individuo o subsistema en concreto, puede que otro s´ı produzca
prediccio´n. La no prediccio´n para un patro´n dado ocurrir´ıa cuando
ninguno diese una salida, en cuyo caso es de suponer que dicho patro´n
modelaba un comportamiento dificilmente predecible.
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Algorithm 3 Algoritmo de Entrenamiento
variables
Set of individuals: {I1, ..., Im}
Set of offsprings: {I ′1, ..., I ′m}
Set of regions: {V1, ..., Vm}
Set of regressions: {R1, ..., Rm}
Set of training patterns: {T1, ..., Ts}
Number of generations: g = 0
RandomInicialization {I1, ..., Im}
while (g < GENERATIONS)
for (i=0) to m do
I ′i =Mutation(Ii)
Ii = SelectBest(i, Ii, I ′i)
end for
end while
————————————————————–
procedure SelectBest(integer i,individual J ,individual J ′)
SetJ = {I1, ..., Ii−1, J, Ii+1, ..., Im}
SetJ ′ = {I1, ..., Ii−1, J ′, Ii+1, ..., Im}
if fitness(setJ) < fitness(setJ ′) then SelectBest = J
else SelectBest = J ′
end procedure
————————————————————–
procedure fitness(Set of individual {J1, ..., Jm})
fitness = 0
CreateRegions(V1, ..., Vm) with {J1, ..., Jm}
CalculateRegression(R1, ..., Rm) with
{V1, ..., Vm} and {T1, ..., Ts}
for (k=0) to s do
find j such Π(Tk) ∈ Vj
fitness = fitness+ |Out(Tk)−Rj(Tk)|
end for
end procedure
Algorithm 4 Algoritmo de prediccio´n
PASO 1: encontrar i tal que Π(T ) ∈ Vi
PASO 2: si (]Ri >MIN) entonces
SALIDA:= Ri(T )
else SIN-SALIDA
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Resultados Experimentales
Ambos sistemas han sido probados en dominios diferentes, uno artificial,
la serie de Mackey-Glass y tres reales, el nivel de la marea en la laguna de
Venecia, las manchas solares y el consumo de agua de un depo´sito. Y no
so´lo se ha probado la aplicacio´n de estos algoritmos a series temporales. Y
dado que los sistemas desarrollados pueden aplicarse a cualquier dominio de
resgresio´n, tambie´n se ha apliciado al problema de prediccio´n del rendimien-
to inicial de acciones (IPO). Para contrastar los resultados, se han hecho
comparaciones de los mismos con los de otros algoritmos de aprendizaje
automa´tico, implementados dentro del sistema WEKA (Waikato Environ-
ment for Knowledge Analysis - Entorno para Ana´lisis del Conocimiento de
la Universidad de Waikato) [Witten et al., 1999].
Se han seleccionado 9 algoritmos capaces de producir una salida nume´ri-
ca, es decir, que no se usen solamente para labores de clasificacio´n. Los
algoritmos usados han sido:
SMO-Reg: Implementa el algoritmo de optimizacio´n de secuencia mı´ni-
ma desarrollado por John C. Platts para entrenar una SVM (ma´quina
de vectores soporte) con kernel polinomiales o funciones de base radial.
IBK: esta´ basado en el algoritmo de los k vecinos ma´s cercanos.
LWL: es un algoritmo gene´rico para el aprendizaje local con pesos.
Asigna pesos usando un me´todo basado en ejemplos y construye un
clasificador a partir de los ejemplos ponderados.
K-Star: es un clasificador basado en instancias, esto significa que la
clasificacio´n de una instancia esta´ basada en la clasificacio´n de instan-
cias de entrenamiento similares, determinadas por alguna funcio´n de
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similitud. Se diferencia de otros aprendizajes basados en lo mismo en
que usa una funcio´n de distancia basada en entrop´ıa.
M5Rules: genera un a´rbol de decisio´n para problemas de regresio´n
usando una te´cnica de divide-y-vencera´s.
M5p: es un clasificador nume´rico que tambie´n combina a´rboles de de-
cisio´n con regresiones para predecir variables continuas.
RBNN: Red de base radial. Tambie´n realiza un aprendizaje local que
situa centroides para los patrones que comparten caracter´ısticas.
Perceptron Neural Networks: Perceptro´n multicapa. Una red neuronal
artificial de aproximacio´n global para todo el conjunto de patrones.
Conjunctive Rules: genera un conjunto de reglas para predecir tanto
valores nume´ricos como clases nominales. La predicciones nume´ricas
tambie´n se realizan a partir de regresiones.
Estad´ısticamente, a la hora de calcular una regresio´n, se suele requerir
una cantidad mı´nima de puntos por cada variable para poder considerarla
fiable. Dado que los sistemas presentados en esta tesis se basan en regre-
siones, normalmente exigiremos una mı´nima cantidad de puntos (a la cual
nos referiremos como ’Umbral’). Si en la descripcio´n de los problemas abor-
dados se ha omitido la informacio´n referente al mı´nimo de puntos exigida,
se considerara´ el valor por defecto como 5 puntos por cada variable de en-
trada, a la hora de realizar una prediccio´n. Esta exigencia mı´nima nos pare-
cio´ bastante razonable. En caso de que una regla o una regio´n de Voronoi no
hayan conseguido esta cantidad mı´nima de patrones durante la fase de en-
trenamiento, se considerara´ que no producen salida en la fase de validacio´n.
A la hora de calcular la significancia estad´ıstisca de los resultados obtenidos
por los algoritmos desarrollados en esta tesis en comparacio´n con los dema´s,
se han realizado t-tests. Los valores utilizados para la constante alpha han
sido 0.05 y 0.01, y los s´ımbolos usados para dichas tablas se encuentran
descritos en la Tabla 6.1.
6.1. Mareas de Venecia
Las mareas inusualmente altas son la resultante de una combinacio´n de
elementos clima´ticos cao´ticos con los sistemas de mareas perio´dicos asoci-
ados a un a´rea determinada. La prediccio´n del nivel de la marea siempre
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Tabla 6.1: Valores usados en las tablas de significancia estad´ıstica
Valor Significado
= No significativo
+ El algoritmo de la fila es mejor que el de
la columna, para un valor de alfa de 0.05
++ El algoritmo de la fila es mejor que el de
la columna, para un valor de alfa de 0.01
- El algoritmo de la fila es peor que el de
la columna, para un valor de alfa de 0.05
- - El algoritmo de la fila es peor que el de
la columna, para un valor de alfa de 0.01
ha sido un tema de gran intere´s, y no so´lo desde el punto de vista hu-
mano, sino tambie´n desde el punto de vista econo´mico. Un buen ejem-
plo de esto, es el caso del nivel de la marea en la Laguna de Venecia
[Michelato et al., 1983, Moretti and Tomasin, 1984]. La inundacio´n ma´s im-
portante en la Laguna de Venecia se produjo en Noviembre de 1966, cuan-
do alcanzo´ un nivel de cerca de 2 metros por encima de su nivel normal.
Desde entonces, se han hecho muchos esfuerzos en Italia en la bu´sque-
da de sistemas para predecir el nivel del mar en Venecia, y sobre todo,
para predecir las mareas anormalmente altas [Vittori, 1992]. Durante estos
u´ltimos an˜os, se han investigado diferentes formas de afrontar el proble-
ma, [Tomasin, 1973, Vittori, 1992], con el Perceptro´n Multicapa entre otros
[Zaldivar et al., 2000, Valls, 2004, Valls et al., 2006], mejorando los resulta-
dos de los modelos lineales tradicionales. Los me´todos generales producen
muy buenas predicciones en media, pero no tienen el mismo e´xito para los
valores extremos comentados.
Para este trabajo se obtuvieron los datos del nivel de la marea en la
laguna de Venecia medidos cada hora a lo largo de los an˜os 1980-1989 y
1990-1995. Estos datos fueron suministrados por A. Tomasin (Cnr-isdmg
Universita` Ca’Foscari, Venecia). La principal peculiaridad de esta serie es
que existen valores de niveles altos de mareas, que son poco corrientes
pero muy importantes de predecir. Para los experimentos realizados se han
usado los siguientes valores para las constantes D y τ : D = 24, y τ =
1, 4, 12, 24, 28, 48, 72, 96. Es decir, se han usado las medidas del nivel de la
marea de 24 horas consecutivas para predecir el nivel de la marea 1,4,12. . .
etc. horas ma´s tarde. Para los experimentos se crearon un conjunto de pa-
trones con 24 entradas a partir de los datos de la de´cada de los 80. Los
62 Cap´ıtulo 6
primeros 5000 patrones se usaron como conjunto de entrenamiento, y los
2000 siguientes como conjunto de validacio´n. Para el sistema de reglas se
uso´ una poblacio´n de 100 individuos que evolucionaban a lo largo de 75000
generaciones, mientras que el sistema de Voronoi itero´ 5000 generaciones.
Esta configuracio´n de los experimentos se muestra en la tabla 6.2.
Tabla 6.2: Configuracio´n para los experimentos con la Serie Temporal de la
Laguna de Venecia
Dominio Laguna de Venecia
Conjunto de entrenamiento 5000
Conjunto de validacio´n 2000
Normalizacio´n [0,1]
Variables de entrada 24
Horizonte de prediccio´n 1, 4, 12, 24, 28, 48, 72, 96
Medida de error NRMSE
Los resultados de los sistemas desarrollados en esta tesis son los que
aparecen en las tablas 6.3, 6.4 y 6.5. La primera tabla muestra los resultado
del sistema de reglas (SRR), mientras que la segunda y tercera muentras
los resultados del sistema de Voronoi (SV) para los horizontes 1,4,12 y 24
(Tabla 6.4) y 28,48,72 y 96 (Tabla 6.5). Los umbrales mencionados en estas
tablas hacen referencia a los puntos mı´nimo exigidos a las regresiones de cada
regio´n para tomar como va´lida su prediccio´n. De la tabla 6.5 se extrajeron
los datos referentes al horizonte 96 para realizar los gra´ficos 6.1 y 6.2, en
cuales se muestra la evolucio´n del error y el porcentaje de prediccio´n en
funcio´n de los para´metros del algoritmo para dicho horizonte de preidccio´n.
La comparativa de los resultados obtenidos por los sistemas de aprendiza-
je automa´tico implementados en WEKA, junto con los mejores resultados
obtenidos por los sistemas desarrollados, pueden verse en la tabla 6.6. En
dicha tabla se muestran los resultados para cada horizonte de prediccio´n. El
valor de ”Porc. Pred.” (Porcentaje de prediccio´n) determina el porcentaje
de puntos del fichero de validacio´n que son predichos por al menos una regla.
El resto de los puntos del conjunto de validacio´n no pudieron ser predichos
por ninguna regla del total.
Las columnas SMO-Reg, IBK, LWL, Kstar, M5Rules, M5p, Radial Basis
Neural Networks, Perceptron Neural Networks and Conjuntive Rules mues-
tran las medidas de error obtenidas por estos algoritmos. La medida de error
usada en estos experimentos ha sido la medida de error estandar usada en
WEKA (Ra´ız del Error Cuadra´tico Medio - Root Mean Squared Error -
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RMSE), normalizada por la ra´ız de la varianza de la salida del conjunto de
validacio´n (NRMSE) para evitar distintas normalizaciones de la serie. Es-
tas medidas de error se encuentran definidas en las ecuaciones 6.1 y 6.2. El
gra´fico 6.3 se extrajo de la Tabla 6.6, y muestra la evolucio´n de los errores
de los distintos algoritmos en funcio´n del horizonte de prediccio´n.
RMSE =
√∑n
i=1 e
2
n
(6.1)
NRMSE =
RMSE√
V ar
(6.2)
Tabla 6.3: NRMSE y Porcentaje de Prediccio´n obtenidos del sistema de
reglas para la Serie Temporal de la Marea de Venecia.
Pred. Porc.
Hor. pred. NRMSE
1 98.5% 0.0720
4 99.8% 0.2536
12 95.2% 0.3269
24 98.8% 0.3547
28 98.2% 0.4486
48 97.6% 0.5254
72 100% 0.6286
96 100% 0.7057
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Tabla 6.4: NRMSE y Porcentaje de Prediccio´n obtenidos del sistema de
Voronoi para la Serie Temporal de la Marea de Venecia - Primera Tabla
Umbral 72 Umbral 120 Umbral 240
Horizonte Regiones NRMSE % NRMSE % NRMSE %
1 3 0.06857 100.00 0.06857 100.00 0.06857 100.00
1 8 0.06833 100.00 0.06833 100.00 0.06841 100.00
1 12 0.06829 100.00 0.06833 100.00 0.06849 99.99
1 16 0.06829 99.98 0.06837 99.95 0.06833 99.60
1 20 0.06837 99.98 0.06845 99.97 0.06837 99.81
4 3 0.24551 100.00 0.24551 100.00 0.24552 100.00
4 8 0.25417 100.00 0.25236 100.00 0.24706 100.00
4 12 0.25693 100.00 0.25647 100.00 0.25460 100.00
4 16 0.25983 100.00 0.25815 100.00 0.25448 99.97
4 20 0.25588 99.98 0.25575 99.91 0.25086 99.54
12 3 0.42960 100.00 0.42960 100.00 0.42974 100.00
12 8 0.42755 100.00 0.41685 100.00 0.39965 99.97
12 12 0.41420 100.00 0.40496 99.97 0.38599 99.67
12 16 0.39323 99.96 0.38161 99.89 0.36591 98.94
12 20 0.40469 99.99 0.38717 99.75 0.36155 98.73
24 3 0.37730 100.00 0.37730 100.00 0.37873 100.00
24 8 0.37296 100.00 0.37337 100.00 0.37188 99.85
24 12 0.37126 100.00 0.37173 100.00 0.37037 99.79
24 16 0.37361 100.00 0.37233 99.90 0.36869 99.47
24 20 0.37345 100.00 0.37497 99.91 0.36369 99.26
Figura 6.1:
Evolucio´n del Error para la Serie Temporal de la Marea de Venecia
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Figura 6.2:
Evolucio´n de la prediccio´n para la Serie Temporal de la Marea de Venecia
Figura 6.3:
Evolucio´n del Error en funcio´n del Horizonte de Prediccio´n para la Serie
Temporal de las Mareas de Venecia
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Tabla 6.5: NRMSE y Porcentaje de Prediccio´n obtenidos del sistema de
Voronoi para la Serie Temporal de la Marea de Venecia - Segunda Tabla
Umbral 72 Umbral 120 Umbral 240
Horizonte Regiones NRMSE % NRMSE % NRMSE %
28 3 0.45122 100.00 0.45163 100.00 0.45209 100.00
28 8 0.46988 100.00 0.46975 100.00 0.46886 100.00
28 12 0.46928 100.00 0.46884 100.00 0.46720 100.00
28 16 0.47130 100.00 0.47029 100.00 0.46818 100.00
28 20 0.46682 100.00 0.46722 100.00 0.46320 99.65
48 3 0.56753 100.00 0.56753 100.00 0.56753 100.00
48 8 0.56246 100.00 0.56463 100.00 0.56662 99.98
48 12 0.56116 100.00 0.56313 100.00 0.56353 99.99
48 16 0.56523 100.00 0.56414 100.00 0.56581 99.84
48 20 0.56353 100.00 0.56490 99.99 0.56310 99.76
72 3 0.65924 100.00 0.65924 100.00 0.65924 100.00
72 8 0.65678 100.00 0.65770 100.00 0.65994 100.00
72 12 0.65846 100.00 0.65904 100.00 0.65958 100.00
72 16 0.66005 100.00 0.66125 100.00 0.66224 99.84
72 20 0.65962 100.00 0.66009 99.99 0.65888 99.87
96 3 0.69759 100.00 0.69759 100.00 0.69758 100.00
96 8 0.70323 100.00 0.70353 100.00 0.70510 100.00
96 12 0.70215 100.00 0.70286 100.00 0.70294 100.00
96 16 0.70432 100.00 0.70500 100.00 0.70734 99.97
96 20 0.70859 100.00 0.71090 100.00 0.71514 99.77
Tabla 6.6: NRMSE y Porcentaje de Prediccio´n obtenidos por los otros sis-
temas de aprendizaje automa´tico para la Serie Temporal de la Marea de
Venecia.
Algoritmo H1 H4 H12 H24 H28 H48 H12 H96
SRR 0.0720 0.2536 0.3269 0.3547 0.4486 0.5254 0.6286 0.7057
SV 0.0683 0.2455 0.3615 0.3637 0.4512 0.5611 0.6568 0.6976
Conj. Rule 0.6391 0.6634 0.6926 0.7237 0.7943 0.7970 0.8420 0.9164
IBK 0.3772 0.4878 0.4948 0.5131 0.6376 0.6331 0.7221 0.7863
K-Star 0.4937 0.5688 0.6041 0.6786 0.7890 0.8098 0.8864 0.9336
LWL 0.6046 0.6036 0.6048 0.6147 0.6824 0.6842 0.7702 0.8441
M5P 0.0760 0.3174 0.3464 0.3638 0.5018 0.5309 0.6548 0.7208
M5Rules 0.0760 0.3174 0.3464 0.3638 0.5018 0.5309 0.6556 0.7159
Percep. NN 0.7698 0.7712 0.7132 0.7476 0.7964 0.7764 0.8178 0.8583
RBNN 0.0770 0.3493 0.7038 0.4679 0.5487 0.6955 0.8842 0.8537
SMO-Reg. 0.0724 0.2591 0.3244 0.3432 0.4471 0.5138 0.6202 0.7011
En todos los casos se ha buscado maximizar el porcentaje de datos de
validacio´n predichos sin que con ello se elevase demasiado el error medio.
Para el caso del sistema de reglas, es interesante observar que cuando au-
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menta el horizonte de prediccio´n, el porcentaje de prediccio´n no disminuye.
En conclusio´n, el sistema parece ser estable a variaciones del horizonte de
prediccio´n. Esta propiedad resulta ser muy interesante, ya que demuestra
que las reglas esta´n adaptadas a las caracter´ısticas especiales y locales de la
serie. Para el sistema de Voronoi, se puede observar tambie´n un porcentaje
de prediccio´n del 100% en casi todos los casos, y nunca menor de un 99.6%
.
Del estudio de la tabla 6.6 se deduce que los sistemas desarrollados en
esta tesis mejoran los resultados de la mayor´ıa de los otros algoritmos, con
unos porcentajes de prediccio´n muy cercanos al 100%. De todo los algo-
ritmos implementados en WEKA, SMO-Reg parece ser el u´nico capaz de
mejorar los resultados de ambos sistemas, y ni siquiera en todos los casos.
Comparando los sistemas presentados en esta tesis, el sistema de Voronoi
presenta unos resultados ligeramente mejores que el sistema de reglas.
En la Tabla 6.7 tenemos un estudio de la significancia estad´ıstica de los
errores obtenidos en la tabla anterior para el horizonte de prediccio´n 96. Se
ha realizado la tabla u´nicamente para este horizonte por considerarse el de
ma´s intere´s. Los valores usados para la constante alfa han sido 0.05 y 0.01,
y el significado de los s´ımbolos de esta Tabla aparecen descritos el la Tabla
6.1, tal y como se indico´ previamente. Como se puede observar en el estudio
estad´ıstico, los resultados del SRR son equivalentes a los del SV, salvo para
el caso de 3 regiones. Dicho estudio tambie´n corrobora las conclusiones que
se obten´ıan en la Tabla 6.6 de que los sistemas desarrollados mejoraban
los resultados de los sistemas de aprendizaje automa´tico cla´sicos, salvo el
SMO-Reg, que obtiene unos resultados comparables, y no muy lejanos en
medida de error. Es interesante, asimismo, remarcar que tanto el SRR como
el SV obtuvieron un porcentaje de prediccio´n del 100% para sus mejores
resultados en este horizonte.
En la figura 6.4 se puede ver un ejemplo de la prediccio´n para un caso
de marea inusualmente alta, con un horizonte de 1.
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Tabla 6.7: Estudio estad´ıstico de los resultados para la Serie Temporal de
Mareas de Venecia.
Conj. M5 FF RB SMO
SRR Rule IBK Kstar LWL M5P Rules NN NN Reg
SRR ++ ++ ++ ++ ++ ++ ++ ++ - -
SV3 ++ ++ ++ ++ ++ ++ ++ ++ ++ =
SV8 = ++ ++ ++ ++ ++ ++ ++ ++ =
SV12 = ++ ++ ++ ++ ++ ++ ++ ++ =
SV16 = ++ ++ ++ ++ ++ ++ ++ ++ - -
SV20 = ++ ++ ++ ++ = = ++ ++ -
Figura 6.4:
Prediccio´n de marea inusual con horizonte 1 por el SRR
6.2. Serie de Mackey-Glass
La serie temporal de Mackey-Glass es una serie artificial ampliamente
utilizada en el campo de la prediccio´n de series temporales, [Platt, 1991,
Yingwei et al., 1997], pues tiene unas caracter´ısticas que la hacen especial-
mente interesante. Se trata de una serie cao´tica que viene definida por la
ecuacio´n diferencial 6.3.
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ds(t)
dt
= −bs(t) + a s(t− λ)
1 + s(t− λ)10 (6.3)
Al igual que en los trabajos citados, se han usado los valores de las con-
stantes a = 0,2, b = 0,1 y λ = 17. A continuacio´n, se generaron 30000
patrones para cada horizonte de prediccio´n. Los 4000 primeros patrones no
se usara´n para evitar el ruido debido a la inicializacio´n. A continuacio´n se
uso´ el conjunto de datos del intervalo [5000,25000] para la labor de entre-
namiento, y el segmento de datos [4000,5000] para la validacio´n. Toda se
serie se normalizo´ en el intervalo [0,1]. Esta configuracio´n se resume en la
tabla 6.8.
Tabla 6.8: Configuracio´n para los experimentos con la Serie Temporal de
Mackey-Glass
Dominio Mackey-Glass
Conjunto de entrenamiento 20000
Conjunto de validacio´n 1000
Normalizacio´n [0,1]
Variables de entrada 24
Horizonte de prediccio´n 50,85
Medida de error NRMSE
Los resultados del sistema de reglas se encuentran en la tabla 6.9. En la
tabla 6.10 se muestra una comparativa del error del sistema de Voronoi para
el nu´mero de regiones y la cantidad de puntos mı´nimos exigidos a cada re-
gio´n. De esta u´ltima tabla se extrajeron los datos para los gra´ficos 6.5,6.6,6.7
y 6.8, que muestran la evolucio´n del error y el porcentaje de prediccio´n en
funcio´n de los para´metros del algoritmo de Voronoi para los horizontes 50 y
80, respectivamente. Los resultados para estos mismos horizontes de predic-
cio´n de los algoritmos IBK, LWL, KStar, M5Rules, M5p, Perceptron Neural
Networks, Radial Basis Neural Networks y Conjuntive Rule implementados
en WEKA, as´ı como una regresio´n lineal, se muestran en la tabla 6.11, donde
tambie´n se comparan los los resultados de los sistemas desarrollados en esta
tesis. El error usado fue el NRMSE (normalized root mean squared error).
Dicha tabla se uso´ para crear el gra´fico 6.9, que muestra la evolucio´n de los
errores en funcio´n del horizonte de prediccio´n. En la mayor´ıa de los casos, el
sistema de reglas mejora a la mayor´ıa de los dema´s (salvo a IBK y KStar).
Esto nos induce a pensar que el sistema de reglas obtiene mejores resultados
en las regiones ma´s dificiles de predecir de la Serie Temporal.
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Tabla 6.9: NRMSE y Porcentaje de Prediccio´n obtenidos por el sistema de
reglas para la Serie Temporal Mackey-Glass.
Pred. Perc.
Hor. pred. NRMSE
50 81.2% 0.0255
85 79.6% 0.0553
Tabla 6.10: Comparativa de los errores del sistema de Voronoi para el nu´mero
de regiones de la Serie Temporal de Mackey-Glass
Umbral 72 Umbral 120 Umbral 240
Horizonte Regiones NRMSE % NRMSE % NRMSE %
50 3 0.2903 100.00 0.2903 100.00 0.2903 100.00
50 8 0.0730 100.00 0.0730 100.00 0.0735 100.00
50 12 0.0497 100.00 0.0497 100.00 0.0535 100.00
50 16 0.0342 100.00 0.0342 100.00 0.0432 98.50
50 28 0.0253 100.00 0.0260 100.00 0.0459 83.00
50 32 0.0199 100.00 0.0230 99.40 0.0453 65.30
50 40 0.0179 100.00 0.0245 99.30 0.0405 12.90
85 3 0.4365 100.00 0.4365 100.00 0.4365 100.00
85 8 0.1831 100.00 0.1831 100.00 0.1949 100.00
85 12 0.1294 100.00 0.1310 100.00 0.1535 100.00
85 16 0.0895 100.00 0.0958 100.00 0.1232 89.80
85 28 0.0676 100.00 0.0781 100.00 0.0982 77.40
85 32 0.2476 100.00 0.0642 96.50 0.1107 66.60
85 40 0.0816 100.00 0.0970 93.10 0.0862 50.30
Figura 6.5:
Evolucio´n del Error para la Serie Temporal de Mackey-Glass, Horizonte 50
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Figura 6.6:
Evolucio´n de la prediccio´n para la Serie Temporal de Mackey-Glass,
Horizonte 50
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Figura 6.7:
Evolucio´n del Error para la Serie Temporal de Mackey-Glass, Horizonte 80
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Figura 6.8:
Evolucio´n de la prediccio´n para la Serie Temporal de Mackey-Glass,
Horizonte 80
Tabla 6.11: NRMSE obtenidos por los sistemas de aprendizaje automa´tico
para la Serie Temporal Mackey-Glass.
Algoritmo Horizonte 50 Horizonte 80
SRR 0.0255 0.0553
SV 0.0179 0.0642
Regresio´n 0.0302 0.0310
Conj. Rule 0.7203 0.7827
IBK 0.0208 0.0351
K-Star 0.0178 0.0286
LWL 0.7004 0.7833
M5P 0.0503 0.0898
M5Rules 0.0660 0.1076
Percep. NN 0.1217 0.4524
RBNN 0.7045 0.7630
SMO-Reg. 0.7303 0.7507
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Figura 6.9:
Evolucio´n del Error en funcio´n del Horizonte de Prediccio´n para la Serie
Temporal de Mackey-Glass
El porcentaje de prediccio´n del Sistema de Reglas para el conjunto de
validacio´n (ma´s del 75%) nos induce a pensar que los elementos descarta-
dos ciertamente produc´ıan errores de prediccio´n altos, ya que su descarte
produce resultados mejores que los obtenidos por los otros sistemas.
En la Tabla 6.10 se muestran los resultados obtenidos cuando se aplica el
sistema de Voronoi a los mismos conjuntos de datos. Al igual que el anterior
dominio, se utilizan 3 umbrales correspondientes a 72, 120 y 240 puntos.
Para los experimentos se han utilizado 3, 8, 12, 16, 28, 32 y 40 regiones.
Esta tabla muestra un comportamiento uniforme para el sistema de Voronoi
cuando el umbral de prediccio´n no es demasiado alto. En este caso, el error
disminuye significativamente al incrementarse el nu´mero de regiones, pero el
porcentaje de prediccio´n no cambia significativamente. Cuando incrementa-
mos simultaneamente el nu´mero de regiones y el umbral, el sistema parece
incapaz de encontrar una divisio´n del espacio de entrada con una cantidad
de puntos suficientes para hacer una regresio´n fiable en cada regio´n. Como
se puede comprobar para otros dominios en este cap´ıtulo, un umbral entre 3
y 5 puntos por variable de entrada es ma´s que suficiente para obtener unos
resultados excelentes, siempre y cuando el nu´mero de regiones sea suficien-
temente alto. En la Tabla 6.11 se puede ver que los sistemas desarrollados en
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esta tesis mejoran a la mayor´ıa de los dema´s algoritmos, y en el caso del SV,
obtiene unos resultados competitivos con los mejores de la tabla (K-Star).
Las Tablas 6.12 y 6.13 muestran un estudio de la significancia estad´ıstica
de los resultados experimentales para este dominio para los horizontes 50
y 80 respectivamente. Los resultados del SV usados para esta comparativa
son los obtenidos con el umbral 72 para el Horizonte 50, y umbral 120
para el Horizonte 80. Al igual que en todos los dominios presentados, los
valores usados para la constante alfa han sido 0.05 y 0.01. Para el caso del
Horizonte 50, se puede ver que el Sistema de reglas bate a la mayor´ıa de
los algoritmos cla´sicos, y este a su vez, so´lo es mejorado por el sistema de
Voronoi cuando tiene un gran nu´mero e regiones. En este u´ltimo caso, el
SV es significativamente mejor que los dema´s sistemas, excepto K-Star. En
el caso del Horizonte 80, es el SRR el que obtiene mejores resultados que
el SV. Ambos mejoran los resultados de los sistemas cla´sicos, salvo IBK y
K-Star, que finalmente demuestran ser especialmente buenos para el caso de
series temporales cao´ticas.
Tabla 6.12: Estudio estad´ıstico de los resultados para la Serie Temporal de
Mackey-Glass para el Horizonte 50.
Conj. M5 FF RB SMO
SRR Reg. Rule IBK Kstar LWL M5P Rules NN NN Reg
SRR ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV3 - - ++ ++ - - - - ++ - - - - - - ++ ++
SV8 - - ++ ++ - - - - ++ - - - - ++ ++ ++
SV12 - - ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV16 - - ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV28 = ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV32 ++ ++ ++ ++ - - ++ ++ ++ ++ ++ ++
SV40 ++ ++ ++ ++ - - ++ ++ ++ ++ ++ ++
6.3. Serie de manchas solares
Esta serie contiene el nu´mero medio de manchas solares medidas mensu-
almente desde enero de 1749 hasta marzo de 1977. Estos datos se encuentran
disponibles en http://sidc.oma.be (”RWC BelgiumWorld Data Center for
the Sunspot”). Es una serie temporal cao´tica que tiene comportamientos lo-
cales, ruido en las medidas e incluso zonas que no se pueden predecir a partir
del conocimiento archivado. En todos los experimentos se ha trabajado con
los mismos datos: conjunto de entrenamiento desde Enero de 1749 hasta
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Tabla 6.13: Estudio estad´ıstico de los resultados para la Serie Temporal de
Mackey-Glass para el Horizonte 80.
Conj. M5 FF RB SMO
SRR Reg. Rule IBK Kstar LWL M5P Rules NN NN Reg
SRR ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV3 - - ++ ++ - - - - ++ - - - - = ++ ++
SV8 - - ++ ++ - - - - ++ - - - - ++ ++ ++
SV12 - - ++ ++ - - - - ++ - - - - ++ ++ ++
SV16 - - ++ ++ - - - - ++ - - ++ ++ ++ ++
SV28 - - ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV32 - - ++ ++ - - - - ++ ++ ++ ++ ++ ++
SV40 - - ++ ++ - - - - ++ - - ++ ++ ++ ++
Diciembre de 1919, y validacio´n desde Enero de 1929 hasta Marzo de 1977,
normalizados en el rango [0, 1]; en todos los casos se usaron 24 entradas.
La medida de error usada para los experimentos en este dominio ha sido la
definida en la ecuacio´n 6.4. La configuracio´n de los experimentos se muestra
en la tabla 6.14.
e =
1
2(N + τ)
N∑
i=0
(x(i)− x˜(i))2 (6.4)
Tabla 6.14: Configuracio´n para los experimentos con la Serie Temporal de
Manchas Solares
Dominio Manchas Solares
Conjunto de entrenamiento 2000
Conjunto de validacio´n 500
Normalizacio´n [0,1]
Variables de entrada 24
Horizonte de prediccio´n 1, 4, 8, 12, 18
Medida de error Eq. 6.4
En la Tabla 6.15 se puede ver el error y el porcentaje de prediccio´n para
distintos horizontes para el sistema de reglas. La Tabla 6.16 muestra los
errores obtenidos por el sistema de Voronoi, y por u´ltimo, la Tabla 6.17
muestra los errores obtenidos por los sistemas SMO-Reg, IBK, LWL, KStar,
M5Rules, M5p y Conjuntive Rule, todos ellos inclu´ıdos en WEKA. Los re-
sultados para Perceptro´n Multicapa y Redes Recurrentes se extrajeron de
[Galva´n and Isasi, 2001]. Como en los anteriores dominios, todas estas tablas
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muestran la media de 10 experimentos para todos los algoritmos con inicial-
izaciones aleatorias. De la Tabla 6.16 se extrajeron los datos del Horizonte
18 para los Gra´ficos 6.10 y 6.11, que representan la dependencia del error y
de porcentaje de prediccio´n en funcio´n de los para´metros del SV. De la Tabla
6.17 se extrajeron los datos para el Gra´fico 6.12, que muestra la evolucio´n
de los errores de cada algoritmo en funcio´n del Horizonte de Prediccio´n.
Tabla 6.15: Error del sistema de reglas para la serie de Manchas Solares
Pred. Perc.
Horiz. pred. SRR
1 100% 0.00228
4 97.6% 0.00351
8 95.2% 0.00377
12 100% 0.00642
18 99.8% 0.01021
Figura 6.10:
Evolucio´n del Error para la Serie Temporal de Manchas Solares
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Tabla 6.16: Comparativa de los errores del sistema de Voronoi para el nu´mero
de regiones de la Serie Temporal de Manchas Solares
Horizonte Reg. Umbral 72 Umbral 120 Umbral 240
Error % pred. Error % pred. Error % pred.
1 3 0.00231 99.86 0.00228 99.80 0.00228 99.64
1 6 0.00224 99.52 0.00221 99.12 0.00220 98.20
1 10 0.00228 98.42 0.00213 96.54 0.00204 92.92
1 16 0.00222 96.48 0.00201 92.80 0.00183 88.28
1 24 0.00197 89.40 0.00180 86.28 0.00165 81.48
4 3 0.00332 100.00 0.00333 100.00 0.00333 99.98
4 6 0.00334 99.80 0.00335 99.74 0.00330 99.42
4 10 0.00334 99.44 0.00332 99.20 0.00317 96.20
4 16 0.00316 96.50 0.00306 95.74 0.00287 90.98
4 24 0.00289 90.74 0.00266 87.68 0.00253 84.26
8 3 0.00421 100.00 0.00399 100.00 0.00390 99.60
8 6 0.00408 99.84 0.00396 99.84 0.00391 98.88
8 10 0.00402 99.36 0.00402 98.96 0.00371 96.68
8 16 0.00384 97.86 0.00368 95.26 0.00344 90.92
8 24 0.00377 94.72 0.00354 89.80 0.00325 82.24
12 3 0.00589 100.00 0.00566 100.00 0.00533 99.30
12 6 0.00548 100.00 0.00540 100.00 0.00523 99.10
12 10 0.00541 99.78 0.00528 99.20 0.00502 96.50
12 16 0.00513 97.74 0.00503 96.10 0.00476 91.56
12 24 0.00509 92.42 0.00478 88.24 0.00444 84.60
18 3 0.00844 100.00 0.00845 100.00 0.00804 100.00
18 6 0.00817 100.00 0.00807 100.00 0.00777 99.88
18 10 0.00786 100.00 0.00769 99.76 0.00736 96.88
18 16 0.00772 98.84 0.00757 97.96 0.00722 93.12
18 24 0.00738 95.18 0.00722 93.24 0.00721 86.84
Figura 6.11:
Evolucio´n de la prediccio´n para la Serie Temporal de Manchas Solares
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Tabla 6.17: Error para los otros sistemas de aprendizaje automa´tico para la
serie de Manchas Solares
Algoritmo Horiz 1 Horiz 4 Horiz 8 Horiz 12 Horiz 18
SRR 0.00228 0.00351 0.00377 0.00642 0.01021
SV 0.00165 0.00253 0.00325 0.00444 0.00721
Regresio´n 0.00230 0.00384 0.00491 0.00636 0.00989
Conj. Rule 0.01211 0.01449 0.01594 0.01720 0.02040
IBK 0.00451 0.00564 0.00657 0.00794 0.01039
K-star 0.00503 0.00657 0.00868 0.01038 0.01312
LWL 0.00755 0.01004 0.01233 0.01446 0.01894
M5p 0.00230 0.00484 0.00572 0.00663 0.00807
M5Rules 0.00230 0.00397 0.00530 0.00642 0.00742
SMO-Reg 0.00233 0.00400 0.00520 0.00697 0.01131
Feedfw. NN 0.00511 0.00965 0.01177 0.01587 0.02570
Recur. NN 0.00511 0.00838 0.00781 0.01080 0.01464
Figura 6.12:
Evolucio´n del Error en funcio´n del Horizonte de Prediccio´n para la Serie
Temporal de Manchas Solares
Respecto al SRR, se puede observar que se obtienen mejoras frente a
los resultados comparados, con un porcentaje cercano al 100%. Si bien, la
mejora obtenida por este sistema, frente a algunos de los algoritmos cla´sicos
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es marginal para el horizonte 1, pero se va incremando con el horizonte. Un
estudio ma´s detallado de los resultados confirma la tendencia, existente en
los dominios anteriores, de que este sistema es capaz de captar, de forma
local, las peculiaridades de las series.
En la Tabla 6.16 comprobamos que el error se incrementa con el hori-
zonte de prediccio´n. Au´n as´ı, para cada horizonte el error se mantiene en
unos ma´rgenes muy bajos. Si comparamos estos resultados con los de los al-
goritmos cla´sicos (Tabla 6.17) y SRR (Tabla 6.15), vemos que los resultados
son competitivos, independientemente del horizontes, cosa que no ocurr´ıa
en tal medida con el SRR. Si adema´s aceptamos trabajar con un porcentaje
de prediccio´n menor que el 100%, los resultados pasan a ser mucho mejores
que los de los dema´s sistemas. En definitiva, se puede concluir con que el
SV obtiene un rendimiento excelente, independientemente del horizonte de
prediccio´n.
El test de significancia estad´ıstica (Tabla 6.18) se realizo´ so´lo para el
horizonte 18, al ser el caso de estudio ma´s relevante, debido a que es el hori-
zonte en el que los algoritmos investigados obtienen menos ventaja sobre los
cla´sicos. Para el algoritmo SV se uso´ la columna correspondiente al umbral
240. Como de costumbre, los valores de la constante alfa usados fueron 0.05
y 0.01.
Tabla 6.18: Test estad´ıstico para la serie temporal de Manchas Solares
Conj. M5 SMO
SRR Reg. Rule IBK Kstar LWL M5P Rules Reg
SRR – ++ ++ ++ ++ – – ++
SV3 ++ ++ ++ ++ ++ ++ = – ++
SV6 ++ ++ ++ ++ ++ ++ ++ – ++
SV10 ++ ++ ++ ++ ++ ++ ++ = ++
SV16 ++ ++ ++ ++ ++ ++ ++ = ++
SV24 ++ ++ ++ ++ ++ ++ ++ = ++
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6.4. Serie del Consumo de agua
Figura 6.13:
Serie Temporal del Consumo de Agua
Esta serie temporal representa el consumo de agua de un depo´sito me-
dido lo largo de 5 an˜os y 6 meses. Se puede descargar de la pa´gina web
http://atc.ugr.es/ jherrera/. Esta serie presenta comportamientos estacionar-
ios (tal y como se puede ver en la figura 6.13), y al contrario que las anteriores
que tienen una tendencia mas c´ıclica.
Para trabajar con la serie temporal, primero se procesaron los patrones.
Para esto se normalizo´ la serie en el intervalo [0,1], y a continuacio´n se
crearon los patrones con 9 valores consecutivos (8 para las variables de en-
trada, y 1 para la variable de salida). Dado que el fichero se compone de 2007
medidas, se pudieron crear so´lamente 1999 patrones, de los cuales los 1500
primeros se destinaron al conjunto de entrenamiento, y los 499 restantes al
de validacio´n. La configuracio´n ba´sica para estos experimentos se encuentra
resumida en la Tabla 6.19.
Primero se hicieron algunos experimentos para determinar el nu´mero
o´ptimo de regiones y de puntos mı´nimos para el sistema de Voronoi. Los
resultados de tales experimentos se muestran en la tabla 6.20. Cada casilla
de la tabla muestra la media de 10 experimentos. La columna MSE muestra
el error medio, y la columna% el porcentaje medio de reconocimiento del
conjunto de validacio´n. Los Gra´ficos 6.14 y 6.15 esta´n extra´ıdos de dicha
tabla. En ellos se muestra la evolucio´n del error y el porcentaje de prediccio´n
en funcio´n de los para´metros.
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Tabla 6.19: Configuracio´n para los experimentos con la Serie Temporal del
Depo´sito de agua
Dominio Depo´sito de agua
Conjunto de entrenamiento 1500
Conjunto de validacio´n 499
Normalizacio´n [0,1]
Variables de entrada 8
Horizonte de prediccio´n 1
Medida de error MSE
Esta u´ltima tabla podemos apreciar que el error obtenido depende en
gran medida del nu´mero de puntos por regio´n (umbral de prediccio´n), y
del nu´mero de regiones. Tambie´n se ve claramente que el porcentaje de
prediccio´n es bastante alto; muy cercano, de hecho al 100%. Tal y co-
mo cab´ıa esperar, para valores altos del umbral, se obtienen valores mas
pequen˜os del porcentaje de prediccio´n. Esto tambie´n ocurre cuando incre-
mentamos el nu´mero de regiones. Para 20 regiones, dado que estamos usando
1500 patrones de entrenamiento, no podemos repartirlos entre todas las re-
giones asegurando que cada una recibe al menos 80 puntos: las regiones que
acumulen comportamientos ma´s similares y predecibles, agrupara´n mas pa-
trones, mientras que los patrones que representan comportamientos ano´ma-
los tendera´n a caer en regiones menos pobladas. Es as´ı, pues, lo´gico tender
a ignorar dichas regiones a la hora de predecir. Por tanto, y tal y como
demuestran los resultados, esta forma de seleccio´nar que´ patrones predecir
tiende a decrementar el porcentaje de prediccion en pos de una mejora del
error de prediccio´n medio. En resumen, los resultados demuestran que el sis-
tema de Voronoi es capaz de producir excelentes predicciones, sin depender
mucho de los para´metros. Tambie´n se puede comprobar que un valor de 5
por variable de entrada es un buen valor para el umbral de prediccio´n.
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Tabla 6.20: Comparativa de los errores del sistema de Voronoi para el nu´mero
de regiones de la Serie Temporal del depo´sito de agua
Regiones Umbral 24 Umbral 40 Umbral 80
MSE % MSE % MSE %
3 0.003142 100.00 0.003142 100.00 0.003137 100.00
6 0.003240 100.00 0.003229 100.00 0.003240 100.00
8 0.003346 100.00 0.003337 100.00 0.003313 100.00
10 0.003442 100.00 0.003356 100.00 0.003337 99.96
12 0.003477 100.00 0.003428 100.00 0.003413 99.94
16 0.003582 100.00 0.003443 99.70 0.003443 98.70
20 0.003803 98.96 0.003588 97.17 0.003411 92.81
Figura 6.14:
Evolucio´n del Error para el SV en la Serie Temporal del Consumo de Agua
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Figura 6.15:
Evolucio´n de la prediccio´n para el SV en la Serie Temporal del Consumo
de Agua
En la tabla 6.21 se muestran los resultados obtenidos por los me´todos
presentados en esta tesis junto con los algoritmos seleccionados de WEKA.
La fila SRR contiene el error para el Sistema de Reglas, y SV el error para
el sistema de Voronoi. Para los algoritmos que requieren una inicializacio´n
aleatoria, el resultado presentado es una media de 10 experimentos. La me-
diada de error usada es el Error Cuadra´tico Medio (Mean Squared Error -
MSE). El Sistema de reglas obtuvo un porcentaje de reconocimiento medio
del 99,80%.
En la Tabla 6.22 se muestra un estudio de la significancia estad´ıstica de
los errores obtenidos en la tabla anterior. En esta tabla se puede observar
que el Sistema de Voronoi con menos de 20 regiones es significativamente
mejor que la mayor´ıa de los sistemas de aprendizaje automa´tico utilizados
en las pruebas, para un valor de alfa de 0.01. A su vez, el Sistema de Reglas
so´lo es batido por el algoritmo de regiones de Voronoi, el M5P y el M5Rules,
y este u´ltimo resulta ser so´lo ligeramente mejor.
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Tabla 6.21: Comparativa de los errores para los datos del depo´sito de agua
Sistema MSE
SRR 0.00382
SV 0.00314
Regresio´n 0.00379
Conj. Rule 0.02674
IBK 0.00542
Kstar 0.00629
LWL 0.02028
M5Rules 0.00377
M5P 0.00365
Perceptron 0.00673
RBNN 0.00959
SMO Reg 0.00392
Tabla 6.22: Estudio estad´ıstico de los resultados para la Serie Temporal del
depo´sito de agua.
Conj. M5 FF RB SMO
SRR Reg. Rule IBK Kstar LWL M5P Rules NN NN Reg
SRR ++ ++ ++ ++ ++ - - - + ++ ++
SV3 ++ ++ ++ ++ ++ ++ ++ ++ + ++ ++
SV6 ++ ++ ++ ++ ++ ++ ++ ++ + ++ ++
SV8 ++ ++ ++ ++ ++ ++ ++ ++ + ++ ++
SV10 ++ ++ ++ ++ ++ ++ ++ ++ + ++ ++
SV12 ++ ++ ++ ++ ++ ++ ++ ++ + ++ ++
SV16 ++ ++ ++ ++ ++ ++ ++ ++ + ++ ++
SV20 ++ ++ ++ ++ ++ ++ + ++ + ++ ++
6.5. Prediccio´n del rendimiendo inicial de acciones
(IPO)
Mucho se ha escrito sobre la existencia de extran˜as tendencias en el
comportamiento de los precios de las acciones el d´ıa que salen a bolsa (initial
public offerings - IPOs). Esta tendencia, normalmente se corresponde con
importantes ganancias, es decir, que al terminar el primer d´ıa de cotizacio´n
de estas acciones, el precio de dichas acciones suele ser mucho mayor que
el precio con el que se pusieron a la venta. En [Ritter and Welch, 2002] se
calcula un crecimiento medio de la oferta inicial sobre el 18.8% sobre un
conjunto de 6,249 acciones de la bolsa americana entre 1980 y 2001. Este
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campo de investigacio´n lleva generando un gran intere´s desde hace treinta
an˜os [Ritter and Welch, 2002].
El conjunto de datos con el que se ha trabajado esta´ compuesto por 7
variables de entrada y uno de salida. La variable de salida es rendimiento ini-
cial de las acciones. Definiremos rendimiento inicial ajustado de una accio´n
al cambio porcentual entre el precio de oferta al precio de cierre del primer
d´ıa menos el rendimiento del ı´ndice general del mercado en que cotiza. Esto
se define mediante la ecuacio´n 6.5.
Ri = (
Pci − Poi
Poi
)− (Mci −Moi
Moi
) (6.5)
Donde Ri es el rendimiento inicial ajustado de la accio´n i, Poi es su valor
inicial de oferta, y Pci el precio de cierre de la accio´n. As´ı mismo, Moi el
ı´ndice de mercado al cierre del d´ıa anterior en que la accio´n i fuese admitida
a cotizacio´n y Mci el ı´ndice de mercado al cierre del d´ıa en que la accio´n i
fue admitida a cotizacio´n.
Las variables explicativas de entrada usadas han sido:
Prestigio de los asesores financieros (PRESTIGIO) Uno de los
factores en el a´mbito de las salidas a bolsa cuya influencia ha sido
ma´s estudiada es la composicio´n del equipo de asesores financieros. La
literatura acade´mica ha tratado extensamente la influencia de la re-
putacio´n de los asesores financieros en el comportamiento de la accio´n
a corto plazo. Esta variable tendra´ un valor binario, siendo 0 en caso
de que los asesores financieros no tengan gran prestigio.
Rango inicial de precios (AMP-RAN) Esta variable representa
el rango orientativo de precios presentado a los inversores.
Revisio´n final del precio de venta (INDI-RAN) La variable que
propone para medir este efecto responde a la expresio´n:
S =
|Pf − Pe|
Pe
Donde Pf es el precio final de la oferta y Pe el precio esperado definido
como el punto medio del rango de oferta.
Precio final de oferta (PRECIO) En [Chalk and Peavy, 1987] se
sugiere que el precio debe ser incluido como variable explicativa. Los
resultados de su estudio, ponen de manifiesto una correlacio´n negativa
entre el precio de emisio´n y el rendimiento inicial.
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Porcentaje de capital emitido (RETE) Esta variable es el por-
centaje de capital emitido, medido como el cociente del nu´mero de
acciones colocadas entre en nu´mero final de acciones que no formaron
parte de la operacio´n, sera´ empleado para aproximar el porcentaje de
capital retenido por los accionistas.
Taman˜o de la colocacio´n (LTAM) Esta variable sera´ representada
a trave´s del logaritmo del taman˜o de la emisio´n medido en millones de
do´lares, excluyendo la posibilidad de sobre subscripcio´n. La literatura
acade´mica ha documentado desde [Ritter, 1984] una relacio´n inversa
entre el taman˜o de la colocacio´n y el rendimiento.
Empresa tecnolo´gica(TEC) La razo´n por la que se sugiere una
variable concreta para controlar si las actividades industriales de una
empresa se relacionan con el sector tecnolo´gico es el hecho de que
tienden a mostrar una mayor infravaloracio´n. Esto hecho suele ser
modelizado por una variable binaria que es igual a uno para empresas
tecnolo´gicas.
Para un conocimiento ma´s detallado de las variables de entrada, re-
comendamos [Quintana et al., 2005, Quintana and Isasi, 2005].
La muestra con la que se trabajo´ consiste en 1.036 patrones que repre-
sentan las IPO de compan˜´ıas que salieron al mercado entre Abril de 1996
y Noviembre de 1999 en los principales mercados estadounidenses (AMEX,
NASDAQ y NYSE). La fuente de los datos fue´ Hoovers Online. Con idea de
ordenar dichos patrones aleatoriamente, se ordenaron alfabe´ticamente segu´n
el nombre de la empresa. A continuacio´n se normalizaron en el intervalo [0, 1]
y se enviaron los 750 primeros patrones al conjunto de entrenamiento, y los
286 restantes al de validacio´n. El resumen de la configuracio´n de los experi-
mentos se encuentra en la tabla 6.23.
Tabla 6.23: Configuracio´n para los experimentos para los datos de Bolsa.
Dominio IPO
Conjunto de entrenamiento 750
Conjunto de validacio´n 286
Normalizacio´n [0,1]
Variables de entrada 7
Horizonte de prediccio´n 1
Medida de error NMSE
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Se hicieron una serie de experimentos con el sistema de reglas para de-
terminar el valor o´ptimo de la variable EMAX, as´ı como el nu´mero de in-
dividuos. La tabla 6.24 muestra los resultados de tales experimentos, donde
cada casilla muestra la media de 10 experimentos. Las columnas ”EMAX” e
”Individuos” muestran el valor de dichos para´metros. La columna ”Reglas”
muestra el nu´mero medio de las mismas, mientras que la columna NMSE
muestra la media del error cuadra´tico medio normalizado (Normalized Mean
Squared Error), y la columna% el porcentaje medio de reconocimiento del
conjunto de validacio´n. Para todos estos experimentos, a cada regla se le
exigio´ un mı´nimo de 35 aciertos para ser usada.
Para el sistema de Voronoi se hicieron algunos experimentos para deter-
minar el nu´mero o´ptimo de regiones y de puntos mı´nimos para el sistema
de Voronoi. Los resultados tales experimentos se muestran en la tabla 6.25.
Cada casilla de la tabla muestra la media de 10 experimentos. La columna
NMSE muestra la media del error cuadra´tico medio normalizado, y la colum-
na% el porcentaje medio de reconocimiento del conjunto de validacio´n. De
esta tabla se extrajeron los gra´ficos 6.16 y 6.17, en cuales se muestra la
evolucio´n del error y el porcentaje de prediccio´n en funcio´n de los para´me-
tros del algoritmo. En la tabla 6.26 se muestran los resultados obtenidos por
los me´todos presentados en esta tesis junto con los algoritmos seleccionados
de WEKA. Vemos el algoritmo SV marcado como el mejor, seguido por el
SRR.
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Tabla 6.24: Comparativa de los errores del sistema de reglas para el valor
de EMAX y nu´mero de individuos para el problema IPO
EMAX Individuos Reglas NMSE %
0.06 5 82.3 0.919 80.05%
0.06 10 156.1 0.877 85.23%
0.06 20 253.1 0.862 84.69%
0.06 30 302.7 0.868 84.82%
0.07 5 88.9 0.909 81.93%
0.07 10 176.6 0.874 82.90%
0.07 20 285.7 0.872 83.71%
0.07 30 362.3 0.874 84.17%
0.10 5 92.4 0.871 85.60%
0.10 10 189.9 0.858 83.33%
0.10 20 318.2 0.844 83.06%
0.10 30 421.2 0.838 84.87%
0.12 5 96.3 0.864 87.83%
0.12 10 199.6 0.857 87.91%
0.12 20 330.5 0.822 86.04%
0.12 30 445.8 0.827 87.71%
0.14 5 101.5 0.852 90.41%
0.14 10 205.5 0.868 90.78%
0.14 20 351.2 0.852 90.31o
0.14 30 485 0.833 90.05%
0.16 5 108.3 0.853 91.14%
0.16 10 223.1 0.851 92.92%
0.16 20 371.3 0.843 93.37%
0.16 30 521 0.839 93.20%
0.18 10 239.9 0.855 92.39%
0.18 20 413.6 0.843 93.45%
0.18 20 558.1 0.855 92.50%
Figura 6.16:
Evolucio´n del Error para el SV en dominio IPO
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Tabla 6.25: Comparativa de los errores del sistema de Voronoi para el nu´mero
de regiones del problema IPO
Regiones Umbral 15 Umbral 35 Umbral 70
NMSE % NMSE % NMSE %
3 0.812 100.00 0.812 100.00 0.815 100.00
6 0.815 100.00 0.816 99.97 0.826 99.65
8 0.825 99.97 0.826 99.97 0.831 99.20
10 0.818 99.97 0.819 99.93 0.812 98.18
12 0.826 99.93 0.823 99.90 0.823 97.76
16 0.828 99.62 0.833 99.48 0.753 94.30
20 0.836 99.34 0.836 99.20 0.801 93.78
Figura 6.17:
Evolucio´n de la prediccio´n para el SV en dominio IPO
La Tabla 6.27 muestra los resultados del test estad´ıstico correspondiente
a este dominio. Para el SV, los datos utilizados para la comparativa se corres-
ponden con la columna Umbral 70. Como vemos, los algoritmos presentados
en este trabajo reflejan un rendimiento bastante bueno en comparacio´n con
los algoritmos de aprendizaje cla´sicos. Curiosamente, mientras que el ca-
so SV16 presentaba el mejor resultado medio, el SV10 presenta un mejor
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Tabla 6.26: Comparativa de los errores para los datos del problema IPO
Sistema NMSE
SRR 0.822
SV 0.753
Reg. 0.890
Conj. Rule 0.976
IBK 0.837
Kstar 0.872
LWL 0.905
M5P 0.848
M5Rules 0.867
Perceptron 0.911
RBNN 0.873
SMO-Reg 0.969
resultado estad´ıstico.
Tabla 6.27: Estudio estad´ıstico de los resultados para los datos IPO
Conj. M5 FF RB SMO
SRR Reg. Rule IBK Kstar LWL M5P Rules NN NN Reg
SRR ++ ++ = ++ ++ + ++ ++ ++ ++
SV3 = ++ ++ ++ ++ ++ ++ ++ ++ ++ ++
SV6 = ++ ++ + ++ ++ ++ ++ ++ ++ ++
SV8 = ++ ++ = + ++ = + ++ + ++
SV10 = ++ ++ ++ ++ ++ ++ ++ ++ ++ ++
SV12 = ++ ++ = ++ ++ ++ ++ ++ ++ ++
SV16 = + ++ = + + = + ++ + ++
SV20 = ++ ++ + ++ ++ ++ ++ ++ ++ ++
6.6. Resumen de resultados
En la tabla 6.28 se muestra un resumen de los resultados obtenidos en
cada dominio. En caso de que los dominios tuviesen ma´s de un horizonte
de predicio´n, se mostrara´ el caso ma´s interesante (que normalmente sera´ el
ma´s lejano temporalmente).
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Tabla 6.28: Resumen de los resultados experimentales
Medida 1o 2o 3o
Dominio Horizonte de error Mejor Mejor Mejor
Mareas de Venecia 96 NRMSE SV SMO-Reg SRR
Mackey-Glass 50 NRMSE K-Star SV IBK
Mackey-Glass 85 NRMSE K-Star Regresio´n IBK
Manchas solares 18 Eq 6.4 SV M5Rules M5P
Depo´sito de agua - MSE SV M5P M5Rules
IPO - NMSE SV SRR IBK
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Conclusiones y l´ıneas futuras
de investigacio´n
7.1. Conclusiones
En este tesis se han presentado dos nuevos me´todos para el aprendizaje
automa´tico y su aplicacio´n a la prediccio´n de series temporales, basados en
la bu´squeda local. En general, estos algoritmos se pueden aplicar a cualquier
problema de regresio´n. En el caso concreto de las series temporales existe una
problema´tica proveniente de la capacidad de generalizacio´n de los sistemas
de aprendizaje. Por un lado los sistemas muy generales producen buenas
capacidades de prediccio´n, sobre todo en situaciones normales de la serie,
pero son incapaces de producir salidas aceptables para valores extremos.
En algunos dominios esta incapacidad es cr´ıtica, ya que son los periodos
anormales los que son necesarios predecir. Para solucionar este problema se
han disen˜ado estos me´todos, disen˜ados sobre una perspectiva Michigan.
7.1.1. Sistema de Reglas
Se ha disen˜ado un me´todo basado en reglas, con perspectiva Michigan, y
con seleccio´n mediante torneos y sustitucio´n mediante estado estacionario.
El me´todo incluye un procedimiento de inicializacio´n espec´ıfico y un proceso
de mantenimiento de la diversidad de las soluciones. Este me´todo tiene la
desventaja de que no siempre puede garantizar la prediccio´n de toda la serie,
pero permite alcanzar niveles de prediccio´n muy altos a cambio de dejar una
pequen˜a parte de la serie sin predecir.
Los resultados muestran que, sobre todo en determinadas situaciones es-
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peciales (mareas alta, picos de funcio´n, etc.) el sistema es capaz de obtener
resultados mejores que me´todos precedentes, aunque la calidad de las predic-
ciones en media, considerando toda la serie, no sean significativamente supe-
riores. Es deducible, por lo tanto, que el sistema es capaz de encontrar buenas
reglas para situaciones excepcionales, y no es capaz de encontrar reglas que
sean mejores que las obtenidas mediante otros sistemas, para situaciones
habituales, entendiendo por habituales aquellas que ma´s se repiten en la
muestra.
Otra caracter´ıstica importante de este sistema es que puede encontrar las
regiones de la serie donde el comportamiento este´ lejos de ser generalizable.
Cuando la serie contiene regiones que tienen algunas particularidades espe-
ciales, el me´todo no so´lo localiza estas regiones, sino que adema´s construye
reglas particulares para predecirlas mejor. El me´todo es tambie´n fa´cilmente
generalizable a otros dominios diferentes de las series temporales. En gene-
ral, se puede aplicar a todos los dominios de aprendizaje inductivo, siempre
y cuando se posean suficientes ejemplos para el proceso de entrenamiento.
Otra caracter´ıstica es que siempre se pueden leer fa´cilmente las reglas de
prediccio´n producidas por este sistema de reglas.
7.1.2. Sistema de Voronoi
Este segundo sistema usaba Estrategias Evolutivas y una funcio´n de
fitness global. De los resultados mostrados en el cap´ıtulo anterior se infiere
que, definitivamente, la busqueda local mejora las aproximaciones globales.
Asimismo, este segundo sistema ha demostrado ser capaz de adaptarse
mucho mejor a los datos de aprendizaje que el sistema de reglas, ya que
obtiene unos porcentajes de salidas mejores que los del sistema anterior, con
unas medidas de error comparables o incluso mejores.
La u´nica caracter´ıstica de este sistema en la que no iguala o incluso mejo-
ra al anterior, es que el sistema predictivo no es tan fa´cilmente interpretable
como el anterior, ya que nos devuelve una serie de puntos (que represen-
tan los prototipos de las regiones de Voronoi) y para cada uno de estos los
coeficientes de la regresio´n asociada.
Las ventajas sobre los algoritmos de aprendizaje esta´ndar que poseen los
sistemas desarrollados en este trabajo:
Media de diferentes predicciones: Mientras que en el sistema de Re-
glas, el resultado final era la media de todas las predicciones de los
individuos cuyas reglas eran cumplida, en el de Voronoi tenemos la se-
gunda capa, que nos produce como resultado final la media de varios
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subsistemas. Con ello conseguimos una especie de ”opinio´n de varios
expertos”. Con ello evitamos que los resultados finales dependan en
gran medida de las inicializaciones o los procesos estoca´sticos propios
de los algoritmos. Y siempre es ma´s fiable lo que opinen varios ”ex-
pertos” que si se consultase so´lo a uno. Esto queda avalado por los
resultados experimentales.
Exigencia de mı´nimo de puntos en la regresio´n: con esto conseguimos
hacer ma´s fiables las regresiones. La contrapartida es que se presenta la
posibilidad de que los sistemas desarrollados no produzcan salida para
el 100% de los patrones. En cualquier caso, al tener varios individuos
(como ocurre en el SRR) o varios subsistemas (SV) lanzando predic-
ciones, tiende a aumentar el porcentaje de datos con prediccio´n, ya
que cuando no predice un individuo o subsistema en concreto, puede
que otro s´ı produzca prediccio´n. La no prediccio´n para un patro´n dado
ocurrir´ıa cuando ninguno diese una salida, en cuyo caso es de suponer
que dicho patro´n modelaba un comportamiento dificilmente predeci-
ble.
7.2. L´ıneas futuras de Investigacio´n
Como bie´n queda demostrado en esta tesis, una aproximacio´n local a
las tareas de aprendizaje produce mejores resultados que una aproximacio´n
global. Y no so´lo eso, ambos algoritmos tambie´n permiten detectar compro-
tamientos ano´malos, que en la fase de entrenamiento sera´n ignorado, y en
la de test o prediccio´n, no producira´n salida, evitando as´ı errores mayores.
En conclusio´n, ambos sistemas esta´n especialmente indicados para cualquier
conjunto de datos para los cuales sea de vital importancia la deteccio´n de
comportamientos at´ıpicos, como los datos de bolsa o los feno´menos naturales
que pueden inducir cata´strofes.
Es importante notar que para esta tesis nos hemos centrado en la parte
de la bu´squeda local. A la hora de predecir, ambos sistemas admiten el uso
de cualquier otro algoritmo de aproximacio´n o aprendizaje automa´tico en
lugar de la regresio´n, como las redes de base radial, perceptro´n multicapa,
sistemas no lineales como ARMA, interpolacio´n polinomial... etc.
Tambie´n ser´ıa muy interesante determinar los valores o´ptimos de los
para´metros de los algoritmos (EMAX, cantidad de individuos, umbral) en
funcio´n de los para´metros de datos de entrada (cantidad de patrones, nu´mero
de variables de entrada... etc).
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Otra posible l´ınea de investigacio´n para el sistema de reglas ser´ıa encon-
trar una forma de reducir el nu´mero total de reglas producidas por sistema.
Se podr´ıa hacer mediante un ana´lisis del fichero final donde se acumulan, y
posteriormente unificando las que sean muy parecidad, y aunando las que
sean distintas, pero usen una regresio´n parecida, mediante una sintaxis que
use OR u otros operadores lo´gicos. Esto tambie´n se podr´ıa hacer durante el
proceso de entrenamiento, creando a´rboles lo´gicos mediante programacio´n
gene´tica.
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