This paper studies the effect on economic capital from integrating interest rate and credit spread risk into credit portfolio models. By using fixed forward rates, most credit portfolio models currently employed in the banking industry ignore these risk factors. In contrast to previous studies, this paper accounts for correlated transition risk, credit spread risk, interest rate risk and also recovery rate risk. The simulations show that the error made when neglecting the stochastic nature of interest rates or credit spreads is significant, especially for high quality credit portfolios with low correlations between the obligors' asset returns.
Introduction
A typical shortcoming of credit portfolio models used in the banking industry is the lack of a stochastic modeling of relevant risk factors, such as risk-free interest rates or credit spreads, during the revaluation process at the risk horizon. For example, fixed income instruments, such as bonds or loans, are revalued at the risk horizon using currently observable forward rates for discounting future cash flows. Hence, the stochastic nature of the risk-free interest rates and credit spreads is ignored, which may underestimate the riskiness of the credit portfolio. An additional consequence is that correlations between changes of the credit quality of the debtors and changes of market risk factors and, hence, the exposure at default cannot be integrated into the credit portfolio model. This is especially a problem for market-driven instruments, such as interest rate derivatives. Finally, correlations between the exposures at default of different instruments, which depend on the same or correlated market risk factors, cannot be modeled, either.
Extending the work of Kiesel, Perraudin and Taylor (2003) , this paper considers the effect of integrating interest rate and credit spread risk into the CreditMetrics framework for a portfolio of defaultable zero coupon bonds. At the risk horizon, the value of a non-defaulted bond is determined by discounting its face value with the risk-free spot yield and the rating specific credit spread corresponding to the simulated asset return. Risk-free spot yields and rating specific credit spreads are assumed to be correlated. Furthermore, transition risk is correlated with the interest rate and credit spread risk. If a bond defaults before the risk horizon, its value is set equal to an independent beta-distributed fraction of a risk-free but otherwise identical zero coupon bond. Afterwards, this base case credit portfolio model is modified by introducing various inhomogeneities in the portfolio composition, employing a non-normal distribution for the asset returns, and assuming an enhanced recovery model with systematic recovery rate risk.
Related papers, which analyze the effect of integrating an additional risk factor, such as stochastic interest rates or stochastic credit spreads, into a credit portfolio model are from Kiesel, Perraudin and Taylor (2003) , Kijima and Muromachi (2000) , Barnhill and Maxwell (2002) and Grundke (2004a) .
2 Using Monte Carlo-simulations Kiesel, Perraudin and Taylor (2003) , whose paper is closest to this one, investigate the consequences from adding rating specific credit spread risk to the model for a portfolio of defaultable zero coupon bonds. The risk-free interest rates are assumed to be constant. However, Kijima and Muromachi (2000) integrate interest rate risk into an intensity-based credit portfolio model. The risk-free short rate and the intensity of the default time of each debtor are modeled as correlated extended Vasicek processes originally proposed by Hull and White (1990) . Kijima and Muromachi (2000) also use
Monte Carlo-methods and deal with a portfolio of defaultable zero coupon bonds. The most extensive study with regard to the number of simulated risk factors is from Barnhill and Maxwell (2002) . They simulate the risk-free term structure, credit spreads, a foreign exchange rate and equity market indices, which are all assumed to be correlated. The individual firm's return on equity is deduced from the return on the market index applying the CAPM model. This individual equity return is then used to compute the firm's debt ratio, which is mapped into a credit rating. Knowing the firm's credit rating at the risk horizon, the appropriate (simulated) risk-adjusted term structure of interest rates can be used for discounting the future cash flow of the coupon bond issued by that firm. However, Barnhill and Maxwell (2002) do not analyze to which extent the influence of additionally integrated market risk factors depends on the exact model specification, for example on the chosen modeling approach for joint credit quality movements or on the assumptions concerning the recovery rates. Grundke There are also first attempts to create an integrated market and credit risk portfolio framework for commercial applications, for example the approach developed by the risk management firm Algorithmics (see Iscoe, Kreinin and Rosen (1999) ).
proposed by the Basle Committee on Banking Supervision 3 by correlated interest rate risk and applies this model framework to a homogeneous, infinitely large portfolio of defaultable coupon bonds. Monte Carlo-simulations are not needed as only a one-dimensional integral has to be solved numerically. One drawback of this approach is that there are only two credit states, default and no default. Furthermore, credit spreads are assumed to be non-stochastic.
This paper extends the work of Kiesel, Perraudin and Taylor (2003) in several ways. Specifically, its main contributions are as follows: First, interest rate risk is introduced into the modeling framework, both during the revaluation of the bonds at the risk horizon and as a risk factor driving the asset returns and, hence, the individual transition processes. The risk-free interest rates and the rating specific credit spreads are assumed to be correlated. As a consequence, the conditional transition probabilities and the transitions, respectively, the risk-free interest rates and the credit spreads are all pairwise correlated. Second, this paper deviates from the usual CreditMetrics assumption of multivariate normally distributed asset returns, using instead a multivariate t -distribution to model the joint behavior of the debtors' asset returns. Third, the assumption that the recovery rate is an independent random variable is replaced by a recovery model, in which the recovery rate depends on the realization of the systematic and unsystematic risk factors driving the asset returns. Thus, the growing evidence 4 that credit risk and recovery rates are not independent is taken into account. In this case, transition, credit spread, interest rate and recovery risk become correlated risks.
The paper is structured as follows: Section 2 consists of a description of the credit portfolio model in the base case. This base case already includes correlated interest rate and credit spread risk. Section 3 presents a simulation study including the modifications of the base case model. Finally, the paper concludes in section 4 with a summary of the results. For references see appendix A.3.
The base case model
It is assumed that the credit portfolio consists of N zero coupon bonds with identical face value F and maturity date T issued by N different corporates. The risk horizon H of the credit portfolio model is one year and P denotes the real world probability measure. It is further assumed that the return n X on firm n's assets can be described by a normally distributed random variable, which is -without loss of generality -standardized: 
where , , always tends back to the mean level θ ; the higher the value κ the more unlikely are deviations from this level. As ( ) r t is normally distributed, negative interest rates are -usually only with a small probability -possible. Unfortunately, this is not the only drawback of the Vasicek (1977) model: It is not possible to adapt the model perfectly to a 5 It will be assumed that the interest rate factor r X and the systematic credit risk factor Z are correlated with the credit spreads, which implies a non-zero correlation between the transition process and the credit spreads. Kiesel, Perraudin and Taylor (2003, p. 7, fn 9 ) already hint at the possibility of introducing the latter correlation by allowing the latent variables driving the transitions to be correlated with the credit spreads. 6 For example in the macro-economic version of McKinsey's credit portfolio model CreditPortfolioView (see Wilson (1997a, b) ) macro-economic variables, such as unemployment rates or GDP growth, are used as explanatory variables for default probabilities.
given current term structure of interest rates. Nevertheless, this term structure model is chosen here for the sake of simplicity, but the qualitative results of this paper should not change using a different term structure model. The solution of the stochastic differential equation (2) The price of a zero coupon bond at the risk horizon H with face value F and maturity date T , whose issuer n has not already defaulted before H and exhibits the rating 
8 For details concerning this procedure see Gupton, Finger and Bhatia (1997, pp. 85). 9 Actually, ( , ) k S H T is the stochastic average credit spread of all obligors in the rating class k. The gaps between the firm specific credit spreads and the average credit spread of exposures with the same rating is not modeled, but all issuers are treated as if the credit spread appropriate for them equals the average credit spread of the respective rating grade. 
) are independent of the credit spreads ( , )
If the issuer n of a zero coupon bond has already defaulted ( 8 n H η = ) before the risk horizon H , the value of the bond is set equal to a beta-distributed fraction n δ of the value ( , ) p H T of a risk-free but otherwise identical zero coupon bond: These first two moments of the distribution of the recovery rate can vary with the seniority of a claim and the value of individual collaterals. For simplicity, a uniform recovery rate distribution is used for all issuers, but for each defaulted issuer a beta-distributed recovery rate is drawn individually which ensures independence of the recovery rates across the different exposures. In the base model, the recovery rate is as-11 Kiesel, Perraudin and Taylor (2003) show that the joint distribution of credit spread changes is approximately normal, at least for longer time horizons such as one year, which are usually employed in the context of credit portfolio management. This is the so-called Recovery-of-Treasury assumption used for example in the credit risk pricing models of Turnbull (1995), Jarrow, Lando and Turnbull (1997) or Longstaff and Schwartz (1995 
As (9) shows, the specification (1) of the multi-factor model for the individual asset returns implies that the conditional transition probabilities and the term structure of risk-free interest rates are correlated.
Simulation results
In this section a simulation study is presented which demonstrates the influence of changing one of the model parameters on the credit portfolio's risk measures and on the effect resulting from integrating interest rate and credit spread risk into the model. First, this study is conducted for the base case model, but afterwards it is analyzed whether the effect of integrated interest rate and credit spread risk is different within the modified credit portfolio models described in the methodological appendix. In addition, the robustness of the results with respect to inhomogeneities in the credit portfolio composition is tested. For some simulations, an increased number of 1, 000, 000 S = is used, which is indicated below the tables. For an alternative method based on Fourier transforms for calculating percentiles within this model see Grundke (2004b). 15 This is the same portfolio size as chosen by Kiesel, Perraudin and Taylor (2003) . 16 Throughout the paper the reasonable assumption is made that the two rating systems of Moody's and Standard and Poor's have the following one-to-one mapping: Aaa = AAA, Aa = AA, A = A, Baa = BBB, BB = Ba, B = B, Caa = CCC. (1996) are also used in the technical document of JP Morgan's CreditMetrics (see Gupton, Finger and Bathia (1997) ). However, using Moody's estimates of the mean and the standard deviation of the recovery rate in (8) ignores the fact that the rating agency defines the recovery rate as a percentage of par and not as a percentage of a risk-free but otherwise identical zero coupon bond. Perraudin and Taylor (2003) , these parameters are used for simulating the multivariate normally distributed credit spreads. However, this approach has two drawbacks: First, it can not be ensured that the simulated credit spreads are always non-negative, and, second, it is possible that the credit spread of a better rating grade is lower than that one of a worse rating grade. ρ between the systematic credit risk factor Z and the credit spreads is assumed to be 0.1 − , but this value is also varied.
Parameter values

23
In order to assess the impact of integrated interest rate and credit spread risk, for comparison the portfolio risk measures without assuming stochastic credit spreads and interest rates during the revaluation at the risk horizon, but instead employing the forward rates observable at 0 t = for discounting, are also calculated. Given the parameters of the short rate process (2), the risk-free forward rates can easily be computed. As a proxy for the forward credit spread discount factors the corresponding (at t H = ) expected spot credit spread discount factors are used. See Duffee (1998), Neal, Rolph and Morris (2000) and Kiesel, Perraudin and Taylor (2002) .
Results in the base case
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Without assuming a non-zero correlation between Z and ( , ) integrated interest rate and credit spread risk. Of course, the risk measures are always larger when taking interest rate and credit spread risk as additional risk factors into account.
24
The increase of the VaR values which results from integrating interest rate and credit spread risk into the revaluation process at the risk horizon is the highest for portfolios with a high credit quality and with obligors who exhibit a low asset return correlation. Hence, for these kinds of credit portfolios the underestimation of the economic capital caused by neglecting relevant risk factors is most serious. These findings are consistent with those of Kiesel, Perraudin and Taylor (2003) and Grundke (2004a) . Furthermore, it can be noticed that the percentage increase of the VaR values when integrating interest rate and credit spread risk is less pronounced for higher confidence levels, indicating that default (and transition) risk becomes the dominating risk factor when going further to the "bad" end of the credit portfolio distribution.
-insert table 1 about here - 
Results in the modified credit portfolio models
After presenting the results for the base case model specification, next, the influence of the homogeneity assumptions, the distributional assumption for the asset returns and the recovery model 25 on the risk measures and on the underestimation effect when neglecting interest rate and credit spread risk are analyzed.
Inhomogenities
Up to now, it has been assumed that the obligors in the portfolio are a homogeneous group, especially with regard to their credit quality, the bond specification and their stochastic dependence. Of course, real bank credit portfolios do not exhibit these features of homogeneity in this pure form, even if the obligors are sorted in order to form homogeneous groups. That is why in this section the influence which inhomogeneities have on the risk measures and on the underestimation effect is analyzed.
Inhomogeneous initial ratings:
Assuming the credit quality distribution of an "average" credit portfolio, based on Gordy (2000, p. 132), the risk measures are between those of portfolios with homogeneous initial ratings Baa and B, being closer to those of the Baa portfolio (without table). The remarks made for table 1 with regard to changes in the risk measures and the underestimation effect for varying asset return correlations or confidence levels are still valid.
Hence, it can be stated that the results qualitatively do not change with inhomogeneous credit qualities of the obligors. and credit spread risk. That is why the underestimation effect is reduced for this high confidence level relevant for credit risk management. In contrast, for the initial rating Aa there is still hardly an effect on the risk measures or the underestimation effect, and for the initial rating B the effect is less pronounced than for Baa, all risk measures are reduced and the underestimation effect is increased. However, it can be stated that asset return correlation inhomogeneity, at least for realistic asset return correlation values, has a rather moderate influence on the risk measures and the underestimation effect.
Inhomogeneous exposures:
-insert table 4 about here - is smaller than in the case of a multivariate normal distribution, but increases in general with rising degree of freedom ν . This observation is similar to the effect of an increase of the asset return correlation, which leads to a shift of probability mass to the edges of the distribution's support and also to a reduction of the underestimation effect (see table 1 ).
Multivariate t-distribution for the asset returns
-insert table 5 about here - Table 6 shows the effect of a more sophisticated recovery model, in which the recovery rate is no longer modeled as an independent beta-distributed random variable, but depends on the systematic credit risk factors Z and r X as well as on the individual asset returns n X . In order to make the simulation results comparable with those of the base case with a betadistributed recovery rate the parameters µ and σ in the representation (A-7) of the collateral value C are chosen in such a way that the conditional expected recovery rate (A-11) and its conditional variance (A-17) equal the assumed mean 0.538 and variance 0.0721 of the betadistributed recovery rate in the base case. For given sensitivities α , β and γ this is done by first searching for fixed parameters σ for those *( ) µ σ for which the conditional expected recovery rate matches 0.538. Then, for fixed parameters µ those *( ) σ µ are computed for which the conditional variance of the recovery rate matches 0.0721. Finally, a combination ( *, *) µ σ has been chosen which matches exactly the target value for the conditional expected recovery rate and approximately the target value for its conditional variance. Table 6 only shows the simulation results for the initial rating B because for this worse credit quality the effect of the enhanced recovery model is more pronounced than for the better credit qualities. Introducing more systematic recovery rate risk, which is done by increasing the sensitivities α and β and decreasing γ , causes all risk measures for all confidence levels, both with and without integrated interest rate and credit spread risk, to increase. Irrespective of the fraction of systematic credit risk, the risk measures resulting from the enhanced recovery model are always larger than those in the case with independent beta-distributed recovery rates. For the low initial rating B the underestimation effect is already not very large in the base case, but with the enhanced recovery model the differences between the risk measures with and without integrated interest rate and credit spread risk are even smaller than those in the base case and decrease with increasing systematic recovery rate risk. Summing up, in the enhanced recovery model with systematic and idiosyncratic recovery rate risk the risk measures are larger and the underestimation effect is smaller than in the base case with independent beta-distributed recovery rates and these consequences are intensified by an increasing fraction of systematic recovery rate risk.
Enhanced recovery model
-insert table 6 about here -
Additional stress tests
Finally, the influence of the parameter choice for the risk-free interest rate process, the credit spread volatilities and the credit spread expectations has been tested by reducing the respective numbers by fifty percent and starting the simulations again. The results are shown in table   7 and are compared with those of the base case (see Reducing the interest rate volatility r σ or the mean reversion parameter κ only affects the risk measures resulting from an integration of interest rate risk into the revaluation process.
As expected, reducing r σ the risk measures and, hence, the underestimation effect decrease. (2000), who integrate interest rate risk into an intensity-based credit portfolio model, also observe that the VaR corresponding to the confidence level 0.99 p = increases when the interest rate volatility rises, whereas they get the counterintuitive result that the VaR corresponding to the lower confidence level 0.95 p = decreases the more volatile the risk-free interest rates are. 27 Reducing the parameter κ , which determines the speed of the mean reversion of the short rate, the risk measures and, hence, the underestimation effect increase. ) show that this effect is stronger for the worst non-default credit quality Caa-C and for credit portfolios with a smaller number of obligors.
Kijima and Muromachi
29
However, for the worse credit quality B the reduction of the expected credit spreads can cause a slight increase of the risk measures (without table) .
-insert table 8 about here -
Conclusions
Most of the credit portfolio models currently used by practitioners neglect the stochastic modeling of risk-free interest rates and rating specific credit spreads. Hence, it is natural to ask which effect an integration of these risk factors into the revaluation process at the risk horizon has on the portfolio's risk measures. The answer which might suggest itself is that adding sources of risk leads to an increase of total VaR. However, it is not quite so obvious to which extent this increase depends on the portfolio composition and the model's parameterization, in particular the correlation between the relevant risk factors. Furthermore, there is still no real common sense about the most appropriate way to model joint credit quality movements of debtors in a credit portfolio. Hence, it is also natural to ask whether the effect which results from integrating additional risk factors into the model depends on the chosen modeling approach for joint credit quality movements. Finally, some doubt has been raised recently that the usual assumption of independent recovery rates is adequate. Hence, it is finally also natural to ask whether the effect which results from integrating additional risk factors varies with the chosen recovery model and how large these variations might be. The purpose of this comprehensive simulation study is to give some answers on these three questions. The results are summarized in table 9.
-insert See Kiesel, Perraudin and Taylor (2003, p. 30) . i ∈ ) are chosen in such a way that both the inter-group asset return correlation Notes: 'Interest rate risk only': zero coupon bonds are treated as default-free so that the future payment of the nominal value is only discounted with the stochastic risk-free spot yield; 'Default risk only': only default risk is considered, for discounting the risk-adjusted forward rates of the respective rating grade are employed and the recovery rate is set equal to its mean (no transition risk); 'Credit risk only': only transition risk is considered, for discounting the risk-adjusted forward rates of the respective rating grade are employed and the recovery rate is set equal to its mean; 'Credit plus credit spread risk': transition risk and credit spread risk are considered, for discounting the risk-free forward rates are employed and the recovery rate is set equal to its mean; 'Credit plus interest rate risk': transition risk and interest rate risk are considered, for discounting the forward credit spreads of the respective rating grade (as before approximated by the expected spot credit spread discount factor) are employed and the recovery rate is set equal to its mean; 'Credit, credit spread plus interest rate risk': transition risk as well as interest rate and credit spread risk are considered during the revaluation, the recovery rate is set equal to its mean; 'Credit, credit spread, interest rate plus recovery rate risk': all risk factors are considered (see II in the other tables); ( ) χ -distributed with ν degrees of freedom. As a consequence of this modification, the n X are t -distributed with ν degrees of freedom. 33 Hence, the cumulative density function of the n X is given by:
TABLES
where ( ) Γ ⋅ is the Gamma function, and the first and second moments of the n X are:
With N denoting the number of obligors in the credit portfolio, the face value of the dominating zero coupon bond is chosen as qN and those of the other zero bonds as (1 ) /( 1) q N N − − .
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With this modification, there is an implicit switch from using a N -variate Gaussian copula with normal marginals to using a N -variate t -copula with t -distributed marginals for modeling the joint movements of the individual credit qualities. For more on the use of copulas and especially t -copulas in the context of credit risk modeling see e.g. Bluhm, Overbeck and Wagner (2003) , Frey and McNeil (2003) , Frey, McNeil and Nyfeler (2001) With this specification the correlation of the two random variables n X and m X ( n m ≠ ) remains unchanged compared to section 2, irrespective of the chosen degree of freedom ν , which can be shown by a conditioning argument. The correlation between the asset returns and the interest rate factor r X also remains unchanged , r V ρ . For increasing degree of freedom ν the n X converge in distribution to a standard normally distributed random variable. Hence, the distributional assumption of this section comprises that of section 2 as a special case, namely for ν → ∞ . This fact eases the comparison of the results within the two modeling approaches.
Changing the joint distribution of the asset returns n X from a multivariate normal to a multivariate tdistribution (with ν < ∞ ) mainly causes fatter tails of the portfolio loss distribution, where the fatness of the tails strongly depends on the chosen degree of freedom ν . 34 This modeling approach might be more appropriate as recent research indicates. For example Mashal, Naldi and Zeevi (2003a, b) argue that equity return dependencies resemble those of asset returns, and they provide empirical evidence that a t -copula reflects the so-called tail dependence 35 of asset returns better than a Gaussian copula, which is tail independent.
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The transition thresholds 
χ -distributed random variable with ν degrees of freedom. These realizations of the n X are compared with the transition thresholds, which indicates the rating of the issuers at the risk horizon.
A.3 Enhanced recovery model
In section 2 it is assumed that in the case of a default before the risk horizon the bondholder gets a betadistributed fraction δ of the value of a risk-free but otherwise identical zero coupon bond, where the random variable δ has mean δ µ and variance 2 δ σ and is independent from all other stochastic variables of the model, in particular from the systematic risk factors Z and r X and the idiosyncratic risk factors n ε . However, recent research indicates that credit risk and recovery risk are not independent, but that in periods with many defaults recovery rates also tend to be low. 37 In this subsection, the approach of Pykhtin (2003) , which is an improvement and extension of an earlier paper of Frye (2000) , is employed in modeling this feature of the recovery rate. The formal set-up of the recovery model, adapted to the framework of this paper with two systematic credit risk factors, is as follows. If debtor n defaults, the amount of loss the bondholder has to bear is determined by the value of some collateral. The loss given default ( (A-7) This specification of the collateral value ensures that only non-negative values are possible. Next, the idea is to make the collateral value depending on the overall state of the economy, expressed by the systematic risk factors Z and r X , and on the individual asset return n X , which indicates the financial well-being of an obligor. The motivation for this latter dependence is that obligors in financial distress might reduce their control and maintenance of the collateral, which might cause a decrease of the value of the collateral and, hence, of the recovery rate. These two dependencies of the collateral value can be realized by defining the random variable n R as follows: For an extensive discussion of this topic see Bluhm, Overbeck and Wagner (2003), Frey, McNeil and Nyfeler (2001) and Schönbucher (2003) . 35 Intuitively, the coefficient of tail dependence makes a statement about the presence of joint extreme events; for a formal definition see e.g. Schönbucher (2003, p. 332) .
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Although Mashal, Naldi and Zeevi (2003a, b) note that the estimated degree of freedom of the marginal tdistributions differ significantly across issuers, here, for simplicity, an uniform degree of freedom ν is chosen for all marginals.
37
For empirical evidence see Altman, Brady, Resti and Sironi (2002) , Hu and Perraudin (2002) and Frye (2003) .
) are independent of each other as well as from all other random variables in the model, in particular Z , r X and the n ε . As the homogeneity assumption of section 2 is applied, the parameters n α , n β and n γ are set equal for all obligors. The parameters n µ and n σ in (A-7) are assumed to be identical for all obligors, too. Together with the representation (1) of the asset return n X this yields: (A-10) The specification (A-7), (A-8) and (A-10) ensures that the recovery rate is correlated with the rating transitions, the risk-free interest rates and the credit spreads.
Pykhtin argues that the expected recovery rate and the expected loss given default respectively is not given LGD are defined irrespective of whether obligor n defaults or not, while conventional recovery rates or loss given defaults are defined only for defaulted obligors. Therefore, he argues that the expected recovery rate or the expected loss given default should be calculated as the expectation of n δ and n LGD respectively conditional on the default of obligor n . This results in: 
Taking the representations (1) and (A-8) into account, the correlation between n R and n X can be shown to be: With this representation, the inner expectation in (A-12), which equals the default probability conditional on n R , can be calculated as follows: 
Pykhtin gives an expression for the related expectation In order to make the models of section 2 and this subsection comparable, the parameters µ and σ in (A-7) are chosen in such a way that the expected recovery rate (A-11) and its variance (A-17) equal the mean δ µ and the variance 2 δ σ of the beta-distributed random variable δ in section 2.
