Ant foraging is a prime example of individuals following simple behavioral rules based on local information producing complex, organized and "intelligent" strategies at the population level. One of its main aspects is the use of pheromones, which are chemical compounds laid by the ants used to attract other ants to a food source. In this work, we consider a continuous description of a population of ants and simulate numerically their foraging behavior using a system of PDEs of chemotaxis type. We show that this system accurately reproduces observed foraging behavior, especially spontaneous trail formation and efficient removal of food sources.
Introduction
Ant foraging is among the most interesting emergent behaviors in the social insects, and indeed in the animal kingdom. Perhaps the most striking aspect of ant foraging is how individuals following simple behavioral rules based on local information produce complex, organized and seemingly intelligent strategies at the population level. Ant foraging (along with most other activities of an ant colony) is a prime example of so-called emergent behavior. Indeed, while individuals of an ant population possess only very limited cognitive abilities, each is equipped with a basic set of behavioral rules, to the effect that the emerging collective behavior exhibits a remarkable degree of efficiency, optimality, and adaptivity to a changing environment. As in other eusocial insects (that is, insects with an advanced level of social organization), one can say that an ant society is more than the sum of its parts.
It has long been known that one of the main forms of communication among ants is the use of pheromones. These are chemical compounds which individual ants secrete and deposit on the substrate and which in effect are used as a means of communication between ants, transmitting a variety of messages such as alarm, presence of food, or providing colony-specific olfactory signatures used by the ants to identify nest-mates.
Among the many documented functions of ant pheromones, we are interested in their role as a chemical trail indicating the direction to a food source. Many species of ants, especially trail-forming ones, are known to lay a pheromone as they travel from the food source back to nest. The main attribute of this pheromone is that it is attractive to other ants, who tend to follow the direction of increasing concentration of the chemical. These ants will then reach the food source and return to the nest while laying pheromone themselves, thus reinforcing the chemical trail in a positive feedback loop. This results in the formation of well defined trails leading from the nest to the food source, allowing for an efficient transport of the food to the nest. Thus, pheromones play a major role in food foraging, where they are widely used (among other strategies) to recruit nest mates to new food sources.
It is clear that the effective simulation and modeling of trail-laying and foraging behavior of ants is a crucial aspect in the understanding of ant ecology. Indeed, for invasive species such as the imported Fire Ant Solenopsis invicta [36] foraging is, next to reproduction, the most important activity of the colony, and the sole means by which it can ensure its nourishment. A better understanding of foraging dynamics is bound to contribute to a more complete picture of ant ecology. Aside from the scientific value of such knowledge, a thorough understanding of ant behavior is essential in defining appropriate policies in those cases (as with S. invicta [36] or the Pharaoh's ant Monomorium pharaonis [17] ) where ant species are considered pests. Moreover, the study of ant foraging behavior can influence science in other, unexpected ways. One example of this is the success of the so-called Ant Colony algorithm in combinatorial optimization [7] . This well-known algorithm, based on the foraging behavior of ants, is widely studied and used to tackle difficult combinatorial problems, such as the traveling salesman problem.
The entomological research body on ants, their behavior, and their olfactory means of communication is vast. Here, we content ourselves with citing some seminal works, as well as some more recent investigations with special relevance to our analysis. For a general reference on myrmecology (the branch of entomology that deals with ants), we refer to the encyclopedic book by Hölldobler and Wilson [14] . Therein may be found many relevant references up to 1990. The paper [29] contains an overview of the chemical study of pheromones. Concerning the trail-laying behavior of ants, and foraging in general, we refer to [4, 6, 2, 8, 9, 37, 28, 32, 33, 39, 38, 40, 45, 46, 47] , and the references therein, although of course many other papers could be cited.
Concerning the computational simulation of ant trail-laying, we refer to [3, 5, 9, 21, 31, 32, 41, 42, 44] , although again this list is far from complete. See especially [3] for a recent approach involving directed pheromones, and an excellent, up-to-date review of available numerical and modeling strategies for ant foraging. We encourage the reader to consult that paper for an informative discussion and overview of the state of the art in ant trail-laying simulations.
Let us just point out that, as observed in [3] , ant foraging simulations have in the past been mostly restricted to individual-based, or cellular automaton, models. That approach is certainly fruitful, but is generally limited to relatively small populations of ants, as well as somewhat restrictive modeling setups, where for example trails occur preferably along predefined directions or lattices. Moreover, it is recognized that the diffusion of the pheromone through the air or substrate may play an important role in the dynamics of forager recruiting [3, 4] . Thus, it is important to include pheromone diffusion (using, say, a parabolic diffusion equation) when modeling foraging behavior. This observation is lacking in many of the individual-based models referenced above.
Another aspect worth mentioning is that foraging ants usually fall clearly into two groups with different behavioral rules [2, 45] , depending on whether ants are actively looking for food or whether they have found food and are returning to the nest either to carry the food or to alert and recruit nest-mates. The interplay between these two groups should play a role in the overall dynamics of foraging. We take this fact into account in this work.
From what our bibliographical research could gather, only the work [41] presents a PDE model which (as our own) divides the ant population into two kinds, namely ants leaving the nest and ants returning to the nest (see also [21] , where the population is also divided in two different groups). However, the setting in [41] is highly simplified, being one-dimensional, so no trail formation occurs, and the system proposed in that work is only explored numerically in a simplified ODE version.
Let us also refer to the work [24] , where a model for the dispersal of leafcutter ants is presented using PDEs. However, in that work trail-laying is not taken into account.
Thus, to the best of our knowledge, the present work is the first to consider the modeling and simulation of the whole cycle of food foraging by ants, comprising random foraging, discovery and transport of food, recruitment, formation of trails and fading of trails upon exhaustion of the food sources.
In this work we propose a continuous model of ant foraging. Continuous models suffer some disadvantages compared to discrete ones (see the informative discussion in [3] ), such as the possible loss of small-scale effects and a probabilistic interpretation of results. Moreover, it becomes meaningless to determine the path followed by an individual ant. Thus, the trail-forming phenomena become more difficult to interpret as actual ants following one another.
In [3] it is suggested that trail formation in ants (broadly defined in the above sense) may contain aspects which are not amenable to a continuous description, at least not without recourse to some artificial assumptions. This seems to be related to the loss of individual ant orientation dynamics when considering the fluid limit on an individual-based model [3] . While this may be true for the continuous model introduced by the authors, the results we present here seem to suggest that, at least in our setting, and under the assumptions which are described below, trail formation is indeed observed using a continuous model under reasonable assumptions. Indeed, in [3] , the individual based model the authors propose contains a stochastic aspect which induces the spontaneous formation and the consequent reinforcement of trails. This random aspect is absent in the continuous limit presented by the authors, and this seems to play a part in precluding the formation of trails in some circumstances. In contrast, our approach does not require the spontaneous formation of trails unless a food source is present, in which case a simple feedback mechanism kicks in, inducing trail formation. This is simply due to the fact that in our model, foraging ants secrete no pheromone until they find food. Thus no stochasticity is needed in our model for trail formation to occur.
An outline of the paper follows. In Section 2, we motivate the use of the mathematical framework of chemotaxis to model ant foraging. Next, in Section 3, we present our modeling assumptions derived from an analysis of the myrmecological literature, deduce and discuss our model, and perform a nondimensionalization procedure. In Section 4, we discuss the appropriate parameter values for the numerical simulations, which we then present and analyze. Finally, in Section 5 we draw some conclusions from our work, discuss some of its drawbacks and limitations, and suggest further lines of inquiry.
Modeling ant foraging
Many species of ants use recruitment of nest mates through chemical signals in order to efficiently exploit food sources. The goal is to concentrate the most individuals possible in a small region in space and time where the food source is located. This minimizes the risk of predation of the ants themselves and the removal of the food source by other foragers. To this end, eusocial insects have evolved several strategies, of which trail formation is one of the most well-known [14, Ch.10] .
Ants lay trails by depositing pheromones on the substrate, usually by pressing their sting against the substrate. Pheromones are chemical compounds that can diffuse through the substrate or through the air [4] and which the ants detect thorough their antennae. Importantly, ants can discern changes in concentration of the pheromone by measuring the difference in concentration between each antenna (see [3] and the references therein), thus allowing them to follow chemical gradients. A thorough description of foraging behavior for the fire ant S. saevissima can be found in [45, 46] .
Chemotaxis
In this work, we study ant foraging behavior from the mathematical point of view of chemotaxis. The term chemotaxis is used to describe phenomena in which the movement of an agent (usually a cell or bacteria) is affected by the presence of a chemical agent. Typically, individuals follow paths of increasing (or decreasing) concentration of the chemical agent, and often produce the agent themselves. This may originate a variety of phenomena, including finite time blow-up, segregation of species, and the formation of patterns, which are of interest to biologists and mathematicians alike.
The original chemotaxis model dates back to Patlak [27] and Keller and Segel [22, 23] , and was developed to model the evolution of a density ρ(t, x) of bacteria and the concentration of a chemical c(t, x), t > 0, x ∈ R d , according to the system (presented here in nondimensional form)
with appropriate (nonnegative) initial data ρ(0, x) and c(0, x). The first equation models a random Brownian diffusion of the bacterial population, with a transport term with velocity vector ∇c and a sensitivity χ. Thus the bacteria disperse but also have a tendency to follow the direction of steepest gradient of c. In turn, the second equation models the production of the chemical c by the bacterial population, its diffusion on the substrate and its evaporation with rate τ . For the rich mathematical theory and a survey of results relating to chemotaxis, we refer the reader to the reviews of Hillen and Painter [12] and Horstmann [15, 16] .
Chemotaxis was originally developed to model biological systems such as the amoeba Dictyostelium discoideum (the following brief exposition is based on [26] ). This cellular slime mold lives as free, individual amoebae when nutrients are abundant. When nutrients become scarce, the cells release a chemical signal to which they are themselves attracted. This results in the aggregation of the amoebae into dense mounds, called slugs. The remainder of the Dyctyostelium life cycle is equally fascinating, and we refer the reader again to [26] . For our purposes, we note that, at least on the surface, the parallel between the chemotactical movement of Dictyostelium and the movement of ants in response to pheromones is difficult to miss. Indeed, the purpose of both these evolutionary strategies is to allow the concentration of the maximum number of individuals at a desired place and time.
It is therefore natural (as had already been observed in [3] ) to approach ant foraging behavior from a chemotactical point of view, where the ant population is modeled by a density function rather than by a discrete set of individuals. We will model the foraging behavior of ants by deducing a suitable generalization of the chemotaxis system (2.1) to encompass two types of ant (foraging ants and returning ants), as well as the pheromone concentration and food source availability. Note that chemotactical models have already been applied successfully to multi-species situations in other settings, see for instance [26, 35] . subset of R 2 , representing the physical domain that the population inhabits, and t is time. Note that in the simulations below, Ω will be a bounded set, but for modeling purposes, the domain may be all R d . Even though individual ants are not microscopic, modeling an ant population using a continuous density is reasonable. Indeed, to take the example of the genus Pogonomyrmex, a typical worker measures 1.8mm in body length, while their foraging range usually extends to distances of 45-60m [13] . Thus, the ratio of foraging distance to average body length may be of the order of 3 × 10 4 . The same assumption is used frequently, for instance, in the continuous modeling of cell dynamics [12] . In such settings, the typical ratio of cell size to physical domain is in the same order of magnitude as in the framework proposed here.
Moreover, as is customary when modeling physical phenomena using reactiondiffusion equations, such as crowd movements or chemotaxis, the solution may be seen as the averaged outcome of a great number of individual experimental runs.
The model presented below may be justified from a simple kinetic reasoning, as is common practice in the chemotaxis literature [12] . Here, we omit this standard deduction, since it is only of interest in cases, such as [26] , where the understanding of the details of individual movement yield transport terms with a nonstandard structure. In our case, however, the novelty of the model lies mostly in the structure of the equations and their couplings, and no single term has a novel form. For this reason we omit what would amount to a standard deduction of the heat equaiton from individual random motion.
Modeling assumptions
We intend to model not one specific species of ant, but rather to capture in a qualitative way the characteristic properties of ant foraging. In view of this, we will borrow behavioral aspects from various species of ants. However, we must use concrete values for the various physical quantities involved, and for this we shall rely on various sources. We use experimental data on Lasius niger, collected in [3] and available also in [2] . Mostly, though, we rely on the descriptions in Wilson's works [45, 46] on S. saevissima.
Returning to the nest
One of the main assumptions of our model is that ants know the way back to their nest upon finding a food source. This is reflected by the introduction of a given nest-bound vector field ∇a(x), derived from a potential-like function a(x) which in the simplest case is just the distance to the nest. Importantly, this assumption is supported by the literature. Indeed, many species of ants have been proven to use visual and olfactory orientation cues to return to the nest [13, 34] , as well as so-called orientation by path integration [25, 43] , in which individuals cumulatively keep track of changes in direction and thus of the overall direction of the nest. Even the concentration of carbon dioxide (which is greater near the nest) is conjectured to serve as a homing guide for returning ants, see [14, p.289] .
Therefore the introduction of the nest-bound field ∇a(x) is realistic and very convenient for our algorithms and equations. Note that consulting the cited references, one is drawn to the conclusion that nest pinpointing by returning ants is probably not a highly dynamical process involving crucial feedback loops, as is recruitment and trail formation [13] . This is in spite of the fact that, as observed, some species do use chemical markings to provide home range orientation. But these seem to be more "fixed" in space and time than foraging chemical signals [13] , and, what is more important, do not seem to interfere greatly in the detailed mechanism of recruitment (apart, of course, from providing the direction of the trail).
Of course, not all species of ants will employ one of the above methods for returning to the nest. In the myrmecological literature, it is not easy to find detailed discussions of the means by which ants orient themselves towards the nest, even though the references mentioned on this subject are by no means exhaustive. This is in contrast to the well studied methods that ants use to find food. From these observations, we see that it is reasonable to suppose the existence of a radial nest-bound vector field ∇a(x).
Dynamics near the nest and at the food site
We will assume that the nest is a small but extended region in which ants returning to the nest carrying food are transformed into foraging ants at a certain rate. We do not take into account any eventual time ants might spend inside the nest. Rather, we suppose that upon reaching the nest entrance, ants instantaneously drop their food and return to foraging. Although this might not be realistic, in practice during foraging activity a more or less constant stream of ants may be observed leaving and entering the nest, and so we make the simplifying assumption that the mass of foraging ants inside the nest is negligible. Taking into consideration this aspect would involve introducing timedelay terms in our equation, which would take us too far afield.
We make no attempt to model the mechanics of recruitment which take place in the nest or near its entrance, by which returning ants recruit other ants, often by antenna contact or by physically pushing them in the direction of the trail (for instance, see [14, p.279 ] for a description of some species' intricate dynamics near the nest). Even though these recruitment methods may act as an important source of trail-followers, it falls outside the scope of this work. For our purposes, it will be sufficient to impose a fixed turnover rate of returning ants to foraging ants taking place at the nest site. See [37] for a much more realistic model of these dynamics, and an analysis of the measure in which they may influence foraging.
At the food site, an inverse transformation takes place: foraging ants are transformed into returning ants at a fixed rate. Here, we suppose that the ants spend no time feeding at the food site and are able to very quickly grab a portion of food and start their journey back to the nest. Although this is also probably an oversimplification, the resulting equation for the removal of food by the ants is extremely convenient, not least because it allows one to define the "half-life" of the food (that is, the mean time it takes ants having a certain reference density to remove half the available food), which will serve as the time scale used in the nondimensionalisation procedure below.
Still, this very simplified modeling of food removal is probably the biggest drawback of this work. As explained below in Sections 4.1 and 5.1, this yields a lower than expected density of returning ants on the foraging trail.
Choice of direction when encountering a trail
In line with the experimental results in [2] , we will suppose that the rate of pheromone deposition decreases as ants approach the nest. This experimental fact, observed at least in L. niger ants, is especially convenient from the modeling point of view since it acts to prevent over-concentration of pheromone near the nest.
This is related to the more general problem individual ants face when encountering a trail, of deciding in which direction to follow the trail. Again our study of the literature yields mixed results. For instance, in [45] it is reported that ants encountering a trail immediately follow it in the direction away from the nest. This is consistent with our assumption that individuals know the general direction of the nest. However, in the same work instances are reported where an individual ant returning from a food source laying pheromone is followed closely by another forager, who is obviously attracted to the pheromone, but is traveling in the "wrong" direction. Also, frequent double-backs are reported in this and other works, and these may even provide a way to reinforce the trail when in its early stages [30] . A more recent study [18] shows that at least for the Pharaoh's ant M. pharaonis, the geometry of bifurcations of the trail serves as an indicator of the polarity of the trail (i.e., of its "right" direction): individuals traveling in the wrong direction correct their path when encountering a bifurcation by analyzing the angles between trail branches.
For the purposes of our modeling, we note that ants follow trails locally by comparing the pheromone level on each antenna [3] , originating a zig-zag motion which nevertheless stays on the trail. But it is not clear from the literature if, in addition to this, individuals can or cannot detect changes in concentration along the lenght of the trail. If they can, then one can say that ants are sensitive (in a chemotactical sense) to the full gradient vector of the pheromone concentration, while if they cannot, one might say that they are sensitive only (or mostly) to the components of the gradient in a direction perpendicular to the trail. Also, it might be the case that ants are sensitive to change in pheromone concentration in any direction but that those changes merely are much larger in the direction transverse to the trail.
From a mathematical modeling point of view, it is simpler to suppose that ants are chemotactically sensitive to the full gradient vector of the pheromone concentration, so we assume this. What we wish to point out is that the gradual decrease in pheromone deposition when approaching the nest reported in [2] actually provides a plausible and simple mechanism allowing the "correct" food-bound direction to be chosen more often when an individual encounters a trail. Indeed, as observed in the simulations below, the resulting pheromone profile presents a clear slope leading away from the nest, which is not orders of magnitude smaller than the slope in pheromone concentration transverse to the trail, at least for the relatively short trails we simulate. This allows the ants to follow the trail in the direction of the food.
It would be interesting to know if the decrease in pheromone deposition when approaching the nest is common to other species, and whether it has any relation to the choice of a direction when following a trail. Our numerical results suggest it does, although of course results from a model as simplified as ours must be interpreted with caution, and trail polarity results such as [18] must be taken into account.
Modeling pheromone propagation
The modeling of pheromone propagation is not straightforward. First, observe that we suppose the ants move in a two-dimensional domain in which they deposit pheromone, which diffuses. But the pheromone will actually diffuse through the half-space of air above the plane of the ants. Therefore, strictly speaking, it should obey a three-dimensional diffusion equation on a half-space, with initial data concentrated on its boundary (where the ants deposit the pheromone). It is not clear from the literature whether there is any strictly two-dimensional diffusion along the substrate. This makes the modeling of pheromone propagation more challenging if we wish to restrict ourselves to a twodimensional setting.
Fortunately, the classical work by Bossert and Wilson [4] provides some guidelines. The authors measured and simulated pheromone diffusion using a variety of approaches, taking into account the observations made above, and found that, at least neglecting the effect of wind and of pheromone destruction, one can model its propagation according to a two-dimensional diffusion process acting on the substrate, and provide actual estimates for the diffusion coefficient, which we will use.
Thus, we propose a two-dimensional diffusion equation of the type
to model pheromone diffusion, even though (in view of the above observations) its interpretation becomes slightly problematic. Indeed, consider that the term −δv should represent the disappearance of the pheromone from the substrate due to evaporation or chemical degradation. But evaporation is exactly what drives the three-dimensional propagation of the pheromone through the air, whose restriction to the plane of the substrate is exactly what our twodimensional equation is supposed to model. For this reason, we assume that −δv models only the chemical degradation of the pheromone. According to [14, p.244] and [4] , the degradation rate should be quite high to allow for quick abandonment of non-productive trails; still, in [29] a great variation in pheromone degradation speed is observed, with trails remaining detectable from a few hundred seconds to days. See also [19] for specific values of pheromone trail decay rates in the case of M. pharaonis. Another advantage of using an equation of type (3.1) is that one remains inside the well-studied framework of chemotaxis. We will see that, despite these caveats, the choice of (3.1) for pheromone dynamics provides good results in our modeling framework.
Dynamics of foraging
We will base our model on the following interpretation of foraging behavior:
• Individuals leaving the nest randomly forage for food until they encounter food. Ants not carrying food are called foraging ants.
• In the foraging phase, ants follow a random path (modeled by a diffusion term) and follow the gradient of the pheromone (if any). This predisposition to follow the pheromone is modeled by a transport term, in which the velocity is proportional to the gradient of the pheromone concentration. Thus, when encountering a trail, they will tend to move in the direction of increasing density of pheromone.
• When the ants encounter food, they become returning ants which carry food back to the nest. We assume that ants know their way back to the nest, as explained above. As the ants return to the nest, they continuously lay pheromone, which attracts foraging ants. However, the returning ants are not themselves attracted to it. Pheromone deposition decreases with distance to the nest.
• Upon reaching the nest, returning ants transform back to foraging ants and leave the nest to continue foraging.
• The pheromone evaporates at an exponential rate and diffuses according to a standard diffusion equation, while the food is depleted according to the quantity of foraging ants reaching it.
The model
In view of the above discussion, we define the variables and quantities used in our model:
u(t, x) density of foraging ants w(t, x) density of ants returning to the nest with food v(t, x) concentration of pheromone c(t, x) concentration of food source ∇a(x) nest-bound field.
We propose the following continuous model for ant foraging:
The system must be supplemented with appropriate boundary conditions and initial data, but we postpone this discussion until the introduction of the nondimensional system below.
The new quantities appearing in (3.2) are the following given functions: N (x), which describes the spatial placement of the nest, in such a way that Ω N (x) dx gives the total area of the nest entrance; more exactly, the support of N (x) represents the small region around the nest entrance where returning ants turn into foraging ants. In this region, we don't model possible interactions between the two types of ants which may be important for foraging [37] .
The function M (t), which we assume is of the form Cχ (0,T ) for some C, T > 0 and describes the foraging ants emerging from the nest at rate C until time T ; and P (x), which is a function which decreases to zero as one approaches the nest, intended to reflect the experimental fact that ants decrease pheromone deposition as their distance to the nest decreases. We take P with a paraboloid profile in the simulations below.
As sketched above, the system (3.2) may be interpreted as follows:
• the foraging u-ants emerge from the nest located at x = 0 at rate M until time T (or else their initial distribution may be a given function). They disperse according to Fourier's heat law (or Fick's law) (α u ∆u term). Upon encountering the pheromone v, they follow its gradient (∇·(uβ u ∇v) term).
• When they reach an area with food (indicated by a positive food concentration c), foraging ants turn into w-ants (returning ants), by means of the coupling source terms ±λ 1 uc, depleting the food in the process (which is described by the fourth equation).
• the w-ants now return to the nest with food, by following the (prescribed) home-bound vector field ∇a(x). This is modeled by the transport term ∇· w β w ∇a . They lay the pheromone v which the u-ants will now follow to reach the food, according to the chemotactical transport term ∇·(u β u ∇v) in the first equation.
• when the w-ants reach the nest whose location is modeled by the function N (x), they leave the food at the nest and re-emerge as u-ants.
• the third equation represents the laying of the pheromones by the w-ants, which evaporates and diffuses. Note the function P (x), describing the decrease in pheromone deposition as ants approach the nest.
• the last equation represents the depletion of the food when foraging ants come in contact with it.
Let us comment briefly on the possibility of introducing topography terms into the equation. These would take the form of an additional term ∇· u ζ∇z , in system (3.2), with some function z(x) playing the role of topography. As is well known, ants have little difficulty negotiating vertical slopes and are capable of navigating intricate three-dimensional environments. Still, topography terms in (3.2) could be used to model any type of obstacle to the ants' progress, such as barriers is laboratory experiments, or patches of water in nature. In this way, our setup would allow for the simulation of laboratory experiments involving barriers or various alternative paths, as reported and simulated for instance in [1, 28, 39] . We leave this exploration to future works.
Physical parameters
In Table 1 , we present the physical parameters intervening in system (3.2). Note that we do not provide exhaustive estimates for the values of many of these values. On one hand, many of them are actually rather difficult to obtain in the literature; on the other hand, one of the main goals of the nondimensionalisation in Section 3.3 below is to reduce the number of parameters of which we must know an exact value, so that it is not actually necessary to know estimates of the real values of many parameters. Location of the nest M (x) = Cχ (0,T )
Describes foraging ants emerging from the nest at rate C until time T
Nondimensionalisation
Nondimensionalisation is basically a change of dependent and independent variables used to simplify a system. The main objective is twofold: first, it is used to reduce the number of independent physical parameters in the equations, by writing the system in terms of certain convenient nondimensional ratios of the original parameters. Second, it is used to isolate those combinations of physical parameters whose change actually modifies the behavior of the solutions. For instance, using nondimensionalisation, we will find that a relevant parameter is, say, the ratio between the diffusion coefficients α v of the pheromone and α u of foraging ants, rather than their particular individual values. One can readily see that using this observation halves the effort put into a parameter sensitivity analysis: instead of varying α u and α v independently to analyze the outcome, one needs only vary the ratio α v /α u , since this is the physically relevant quantity. Note that, ideally, one does not need to know values for each of the constants, but only their ratio, which may itself have a physical meaning or be easier to estimate. Therefore we see that nondimensionalisation is an essential aspect of the process of obtaining relevant information from the model. For this reason we present our procedure with some detail. Observe that there is no unique way to perform nondimensionalisation. We have chosen one which appears convenient, but it is possible that other choices are equally (or better) suited to this system. One must carefully weigh the advantages and drawbacks of each choice, in terms of the (sometimes contradictory) aspects of reduction in parameter number, physical relevance of time and space scalings chosen, and interpretability of the nondimensional quantities obtained.
We will use the notation t =tt * , x =xx * , u =ûu * , v =vv * , and so on, for the changes of variable involved in nondimensionalisation. Here, t (say) represents the old variable, t * the new, nondimensional variable, andt the (dimensional) new scale. Thus, for instance, u * is the (new) function defined throughû u * (t * , x * ) = u(tt * ,xx * ). We will formulate the system (3.2) under the new unknowns t * , x * , u * , . . . , and finally remove the * for convenience. Nondimensionalisation therefore consists in a judicious choice oft,x, and so on.
Our nondimensionalisation procedure will differ from the usual procedure used in chemotaxis [12, p.191] , in which the time scale is associated with the decay time (or half-life) of the attracting chemical. That would not be convenient in our case since this is a highly variable (and usually very short) quantity [4] and presents problems from the modeling point of view (as described in Section 3.1 above).
First, we introduce a reference density u ref which depends on the size of the physical domain and the total number of ants in the colony, to be set according to each desired simulation. It is such that, after all the ants have emerged from the nest, u ≡ u ref and all other variables set to zero are a steady-state solution to the system (3.2). Thus we setû =ŵ = u ref , (3.3) so that the density of foraging ants is measured as a proportion to this homogenous steady state of a uniformly distributed population.
Since the main objective of foraging is the efficient removal of food sources, it seems natural to consider a time scale tied to the rate of food removal by ants. Considering the last equation in (3.2) leads to the choicê
The physical meaning oft is seen by observing that if the half-life of a food source is measured in the units of system (3.2) as, say, t 0 (from our modeling assumptions, i.e., the fourth equation in (3.2), t 0 does not depend on the initial food quantity), then assuming constant in space food concentration and foraging ant density of u ref , the scale will bet = t 0 / ln 2 (in the units of t 0 ). Thus, the last equation of (3.2) becomes simply
Proceeding similarly with
gives for the remaining two equations
As is standard practice, we now omit the * from all the variables. Collecting the previous equations we obtain the nondimensional system
whose boundary conditions and initial data we will discuss shortly.
The original system (3.2) is thus reduced to system (3.5), having the dimensionless parameters and given functions given in Table 2 . 
Ratio between diffusion coefficients of pheromone and foraging ants
Ratio between diffusion coefficients of returning ants and foraging ants
Foraging ants' pheromone sensitivity λ = λ 2 /(γu ref )
Rate of transformation of returning ants into foraging ants at nest, relative to the time-scalet P (x)
Describes decreasing pheromone deposition when close to the nest M (t)
Describes foraging ants emerging from the nest N (x)
Location of the nest a(x) Potential-like function describing attraction to the nest Notice how nondimensionalisation allowed us to pass from twelve numerical parameters in system (3.2), whose value depends on the particular measuring units used, to just five nondimensional parameters in system (3.5). Note, however, that this is a two-edged knife: while the scaling choices help by simplifying the equations, some of them lead to difficulties in choosing the appropriate numerical values for initial data; we will address this question shortly, when discussing real parameters for the numerical simulations.
Boundary conditions and initial data
In the interest of conservation of the total mass of ants, we impose zero-flux boundary conditions on system (3.5). That is, we assume that almost every-where on the boundary ∂Ω, ∇u − χ u ∇v u · n = 0,
where n is the outward unit normal vector to ∂Ω. Note that imposing the boundary conditions (3.6), one can easily check that, at least formally, the system (3.5) preserves the total mass of ants, after they have all emerged from the nest: for each t,
The initial data are
At t = 0, no ants and no pheromone are present (recall that foraging ants will emerge from the nest according to the function M (t) in (3.5)). An initial distribution of food is provided by the function c 0 . We must also provide as data to the problem the potential nest-attracting function a(x), as well as the functions P, N and M . Actual values for these parameters are discussed in the next section.
Numerical simulation of ant foraging behavior
In this section, we present numerical simulations of system (3.5). We will employ a standard finite difference scheme on a rectangular grid. All spatial derivatives are approximated by centered differences, and the time derivative is discretized by an explicit Euler scheme. Such a relatively simple method is intended, in this work, to illustrate the properties of the model, rather than to provide highprecision simulations. We simulate a typical setting similar to the one reported, for instance, in Wilson's experiments with the fire ant S. saevissima [45, 46, 47] . Here, the domain is an arena of 18 000 cm 2 , in which two separate food sources are placed at a distance of approximately 50 cm from the nest.
We emphasize that our simulations are not supposed to precisely simulate a particular species, but rather to illustrate the emergence of trail formation from simple modeling principles.
Estimating parameters
We now turn to the question of estimating actual values for the parameters and functions appearing in Table 2 . Obviously, this is an important part of the modeling process, and we will see it is not straightforward to determine realistic values for every parameter, partly due to a lack of precise estimates in the literature.
In view of the wide variety of size, food carrying capacity, speed, behavior and preferred food type among the various ant species, the choices made here for these parameters are somewhat immaterial. We attempt only to set reasonable values which yield feasible time-scales for the simulations.
Let us begin with the values that are well-established in the literature. First, we will take a colony size of 75 000 ants. Colony size is highly variable [14, p.160], varying from less than 10 to a few million. In an area of 1.8 m 2 (a typical value, for instance, for a young fire ant colony [36] , or for an experimental setting), this gives a reference density u ref = 4.1 ants per cm 2 . We will use for the pheromone diffusion coefficient the value α v = 0.01
s . This is the value used in [3] , based on the slightly lower value determined in [4] (which the authors claim is probably underestimated). Surprisingly, we could not find an accurate value for the foraging ants' diffusion coefficient α u in the literature. To determine the nondimensional parameter D v (see Table 2 , we assume that foraging ants' diffusion coefficient α u is ten times larger than α v . This is supported by values estimated in [24] , for leaf-cutter ants of the genus Atta, who propose α u = 0.39 The returning ants have no advantage to divert from their path by random movement, and so we assume that their diffusion coefficient is the same as the pheromone's (i.e., small), thus giving D w = 0.1.
We may now estimatet andx. Recall thatt = (γu ref ) −1 . This allows us to relate it to the rate of food removal in the following way. The last equation in the original system (3.2) is ∂ t c = −γuc. We focus our attention on a single point in space and suppose temporarily that u ≡ u ref on that point. In these circumstances, the half-life of the food could be measured experimentally, which as far as we know has not been done. 1 We are left with positing a reasonable value for this half life, which we set at 70 s. A short calculation then giveŝ t = (γu ref )
−1 = 70 s/ ln 2 101 s. The spatial scale is then determined aŝ x = α ut 5.5 cm.
Note that the choice oft by this type of reasoning contains assumptions on the amount of food a single ant can carry. Indeed, for the same reference ant density u ref , a shorter food half-life (and thus differentt) must mean that the same number of ants can carry away more food in the same time.
We take the value associated to pheromone degradation to be ε = 0.5, for the sake of definiteness. This is obtained by assuming that the pheromone halflife is 140 s. Note that, as observed in [29] , trail pheromones degradation speeds vary widely, with trails remaining detectable from a few minutes to days. As discussed earlier, it is not clear if the fading of trails below the threshold level which ants can detect is a result of diffusion or of chemical degradation. Here we take a value giving a rather long time of trail degradation, as suggested in [45] .
The pheromone sensitivity χ u is probably the most difficult parameter to accurately estimate. Considering the equation of pheromone dynamics in (3.5), we imagine the domain completely filled with pheromone-secreting ants at density u ref (so w = 1) and P (x) ≡ 1. Then v would be determined by ∂ t v = 1−εv. Analyzing this ODE yields ε −1 as an asymptotic value for v as t grows. In reality, the density of returning ants should be larger than u ref near a trail, although in that case the diffusion and evaporation of the pheromone will contribute to decreasing its value. However, we observe in our simulations that, although trails are clearly formed, the density of returning ants (and thus the pheromone concentration) attains rather low values on the trail, compared to the reference density. This is discussed in more detail in Section 5.1, and is perhaps the main limitation of our model. Thus we set a value of χ u = 20 to reflect the fact that foraging ants should be highly sensitive to pheromone concentration.
To estimate λ, consider that the speed of transformation of returning ants into foraging ants should be quite high, to prevent clogging at the nest. Therefore, assuming a density (using the variables of system (3.5)) of w = 1 at the nest, and a small half-life of returning ants at the nest, we set λ 70.
The choice of initial data c 0 for the food distribution is also delicate. Recall that the scaling for the food distribution isĉ = (γu ref )/λ 1 . Examining the original system (3.2), we see that it would be possible to determine λ 1 by estimating the "half-life" of foraging ants as they remove the food and turn into returning ants. However, this would require the introduction of a reference food concentration, which would constitute an additional parameter. Moreover, food concentration can be measured in a variety of ways (caloric value, weight, quantity), and we wish to bypass specific values altogether in any of these scales.
Therefore, we will look at the simplified system
which isolates the dynamics of food removal. We assume temporarily that u and c are only time-dependent. Suppose that at some particular time t 0 we give positive data (u(t 0 ), c(t 0 )) = (u 0 , c 0 ). Since system (4.1) reduces to the standard logistic equation, one can check that, with α = u 0 − c 0 , the functions
are a solution of system (4.1). From this we can see easily that
and so the system evolves along straight lines in the positive quadrant of the (u, c) phase space leading from (u 0 , c 0 ) to a point in either the u axis or on the c axis given by (α + , α − ), where u + , u − represent the positive and negative parts (|u| = u + + u − ). This means that, in the scaling chosen, and disregarding spatial dynamics, if at some time the food concentration is greater than the ant concentration, then the system (4.1) will evolve to a steady state with a positive amount of food and no ants; this corresponds to a situation where ants are not very efficient, or the food is not desirable. If, in contrast, the ant density is greater that the food density in this scaling, then all the food will be removed (asymptotically) and some ants will still remain. This reflects a greater efficiency in food removal, or a great desirability of the food.
Naturally, these arguments cannot be extrapolated to the full system (3.6), since not only are there spatial dynamics involved, but also the foraging ants are being constantly replenished. Moreover, the value u 0 is not defined (it is not the initial data for u, which is zero), and so represents the ant density at some positive time, which is unknown. Still, one may reasonably assume that, in analogy to a linearization, for small time intervals the behavior described here will be accurate, giving a general intuition of the physical meaning of the relative values of c and u.
The upshot of this analysis is that by considering, say, the reference value u ref of u, we may deduce that taking initial data c 0 with numerical value substantially greater than u ref (since at the food site u is expected to be larger than u ref ) will model a situation in which food removal efficiency is low, and smaller values of c 0 model a situation in which food removal is very rapid. So, the choice of c 0 is part of the modeling itself, and reflects ant efficiency and food desirability.
We now turn to the choice of the functions P, N, M and a in (3.6). P (x) ∈ [0, 1] will just be a smooth function of the form Cx 2 so that pheromone deposition is progressively reduced near the nest. The constant C is adjusted in each simulation to allow this reduction to become noticeable at a distance of about half the typical trail length from the nest. The function N (x) is a slightly smoothed characteristic function of the nest entrance; we will suppose that the nest entrance is a circle of radius 10 cm situated at x = (0, 0) (see the discussion on the dynamics near the nest in a previous section). To define M (t) (modeling the emergence of foraging ants from the nest at the start of the simulation), we make the following assumptions. M (t) = C M χ[0, T ] for some C M , T . Then, supposing that ants emerge from the nest at a rate of one ant per cm 2 s, that the total population is about 75 000 ants, and converting to the new units, we obtain the appropriate values of C M and T .
The nest-bound potential a(x) is of the form C|x|. Therefore, C must be the value (inx/t units) of an individual ant's speed returning to the nest, which we suppose is 1cm/s = 18.35x/t. Thus we take a(x) = 18.35|x| in (3.5).
We collect in Table 3 the various actual values used in this simulation.
Numerical results
In Figures 1-5 , we present the results of our simulation. We take a number of ants approaching the size of a young but established colony of, for instance, the fire ant S. invicta or S. saevissima [14, p.160], [36] . The data are collected in Table 3 . We present the ants with two different food sources. As discussed in the previous section, the lower value of food quantity on one of the sources reflects a lesser quality of the food source or simply a lower density of food. Even so, both food sources are eventually exhausted after about five and a half hours (see Fig. 5 ), which is consistent with the timescales reported in [45] . Note the gradual depletion of the food starting from the point nearest to the nest, observed in Figure 4 .
One can clearly observe the formation of trails in the foraging and in the returning ants, as well as the concentration of pheromone on that trail. Also, when the topmost food source is depleted, the evaporation of the pheromone results in a quick abandonment of the trail.
The discretization comprises a 200 × 125 point grid with a total of 25 000 points, and a time-step of 0.001 was used. 
Conclusions
We have presented a mathematical model of ant foraging behavior using a system of PDEs in the mathematical framework of chemotaxis. We have shown numerically that this system exhibits spontaneous trail formation in the presence of food sources. Our model allows for the simulation of a whole cycle of food foraging, from ants emerging from a nest onto a foraging ground where food is placed, discovering the food and returning to the nest laying pheromones. Recruitment then takes place, with foraging ants being attracted in the vicinity of the nest to the pheromones laid previously by the returning ants. A feedback loop ensues, as more ants reach the food source and return to the nest laying pheromones. Finally, when the food source is exhausted, the trail fades away due to the natural evaporation and diffusion of the pheromone. Regarding the modeling, the fact that trails form in radial directions emanating from the nest is built into the system. As explained in the text, this is justified by the experimental fact that ants from many species know the direction to the nest with remarkable accuracy. As such, the fact that trails form in radial directions is not considered to be an emergent phenomenon in the same way that recruiting through chemical communication is. In other words, the homing instinct proven to exist in ants is (at least in many species) present in each individual, does not depend upon any sort of communication to manifest itself, and so does not qualify as an emergent phenomenon.
In nature, many other mechanisms have evolved which contribute to the efficient discovery and removal of food sources, including visual and tactile communication and clues. In this work we only attempt to model the chemical aspect of this communication. Thus we ignore any tactile interactions between ants taking place inside or near the nest, which are known to contribute to a more efficient recruiting.
In our model, any such interactions are contained in the "black box" of the nest and the food site, which we model only as a simple, instantaneous replacement of returning ants by foraging ants and vice-versa. The fact that trails are indeed formed even in the absence of such a detailed modeling confirms to us that the driving element of efficient foraging is chemical communication by means of pheromones, as is widely recognized in the literature.
One concrete prediction that could be made from our results is that the ability of ants to measure differences in pheromone concentration along the length of the trail, and not only across the trail, plays an important role in orienting individuals in the correct direction when encountering a trail. This lengthwise gradient can be created by a gradual diminishing of pheromone deposition by returning ants as they approach the nest. Indeed, although other mechanisms to solve this orientation problem have been found, and others can be envisaged, our results suggest that gradual diminishing of pheromone deposition can be a simple and efficient solution to allow ants to find the correct orientation when encountering a pheromone trail, especially in the case of relatively short trails (on the order of one meter) as the ones considered here.
To summarize, we have presented a model of ant foraging incorporating successfully the following observed traits:
• discovery of new food sources,
• spontaneous trail formation,
• depletion of food sources, and
• abandoning of unproductive trails.
Limitations and future work
Naturally, it would be very difficult for the model presented here to provide a comprehensive description of the extremely complex dynamics taking place during the whole foraging cycle of ants. One limitation is that we do not attempt to model in detail what happens near the nest [37] and near the food site. In our model, only chemical signals intervene in the ants' behavior, whereas it is well known that individuals rely on a variety of other sensory and communication input to adjust their behavior. Thus, for example when approaching a food source, it is reasonable to suppose that ants may be attracted by the odor of the food itself, or may react to the higher density and excited state of other ants in the vicinity. These and other factors no doubt serve to improve the efficiency of foraging.
Another possible improvement is in the chemotactical transport term for the u-equation in the system (3.5). Indeed, its present form is not entirely realistic, since the (scalar) ant speed, given by |χ u ∇v| can have large variations, and in particular can theoretically attain very high values. But the actual movement of ants along trails shows little correlation between ant speed and ant density, see [20, 21] . This is coherent with the informal observation that even on dense trails, ants move along at speeds similar to isolated ants, in contrast to, say, vehicles on a road. This is because ants can stop virtually instantaneously without damage, contrary to cars. Therefore, a different modeling of the transport term could be envisaged to account for this lack of the so-called jammed phase in the flux.
It is worth pointing out another drawback of the current work. As can be observed in the simulations, the density of foraging ants is much larger than the density of returning ants along the trail. This is counter-intuitive, as we expect roughly the same flux of ants following both trail directions. This might be explained by the fact that, since foraging ants follow the gradient of the pheromone, they have the possibility to accumulate away from the food unless the maximum value of the pheromone is located exactly at the food site (note, however, that different masses of foraging and returning ants along the trail does not contradict the conservation of total ant mass, since foraging ants are attracted to the trail from elsewhere). As returning ants immediately start returning to the nest once they are created at the food site, the maximum value of the pheromone concentration will actually be located just besides the food source, and not directly on it. This originates a concentration of foraging ants besides the food source and thus a reduced number of returning ants.
This suggests that in fact, although the basic mechanism of trail formation is being well simulated, the dynamics at the food site and, thus, the flux of ants inside the trail needs a more accurate modeling than that given by a system of the type (3.5).
Related to this, is the question of the blow-up of ant density on trails. In the chemotactical literature, it is usual to introduce a term β(u) of the form u max − u in the transport term, which serves as a limiter for the density: when the density reaches the value u max , individuals do not move and so density will not increase further. This is called the jammed phase and is usual in the modeling of vehicular or pedestrian traffic. It has been studied chemotactically in, for instance, [11] . We find that such a mechanism is not realistic in the case of ants, since as we pointed out before, no jammed phase is observed [20] . Other modeling strategies could be deployed to account for a limitation in density.
