We derive explicit formulas for probabilities of Brownian motion with jumps crossing linear or piecewise linear boundaries in any finite interval. We then use these formulas to approximate the boundary crossing probabilities for general nonlinear boundaries. The jump process can be any integer-valued process and jump sizes can have general distributions. Moreover, the jump sizes can be even correlated and/or non-identically distributed. The numerical algorithm is straightforward and easy to implement. Some numerical examples are presented.
Introduction
Recently the first passage time (FPT) of jump-diffusion processes has drawn much attention in the literature, mainly due to its applications in finance and insurance. Some recent applications can be found in e.g. Cont and Tankov (2004) , Kou and Wang (2004) Chi and Lin (2011) , and Dong et al (2011) . Given the important role of the FPT in many applications, however, the computation of the FPT densities for jump-diffusion processes turns out to be very challenging and so far very few exact solutions exist.
In a remarkable work, Kou and Wang (2003) In these proposed methods, the FPT density or probability have to be calculated through numerical Laplace inversion. More recently, Giraudo (2009) proposed an approximate solution for the FPT density for two-constant jump sizes. So far, no explicit form of the FPT distribution exists even for a constant boundary, let alone for general time-dependent boundaries.
The calculation of the FPT distribution for diffusion processes is a long-standing problem. It is well-known that explicit formulas exist only for some special processes and boundaries. For general problems, there are mainly two analytic approaches. In the first approach, one establishes a certain integral or differential equation for the FPT density, and then solves this equation numerically to obtain an approximate solution. For example, the tangent approximation and other image methods are used by Strassen (1967) , Daniels (1969 Daniels ( , 1996 , Ferebee (1982) and Lerche (1986) , while a series expansion method is used by Durbin (1971 Durbin ( , 1992 , Ferebee (1983) , Ricciardi et al. (1984) , Giorno et al. (1989) , and Sacerdote and Tomassetti (1996) .
In the second approach, one first establishes an explicit formula for piecewise linear boundary crossing probabilities (BCP), and then uses this formula to approximate the BCP for general nonlinear boundaries. This method was first proposed by Wang and Pötzelberger (1997) for one-boundary problem and later extended to two-boundary problems by Novikov, Frishling and Kordzakhia (1999) and Pötzelberger and Wang (2001) . It has also been used by Novikov, Frishling and Kordzakhia (2003), Borovkov and Novikov (2005) , and Downes and Borovkov (2008) . One advantage of this approach is that the numerical computation is straightforward and the approximation error can be assessed and controlled. Moreover, this approach is easy to extend to deal with jump-diffusion processes, as is shown in this paper.
Specifically, let (Ω, (F t ) t≥0 , P) be a filtered probability space and (B t ) t≥0 an F t -Brownian motion. Further, let (N t ) t≥0 be a Poisson point process with rate λ and (η i ) i∈N a family of random variables representing jump sizes. Suppose that (B t ), (N t ), (η i ) are mutually independent. Then we consider the boundary crossing probability for the process
where the second part of X t is a so-called compound Poisson process. In this paper we first use the BCP approach of Wang and Pötzelberger (1997) and Pötzelberger and Wang (2001) to derive explicit formulas for the BCP of X t crossing one-and two-sided linear boundaries respectively. Then we extend these formulas to piecewise linear boundaries and use them to approximate the BCP of X t for general nonlinear boundaries. One advantage of this method is that it can also deal with more general jump component in X t . For instance, N t can be any integer-valued stochastic process starting with N 0 = 0. Moreover, the jumps (η i ) i∈N are not necessarily i.i.d. as long as the joint distribution of (η 1 , η 2 , . . . , η k ) is known for each k ∈ N. This provides much more flexible models for real applications where the subsequent jumps are allowed to be dependent or even follow different distributions. Finally, although in this paper we deal with processes of the form (1.1) explicitly, our method can be easily extended to processes of the form X t = µ(t) + σB t + Nt i=1 η i , because the drift µ(t) and diffusion parameter σ can be absorbed into the boundaries. This paper is organized as follows. In section 2 we derive explicit formulas for the BCP for oneand two-sided linear boundaries respectively. Then in section 3 we derive the formulas for piecewise linear boundaries and use them to approximate the BCP for general nonlinear boundaries. Finally, some numerical examples are given in section 4 and conclusions are in section 5.
Explicit formulas for linear boundaries
In this section we first consider the linear boundary crossing probability
where a and b > 0 are constants. To simplify notation, throughout the paper we denote
A jump time is defined to be the time t > 0 such that X t = X t − , where
Subsequently, we denote a jump time by τ and the corresponding jump height by η = X(τ )−X(τ − ).
Thus, for each k ∈ N, the first k jump times are
Here similarly
. . , t k ) be the joint distribution function of the jump times (τ 1 , . . . , τ k ) and G k (h 1 , . . . , h k ) be the joint distribution function of the corresponding jump heights (η 1 , η 2 , . . . , η k ). For each t > 0, the support of F k is
2t dy.
Then we have the following results. 
where
is a Poisson process with rate λ and (η
Proof. First, since (B t ), (N t ) and (η i ) are independent, we have
In order to calculate the term in the integration, we recall the following well-known results on
Brownian motion (Siegmund, 1986 , P. 375, G. Deelstra,1994):
Then we have
Iterating this calculation process yields
Substituting (2.5) into (2.4) we obtain the desired result (2.2).
Remark 2.2 Formulas (2.2) and (2.3) are infinite sums due to the number of jumps of the process (X s , s ≥ 0) in interval [0, t). In practical calculations they have to be truncated at finite terms.
From (2.4) it is easy to see that the truncation error at item k = n is bounded by ∞ k=n P(N t = k), which is easily controlled by the behaviour of the process N t . For example, if N t is a Poisson process, then
Therefore, in practice one can determine a number n such that
(n+1)! is small enough, and then sum up the terms up to n − 1. Moreover, unlike in other methods such as by Kou and Wang (2003) , controlling the truncation error in this way does not depend on the distribution of jump sizes η i . In other words, the distribution of η i does not impact the accuracy of (2.2) and (2.3) in real calculation.
Our second main result is based on the well-known formulas of Anderson (1960) 
8)
Proof. Again by the independence of (B t ) t≥0 , (N t ) t≥0 and (η i ) i∈N , we have
To evaluate the term in the above integral, we deduce inductively
where (2.6) and (2.7) were used in the last step. The result then follows by substituting (2.10) into (2.9).
Piecewise linear and nonlinear boundaries
In this section, we first consider process X t crossing a piecewise linear boundary. Suppose b(s) is a linear function on each subinterval of the partition 0 = s 0 < s 1 < · · · < s n−1 < s n = t on [0, t].
Since the probability that any jump time falls on some points s i is zero, without loss of generality we assume that any k ≥ 1 realized jump times {u i ; i = 1, 2, ..., k} and points {s i ; i = 1, ..., n − 1} are distinct and therefore they form a partition 0 < t 1 < · · · < t m = t, where m = k + n. Then analog to the proofs of Theorem 2.1 in section 2 and Theorem 1 of Wang and Pötzelberger (1997) we can show the following result. 
Now we consider the BCP of process X t crossing a general boundary b(t). We first write
For any n ≥ 1 and a partition 0 < s 1 < s 2 < · · · < s n = t, let b n (s) be the piecewise linear function connecting the points b(s i ), i = 1, 2, ..., n and suppose
Then by the continuity property of probability measure,
Furthermore, by the results of Pötzelberger and Wang (2001) and Borovkov and Novikov (2005) , with probability one, we have
which implies that
Hence (3.1) can be used to approximate the BCP for X t and general boundary b(t).
Numerical computation and examples
In the previous sections, we provided various formulas for the BCP of jump-diffusion processes crossing linear or piecewise linear boundaries in the form of multiple integrals. Since these integrals are expectations of the integrants with respect to the probability distributions of jump process N t , η i and the multivariate normal variates B t i , they can be evaluated straightforwardly using the Monte Carlo integration method. As has been shown in Wang and Pötzelberger (1997) and Pötzelberger and Wang (2001) , this method is very stable and produces fairly accurate results. In the following we illustrate this method using some examples.
Specifically, we consider the Poisson jump process with rates λ = 3 and λ = 0.01 to approximate the no-jump scenario, and three different jump hight distributions:
(1) double exponential (DE) distribution with density
and parameter values p = 0.5, η 1 = 1/0.10 and η 2 = 1/0.15; The results for linear boundaries are given in Table 1, while those for nonlinear boundaries   are in Table 2 
Conclusions
We derived explicit formulas for probabilities of Brownian motion with jumps crossing linear or piecewise linear boundaries in any finite interval. These formulas can be used to approximate the boundary crossing probabilities for jump-diffusions and general nonlinear boundaries. Unlike the FPT density method based on Laplace transform, our method does not reply on particular distributions for the jump components. In fact, the jump process can be any integer-valued process and jump sizes can have general distributions. Moreover, the jump sizes can be even correlated and/or non-identically distributed. Therefore this method is much more flexible and has much wider applications. The numerical calculation is straightforward and easy to implement.
Finally we note that using the transformation method of Wang and Pötzelberger (2007) , it is possible to obtain the BCP for more general jump-diffusion processes of the form X t = Y t + Nt i=1 η i , where Y t is a diffusion that can be expressed as a functional transformation of a BM.
