We present the best constant, the minimizing sequences and the nonexistence of extremal functions for a Hardy-Sobolev inequality. We prove that, under a proper transformation, this inequality is equivalent to the Sobolev inequality in R N . We also discuss the connection of the related functional spaces and as a result we obtain some Caffarelli -Kohn -Nirenberg inequalities. Our starting point is the existence of a minimizer for a Maz'ya's inequality and indirect dependence of the Hardy inequality at the origin.
Introduction
Assume the following Maz'ya's inequality: which holds for any function v ∈ C ∞ 0 (0, R). ( For the derivation of this inequality and some related discussion we refer to Section 2) In this work, we prove that under a proper transformation Maz'ya's inequality (1.1) is equivalent to the Sobolev inequality in R N and consequently we obtain the best constants and the minimizers for (1.1). The best constant in the Sobolev inequality in R N :
as it is well known, see [6, 27, 32] , is S(N ) = N (N − 2) 4 |S N | 2/N = 2 2/N π 1+1/N Γ N + 1 2 For a quantitative version of the sharp Sobolev inequality we refer to [19] . is equivalent to (1.2) . The best constant is 4) where ω N denotes the Lebesgue measure of the unit ball in R N and the minimizers are
, µ = 0, ν = 0.
(1.5)
It is clear that φ may be continuously defined as φ µ,ν (0) = µ −(N −2) and φ µ,ν (R) = 0.
As an application of inequality (1.1) the authors in [24] , proved the following Hardy-Sobolev inequality:
, (1.6) in the radial case, i.e. where B R is the open ball in R N , N ≥ 3, of radius R centered at the origin and u ∈ C ∞ 0 (B R \{0}) is a radially symmetric function. The same result was proved in [29] , with the use of a Caffarelli-Kohn-Nirenberg inequality. Actually, in [24] the following general (not in necessarily radial case) Hardy-Sobolev inequality was proved: Let Ω be a bounded domain in R N , N ≥ 3, containing the origin, D 0 = sup x∈Ω |x| and D > D 0 , then the following inequality holds for any u ∈ C ∞ 0 (Ω\{0}). From the discussion in [24, 29] , it is clear that the nature of (1.7) depends on the distance of D from D 0 , for instance in the case where D = D 0 the author in [29] proved that the inequality cannot hold.
In both papers, the approach was based on the following change of variables; For any u ∈
and in this case we have
Then, inequality (1.7) is equivalent to
and which in turn is equivalent, in the radial case, to (1.1). Therefore, is natural to consider the space W 1,2 0 (|x| −(N −2) , Ω), which is defined as the complement of the C ∞ 0 (Ω) functions under the norm ||v|| 2
, Ω) has the property (for a generalization see Lemma
, Ω). (Some other properties of this space may be found in Section 2). The advantage of this space is the following; assume an inequality, e.g. an improved Hardy inequality (see [24, Section 3] ), which admits no H 1 0 -minimizer then, under the change of variables (1.8), the corresponding inequality admits W 1,2
, Ω) then it is not necessary that |x| −(N −2)/2 v belongs in H 1 0 (Ω). Actually, this gap is filled by the following space; We define the space H as the completion of the C ∞ 0 (Ω) functions under the norm
For the definition of this space and some related properties we refer to [35] . We note that H 1 0 (Ω) is a subspace of H(Ω). We may prove the following result. 
Then, L(v) < ∞ and v ∈ W 1,2 0 (|x| −(N −2) , Ω) if and only if u = |x| −(N −2)/2 v belongs in H(Ω). Then,
It is clear that if u = |x| −(N −2)/2 v ∈ H 1 0 (Ω) then we must have that L(v) = 0 and in this case (1.11) coincide with (1.9). Actually, (1.11) shows the indirect dependence of the Hardy inequality at the origin. In this the general case, we face a problem; relation (1.9) is no longer valid.
In addition we can relate these spaces, in the radial case, with the space D 1,2 (R N ), which is defined as the closure of C ∞ 0 (R N ) functions under the norm
For more details we refer to the classical book [1] . If we denote by H r (Ω), W 1,2 0,r (|x| −(N −2) , Ω) and D 1,2 r (R N ) the subspaces of H(Ω), W 1,2 0 (|x| −(N −2) , Ω) and D 1,2 (R N ), respectively, which consist of radial functions, we have that
Observe that (1.13) is independent of the radius R and in the case where N = 3 the norm in W 1,2 0,r (|x| −(N −2) , B R ) coincides with the norm in D 1,2 r (R N ). Moreover, (1.11) and (1.13) imply that
(1.14)
For a related to the Hardy-Sobolev inequality (1.6), as a consequence of Lemma 1.1, we have
and it is achieved by
where the infimum is taken over the radially symmetric functions of W 1,2 0 (|x| −(N −2) , B R ).
For the non radial case we refer to Theorem 1.6. Observe that we may continuously define u(0) = µ −(N −2) and u(R) = 0. We also have (see the proof of Theorem 1.1), that v µ,ν ∈ W 1,2 (|x| −(N −2) , B R ) but |x| −(N −2) v µ,ν ∈ H 1 0 (B R ). Thus, in the point of view of Lemma 1.2, we have that the change of variables u = |x| −(N −2)/2 v µ,ν does not return (1.16) to the Hardy-Sobolev inequality (1.6).
Concerning (1.6) , under the transformation (1.14), we relate it with the Sobolev inequality (1.2). Then, we prove that the best constant in (1.6) is C HS , as defined in (1.17) and one minimizing sequence for (1.6) is
where ψ n (|x|) = (µ 2 n + ν 2 |x|) 2 ) −(N −2)/2 , µ n → ∞, ν = 0, is for each n the extremal of the Sobolev inequality. Note that (see the proof of Theorem 1.3) φ n (|x|) ∈ H(Ω) is, at least a C 0 (B R \{0})-function and u does not belong to H 1 0 (B R ). There is no minimizer for (1.6) in H(Ω).
First we prove the following.
Returning to (1.6) we have the following result.
The inequality (1.6) and
are equivalent under the transformation (1.19) .
It is clear from the Sobolev inequality (1.2) that there exists a constant C HS , such that inequality (1.6) holds for any radially symmetric function u ∈ C ∞ 0 (B R \{0}). Combining Theorems 1.2 and 1.3 we have that φ n , for each n, is a minimizer of (1.6) at certain levels (see Remark 3.3). In addition, we are able to calculate the best constant and give minimizing sequences. (1.17) . A minimizing sequence is (1.19) and there exists no minimizer.
In the last section we discuss the nonradial case; Let Ω be a bounded domain in R N , containing the origin, D 0 = sup x∈Ω and D > D 0 , we prove the following
22)
then the best constant in (1.7) is (1.17) . A minimizing sequence is (1.19) and there exists no minimizer. THEOREM 1.6 Assume that condition (1.22) holds. Then, the infimum of the ratio
is C HS and it is achieved by v µ,ν (|x|) as defined in (1.17) and (1.18) , respectively.
We note that the condition (1.22) is not known if it is the optimal and it is a question to find the optimal one.
The paper is organized as follows: In Section 2 we consider the spaces W 1,2 0 (|x| −(N −2) , Ω) and H(Ω), we prove Lemma 1.2 and as a consequence we obtain some Caffarelli-Kohn-Nirenberg inequalities. In Section 3 we consider the radial case and in the last Section we treat the non radial case.
For Hardy inequalities and their possible improvements we refer to [10, 11, 12, 13, 20, 21, 22, 24, 31, 35] and for various type of Hardy-Sobolev inequalities we refer to the works [2, 4, 5, 8, 7, 15, 18, 23, 25, 26, 30, 33, 34] .
Notation In the sequel we often use the notation r = |x|.
, Ω) and H(Ω)
In this section we give some further properties for the spaces W 1,2 0 (|x| −(N −2) , Ω) and H(Ω) and give the connection between them, i.e., we give the proof of Lemma 1.2.
Concerning W 1,2 0 (|x| −(N −2) , Ω) from [24, Lemma 2.1] we have that
Concerning H(Ω) from [35] we have that
Moreover, from [35, Theorem 4.2] we have the following. 
REMARK 2.1 Note that all the J m vanish at r = 0, except J 0 for which (under normalization) J 0 (0) = 1. Then, the maximal singularity corresponds to the sub-family of eigenfunctions with
These functions represent the complete sub-basis for the subspace X 1 of radial functions in L 2 (B R ). They do not belong to H 1 0 (Ω) but belong to H(Ω).
We first treat the radial case; we assume that Ω = B R and let v(r)
Indeed. if we assume the opposite, then
since, near the origin, |v ′ (r)| ≥ r −1 v(r), which is a contradiction. From this point of view the second integral in the right hand side of (2.2) is equal to
Then, (2.2) implies that u ∈ H(B R ). For the nonradial case, in order to estimate the second integral in the right hand side of (2.2), we use the decomposition into spherical harmonics; Let v ∈ C ∞ 0 (Ω). If we extend u as zero outside Ω, we may consider that In particular, φ 0 (σ) = 1 and v 0 (r) = 1 |∂Br| ∂Br u ds, for any r > 0. Then, for any k ∈ N, from (2.3) we have that
Then, u ∈ H(V ) and (2.2) is equal to (1.11) .
5)
In order to estimate the last integral above, we use Theorem 2.1. Since u ∈ H(Ω) from Lemma 2.2 we have that u ∈ L 2 (Ω). Moreover, for some R > sup x∈Ω , we may assume that u ∈ L 2 (B R ). Then, Theorem 2.1 implies that there exist c n ∈ R, n = 1, ... such that
Then,
We have further, for every k and n, that
However, Remark 2.1 implies that the only nonzero terms in the above limit is given byẽ 2 0,n (r). Hence, (2.6) and (2.7) give that
It is clear from the above discussion that c 0 corresponds to v 0 (0), i.e. we again derive (1.11) and the proof is completed.
REMARK 2.2 Concerning the inner products, from Lemma 1.2 we have that
,Ω) +L(v 1 v 2 ).
COROLLARY 2.1 It is clear from (1.11) that convergence in H(Ω) implies convergence in
, Ω) and pointwise convergence at the origin, in the sense that L(.) converges. It is also clear from (1.11) that if u n is a bounded sequence in H(Ω) then v n = |x| (N −2)/2 u n is a bounded sequence in W 1,2 0 (|x| −(N −2) , Ω). We denote now byẆ 1,2 0 (|x| − (N −2) , Ω) the subspace of W 1,2 0 (|x| − (N −2) , Ω) which consists of functions v ∈ W 1,2 0 (|x| − (N −2) , Ω) such that the radial part of v at the origin is zero, i.e.,
, Ω); v 0 (0) = 0 .
Assume now that v n is a bounded sequence inẆ 1,2 0 (|x| − (N −2) , Ω). Then u n = |x| −(N −2)/2 v n is a bounded sequence in H(Ω). The compact imbeddings of Lemma 2.2 imply that, up to some subsequence, u n converge in L q (Ω) to some u. Thus, we obtain the compact imbeddingṡ
and since 1 ≤ q, we further obtain the compact imbeddingṡ
9)
where the weighted space L q (w(x), Ω) is defined as the closure of C ∞ 0 (Ω) functions under the norm
REMARK 2.3 In (2.9) is clear that q cannot reach 2N
N −2 . For this value of q the best that we can have is the inequality corresponding to (1.16) . In this sense the results obtained in the previous Corollary complete the results obtained in [14] (see also [16, 17, 36] ) concerning the Caffarelli -Kohn -Nirenberg Inequalities, in the limiting case where a = N −2 2 .
Proof of Lemma 1.3 Assume that v ∈ W 1,2 0,r (|x| − (N −2) , B R ) and w(t) given by (1.12) . The proof that w ∈ D 1,2 r (R N ) is given in the proof Lemma 1.1, below. Assume now that w ∈ D 1,2 r (R N ) and v is given by
So, v ∈ W 1,2 0,r (|x| − (N −2) , B R ) and (1.13) holds. Hence,
The Radial Case
and (1.1) holds for any v ∈ C ∞ 0 (0, 1). However, the best constant in (1.1) must satisfy (3.2), i.e.
We now give the proof of Lemma 1.1 and we return in (3.3) in Remark 3.1.
It is clear that if v ∈ C ∞ 0 (0, R) we have that w ∈ D 1,2 (R N ). Then, the best constant and the minimizers are given by (1.4) and (1.5), respectively and the proof is completed. 
. 
where
Then
and
Thus the left side of (3.5) is equal to
Thus (3.6) becomes
In the same way the right hand side of (3.5) becomes
Then, we have that u is a solution of (1.20) 
Thus if w is a multiple of φ n the proof is completed.
Proof of Theorem 1.3 Let u ∈ H(Ω) and r = |x| and
Set u = r − N−2 2 w(t). Then
where ω N is the volume of the unit sphere in R N ,
We next estimate these two integrals by setting t = − log |x|
So from (3.9), (3.10) and (3.11) we obtain that
On the other hand
calculating as before this integral we find that
Finally, from (3.12) and (3.13) we conclude that (1.6) is equivalent to the following inequality
or with (1.21).
REMARK 3.2 Assume that v(r) ∈ C ∞ 0 satisfies (1.6) . Then, v satisfies also
for any R 1 > R. This follows form the fact that
for any R 1 > R.
Finally, we give the proof of the main Theorem.
Proof of Theorem 1. 4 We define the functionals I : H(B R ) → R and J : D 1,2 (R N ) → R as follows
The previous theorem implies that I C 1 (u) ≥ 0 if and only if J C (r −(N −2/2) u) ≥ 0, and I C 1 (u) = 0 if and only if J C (r −(N −2/2) u) = 0, with C 1 = C (N − 2) −2(N −1)/N . Observe now that the best constant for J C to be positive is S(N ); assume that for some C > S(N ), J C (w) ≥ 0, for any w.
Then, J C (ψ) ≥ 0, for ψ an extreme of the Sobolev inequality. This implies that
Let ψ(t) = (µ 2 + b 2 t 2 ) −(N −2)/2 , for some µ and b. We will prove that (3.15) cannot hold for every ψ i.e., we will find some µ and b such that (3.15) is not satisfied. From (3.15) we have that
We calculate the first integral by setting t = µ 2 b 2 tan ω and we obtain that
and it is independent of µ and b. Thus, we can find a ψ such that (3.15) is not satisfied and the best constant for J to be positive is S(N ). Then, the best constant for (1.6) is given by (1.17) . In this case, one minimizing sequence for J S → 0 is ψ n and there exists no minimizer for J S and so for I C HS . Thus the proof is completed.
3 It is clear that ψ n are minimizers of J S in the level sets w(0) = c, c > 0 fixed number. This implies that they solve the corresponding Euler-Lagrange equation (3.8) . In this direction φ n may be seen as the minimizers of I C HS in the level set lim |x|→0 |x| N−2 2 u = c, c > 0 fixed number, so they satisfy the Euler-Lagrange equation (1.20) . REMARK 3.4 The above arguments consist an alternative proof of (1.6), for the radial case.
The Non Radial Case
We first state the following lemma, which assumes that the best constant in (1.7) is given by radial functions. (1.7) is given by radial functions, i.e. a minimizing sequence of radial symmetric functions with compact support in Ω. Then, the best constant in (1.7) is (1.17) . A minimizing sequence is (1.19) , with R < D 0 = sup x∈Ω , and there exists no minimizer.
Proof Let C HS (Ω) be the best constant in (1.7). Let also φ n be the functions defined in (1.19), with R < D 0 . These functions may be seen as C ∞ 0 (Ω\{0}) and from Remark 3.2, we have that C HS (Ω) ≤ C HS , where C HS is given in (1.17) . On the other hand, consider the sphere B R 1 , for some R 1 > D 0 > R. Since every C ∞ 0 (Ω\{0}) -function may be seen as a C ∞ 0 (B R 1 \{0})function we have that C HS ≤ C HS (Ω). Thus, C HS = C HS (Ω) and the proof is completed.
The assumption, in the previous Lemma, that the best constant in (1.7) is given by radial functions is crucial. As already, mentioned, the author in [29] show that the inequality, for D = D 0 , cannot hold. This comes from the fact that the minimizing sequence in this case is a set of non radially symmetric functions. The latter may also be seen in the proof of Theorem [24, Theorem A] (The assumption there that D may be equal to D 0 = sup x∈Ω |x| is obviously a misprint). The authors in this proof (see pg 197 there) use that X(t) = (− log t) −1 , 0 < t < 1, is a bounded function, which is obvious that cannot hold in case where t → 1.
In the sequel, we give sufficient conditions under which the best constant C HS (Ω) is given by radial functions. We proceed as in the proof of Theorem [24, Theorem A], see pg. 195-197. for some c ≥ C HS .
Proof Assume that Ω = B R and let u ∈ C ∞ 0 (B R \{0}). Then, the nonradial part of u satisfies (see [24, Inequality 2.10 
With the use of the Sobolev embedding, the Hölder's inequality, and that − log |x| D − 2(N−1) we conclude (4.16) for some c ≥ C HS . In the case where Ω is a bounded domain, we have that there exists R such that Ω ⊂ B R and since (4.16) holds for any u ∈ C ∞ 0 (B R ), holds also for any u ∈ C ∞ 0 (Ω). Proof of Theorem 1.5 Follows directly from Lemmas 4.1 and 4.2.
Proof of Theorem 1.6 Let v ∈ W 1,2 0 (|x| − (N −2) , Ω) and set u = |x| −(N −2)/2 v. Lemma 1.2 implies that u ∈ H(Ω) and from (1.11) we have that the nonradial part of v satisfies 
