Finding who and what is "important" is an ever-occurring question. Many methods that aim at characterizing important items or influential individuals have been developed in areas such as, bibliometrics, social-network analysis, link analysis, and web search. In this paper we study the problem of attributing influence scores to individuals who accomplish tasks in a collaborative manner. We assume that individuals build small teams, in different and diverse ways, in order to accomplish atomic tasks. For each task we are given an assessment of success or importance score, and the goal is to attribute those team-wise scores to the individuals. The challenge we face is that individuals in strong coalitions are favored against individuals in weaker coalitions, so the objective is to find fair attributions that account for such biasing. We propose an iterative algorithm for solving this problem that is based on the concept of Shapley value. The proposed method is applicable to a variety of scenarios, for example, attributing influence scores to scientists who collaborate in published articles, or employees of a company who participate in projects. Our method is evaluated on two real datasets: ISI Web of Science publication data and the Internet Movie Database.
Introduction
People have always been intrigued by characterizing "influential" ideas, books, inventions, scientists, politicians, art movements, etc. The question of finding important or influential items has attracted a lot of attention in social sciences, computer science, as well as other fields. For instance, the analysis of social networks has developed many methods to identify "important" individuals. Research in bibliometrics has provided many methods, typically based on citations, in order to assess the "impact factor" of publications, conferences, or journals. In information retrieval and web search, link-analysis methods, such as PageRank [18] and HITS [14] , aim at identifying "authoritativeness" of web documents; furthermore, those link-analysis ideas have been applied to a wide variety of other scenarios. Recently, with the explosion of user-generated content a lot of emphasis has been placed in identifying influential users in blogs, micro-blogs, question-answering portals, and other social-media sites.
In this paper we address a novel problem in the context of characterizing who is influential. In particular, we focus on the case of attributing influence scores to a set of individuals who accomplish tasks in a collaborative manner. The setting we consider is as follows: we start with a large set of individuals; based on their interests, expertise, skills, and social dynamics, individuals form small teams in order to accomplish various tasks; we assume that for each of the accomplished tasks a value of importance (or influence) can be obtained. The problem we address is how to attribute to the individuals of each team the influence scores that we obtain for the whole team. We call this problem the influence-attribution problem.
Influence attribution has applications in many scenarios in which we want to estimate importance of individuals when importance evaluation scores are available at a team level. An obvious application of our setting is estimating importance scores for scientists through analysis of co-authorship information in scientific publications. For the latter problem, assigning importance scores to specific publications has received a lot of attention, and it is typically accomplished via analysis of citation graphs; however, how to distribute those scores to the individual authors of the publications is a much less studied problem. Other application scenarios include finding importance of company employees who participate in various projects, editors of wikipedia articles, bloggers in sites of collective blogging, artists in collaborative art spaces, and in general in any online collaboration community.
A simple approach for attributing influence scores to individuals is to divide the score of a task equally to all team members. However, in many cases, an equal division of importance scores may introduce inaccuracies. For instance, imagine a very talented individual who is capable of creating influential work in a number of different teams with a wide range of collaborators. In such a case, if there is evidence in the data that a large part of the influential work is due to this talented individual, it should be appropriate that she will receive more credit than her collaborators. The following example, in the context of scientific publications, demonstrates in more detail that equal division of importance score may be misleading.
Example. Consider the example shown in Figure 1 . Let B be a researcher who, during a postdoctoral period, collaborated with a very distinguished researcher Y, and together they produced a total of 8 publications. Each of these publications has so far acquired 8 citations. Since the end of the postdoctoral period, B produced 12 additional publications, collaborating with 3 other researchers, but not with Y. None of these additional publications, however, received a significant amount of citations. Based on Figure 1 , the total number of publications produced by A is 20, the total citation count is 70, while the H-index is 8. In the meantime, researcher A also spent a postdoctoral period collaborating with Y and produced 5 publications. Each of these publications received 4 citations. After the postdoctoral period, A collaborated with 3 other researchers producing 15 additional publications. In particular, each publication produced by the collaboration with X1 received 4 citations and each publication produced by the collaboration with X2 and X3 received 3 citations. Thus, the total number of publications of A is 20, the total citation count is 70, while the H-index is 4. Fig. 1 . An example showing that taking into account author coalitions is important. P denotes the number of papers per author and C the number of citations per paper. Thus, author X1 received 20 citations, authors X2 and X3 received 15 citations, authors X4 and X5 0 citations, and author X6 6 citations. Also, author Y received 84 citations. For simplicity, we have kept the citation numbers unrealistically small.
The key question now is the following: which of the two researchers is more "influential?" Taking into account the bibliometric measures, B should be favored for having a higher H-index than B. But looking a bit deeper, one may notice that B managed to obtain all the "fame" only because of collaborating with Y. So, isn't it just that Y is a very strong researcher or has a very strong team that makes B influential? In other words, if Y is dropped from the picture, then the remaining publications of B are insignificant. On the other hand, A has also collaborated with the same number of people as B, though all collaborations were fruitful. Thus, it is more likely that A is a much stronger researcher than B, and should be definitely favored.
One of course could make the following alternative conclusion: A has better selected collaborators but, in general, he/she is weak. However, in this case it is not just that A made a wise selection of collaborators, but these collaborators chose A as well. Thus, A should be strong since he/she has been chosen by strong collaborators.
Our approach. Our solution to the problem of influence attribution is inspired by the concept of Shapley value, which was introduced by Lloyd Shapley in 1953 [22] . The Shapley value is a game-theoretic concept devised for fair division of gains obtained by co-operation of n players, namely in a setting very similar to the one we consider in this paper. It can be shown that the division made by the Shapley value satisfies very natural fairness properties, such as efficiency, individual fairness, symmetry, and additivity [23] . However, applying the concept of Shapley value in real scenarios is highly impractical, since the theory assumes that it is possible to assess the expected gain for every possible co-operation, that is, for all 2 N possible teams, where N is the total number of individuals. To address the inefficiency that stems from the definition of Shapley value, we propose an iterative algorithm that aims to approximate the Shapley value using only co-operations for which an estimate of the expected importance score exists. For example, in the case of co-authorships and scientific publications, the only co-operations used by the algorithm are teams of authors who have written a paper together. Even though the total number of co-operations that occur in real data is very small compared to the number of all possible co-operations, and there is no theoretical guarantee that the scores obtained by our method satisfy any fairness conditions, our approach takes into account the marginal contribution of the individuals to the teams into which they participate. Thus, we argue and experimentally demonstrate that our method produces more fair attributions than the simple baseline of equal division. Contributions. The main contributions of this paper include:
-the formulation of the problem of finding influential individuals in a collaborative environment, -an iterative method to solve the influence-attribution problem that is based on the Shapley value, -an experimental evaluation on two large and commonly used datasets: ISI Web of Science and the Internet Movie Database.
The remainder of this paper is organized as follows: in Section 2 we present the related work, in Section 3 we provide the necessary background along with the problem formulation, Section 4 presents the proposed methodology, in Section 5 we present the experimental results, and finally, in Section 6 we conclude the paper and discuss directions for future work.
Related work
Social-network analysis. Researchers in social-network analysis have developed many methods to measure "importance" of individuals in an implicitlyor explicitly-defined social network. In the basic model, the network is represented by a directed graph G = (V, E), where the nodes represent individuals, and the edges model "endorsement" from one individual to another. For such a directed graph, the concept of in-degree is the simplest measure of importance of an individual. Refinements of the in-degree measure include the Katz-index [12] and the Hubbell index [11] . Notions of importance in social networks have been proposed also for the case of undirected graphs, most of those measures rely on various notions of centrality, e.g., degree centrality, closeness centrality, betweenness centrality, eigenvector centrality, etc. For an overview of those notions see the manuscript of Newman [17] . A more interesting centrality concept, more closely related with this paper, is the concept of game-theoretic centrality [1, 9] . Bibliometrics. Research in bibliometrics studies the use of citations in order to measure the "impact" of scientific articles (e.g., journal articles, conference proceedings) or publication venues (e.g., peer-reviewed conference proceedings, scientific journals). A large number of measures has been introduced, again starting from the simplistic citation count. The well-known Garfield's impact factor [7] is the average number of citations by articles published the previous two years, while the Crown indicator [21] is a normalized version of such a citation count. Pinski and Narin [19] and subsequently Geller [8] observe that not all citations are equally important, and using a recursive definition similar to PageRank [18, 20] and HITS [14] , they propose that a journal is "influential" if it is cited by other "influential" journals. The above measures are used to assign impact scores on publication "units" (e.g., articles, journals) and not to individual authors. Thus, the use of such measures is orthogonal and complementary to our work, where we aim attribute those impact scores for articles to individual authors. On the other hand, measures such as the H-index [10] , and the G-index [6] (defined in Section 5) have been proposed for assigning impact scores to individual authors, and thus, are directly comparable to our proposed measure. However, both H-index and G-index do not attempt to address the issue of coalition bias as our method does. Overall, any bibliometrics impact index needs to be used with extreme care. As such our method is intended to complement and enrich existing analytics toolboxes, rather than substitute well-established methods.
Web search rankings. A prominent application domain of importance measures is in the area of web search and hypertext ranking. The goal is to assign importance scores to web documents in order to assist users locate the most relevant results for their searches. Not surprisingly many of the importance measures discussed above can also by used in the case of web search ranking, however, the two most well-known techniques are PageRank [18] and HITS [14] . Many variants of those methods have been proposed, as well as adaptations of those basic methods for different objectives; a thorough survey is beyond the scope of this paper.
Information diffusion and viral marketing. A different setting for studying influential individuals in social networks is through the concepts of information diffusion and viral marketing. This setting is described by a dynamic process. It assumes a model of information spread in the social network, and influential individuals are those who can act as good initiators of the information spread. Building on the seminal work of Domingos and Richardson [5] and Kempe et al. [13] , a large number of papers has studied variants of the problem and proposed different solutions, including game-theoretic and Shapley-value-based solutions such as the work of Narayanam and Narahari [16] . However, the overall setting of information-diffusion processes is very different from the problem studied in this paper.
Coalitional games and Shapley value. Studying coalitional games is a major area of research in game theory. In contrast to competitive games, to which the standard solution concept is the Nash equilibrium, in coalitional games the players cooperate and receive collective payoff. The Shapley value [22] is the classic solution concept for distributing the payoff "fairly" among the members of the coalition. The model of coalitional game theory provides a rich framework for studying a variety of solution concepts and their properties [2] [3] [4] . Finding the allocations described by these concepts is in general computationally intractable, hence, much of the research in this area focuses on a variety of restricted domains in which one can hope to find approximate solutions. An overview of the theory of coalitional games is beyond the scope of the paper. However, a key difference from our work is that in this line of research approximate solutions are searched by allowing to sample random coalitions. Instead, we follow a more pragmatic approach where only a small number of coalitions is given as input, and we seek solutions by probing only those coalitions.
Problem Setting
We consider a set V = {V 1 , . . . , V n } of n individuals and a set T = {T 1 , . . . , T m } of m tasks. Each individual V i ∈ V has participated in a subset of tasks of T , which we denote by T Vi . Moreover, each task T j is given an impact score I j = f (T j ); the higher the impact score the more "valuable" the task. Examples for function f (·) will be provided in Section 3.1.
Based on the participation of individuals to tasks, and the impact score of each task, our goal is to estimate the influence score φ i of each individual V i ∈ V. Here, we assume that influence scores are non-negative numbers such that φ i ≥ φ j implies that V i is at least as influential as V j .
Hence, the influence-attribution problem can be formalized as follows:
Problem 1 (Influence-attribution) Given a set of individuals V = {V 1 , . . . , V n }, a set of tasks T = {T 1 , . . . , T m }, and a set of impact scores I = {I 1 , . . . , I m }, with I j = f (T j ), compute the set of influence scores φ = {φ 1 , . . . , φ n }, where φ i is the influence score of individual V i ∈ V.
Example: author-publication instantiation
Let us now instantiate the above problem setting by considering a task to be a scientific publication and an individual to be a scientist. We call this the author-publication instantiation. In such setting, there may exist citations among different publications, so we define one additional concept.
Definition 1 (Incoming Citations) Given a set of publications T , for each publication T j ∈ T we define the set of incoming citations to T j as follows:
As mentioned above, I j = f (T j ) is the impact score of publication T j ∈ T . For the author-publication instantiation, we consider two options for f (·):
-CC: the citation count of each publication corresponds to the total number of citations received by the publication.
-PR: the PageRank score of each publication, which is computed by applying the PageRank algorithm on the citation network.
The definition of CC is simple enough and rates each incoming citation equally. The PR score is computed by the well-known algorithm for ranking web documents [18] , which is based on estimating the stationary distribution of a random walk in the citation graph.
Methods
We present two methods for solving Problem 1. The first one is a straightforward uniform assignment of impact scores to the corresponding individuals, whereas the second one exploits the Shapley value in order to take into account coalitions of individuals and the impact score in these coalitions.
Naïve approach
The first approach to solve Problem 1 is to assign individuals with the mean impact score of their tasks.
Definition 2 (Mean Impact) Given an individual V i , the set of tasks T Vi assigned to V i , and their corresponding impact scores I = {I 1 , . . . , I |T V i | }, the mean impact of V i is defined by
For the remainder of the paper, this method will be denoted as Naïve.
The Shapley-value approach
The second method is based on the concept of Shapley value [15] , which is a way to divide goods gained by cooperation among many individuals. Specifically, consider an underlying set V and assume that for all possible subsets S ⊆ V, we know the value of v(S), called gain function, which expresses the gain achieved by the cooperation of the individuals in S.
Definition 3 (Share Allocation) Given a gain function v(·), the share allocation φ i (v) to individual V i is defined as:
The intuition is to consider the marginal utility that V i brings in set S, averaged over all possible sets. Notice that the average is weighted. In fact, the process can be seen not as averaging over sets, but averaging over all possible permutations -assume that coalitions are generated by adding one individual at a time -so the weight of a set is the number of permutations that produce each coalition. The definition of Shapley value is very attractive, as it can be shown theoretically that the resulting attribution satisfies natural fairness properties [23] . However, a direct application of Definition (4) in our setting is not possible. Not only it assumes an averaging over exponentially many sets, but also it is not possible to probe arbitrary sets S and obtain v(S); for example, we do not have available the impact score of papers for every possible subset of authors! To address this difficulty we introduce the following ideas:
-First, we do not compute marginal gains by averaging over all possible coalitions, but only over coalitions for which we have available impact scores. The details are given in the next sections where we describe our iterative algorithm. -Second, in order to average in a marginal contribution v(S ∪ {V i }) − v(S) we need to have available both values v(S ∪ {V i }) and v(S). However, in many cases we have available only one of the two. Simply ignoring those cases would lead to very sparse data. Therefore, we choose to take into account all cases for which v(S ∪ {V i }) is available. If for those cases v(S) is not available, we propose to approximate it by composing it from its subsets.
Now, we discuss how to define the values v(S) and reasonable approximations of v(S)
when those values are not directly available. The first issue is that in some cases the same coalition has accomplished many different tasks, and each task has different impact factors; for example, a given set of authors may have many different publications. We then define the value of the coalition as the average of the impact scores of all the tasks into which the coalition has participated.
Definition 4 (Shared Impact Factor) Consider a set of individuals S and let T S be the set of their common tasks. Let I j be the impact factor of each common task T j ∈ T S . Then, the shared impact factor of S can be defined as:
The next issue that we need to address is that, during the execution of our iterative algorithm, we need to use the value of v(S), for cases that we do not have any information about coalition S (e.g., there is no paper with that exact set of authors). Thus, we propose to approximate the value of v(S) by taking into account subsets S ⊆ S for which we have information about the impact of their coalition. We suggest to average over all subsets of S for which we have information, and also include a term to capture the contribution of the individuals who do not form any coalition in subsets of S.
Definition 5 (Approximated Shared Impact Factor) Consider a set of individuals S and let S c = i S c i be the set of all subsets S c i of S where all individuals have at least one common task. Then, the approximated shared impact factor of the individuals in S is:
where v(S c i ) can be computed using Equation (5) To complete the definition of function v (·) we need to define functionv(·), which we use when individuals do not participate in any common coalition. We do this by using a recursive definition. We choose to computev(S) using the influence factors φ i of the individuals who form coalition S. Assuming a monotonic behavior, that is, assuming that teams are at least as good as the best individual who composes the team, we definev(·) using the maximum operator.
Definition 6 (Approximated Gain Function)
The approximated gain functionv(S) is defined as follows:v
We note that Definition (6) is recursive since our goal is to compute the scores φ i . Therefore, our definition suggests an iterative algorithm, described in more detail in the next section: the algorithm starts with initial estimates of the scores φ i , and then it iteratively adjusts the estimate of those scores until convergence.
The iterative algorithm
We propose an iterative algorithm to compute the influence score φ i of each individual V i ∈ V. At each iteration t, the value of the influence score is denoted as φ t i . At first, the influence scores of each individual are initialized to the average impact factor his/her tasks. Then, at each iteration, the Shapley value is computed using Definition (4). The key idea behind our algorithm is to compute the Shapley value averaging over a small set of coalitions, for which the impact factor is available. Whenever the algorithm needs to probe a coalition whose impact factor is not available, then the approximated shared impact factor is used (Definition 5).
During the main loop of the algorithm, for each available task T j ∈ T and each individual V i of T j , we update the influence score φ t+1 i (v ) by adding the difference of the gain function of sets T Vj and T Vj \ V i . The same weighting factor is used, as in Equation (4), that is,
This procedure continues until convergence, which is defined by the following criterion.
Algorithm 1 The Shapley Algorithm 1: Input: a set of individuals V, a set of tasks T , and the corresponding set of impact scores I. 2: Output: the influence score φi of each individual Vi ∈ V 3: // Initialization: ∀Ti, i = 1, . . . , m assigned to individual
for Tj ∈ T do 10:
for Vi ∈ TV j such that Vi is assigned with task Tj do
11
:
end for 13:
end for 14: end while
The pseudocode of this method is given in Algorithm 1. For the remainder of this paper, this method will be denoted as Shapley.
Enforcing monotonicity of the gain function
In the theory of coalition games, the gain function is assumed to be monotone and non-negative. Here monotonicity means that if
Those assumptions are also desirable in our setting. Thus, we enforce those conditions by first computing all payoffs-v(S)-that are available for each coalition S. Then, we identify all pairs of sets S 1 and S 2 , such that S 1 ⊆ S 2 and v(S 1 ) > v(S 2 ). For each such pair we increase v(S 2 ) by setting v(S 1 ) = v(S 2 ). This is repeated until all violations in these pairs are eliminated. In other words, we define the partial order of all coalition sets, and then we guarantee that while paths of set inclusion are followed, the payoffs defined by the gain function do not increase. Once the monotonicity property is satisfied, the computations performed by our algorithm ensure that the gain function is also non-negative.
Experiments

Setup
We evaluated the performance of the proposed method on two real data sets: one bibliographic data set and one movie data set.
ISI Web of Science. The first data set is part of the Thomson Reuters ISI Web of Science data. ISI covers mainly journal publications. We sampled data related to our institutions published within years 2003 and 2009. Our dataset contained data about 1212 authors.
We used two very common bibliometric indicators as the baseline:
-H-Index: a scientist's H-index is h, if h of his/her publications have at least h citations and the rest of his/her publications have at most h citations each. -G-Index: a scientist's G-index is g, if g of his/her highly cited publications received, together, at least g 2 citations.
We investigated both types of impact scores discussed earlier (Section 3.1) for the author-publication scenario.
Internet Movie DataBase. The second data set is part of the Internet Movie Database (IMDB) data. 1 We sampled a total of 2 000 male actors and 4 560 movies. We restricted the movie genre type to "comedy" or "action", and did not include "TV series". For each actor we considered only the movies where his credit position was among the top 3. Each movie T j was assigned with an impact score I j defined to be I j = R j A j , where R j is the average rating received by movie T j and A j is the number of people who evaluated this movie.
To evaluate the performance of our methods we used the following measure:
Definition 7 (rank of individual) Given a set of individuals V = {V 1 , . . . , V n } and their influence scores φ = {φ 1 , . . . , φ n }, the rank of individual V i is r, if
In other words, the rank of an individual V i measures the number of individuals who are at least as influential as V i .
Experimental Results
ISI Web of Science. We compared the performance of Naïve and Shapley on the ISI Web of Science data sample described in Section 5.1. Each of the two methods computed an impact score per author. We then compared the author ranks of the proposed methods with the ranks obtained when computing the H-index and G-index. In Figure 2 , we can see the performance of the proposed methods with respect to author ranks, compared to H-index. It is evident that there is a high correlation between H-index and Naïve-CC (the latter denotes the version of Naïve that uses the average citation score for defining function f (·)). This correlation becomes much weaker in the case of Naïve-PR, where PageRank is used, implying that considering higher-order citations (as done by PageRank) can cause a significant change in the ranking of publications and, consequently, in the ranking of authors. In the case of Shapley, we see that as the H-index rank increases, the variance in the rank obtained by Shapley also increases. The results with respect to G-index are very similar but omitted due to space limitations. Next, we compared the performance of Naïve and Shapley with respect to author ranks. Again, we investigated both cases of impact scores for the publications: citation count and PageRank. In Figure 3 we see a comparison of the ranks produced by the four methods. When comparing Naïve and Shapley using citation count the two methods deviate as ranks increase. The same behavior is noticed when comparing Shapley using citation count vs. using PageRank. This effect is more intense for Naïve. In the latter case we note that Naïve-CC generally increases the ranking of the publications, compared to Naïve-PR. The results with respect to G-index are very similar.
We compared the ranks of the top-10 authors retrieved by Shapley-CC, Table  1 (left) and Shapley-PR, Table 1(right), to the ranks produced by the other methods. To preserve the anonymity of the scientists we do not show their names in the table. An interesting observation is that the deviation in the ranks between the methods is much higher for Shapley-PR than for Shapley-CC.
Internet Movie Database. The performance of Naïve and Shapley was also evaluated on the IMDB data sample described in Section 5.1. In this case there are no baseline indicators, such as H-index, hence we only compared Naïve and Shapley. In Table 2 (left) we see the names of the top-10 actors given by Shapley and the corresponding ranks given by Naïve. It appears that actors who participated in the casting of very highly rated movies are favored against those who also participated in low rated movies. It is interesting to see that Shapley managed to detect "big" names in comedy and action. In Table 2 (right) we show the top-10 actors discovered by Naïve and their corresponding ranks by Shapley. Deviations between the two methods suggest that actors may manage to achieve a high mean movie rating (Naïve) but still there are several poorly rated movies with highly rated co-actors that cause a drop in their Shapley score.
Four more examples of deviating ranks are shown in Table 3 . We can see that several famous actors show a high deviation in their ranking. For example, "Adam Sandler" is ranked 59
th by Shapley while Naïve ranks him 4 th . Based on the definition of the Shapley value, this implies that he may have highly ranked movies, but he also has movies where he is co-acting with other "strong" actors; these movies have a higher ranking than the ones where he is co-acting with "weaker" actors. Similar conclusions can be made for "Jim Carrey". On the one hand, he has a significant amount of highly rated movies, but also some low rated movies (which drops the score attributed to him by Naïve); on the other hand, in almost all of his movies he has been the main and "strongest" actor (which results in Shapley attributing him a high score).
Actor Name
Shapley Naïve Actor Name Naïve Shapley 
Conclusions
We addressed the problem of attributing influence to a set of individuals who participate in a set of tasks. The method we proposed employs the game-theoretic concept of Shapley value. We showed that the proposed methodology can be applied in many real scenarios, for example, in the author-publication scenario for assigning influence scores to scientists who collaborate in published articles, or in the movie-actor scenario for evaluating actors who collaborate in different movies. We evaluated our method on two real datasets, and showed that it highly differs with respect to ranking when compared to a naïve approach of equal division of influence.
In the author-publication scenario, we illustrated by an example (Figure 1) , and also experimentally, that existing bibliometrics indicators, such as H-index and G-index, do not take into account the average strength of author coalitions and thus may favor authors with a few highly cited publications that resulted from a single (or very few) strong collaborators. Similar conclusions were drawn from the movie data, where very famous actors were given a lower ranking by Shapley than by Naïve. These actors were disfavored since their "fame" was caused only by a few specific movies and co-actors.
Directions for future work include the investigation of other domains such as user-blogs and social-media sites. Moreover, one could study how to use additional information regarding the involved tasks or individuals. For example, in the actor-movie scenario, several movie features are available as well as information about the actors. This additional information may or should affect the share allocation function. Finally, a challenging task is to further evaluate the quality of the rankings obtained, possibly by performing user studies.
