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Abstract This study conducts a detection and attribution analysis of the observed changes in extreme
precipitation during 1951–2015. Observed and CMIP6 multimodel simulated changes in annual
maximum daily and consecutive 5‐day precipitation are compared using an optimal fingerprinting
technique for different spatial scales from global land, Northern Hemisphere extratropics, tropics, three
continental regions (North America and western and eastern Eurasia), and global “dry” and “wet” land
areas (as defined by their average extreme precipitation intensities). Results indicate that anthropogenic
greenhouse gas influence is robustly detected in the observed intensification of extreme precipitation over
the global land and most of the subregions considered, all with clear separation from natural and
anthropogenic aerosol forcings. Also, the human‐induced greenhouse gas increases are found to be a
dominant contributor to the observed increase in extreme precipitation intensity, which largely follows the
increased moisture availability under global warming.
Plain Language Summary Human influences have been identified in the observed
intensification of extreme precipitation at global and continental scales, but quantifying the
contribution of greenhouse gas increases remains challenging. Here, we isolate anthropogenic
greenhouse gas impacts on the observed intensification of extreme precipitation during 1951–2015 by
comparing observations with CMIP6 individual forcing experiments. Results show that greenhouse gas
influences are detected over the global land, Northern Hemisphere extratropics, western and eastern
Eurasia, and global “dry” and “wet” regions, which are separable from other external forcings such as
solar and volcanic activities and anthropogenic aerosols. The human‐induced greenhouse gas increases
are also found to explain most of the observed changes in extreme precipitation intensity, which are
consistent with the increased moisture availability with warming. Our results provide the first
quantitative evidence for the dominant influence of human‐made greenhouse gases on extreme
precipitation increase.
1. Introduction
Human‐induced greenhouse gas increases have been consistently identified as the primary cause of global
and regional warming in recent decades (Bindoff et al., 2013; Hegerl et al., 2007; Stott et al., 2010). Global
warming is expected to increase atmospheric water holding capacity according to the Clausius‐Clapeyron
(C‐C) relationship (~7% K−1, Trenberth et al., 2003). While global mean total precipitation shows a lower
increasing rate (Trenberth, 2011), due to being energetically constrained (Allen & Ingram, 2002), extreme
precipitation is analyzed to increase at roughly the same rate as the moisture availability (Allen &
Ingram, 2002; Kharin et al., 2013; Westra et al., 2013).
There have been many observational and model‐based analyses of extreme precipitation changes under
warming. Observational studies have found that extreme precipitation has intensified over many land areas
in recent decades (Alexander et al., 2006; Donat et al., 2013; Groisman et al., 2005; Westra et al., 2013). Also,
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the frequency of heavy precipitation events has increased with warming, based on both observations and
model simulations (Diffenbaugh et al., 2017; Lau et al., 2013; Lee et al., 2018). Climate models consistently
project further intensification of extreme precipitation in the future in most regions with continued green-
house gas warming (Donat et al., 2016; Kharin et al., 2013; Lau et al., 2013; Pfahl et al., 2017; Sillmann
et al., 2013), which would bring a shift toward a hydroclimatic regime of more intense but less frequent daily
precipitation events (Giorgi et al., 2011, 2014).
Formal detection and attribution studies have quantified the overall human contribution to the observed
increase in extreme precipitation by comparing the observed and simulated changes. Min et al. (2011)
detected a human influence on the observed intensification of extreme precipitation over the
Northern Hemisphere (NH) land during 1951 to 1999 using the Hadley Centre global land‐based climate
extreme data sets (HadEX; Alexander et al., 2006) and coupled climate models from Coupled Model
Intercomparison Project Phase 3 (CMIP3; Meehl et al., 2007). Zhang et al. (2013) carried out an updated
detection analysis using HadEX2 (Donat et al., 2013) combined with Russian station data and CMIP5
coupled climate models (Taylor et al., 2012) over 1951 to 2005. They divided the NH into three conti-
nents and detected anthropogenic influence on the extreme precipitation increase mainly for the midla-
titudes, western NH, and western Eurasia.
However, greenhouse gas influences have not previously been quantified in separation from other anthro-
pogenic forcings like aerosols, although anthropogenic aerosols were found to have counteracting influences
onmean and extreme precipitation over some regions (Lau et al., 2017; Polson et al., 2014; Wu et al., 2013). A
formal analysis separating anthropogenic greenhouse gas and aerosol influences on extreme precipitation
will extend our overall understanding of human influence on the climate and how that may change as these
forcings evolve.
It has been suggested that global warming may change the spatial distribution of precipitation by ampli-
fying the differences between dry and wet regions, the so‐called a “dry‐get‐drier and wet‐get‐wetter
(DDWW)” pattern (Held & Soden, 2006). This DDWW pattern is found over ocean, but its validity over
land has been questioned (Byrne & O'Gorman, 2015; Greve et al., 2014). Recently, Donat et al. (2016)
found that extreme precipitation has significantly increased over both the global dry and wet land areas
over the past six decades, with dry and wet regions defined in a relative way based on the climatological
precipitation amounts or extreme precipitation intensities. Generally consistent changes have been
found when defining dry and wet regions based on their water availability using an Aridity Index,
but uncertainties are large in particular in arid regions due to poor observational coverage (Donat
et al., 2019). Rigorous optimal detection analyses have not been performed for global dry and wet lands
to date.
Previous detection and attribution analyses have been performed on CMIP3 and CMIP5 multimodel ensem-
bles (Min et al., 2011; Zhang et al., 2013), but the latest state‐of‐the‐art global climate models from CMIP6
(Erying et al., 2016) have not been studied yet. In comparison to previous multimodel experiments, many
of the CMIP6 models exhibit high climate sensitivity (e.g., Gettelman et al., 2019; Sellar et al., 2019; Swart
et al., 2019; Voldoire et al., 2019) above the estimated range provided from previous Intergovernmental
Panel on Climate Change (IPCC) reports (Zelinka et al., 2020). Given that much of the model‐simulated
change in extreme precipitation is driven by thermodynamic changes, one might expect that the response
in extreme precipitation to greenhouse gas forcings in CMIP6 may differ from CMIP3 or CMIP5. It is vital
to investigate past extreme precipitation changes in CMIP6 to improve understanding and usefulness of pro-
jected changes in precipitation extremes.
In this study, we have conducted an updated detection and attribution analysis of extreme precipitation
changes using newly available observations and CMIP6 multimodel simulations for 1951 to 2015.
Improved spatial and temporal coverage would help to detect external influences more robustly by reducing
noise (Fischer et al., 2013; Min et al., 2008). This paper is structured as follows. Section 2 describes the obser-
vational data and model simulations used in this study, and the analysis methods including data processing
and an optimal fingerprinting technique. Detection and attribution analysis results are provided in section 3,
together with its interpretation in view of physical mechanisms. Conclusions and discussion are given in
section 4.
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2. Data and Methods
2.1. Observational and Model Data
We used extreme precipitation indices from a stations‐based observational data set, which includes 14,694
land‐based observing stations with more than 30 years of record during 1900 to 2018 across the globe
(Text S1 in the supporting information). These station observations are collected and assembled from var-
ious sources on which HadEX2 was based (Donat et al., 2013), and also from the national meteorological ser-
vices of several countries including China, Russia, and Australia. Details are provided in Text S1.
We used multimodel climate simulations from the CMIP6 experiments to assess the extent of external
forcing influences on the observed changes. First, we used the historical (ALL) simulations for 1951
to 2014, where climate models are forced with both anthropogenic (greenhouse gas and aerosol) and
natural (solar and volcanic) external forcings. Each ALL simulation has been extended until 2015 by
using corresponding SSP (Shared Socioeconomic Pathways) 2–4.5 scenario simulations, which represents
a central pathway without substantial variations from the historical forcing (O'Neill et al., 2016). To
explore the influence of individual external forcings, we also utilized historical individual forcing
simulations including hist‐GHG (GHG), hist‐aer (AER), and hist‐nat (NAT) experiments, where climate
models are forced with only greenhouse gas, anthropogenic aerosol, and natural external forcing,
respectively (Gillett et al., 2016). Simulations from seven CMIP6 models, which provide data for all
experiments of GHG, AER, and NAT with a minimum of three ensemble members, are used in this
study (Table S1). In total, there are 73 ALL runs and 35 GHG, AER, and NAT runs available for this study.
Signals or model‐simulated responses are computed as multimodel ensemble mean (MME); this is done by
first computing the arithmetical average for each model ensemble and then averaging the individual
model means. We also used 238 nonoverlapping slices of 65 years in length from each unforced
preindustrial control simulation (CTL) from 27 CMIP6 models to estimate natural climate variability
(Table S1).
2.2. Precipitation Indices
We used two extreme precipitation indices, the annual maxima of 1‐day (Rx1day) and consecutive 5‐day
(Rx5day) precipitation, from the observations and CMIP6 simulations. The magnitude of the extreme preci-
pitation indices varies across regions, which could make spatial averages dominated by wetter regions. To
avoid such overrepresentation of wet regions in spatial aggregations, we converted observed and simulated
Rx1day and Rx5day values to a “probability‐based index” (PI). The PI was calculated by fitting a generalized
extreme value (GEV) distribution on Rx1day or Rx5day data at each grid cell and obtaining the correspond-
ing values of the fitted cumulative density function following previous studies (Min et al., 2009, 2011; Zhang
et al., 2013). Resulting PI values range from 0 to 1 where high values (closer to 1) represent more extreme
precipitation and low values (closer to 0) represent weaker extreme precipitation. To consider long‐term
changes, we first selected 5,922 stations, which have records longer than 70% during 1951–2015 and at least
3 years of record during 2011–2015. Rx1day and Rx5day from the selected station data sets are converted to
PI and then interpolated onto 5.0° × 5.0° grid boxes using simple averages (when at least one station exists
within each grid box). Figure 1 shows the spatial distribution of the available observational data (note that
Rx1day and Rx5day have the same data coverage).
Model‐simulated Rx1day and Rx5day values were similarly converted to PI on each original grid and then
interpolated onto the same observational grids. The interpolated model data sets were then masked accord-
ing to the availability of observational data. For detection analysis, we calculated nonoverlapping 5‐year
means of the PI averaged over global land (GLB), NH extratropics (NHE, north of 30°N), tropics (TR, 30°S
to 30°N), and three continental regions from NH including western NH (NA, 45–180°W), western Eurasia
(EU, 25°W to 60°E), and eastern Eurasia (AS, 60–180°E) (Figure 1). Note that GLB is dominated by NHE
in this station‐based data set. We defined global “dry” and “wet” regions as the regions where values are
smaller or greater than median grid values of all land grid cells based on the observed climatology for
1961–2000 for each extreme precipitation index, similar to Donat et al. (2016). Note that Rx1day and
Rx5day have very similar “dry” and “wet” regions but there are some differences (Figure 1), due to the dif-
ferent spatial patterns of their climatologies.
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2.3. Optimal Fingerprinting Detection Analysis
We employed an optimal fingerprinting technique as a method for detection and attribution analysis to com-
pare observed PI changes to model simulations, in which observations (y) are regressed onto model simu-
lated signals X via a total least squares method (Allen & Stott, 2003) such that y = (X − ν) β + ε. Here, ε
represents internally generated residual variability, and ν is the noise component of X. The fingerprints X
are estimated from CMIP6 multimodel means for the different forced runs (ALL, GHG, AER, and NAT).
The variance‐covariance matrix of ε is obtained from CTL chunks, and ν is assumed to be proportional to
ε. The 65‐year CTL chunks are divided into two sets, and the first set is used to get best estimates of the scal-
ing factor β, and the second set is used to estimate the 5–95% uncertainty range of β and also to carry out a
residual consistency test (Allen & Stott, 2003). Detection is declared when the 90% uncertainty range of a
scaling factor is above zero, which implies a significant relationship between observed change and finger-
print patterns. We employed a residual consistency test to consider model skill for internal variability ampli-
tude. If the modeled internal variability (estimated from CTL) is too small, the uncertainty range of the
scaling factors would be underestimated, leading to spurious detection. To avoid this, we compared
model‐simulated internal variability with observational residual variance following Allen and Tett (1999).
We conducted two‐signal detection analysis by regressing the observed changes onto the anthropogenic sig-
nals (ANT, which are estimated as ALL minus NAT) and NAT simultaneously. More importantly, using the
CMIP6 individual forcing runs, we carried out three‐signal optimal detection analysis in which observations
are regressed onto GHG, AER, and NAT signals simultaneously. This two‐ or three‐way regression analysis
enables us to examine whether multiple signals are jointly detected and whether the detected signal is separ-
able from other external factors as well as internal variability noise. Based on the multisignal analysis,
Figure 1. Spatial distribution of observational data coverage for (a) Rx1day and (b) Rx5day. Location of grids with
observations having more than 70% records during 1951 to 2015 plus minimum 3 years during 2011 to 2015. The blue
lines delineate three continental domains and brown and green colored grids indicate global ‘dry’ and ‘wet’ regions,
respectively. See text for details.
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attributable changes to each signal are estimated by multiplying the obtained scaling factors with long‐term
trends of fingerprints (Hegerl & Zwiers, 2011).
3. Results
3.1. Observed and Modeled Trends
Figure 2 illustrates spatial patterns of the observed and CMIP6 MME‐simulated trends of PI for Rx1day and
Rx5day over 1951 to 2015. Observations show significant increases especially over NH extratropics, while the
trends are uncertain especially over Asia and Southern Hemisphere. TheMMEs fromALL simulations show
positive trends for a large part of the global land, and trends are greater over the NH extratropics with large
intermodel consistency regarding the sign of the response. GHG also has increasing trends in most regions
with stronger amplitudes than ALL. AER has a counteracting influence especially over Asia as shown by Lau
et al. (2017), causing the weaker increase in extreme precipitation in ALL than in GHG. NAT simulations
exhibit only small long‐term trends. Results for Rx1day and Rx5day show very similar patterns for both
observations and CMIP6 simulations.
Area‐averaged Rx1day and Rx5day PI time series of observations and CMIP6MME are illustrated in Figure 3
over global land (GLB), two broad zonal regions (NHE and TR), three NH continents (NA, EU, and AS), and
Figure 2. Spatial patterns of long‐term trends in (a) Rx1day and (b) Rx5day (using a probability‐based index, PI) during
1951–2015 from observations (OBS), CMIP6 multimodel simulations with anthropogenic plus natural forcing (ALL), only
greenhouse gas (GHG), anthropogenic aerosol (AER), and natural forcing (NAT). Black dots indicate grids where
long‐term trends are significant at the 5% level based on t test in observations or more than five models have equal sign of
the responses among seven CMIP6 models (Table S1).
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global “dry” and “wet” land regions. In observations, statistically significant (p < 0.01) increasing trends are
found over all the individual domains except for TR for both extreme indices. “Dry” regions tend to have
greater intensification of extreme precipitation than “wet” regions, which might be due to stronger
warming in middle‐to‐high latitudes (Jones et al., 2013), which occupy a large part of the global “dry”
regions (Figure 1). Nonsignificant trends over TR are due to large internal variability, which seems to be
partly related to smaller domains (Figure 1). ALL and GHG reproduce the observed increase in extreme
precipitation for the regions with significant observed trends. Slight overestimation of the increases occurs
for GLB and NHE for Rx1day as found by Zhang et al. (2013). AER time series exhibits counteracting
decreasing trends in extreme precipitation intensity, especially over the AS, as can be seen from the
spatial patterns of trends (Figure 2).
3.2. Detection and Attribution Analysis Results
Figure 4a shows best estimates and 5–95% uncertainty ranges of the scaling factors for GHG, AER, and NAT
in three‐signal analyses over individual regions. Results show that the anthropogenic greenhouse gas influ-
ence is significantly detected and separable from AER and NAT for Rx1day over AS and “wet” regions, for
Rx5day over GLB, and for both indices over NHE, EU, and “dry” regions. GHG signals are not detectable
over TR and NA, presumably due to larger internal variability and intermodel uncertainties over the tropics
(O'Gorman & Schneider, 2009; Westra et al., 2013). However, ANT signals are detected for all domains
except TR in two‐signal analysis (Figure S1). For GLB and NHE, scaling factors include unity, indicating that
the observed changes are largely explained by GHG forcing. However, best estimates of the scaling factors for
GHG and ANT are smaller than unity, indicating that CMIP6 models overestimate the observed increase in
Figure 3. Time series of 5‐year mean area‐averaged PI of (a) Rx1day and (b) Rx5day from observations (OBS, black) and
CMIP6 multimodel simulations with anthropogenic plus natural (ALL, green), only greenhouse gas (GHG, yellow),
anthropogenic aerosol (AER, purple), natural forcing (NAT, blue) over global land (GLB), two broad zonal regions (NHE
and TR), three continents (NA, EU, and AS), and global “dry” and “wet” regions (Dry and Wet) classified from the
climatological precipitation characteristics. Gray dashed lines represent the 5% to 95% range of internal variability
estimated from control (CTL) simulations. Amplitudes of long‐term trends (% per 65 years) of OBS and ALL are
presented together at the bottom of each plot.
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extreme precipitation (see below for discussion related to the higher climate sensitivity in CMIP6). This is
consistent with the finding of Zhang et al. (2013) especially for Rx1day based on CMIP5 models for a
shorter period. The AER and NAT signals are not detected over most of the domains. Donat et al. (2016)
showed extreme precipitation increases over both “dry” and “wet” land regions, and our results confirm
that those increases are due to GHG influences. Simple analysis of signal‐to‐noise ratios (Table S2) shows
that all domains with GHG signal detection indeed have stronger signal (defined as linear trend slopes)
than noise (estimated as ±1 standard deviation ranges of linear trends from CTL chunks).
Using the estimated scaling factors, we obtained attributable trends in extreme precipitation over 1951 to
2015 for the domains where GHG signals are detected (Figure 4b). On the basis of the MME responses,
results show that the observed increases in extreme precipitation over the global land, NH extratropics, wes-
tern and eastern Eurasia, and global “dry” and “wet” regions are largely explained by GHG influence. AER
and NAT signals exert much weaker influences with different signs across regions. Considering that extreme
precipitation generally intensifies with warming following the C‐C relation, we have examined the relation-
ship between extreme precipitation changes and global mean surface air temperature (SAT) changes
(Figure 4c). The 5‐year mean PI values are regressed onto the global mean SAT for observations and GHG
simulations. Modeled SAT is interpolated onto 5° × 5° resolution and then masked with observational
Figure 4. (a) Results from the three‐signal optimal detection analyses of Rx1day (top) and Rx5day (bottom) over global land, zonal‐averaged, continental scales as
well as “dry” and “wet” regions over 1951 to 2015. Best estimates (data points) and 5–95% uncertainty ranges (error bars) of scaling factors (ß) are displayed for
GHG (yellow), AER (purple), and NAT (blue) signals. The two gray dashed horizontal lines indicate zero and unity. Squares indicate the failure of the
residual consistency test due to too large model variability. (b) Observed (black) trends compared with attributable trends due to GHG, AER, and NAT forcings for
spatial domains where GHG signals are detected. Red x marks represent extreme precipitation increases explained by Clausius‐Clapeyron relation (see text for
details). (c) Scatter plots of 5‐year mean PI anomalies (y axis) of Rx1day (top) and Rx5day (bottom) and globally averaged SAT (x axis) during 1951–2015
from observation (black x mark) and CMIP6 hist‐GHG simulations (colored circles). Blue, light blue, yellow, and red circles represent the 5‐year mean anomalous
values obtained from 1951–1965, 1966–1980, 1981–1995, and 1996–2015 periods, respectively. Regression coefficients from observations (black) and model
simulations (red) are provided with correlations estimated from models values.
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coverage (HadCRUT4; Morice et al., 2012) before analysis. Observations show regression slopes of 4.90% and
5.21% K−1 for Rx1day and Rx5day over the global land. The NH extratropics have slightly greater slopes
(5.65% and 6.61% K−1). GHG simulations capture the observed relation but with slight underestimation
(4% to 5% K−1 for GLB and NHE). Over the western and eastern Eurasia and “dry” and “wet” regions, obser-
vations and GHG runs exhibit wider ranges of regression coefficients ranging from around 3.5% to 8.1% K−1.
It should be noted that the regression slopes obtained here cannot be directly compared with the expected
slope from the C‐C relation, since it is based on PI rather than percent change of extreme precipitation
amount. However, we find that PI variations are quite similar to percent change of extreme precipitation
for both observations and CMIP6 models, showing overall one‐to‐one relation (Figures S2a and S2b).
When calculating the slope using percent change of extreme precipitation (Figures S2c and S2d), they
become similar to 7% K−1 over GLB and NHE in observations while CMIP6 models exhibit lower values.
We further estimate the warming‐driven (thermodynamic) portion of extreme precipitation increases by
multiplying the estimated slope with SAT changes during 1951–2015 and scaling it with best estimates of
β in Figure 4a. The results (Figure 4b) show that the GHG‐induced intensification of extreme precipitation
is consistent with the warming‐driven increase, supporting the dominance of thermodynamic contributions
at these spatial scales (Min et al., 2011; Zhang et al., 2013).
3.3. Sensitivity Test
To assess the robustness of our detection results, we have conducted several sensitivity tests to the possible
uncertainty factors related to observations and model sampling. First, similar results were obtained when
using HadEX3 (https://www.metoffice.gov.uk/hadobs/hadex3) as observations for 1951–2010 (analysis
domain shown in Figure S3), with GHG signals additionally detected over TR for Rx5day but no detection
over “wet” regions (Figure S4). Second, when considering spatial patterns in global analysis by combining
two regions (NHE + TR or “dry” + “wet”, 26 dimensions) or three regions (NA + EU + AS, 39 dimensions),
detection results remain similar (Figure S5). Finally, our results are found to be insensitive to themodel sam-
pling. In particular, we compared models with different climate sensitivity based on the equilibrium climate
sensitivity (ECS, a hypothetical value of global warming at equilibrium for a doubling of carbon dioxide)
from CMIP6 models. Many CMIP6 models exhibit large ECS above the estimated range from CMIP5
(Zelinka et al., 2020). Particularly, three of seven common models (CanESM5, CNRM‐CM6‐1, and
HadGEM3‐GC31‐LL) are found to have ECS above the CMIP5 models range. However, global land mean
SAT and extreme precipitation trends do not show a clear monotonic association with the order of ECS
(Figure S6), and three‐signal detection results are not different between the two model groups with stronger
and weaker ECS (Figure S7). However, we note this test is based on only seven models and a more robust
analysis will only be possible when more model simulations become available.
Using higher‐resolution climate simulations may result in improved simulation of precipitation and related
mesoscale systems and atmospheric circulation relative to coarse‐grain models (e.g., DeAngelis et al., 2013;
Roberts et al., 2018; van Haren, Haarsma, de Vries, et al., 2015; van Haren, Haarsma, van Oldenborgh,
et al., 2015). To examine possible influences of model resolution on extreme precipitation, we have con-
ducted a preliminary analysis using available historical (ALL) simulations from High Resolution Model
Intercomparison Project (HighResMIP; Haarsma et al., 2016). Using three models with a minimum of three
ensemble members (Figure S8), long‐term means and trends in Rx1day averaged over GLB are compared
across simulations under different horizontal resolution for each model. Results indicate that
higher‐resolution runs tend to simulate on average higher extreme precipitation intensities (Figure S8a),
consistent with previous studies cited above. However, there seems no systematic influence of horizontal
resolution on the trend amplitudes, indicating that higher resolution does not necessarily intensify the
larger‐scale long‐term trends in extreme precipitation (Figures S8b and S8c). Further, the extreme precipita-
tion trend (% based on PI) relative to global warming (Figure S8d) is found to remain similar between differ-
ent resolutions although different models show different change rates (4–7% K−1). This basic examination
using available high‐resolution model simulations supports the dominant role of thermodynamic effects
such that large‐scale long‐term trends in extreme precipitation primarily follow increases in atmospheric
moisture availability with global warming (Allen & Ingram, 2002; Kharin et al., 2013; Westra et al., 2013).
Further analysis based on a larger set of high‐resolution simulations would allow for more robust analysis
than is possible currently.
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4. Summary and Conclusions
This study performs a formal detection and attribution analysis of the observed intensification of extreme
precipitation by comparing observations and CMIP6 multimodel simulations for 1951–2015 using an opti-
mal fingerprinting technique. In particular, this is the first study to isolate the greenhouse gas contribution
to the observed changes with clear separation from other forcing factors. Using three‐signal analysis that
considers greenhouse gas, anthropogenic aerosols, and natural (solar and volcanic) forcings simultaneously,
we show that the greenhouse gas signal in the observed changes is detected over the global land, NH extra-
tropics, western and eastern Eurasia, and global “dry” and “wet” land regions.
When quantifying attributable trends of the observed changes to external forcings based on three‐signal ana-
lysis results, most of the observed increasing trends in extreme precipitation are found to be explained by
anthropogenic greenhouse gas forcing with anthropogenic aerosols and natural forcings having marginal
influences. Further, the greenhouse gas‐induced changes are consistent with the expected physical mechan-
ism of extreme precipitation intensification following atmospheric moisture increase under warming via the
C‐C relation.
Sensitivity tests to the use of different observations andmodel sampling show overall similar results, suggest-
ing that we can have a degree of confidence in the main conclusions of our analysis. Further confirmation of
our findings and analysis of the effects of higher model climate sensitivity is needed, but this will only be pos-
sible when more model runs are available. Also, a caveat remains related to the use of relatively
coarse‐resolution models that do not resolve relevant mesoscale processes associated with heavy precipita-
tion events. A basic examination using a few higher‐resolution models shows no sensitivity of long‐term
changes to the available model resolutions and supports the important role of thermodynamic effect in
determining large‐scale extreme precipitation trends, but a more comprehensive investigation is warranted
based on individual forcing simulations with more models.
The increases in extreme precipitation have important implications since theymight lead to increased risk of
floods and effects on ecosystems and agriculture as warming continues (Field et al., 2014). Especially, for dry
regions where high‐intensity extreme precipitation events do not occur often, the intensification of extreme
precipitation can have greater impacts in the future unless proper adaptation is implemented.
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