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Abstract—State-of-the-art approaches toward image restora-
tion can be classified into model-based and learning-based. The
former - best represented by sparse coding techniques - strive
to exploit intrinsic prior knowledge about the unknown high-
resolution images; while the latter - popularized by recently de-
veloped deep learning techniques - leverage external image prior
from some training dataset. It is natural to explore their middle
ground and pursue a hybrid image prior capable of achieving
the best in both worlds. In this paper, we propose a systematic
approach of achieving this goal called Structured Analysis Sparse
Coding (SASC). Specifically, a structured sparse prior is learned
from extrinsic training data via a deep convolutional neural net-
work (in a similar way to previous learning-based approaches);
meantime another structured sparse prior is internally estimated
from the input observation image (similar to previous model-
based approaches). Two structured sparse priors will then be
combined to produce a hybrid prior incorporating the knowledge
from both domains. To manage the computational complexity,
we have developed a novel framework of implementing hybrid
structured sparse coding processes by deep convolutional neural
networks. Experimental results show that the proposed hybrid
image restoration method performs comparably with and often
better than the current state-of-the-art techniques.
Index Terms—deep convolutional neural networks, structured
analysis sparse coding, hybrid prior learning, image restoration.
I. INTRODUCTION
Image restoration refers to a class of ill-posed inverse prob-
lems recovering unknown images from their degraded observa-
tions (e.g., noisy, blurred or down-sampled). It is well known
image prior (a.k.a. regularization) plays an important role in
the development of solution algorithms to ill-posed image
restoration problems. Depending on the availability of training
data, one can obtain image prior by either model-based or
learning-based approaches. In model-based approaches, image
prior is obtained by mathematical construction of a penalty
functional (e.g., total-variation or sparse coding) and its param-
eters have to be intrinsically estimated from the observation
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data; in learning-based approaches, image prior is leveraged
externally from training data - e.g., a deep convolutional neural
network is trained to learn the mapping from the space of
degraded images to that of restored ones. We will briefly
review the key advances within each paradigm in the past
decade, which serves as the motivation for developing a hybrid
(internal+external) prior in this work.
In model-based approaches, sparse coding and its variations
are likely to be the most studied in the literature [1]–[15].
The basic idea behind sparse coding is that natural images
admit sparse representations in a transformed space. Early
works in sparse coding have focused on the characterization
of localized structures or transient events in natural images;
to obtain basis functions with good localization properties in
both spatial and frequency domains, one can either construct
them through mathematical design (e.g., wavelet [16]) or
learn them from training data (e.g., dictionary learning [17]).
Later on the importance of exploiting nonlocal similarity
in natural images (e.g., self-repeating patterns in textured
regions) was recognized in a flurry of so-called simultaneous
sparse coding works including BM3D [18] and LSSC [19]
as well as nonlocal sparsity based image restoration [5]–[7].
Most recently, nonlocal sparsity has been connected with the
powerful Gaussian scalar mixture (GSM) model [20] leading
to the state-of-the-art performance in image restoration [21].
In learning-based approaches, deep neural network (DNN)
techniques have attracted increasingly more attention and
shown significant improvements in various low-level vision
applications including superresolution (SR) and restoration
[10], [12]–[14], [22], [23]. In [24], stacked collaborative auto-
encoders are used to gradually recover a high-resolution (HR)
image layer by layer; in [11], a SR method using predictive
convolutional sparse coding and deconvolution network was
developed. Multiple convolutional neural network [10], [13],
[14] have been proposed to directly learn the nonlinear map-
ping between low-resolution (LR) and high-resolution (HR)
images; and multi-stage trainable nonlinear reaction diffusion
network has also been proposed for image restoration [25].
Moreover, most recent studies have shown that deeper neural
network can lead to even better SR performance [13], [14].
However, it should be noted that the DNN approach [10], [13],
[14] still performs poorly on some particular sample images
(e.g., if certain texture information is absent in the training
data). Such mismatch between training and testing data is a
fundamental limitation of all learning-based approaches.
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2One possible remedy for overcoming the above limitation
is to explore somewhere between - i.e., a hybrid approach
combining the best of both worlds. Since training data and
degraded image respectively contain supplementary (external
and internal) prior information, it is natural to combine them
for image restoration. The key challenge is how to pursue
such a hybrid approach in a principled manner. Inspired by the
previous work connecting DNN with sparse coding (e.g., [26]
and [12]), we propose a Structured Analysis Sparse Coding
(SASC) framework to jointly exploit the prior in both external
and internal sources. Specifically, an external structured sparse
prior is learned from training data via a deep convolutional
neural network (in a similar way to previous learning-based
approaches); meantime another internal structured sparse prior
is estimated from the degraded image (similar to previous
model-based approaches). Two structured sparse priors will
be combined to produce a hybrid prior incorporating the
knowledge from both domains. To manage the computa-
tional complexity, we have developed a novel framework of
implementing hybrid structured sparse coding processes by
deep convolutional neural networks. Experimental results have
shown that the proposed hybrid image restoration method
performs comparably with and often better than the current
state-of-the-art techniques.
II. RELATED WORK
A. Sparse models for image restoration
Generally speaking, sparse models can be classified into
synthesis models and analysis models [27]. Synthesis sparse
models assume that image patches can be represented as
linear combinations of a few atoms from a dictionary. Let
y = Hx+ n denote the degraded image, where H ∈ RN×M
is the observation matrix (e.g. blurring and down-sampling)
and n ∈ RN is the additive Gaussian noise. Then synthesis
sparse model based image restoration can be formulated as
Eq. (1)
(x,αi) = argmin
x,αi
||y−Hx||22+ η
∑
i
{||Rix−Dαi||22+λ||αi||1},
(1)
where Ri denote the matrix extracting patches of size√
n × √n at position i and D ∈ Rn×K is the dictionary.
The above optimization problem can be solved by alternatively
optimizing αi and x. The `1 norm minimization problem in
Eq. (1) requires many iterations and is typically computational
expensive.
Alternatively, analysis sparse model (ASC) [27] assumes
that image patches are sparse in a transform domain- i.e., for
a given dictionary W ∈ RK×n of analysis, ||Wxi||0  K
is sparse. With the ASC model, the unknown image can be
recovered by solving
(x,αi) = argmin
x,αi
||y −Hx||22+
η
∑
i
{||W(Rix)−αi||22 + λ||αi||1}. (2)
Note that if image patches are extracted with maximum
overlapping along both horizontal and vertical directions, the
transformation of each patches can be implemented by the
convolution with the set of filters wk, k = 1, 2, · · · ,K with
x- i.e.,
(x, zk) = argmin
x,zk
||y −Hx||22+
η
K∑
k=1
{||wk ∗ x− zk||22 + λ||zk||1}. (3)
zk represents sparse feature map corresponding to filter wk.
Compared with the synthesis sparse model, sparse codes or
feature maps in Eq. (2) and (3) can be solved in a closed-
form solution, leading to significant reduction in computational
complexity.
B. Connecting sparsity with neural networks
Recent studies have shown that sparse coding problem can
be approximately solved by a neural network [26]. In [26],
a feed-forward neural network, which mimics the process
of sparse coding, is proposed to approximate the sparse
codes αi with respect to a given synthesis dictionary D.
By joint learning all model parameters from training dataset,
good approximation of the underlying sparse codes can be
obtained. In [12], the connection between sparse coding and
neural networks has been further extended for the application
of image SR. Sparse coding (SC) based neural network is
designed to emulate sparse coding based SR process - i.e.,
sparse codes of LR patches are first approximated by a neural
network and then used to reconstruct HR patches with a HR
synthesis dictionary. By jointly training all model parameters,
SC-based neural network can achieve much better results
than conventional SC-based methods. The fruitful connection
between sparse coding and neural networks also inspires us to
combine them in a more principled manner in this paper.
III. STRUCTURED ANALYSIS SPARSE CODING (SASC) FOR
IMAGE RESTORATION
The analysis SC model of Eq. (2) and (3) has the advantage
of computational efficiency when compared to the synthesis
SC model. However, `1-norm based SC model ignores the
correlation among sparse coefficients, leading to unsatisfactory
results. Similar to previous works of nonlocal sparsity [6],
[7], a structured ASC model for image restoration can be
formulated as
(x, zk) = argmin
x,zk
||y −Hx||22+
η
K∑
k=1
{||wk ∗ x− zk||22 + λ||zk − µk||1},
(4)
where µk denotes the new nonlocal prior of the feature map
(note that when µk = 0 the structured ASC model reduces to
the conventional ASC model in Eq. (3)). The introduction of
µk to sparse prior has the potential of leading to significant
improvement of the estimation of sparse feature map zk,
which bridges the two competing approaches (model-based
vs. learning-based).
3The objective function of Eq. (4) can be solved by alterna-
tively optimizing x and zk. With fixed feature maps zk, the
restored image x can be updated by computing
x = (H>H + η
∑
k
W>k Wk)
−1(H>y + η
∑
k
W>k zk), (5)
where Wkx = wk ∗ x denotes the 2D convolution with filter
wk. Since the matrix to be inverted in Eq. (5) is very large,
it is impossible to compute Eq. (5) directly. Instead, it can be
computed by the iterative conjugated gradient (CG) algorithm,
which requires many iterations. Here, instead of computing an
exact solution of the x-subproblem, we propose to update x
with a single step of gradient descent of the objective function
for an inexact solution, as
x(t+1) = x(t) − δ[H>(Hx(t) − y) + η
∑
k
W>k (Wkx
(t) − zk)]
= Ax(t) + δH>y + δη
∑
k
W>k zk,
(6)
where A = I − δH>H − δη∑k W>k Wk, δ is the predefined
step size, and x(t) denotes the estimate of the whole image x
at the t-th iteration. As will be shown later, the update of x(t)
can be efficiently implemented by convolutional operations.
With fixed x, the feature maps can be updated via
zk = Sλ/2(wk ∗ x− µk) + µk, (7)
where Sλ(·) denotes the soft-thresholding operator with a
threshold of λ. Now the question boils down tos how to
accurately estimate µk. In the following subsections, we
propose to learn the structured sparse prior from both training
data (external) and the degraded image (internal).
A. Prior learning from training dataset
For a given observation image y, we target at learning the
feature maps zk of a desirable restored image x with respect to
filters wk. Without the loss of generality, the learning function
can be defined as follows
Zˆ = G(y; Θ), (8)
where Zˆ = [zˆ1, zˆ2, · · · , zˆK ] and G(·) denotes the learning
function parameterized by Θ. Considering the strong rep-
resenting abilities of convolutional neural networks (CNN),
we choose to learn zk on a deep CNN (DCNN). We have
found that directly learning a set of feature maps zk with
respect to wk is unstable; instead, we propose to first learn the
desirable restored image xˆ and then compute the feature maps
via zˆk = wk ∗ xˆ. Generally speaking, any existing DCNN
can be used for an initial estimate of x. The architecture of
DCNN (as shown in Fig. 1) is similar to that of [10]. However,
different from [10], convolution filters of smaller size and more
convolution layers are used for better estimation performance.
The CNN contains 12 convolution layer, each of which uses 64
filters sized by 3×3×64. The last layer uses a single filter of
size 3×3 for reconstruction. A shortcut or skip connection (not
shown in the figure) exists from input to output implementing
Fig. 1: The structure of the CNN for prior learning. The CNN
contains 11 convolution layer with ReLu nonlinear activation
function. For each convolution layer, 64 filters of size 3 × 3
are used. The degraded image is fed into the network to get
an initial estimate of the original image.
the concept of deep residue learning (similar to [14]). The
objective function of DCNN training can be formulated as
Θ = argmin
Θ
∑
i
||CNN(yi; Θ)− xi||22 (9)
where yi and xi denotes the observed and target training
image pairs and CNN(yi; Θ) denotes the output of CNN with
parameters Θ. All network parameters are optimized through
the back-propagation algorithm. After the estimation of x, the
set of feature maps can be estimated by convoluting it with a
set of analysis filters wk- i.e., zˆk = wk ∗ xˆ, k = 1, 2, · · · ,K.
B. Prior learning by exploiting nonlocal self-similarity
In addition to externally learning the prior feature maps via
CNN, we can also obtain the estimates of zk from an internal
estimate of the target image. Let xˆi denote the patch of size√
n × √n extracted at position i from an initial estimate xˆ;
then sparse codes of xˆi can be computed as zˆi,k = w>k xˆi.
Considering that the natural images contain rich self-repetitive
patterns, a better estimate of zi,k can be obtained by a
weighted average of the sparse codes over similar patches. Let
xˆil , l = 1, 2, · · · , L denote the set of similar patches that are
within the first L-th closest matches and Gi = i1, i2 · · · , iL
denote the collection of the positions corresponding to those
similar patches. A nonlocal estimate of zˆi,k can be calculated
as
z˜i,k =
L∑
l=1
wilw
>
k xˆil = w
>
k x˜i, (10)
where wil =
1
c exp(−||xˆil − xˆi||/h), c is the normalization
constant, h is the predefined constant, and x˜i =
∑L
l=1 wil xˆil .
From Eq. (10), we can see that a nonlocal estimate of the
sparse codes can be obtained by first computing the nonlocal
estimate of the target image followed by a 2D convolution
with the filters wk.
By combining the estimate obtained by CNN and nonlocal
estimation, an improved hybrid prior of the feature maps can
be obtained by
µk = δzˆk + (1− δ)z˜k, (11)
where 0 < δ < 1 is a preselected constant. The overall
structured analysis sparse coding (SASC) with prior learning
for image restoration is summarized in Algorithm 1. We note
that Algorithm 1 usually requires dozens of iterations for
converging to a satisfactory result. Hence, the computational
cost of the proposed SASC model is high; meanwhile, the
4Algorithm 1 Image SR with structured ASC
Initialization:
(a) Set parameters η and λ;
(b) Compute the initial estimate xˆ(0) by the CNN;
(c) Group a set of similar patches Gi for each patch xˆi using
xˆ(0);
(c) Compute the prior feature maps µk using Eq. (11);
Outer loop: Iteration over t = 1, 2, · · · , T
(a) Compute the feature maps z(t)k , k = 1, · · · ,K using Eq.
(7);
(b) Update the HR image xˆ(t) via Eq. (6);
(c) Update µk via Eq. (11) based on xˆ(t);
Output: x(t).
analysis filters wk used in Algorithm 1 are kept fixed. A more
computationally efficient implementation is to approximate the
proposed SASC model by a deep neural network. Through
end-to-end training, we can jointly optimize the parameters η,
λ and the analysis filters wk as will be elaborated next.
IV. NETWORK IMPLEMENTATION OF SASC FOR IMAGE
RESTORATION
The main architecture for network implementation of SASC
is shown in Fig. (2), which mimics the iterative steps of
Algorithm 1. As shown in Fig. (2), the degraded observation
image y goes through the CNN for an initial estimate of the
target image, which will then be used for grouping similar
patches and computing prior feature maps. Let Gi denote the
set of similar patch positions for each exemplar patch xˆi (for
computational simplicity, Gi will not be updated during the
iterative processing).
The initial estimate obtained via CNN and the set of similar
patch positions Gi are then fed into the SASC network that
contains k recurrent stages to reconstruct the target image.
The SASC network exactly mimics the process of alternatively
updating of the feature maps zk and the HR image x as
shown in Eq. (7) and (6). The degraded image y (after bicubic
interpolation if down-sampling is involved) first goes through
a convolution layer for sparse feature maps zk, which will
then be predicted by the learned prior feature maps µk. The
residuals of the predicted feature maps, denoted by rk, will
go through a nonlinear soft-thresholding layer. Similar to [12],
we can write the soft-thresholding operator as
sτi(ri) = Sign(ri)ri(|ri|/τi − 1)+, (12)
where τi denotes a tunable threshold. Note that the soft-
thresholding layer can be implemented as two linear layers
and a unit-threshold layer. After soft-thresholding layer, the
learned prior feature maps µk are added back to the output of
soft-thresholding layer. The updated feature maps zk then go
through a reconstruction layer with a set of 2D convolution
filters- i.e.,
∑
k W
>
k zk. The final output of the reconstruction
layer is further added with the preprocessed degraded image-
i.e., denoted as H>y. Finally, the weighted intermediate result
of reconstructed HR image is fed into a linear layer parame-
terized by matrix A. Note that A corresponds to the matrix -
i.e.,
A = I− δH>H− δη
∑
k
W>k Wk. (13)
Note that
∑
k(W
>
k Wkx) can be efficiently computed by first
convoluting x with 2D filters and adding up the resulting
feature maps - i.e.,
∑
k(w
>
k ∗(wk∗x)). For typical degradation
matrices H, H¯ = H>H can also be efficiently computed by
convolutional operations. For image denoising, H¯ = I. For im-
age deblurring, the matrix-vector multiplication H>(Hx) can
be simply implemented by two convolutional operations. For
image super-resolution, we consider two typical downsampling
operators, i.e., the Gaussian downsampling and the bicubic
downsampling. For Gaussian downsampling, H=DB, where D
and B denote the downsampling and Gaussian blur matrices,
respectively. In this case, y = Hx can be efficiently computed
by first convoluting x with the corresponding Gaussian filter
followed by subsampling, whereas H>y can also be efficiently
computed by first upsampling y with zero-padding followed
by convolution with the transposed Gaussian filter. For bicubic
downsampling, we simply use the bicubic interpolator function
with scaling factor s and 1/s (s = 2, 3, 4) to implement
H>y and Hx, respectively. Note that all convolutional filters
and the scale variables involved in the linear layer A can
be discriminately learned through end-to-end training. After
going through the linear A, we obtain the reconstructed
image; for better performance, such SASC sub-network can
be repeated K times.
In summary, there are totally 5 trainable layers in each
stage of our proposed network: two convolution layers W,
one reconstruction layer parameterized with
∑
k W
>
k zk, one
nonlinear soft-thresholding layer, and one linear layer A.
Parameters at different stages are not same; but the i-th stage of
diffenent networks share the same weights W (i). Mean square
error is used as the cost function to train the network, and the
overall objective function is given by
Θ = argmin
Θ
∑
i
||SASC(yi; Θ)− xi||22 (14)
where Θ denotes the set of parameters and SASC(yi; Θ) de-
notes the reconstructed image by the network with parameters
Θ. To train the network, the ADAM optimizer [] with setting
β1 = 0.9 and β2 = 0.999 and  = 10−8 is used. Note that to
facilitate training, we separately train the CNN network and
the SASC network. Some examples of the learned convolution
filters are shown in Fig. (3).
V. EXPERIMENTAL RESULTS
To verify the performance of the proposed method, several
image restoration experiments have been conducted, including
denoising, deblurring and super-resolution. In all experiments,
we empirically set K = 5 stages for the proposed SASC
network. To gain deeper insight toward the proposed SASC
network, we have implemented several variants of the pro-
posed SASC network. The first variant is the analysis sparse
coding (ASC) network without CNN and self-similarity prior
5Fig. 2: The structure of the proposed SASC network for image restoration. The whole architecture consists of CNN sub-
network and SASC sub-network. Degraded image or intermediate result combine with CNN estimates, feed into multiple
SASC recurrent stages to get the final reconstructed image.
Fig. 3: Visualization of some of the learned analysis filters
in first SASC stage. It can be infer from this figure that the
filters has different responses to the edge features of different
directions and frequencies.
learning. The second variant of the proposed method is the
SASC network with self-similarity prior, which estimate µk
from intermediately recovered HR image (without using CNN
sub-network), which is denoted as SASC-SS method. We
also present the image restoration results of the CNN sub-
network, which consists of 12 convolutional layers with ReLU
nonlinearity and 3 × 3 × 64 kernels. The proposed SASC
network with CNN and self-similarity prior learning is denoted
as SASC-CNN-SS method. To train the networks, we have
adopted three training sets: the train400 dataset used in [28]
for image denoising/deblurring, the 91 training images used
in [3] and the BSD200 dataset for image super-resolution.
A. Image denoising
In our experiment, we have extracted patches of size 40×40
from the train400 dataset [28] and used argumentation with flip
and rotations to generate 6000 × 128 patches as the training
data. The commonly used 12 images used in [29] (as shown in
Fig. 4) were used as the test set. The BSD68 dataset was also
used as a benchmark dataset. The average PSNR and SSIM
results of the variants of the proposed SASC methods on the
two sets are shown in Table I. From Table I, one can see that
by incorporating the nonlocal self-similarity prior, the SASC-
SS method outperforms the ASC method; by integrating both
CNN (external) and nonlocal self-similarity (internal) priors,
the proposed SASC-CNN-SS method further improves the
denoising performance. Similar observations have also been
made for image deblurring and super-resolution. Due to the
limited page spaces, here we only show the comparison studies
of the variants of the proposed method for image denoising.
We have also compared the proposed method with several
popular denoising methods including model-based denoising
methods (BM3D [29], EPLL [30], and WNNM [31]) and
two deep learning based methods (TNRD [32] and DnCNN-
S [28]). Table II shows the PSNR results of the competing
methods on 12 test images. It can be seen that the proposed
method performs much better than other competing methods.
Specifically, the proposed method outperforms current state-
of-the-art DnCNN-S [28] by up to 0.56dB on the average.
Parts of the denoised images by different methods are shown
in Figs. 5-7. It can be seen that the proposed method produces
better visually pleasant results, as can be clearly observed in
the regions of self-repeating patterns (edges and textures).
B. Image super-resolution
With augmentation, 600, 000 pairs of LR/HR image patches
were extracted from the pair of LR/HR training images. The
LR patch is of size 40 × 40 and the HR patch is sized
by 40s × 40s; we have trained a separate network for each
scaling factor s(s = 2, 3, 4). The commonly used datasets,
including Set5, Set14, the BSD100, and the Urban 100 dataset
[13] containing 100 high-quality images were used in our
experiments. We have compared the proposed method against
several leading deep learning based image SR methods includ-
ing SRCNN [34], VDSR [13] and DRCN [35], and denoising-
based SR methods (i.e. TNRD [32]). For fair comparisons, the
results ofall benchamrk methods are either directly cited from
their papers or generated by the codes released by the authors.
6(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)
Fig. 4: The test images used for image denoising/deblurring. From left to right: C.Man, House, Peppers, Starfish, Monarch,
Airplane, Parrot, Lena, Barbara, Boat, Man, and Couple.
TABLE I: Average PSNR and SSIM results of the variants of the proposed denoising method
Set12 BSD68
σ = 15 σ = 25 σ = 50 σ = 15 σ = 25 σ = 50
ASC 32.600.8928
30.30
0.8470
27.01
0.7400
31.65
0.8825
29.11
0.8097
26.01
0.6704
SASC-SS 32.980.9016
30.57
0.8601
27.35
0.7669
31.88
0.8888
29.36
0.8243
26.34
0.7006
CNN-Prior 32.850.8897
30.38
0.8394
27.24
0.7611
31.75
0.8839
29.17
0.8115
26.23
0.6924
SASC-CNN-SS 33.320.9039
30.99
0.8673
27.69
0.7915
32.03
0.8870
29.63
0.8289
26.66
0.7254
TABLE II: Results of proposed denoising method in Set12
IMAGE C.Man House Peppers Starfish Monar Airpl Parrot Lena Barbara Boat Man Couple Avg
Noise Lv σ = 15
[29] 31.92 34.94 32.70 31.15 31.86 31.08 31.38 34.27 33.11 32.14 31.93 32.11 32.38
[31] 32.18 35.15 32.97 31.83 32.72 31.40 31.61 34.38 33.61 32.28 32.12 32.18 32.70
[30] 31.82 34.14 32.58 31.08 32.03 31.16 31.40 33.87 31.34 31.91 31.97 31.90 32.10
[32] 32.19 34.55 33.03 31.76 32.57 31.47 31.63 34.25 32.14 32.15 32.24 32.11 32.51
[28] 32.62 35.00 33.29 32.23 33.10 31.70 31.84 34.63 32.65 32.42 32.47 32.47 32.87
Ours 32.16 35.51 33.87 32.67 33.30 31.98 32.21 35.19 33.92 32.99 32.93 33.08 33.31
Noise Lv σ = 25
[29] 29.45 32.86 30.16 28.56 29.25 28.43 28.93 32.08 30.72 29.91 29.62 29.72 29.98
[31] 29.64 33.23 30.40 29.03 29.85 28.69 29.12 32.24 31.24 30.03 29.77 29.82 30.26
[30] 29.24 32.04 30.07 28.43 29.30 28.56 28.91 31.62 28.55 29.69 29.63 29.48 29.63
[32] 29.71 32.54 30.55 29.02 29.86 28.89 29.18 32.00 29.41 29.92 29.88 29.71 30.06
[28] 30.19 33.09 30.85 29.40 30.23 29.13 29.42 32.45 30.01 30.22 30.11 30.12 30.43
Ours 29.82 33.82 31.47 30.10 30.67 29.50 29.87 33.09 31.32 30.86 30.64 30.77 30.99
Noise Lv σ = 50
[29] 26.13 29.69 26.68 25.04 25.82 25.10 25.90 29.05 27.23 26.78 26.81 26.46 26.73
[31] 26.42 30.33 26.91 25.43 26.32 25.42 26.09 29.25 27.79 26.97 26.94 26.64 27.04
[30] 26.02 28.76 26.63 25.04 25.78 25.24 25.84 28.43 24.82 26.65 26.72 26.24 26.35
[32] 26.62 29.48 27.10 25.42 26.31 25.59 26.16 28.93 25.70 26.94 26.98 26.50 26.81
[28] 27.00 30.02 27.29 25.70 26.77 25.87 26.48 29.37 26.23 27.19 27.24 26.90 27.17
Ours 26.90 30.50 27.89 26.46 27.37 26.35 26.96 29.87 27.17 27.74 27.67 27.41 27.69
The PSNR results of these competing methods for the bicubic
case are shown in Tables IV-V, from which one can see that
the proposed method outperforms other competing methods.
Portions of reconstructed HR images by different methods are
shown in Figs. 10 and 11. It can be seen that the proposed
method can more faithfully restore fine text details, while other
methods including VDSR [13] fail to deliver the same.
VI. CONCLUSION
In this paper, we propose a structured analysis sparse coding
(SASC) based network for image restoration and show that the
structured sparse prior learned from both large-scale training
dataset and the input degraded image can significantly improve
the sparsity-based performance. Furthermore, we propose a
network implementation of the SASC for image restoration
for efficiency and better performance. Experimental results
show that the proposed method performs comparably to and
often even better than the current state-of-the-art restoration
methods.
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