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ABSTRACT 
Phase change phenomena have been of interest mainly due to large latent heats associated 
with the phase transition and independency on external energy to drive the phase change 
process. When combined with micro/nano structures, phase change systems become a 
promising approach to address challenges in high heat flux thermal management. The 
objective of this thesis is to implement micro and nano structured surfaces for better 
understanding the underlying fundamentals of evaporation and boiling phase change heat 
transfer and enhancing the heat transfer performance.   
First, we study single bubble dynamics on superheated superhydrophobic (SHB) surfaces 
and the corresponding heat transfer mechanism of water pool boiling. Because of the 
large contact angle, such surfaces are ideal for correlating pool boiling with single bubble 
dynamics by accurately controlling the number of nucleation sites in a defined area. The 
fundamental parameters of single bubble dynamics are collected and put into the heat 
flux partitioning model. We find that latent heat transport and bulk liquid water 
convection contribute together to the heat removal on superhydrophobic surfaces.  
Next, we present a novel method to fabricate silicon nanowires by one-step metal assisted 
chemical etching (MACE) on micro-structured surfaces with desired morphologies. 
 vii 
Patterned vertically aligned silicon nanowires are fabricated on dense cavity/pillar arrays 
due to trapped hydrogen bubbles serving as an etching mask. Uniformly grown silicon 
nanowires on structured surfaces can be fabricated if extra energy is introduced to 
remove the trapped bubbles. An enhanced pool boiling heat transfer performance on such 
structured surfaces is demonstrated.  
Finally, we study the ultimate limits of water evaporation in single 2D nanochannels and 
1D nanopores. These ultimate transport limits are determined by the maximum 
evaporation fluxes that liquid/vapor interfaces can provide regardless of liquid supply or 
vapor removal rates. A hybrid nanochannel design is utilized to provide sufficient liquid 
supply to the evaporating meniscus and evaporated vapor is efficiently removed by air jet 
impingement or a vacuum pump. The effect of nanoscale confinement on evaporation 
flux has been investigated, with feature size ranging from 16 nm to 310 nm. An ultra-
high heat flux of 8500 W/cm2 is demonstrated in a single 16-nm nanochannel at 40 °C.  
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Chapter 1 Introduction 
 
Phase change heat transfer is an efficient heat transfer strategy that utilizes the large 
change of enthalpy, entropy and volume during the phase change process to ensure 
efficient and high-flux energy transfer and/or heat dissipation. This heat transfer strategy 
has found broad applications at various length scales, ranging from hundred-meter scale 
power plants and energy storage (Zalba et al. 2003; Farid et al. 2004), meter scale air 
conditioning and heat exchangers (Watel 2003), to centimeter scale electronic cooling 
(Anandan & Ramalingam 2008; Nepijko et al. 2011). In particular, phase change heat 
transfer is the dominant energy transfer mechanism in heat engines, which produced 90% 
of the energy for the world with a total consumption rate of 17.7 terawatts (Agency 2014), 
and is estimated to reach ~25 terawatts by 2035 (Birol 2010). On the other hand, phase 
change heat transfer has started to show great promise on thermal management of high 
power electronic devices/systems, which generate a surface heat flux of 100~1000 W/cm2 
and pose serious challenges on single-phase based cooling strategies. Improving the 
phase change heat transfer would enhance the efficiency of thermal energy transport, and 
consequently the overall energy efficiency and/or performance in those applications, 
which thus has significant impacts in industry and our daily life.   
Over the past half century, extensive efforts have been made in better understanding 
phase change heat transfer and developing new structures and devices to enhance the 
performance of phase change heat transfer. Most of the earlier work utilized simple 
structures and surfaces, which results in simplified modeling and the performance of 
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these structures/surfaces are still much lower than the maximum expected performance of 
phase change heat transfer. The resulting weakness in over-simplified models and 
correlations has continued to haunt us whenever we come across new applications. 
Recently, the development of new technologies based on micro/nano structured materials 
and devices has made it possible to observe phase change processes with much better 
spatial and temporal resolution and thus to gain new understandings and/or develop new 
theories of these processes. These new understandings and theories in turn enable the 
development of novel micro/nano structures to dramatically enhance the performance of 
phase change heat transfer.  
This thesis focuses on further investigation of two fundamental phase change heat 
transfer processes, boiling and evaporation, using new micro/nano structures with an aim 
of improving their performance on electronics cooling. Among all phase change 
processes, boiling and evaporation are the only two liquid-to-vapor phase change 
processes. Due to the large latent heat of vaporization, boiling and evaporation has 
become two of the most attractive phase change processes as they are generally 
associated with high heat removal rates.  
Between the two processes, boiling is a volumetric process where vaporization occurs 
throughout the whole liquid at the saturated temperature. Boiling typically involves 
heterogeneous nucleation, growth of vapor bubbles on the heated surface and subsequent 
departure of these bubbles (Carey 2008). Pool boiling refers to the boiling process in 
which a heated surface is submerged in a large body of stagnant liquid, and is widely 
used as a phase change mechanism in the industry.  
3 
 
 
As a widely explored process, a variety of models have been proposed to predict the 
critical heat flux (CHF) in pool boiling, such as the classic hydrodynamic model 
proposed by Zuber (Zuber 1959), Kandlikar's force balance model (Kandlikar 2001), the 
modified force balance model of Chu et al. (Chu et al. 2012; Chu et al. 2013), the model 
based on macrolayer hypothesis (Guan et al. 2011), the wickability model of Rahman et 
al. (Rahman et al. 2014) and the thermal-hydraulic model of Dhillon et al. based on the 
wickability model (Dhillon et al. 2015). Among these models, the recently developed 
wickability model by Rahman et al. (Rahman et al. 2014) fits well with most of the 
existing experimental results. This model claims that CHF is majorly determined by how 
quickly the surrounding water can be wicked to the nucleation sites through the 
micro/nano structures.  
The underlying heat transfer mechanisms of pool boiling have also been studied and a 
few models have been put forward. The most commonly used boiling heat transfer 
models include heat flux partitioning model of Kurul and Podowski (Kurul & Podowski 
1990), Kolev’s bubble interaction model (Kolev 1995), and traditional models with the 
assumption that heat removal is purely through latent heat of vaporization during phase 
change (Kandlikar 2001; Chu et al. 2012; Chu et al. 2013). However, accurate data inputs 
such as nucleation site density, bubble departure diameter and frequency will be critical 
to prove the validity of these models.  
In order to achieve an enhanced pool boiling heat transfer performance, various 
micro/nano structured surfaces have been fabricated and tested, and increased values of 
CHF have been reported. The fabricated micro/nano structures include microchannels 
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(Jaikumar & Kandlikar 2016), micro-pillar arrays (Chu et al. 2012; Kim et al. 2014), 
micro-cavity arrays (Coso 2013), nanowires (Chen et al. 2009; Lu et al. 2011; Yao et al. 
2011), hierarchically structured surfaces (e.g. combination of micro structures and 
nanowires) (Kim et al. 2010; Yao et al. 2012a; Chu et al. 2013; Rahman et al. 2014) and 
surfaces with mixed wettability (Betz et al. 2010; Betz et al. 2013). Among these 
micro/nano scale structures, hierarchically structured surfaces integrating micro pillars 
with nanowires show the greatest promise for enhanced pool boiling heat transfer (Kim et 
al. 2010; Yao et al. 2012a; Chu et al. 2013; Rahman et al. 2014). While microchannels, 
micro-pillars and micro-cavities can be easily made by standard lithography followed by 
etching method, fabrication of nanowires is more complicated and numerous approaches 
have been developed for nanowire fabrication on plain surfaces (Bandaru & 
Pichanusakorn 2010; Barth et al. 2010; Hobbs et al. 2012). It is expected that a better 
integration of micro structures with nanowires might offer further CHF improvements in 
the future.   
Compared with boiling, evaporation is known to be a surface process, where vaporization 
only occurs at the liquid-vapor interface. It is usually considered a slow process as heat 
has to be transferred through the liquid to reach the evaporating interface, which leads to 
a large thermal resistance. To resolve this issue, thin film evaporation has been proposed, 
where a thin liquid film (~ nm in thickness) is created to reduce the thermal resistance. 
Such thin liquid films can be actively generated by spraying (Amon et al. 2005) or 
passively generated in micro/nanoscale confined space using capillary flow induced 
meniscus. The latter, which is also called capillary evaporation, has recently attracted 
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much attention because of its passive and promising performance (Plawsky et al. 2014).  
Heat dissipation by capillary evaporation has been demonstrated in various cooling 
systems. Adera et al. (Adera et al. 2016) have used micro-pillar wicks to drive liquid to 
the hot spot for thin film evaporation, and showed a heat flux of 46 W/cm2 at a 
temperature difference of 19 °C. Later on, micro/nano porous membranes have been 
widely explored to bring capillary evaporation into the next level both experimentally 
(Dai et al. 2013a; Dai et al. 2013c; Narayanan et al. 2013; Xiao et al. 2013) and 
theoretically (Hanks et al. 2014; Lu et al. 2016). The porous membrane, which consists 
of a dense array of micro/nano pores, is integrated with a microchannel substrate 
underneath. This kind of device ensures superior liquid supply to the evaporating 
interface as the porous membrane provides an ultra-high capillary pressure while the 
design of thin membrane and large microchannels minimizes viscous losses. In 
Narayanan et al.’s nanoporous membrane evaporative device, a heat flux of close to 700 
W/cm2 has been demonstrated in a 250 × 25 𝜇𝑚2 hot spot (Narayanan et al. 2013).  
Despite the high heat flux achieved in nanoporous membranes, it is not clear whether the 
physical limit of evaporation has been reached. It has been widely accepted that the 
capillary evaporation rate in a certain structure is determined by three transport processes: 
(a) liquid transport to the liquid/vapor interface, (b) liquid vaporization at the liquid/vapor 
interface, and (c) removal of generated vapor by diffusion and advection (Narayanan et al. 
2013; Xiao et al. 2013; Plawsky et al. 2014), where liquid transport is determined by 
capillary pressure and total viscous resistance, liquid vaporization at the interface is 
governed by the kinetic theory (referred to as the kinetic limit), and vapor removal is 
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determined by diffusion and advection efficiency. Among the three transport processes, 
both liquid transport and vapor removal rates can be enhanced by optimizing the 
structures and experimental conditions, while the maximum evaporation rate that a 
liquid/vapor interface can provide represents the ultimate transport limit of evaporation. It 
is expected that an optimal design of evaporative devices along with ideal working 
conditions would allow a cooling performance that reaches this ultimate transport limit 
(Plawsky et al. 2014). However, this ultimate limit has not yet been experimentally 
quantified and the effects of confinement, temperature and relative humidity on this limit 
remain elusive. 
Clearly, despite the extensive efforts on understanding the fundamentals of boiling and 
evaporation and enhancing the phase change heat transfer performance, there is still 
plenty of room for further exploration and improvement. For example, achieving a high 
pool boiling heat transfer performance requires a thorough understanding of the heat 
transfer mechanisms and advanced fabrication methods, which demands further research 
and exploration. Moreover, the ultimate transport limit of water evaporation in nanoscale 
confinement has remained unexplored due to its challenging nature. Therefore, this thesis 
aims at theoretical and experimental examination of some of the fundamental aspects of 
pool boiling on micro/nano structured surfaces and evaporation in nanoscale conduits, 
with their applications in thermal management. Topics included in this thesis are: (a) 
fundamentals of pool boiling and related heat transfer mechanisms, (b) advanced 
fabrication techniques of hierarchical structures for enhanced pool boiling heat transfer, 
(c) ultimate limit of water evaporation in 2D nanochannels and (d) ultimate limit of water 
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evaporation in 1D nanopores. Each of these topics is presented in one chapter.  
In Chapter 2, we experimentally study pool boiling of saturated water with single bubble 
generation on Teflon-coated superhydrophobic silicon nanowire surfaces. Because of the 
large contact angle, such surfaces are ideal for correlating pool boiling with single bubble 
dynamics by accurately controlling the number of nucleation sites in a defined area. The 
fundamental parameters of single bubble dynamics has been collected and put into the 
heat flux partitioning model, through which a better understanding of heat transfer 
mechanism of water pool boiling is obtained. In Chapter 3, we study silicon nanowire 
synthesis via one-step metal-assisted chemical etching (MACE) on micro-structured 
silicon surfaces with periodic pillar/cavity array and the enhanced boiling performance of 
such surfaces. It is found that hydrogen gas produced from the initial anodic reaction can 
be trapped inside cavities and between pillars, serving as local masks to prevent etching 
on the bottom and sidewall surfaces and leading to the formation of patterned vertically 
aligned nanowire arrays. The bubble entrapment can be efficiently removed when extra 
energy is introduced to overcome this energy barrier, resulting in nanowire growth in all 
exposed surfaces. An enhancement of up to 285% in pool boiling performance has been 
demonstrated on such micro/nano structured surfaces compared with plain silicon 
surfaces. Chapter 4 reports experimental studies of the ultimate limit of water capillary 
evaporation in 2-D hydrophilic nanochannels. A novel hybrid nanochannel design is 
employed to guarantee sufficient water supply to the liquid/vapor evaporation interface 
and to enable precise evaporation rate measurements. The effects of confinement (16~67 
nm), temperature (20~40 °C), and relative humidity (0%~60%) are studied. A maximum 
8 
 
 
evaporation flux of 37.5 mm/s is obtained in 16-nm nanochannels at 40 °C and RH = 0%, 
which corresponds to a heat flux of 8500 W/cm2. Chapter 5 extends the hybrid 
nanochannel design in Chapter 4 into a hybrid nanochannel-nanopore design to further 
study the ultimate limit of water capillary evaporation in 1-D hydrophilic nanopores. 
Sufficient liquid supply to the evaporating interface is guaranteed and meniscus receding 
process is monitored. We study the effect of nanopore size on evaporation flux, with 
feature size ranging from 93 nm to 310 nm. A maximum evaporation flux of 3.2 mm/s is 
obtained for a single 93 nm nanopore at 20 °C, which corresponds to a heat flux of 722 
W/cm2. Both the results in Chapter 4 and 5 have broken down the classical limit based on 
the kinetic theory, showing great promise on the potential application of nanoscale 
capillary evaporation in thermal management.  
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Chapter 2 Single Bubble Dynamics on Superheated Superhydrophobic Surfaces 
 
This work explores single bubble dynamics on superheated superhydrophobic surfaces 
and the corresponding heat transfer mechanism of water pool boiling. The 
superhydrophobic surfaces are prepared by coating a thin layer of polytetrafluoroethylene 
on top of a silicon substrate with electroless etched silicon nanowires. It is observed that a 
vapor film covers the whole surface throughout the process. Once the surface is 
superheated, single bubble forms and departs from the vapor film. We find that the 
bubble growth rate shows little dependence on surface superheat and applied heat flux at 
large superheats due to the presence of the vapor layer, which seriously limits the heat 
transfer from the superheated superhydrophobic surface. The bubble departure diameter 
is mainly determined by the static force equilibrium, but local disturbance and surface 
superheat also play important roles. There is a plateau of bubble departure frequency at 
large superheats, which is a result of the constant departure velocity limit. Accompanying 
the continuous bubble formation and departure, a smooth boiling curve is observed. The 
corresponding heat transfer coefficient (HTC) first increases and then slowly decreases as 
the superheat increases, showing a peak at a superheat of ~50 K. Such HTC change is 
explained by the heat flux partitioning model, suggesting latent heat transport due to 
water vaporization and bulk liquid water convection after bubble departure contribute 
together to the heat removal on superhydrophobic surfaces. Insights gained from pool 
boiling on superhydrophobic surfaces might provide design guidelines for new surfaces 
excellent in heat removal or hydrodynamic drag reduction.  
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2.1 Introduction 
Fundamental understanding of bubble nucleation, growth and departure on superheated 
surfaces is essential to predict pool boiling heat transfer performance and design new 
structures with high heat removal capability. Past studies have focused on both 
theoretical and experimental studies of single bubble nucleation, growth rate, departure 
diameter and frequency (Zuber 1959; Han & Griffith 1962; Zuber 1963; Ivey 1967; 
Riznic et al. 1999; Qiu et al. 2002; Robinson 2002; Chen & Chung 2003; Nam et al. 
2009; Nam et al. 2011). In fact, many classical theories of bubble dynamics have been 
proposed over the last century. For bubble departure diameter Dd, Fritz (Fritz 1935) 
considered the static equilibrium between buoyant and adhesive forces and derived the 
following semi-empirical expression between bubble departure diameter Dd and contact 
angle 𝜃 in 1935:  
𝐷𝑑 = 0.0208𝜃 [
𝜎
𝑔(𝜌𝑙 − 𝜌𝑣)
]
1/2
 (2.1) 
where 𝜎 is surface tension, g is gravity, 𝜌𝑙 is the density of liquid and 𝜌𝑣 is the density of 
vapor. In 1960, Cole proposed another theory which correlates the departure diameter 
with superheat and suggests it is proportional to the two thirds power of the Jakob 
number (Cole 1967).   
For bubble growth rate, it is widely accepted that bubble growth in a superheated film 
adjacent to the heating surface can be divided into two stages: inertial controlled regime 
and heat transfer controlled regime (Robinson 2002). Inertial controlled regime typically 
occurs at the early stage during a bubble expansion process. In 1917, Rayleigh (Rayleigh 
1917) developed an expression for inertia controlled growth by assuming the kinetic 
11 
 
 
energy of moving liquid is supplied by the expanding vapor, which was further modified 
by considering laws of thermodynamics (Clausius-Clapeyron relation) (Plesset & Zwick 
1954; Mikic et al. 1970), 
𝐷 = √
8∆𝑃
3𝜌𝑙
𝑡 = √
8ℎ𝑓𝑔𝜌𝑣∆𝑇
3𝜌𝑙𝑇𝑠𝑎𝑡
𝑡 (2.2) 
where ∆𝑃  and ∆𝑇  are the pressure and temperature difference across the liquid/vapor 
interface, t is the time, ℎ𝑓𝑔 is the latent heat of vaporization, and 𝑇𝑠𝑎𝑡  is the saturated 
temperature. Compared with the inertial controlled regime, bubble growth in the heat 
transfer controlled regime typically dominates in the later process and can be predicted 
following the energy considerations of Bosnjakovic (Bosnjaković 1930) and the thin 
thermal boundary layer approximations,  
𝐷 = 𝑏
2𝑘𝑙∆𝑇
𝜌𝑣ℎ𝑓𝑔
√
𝑡
𝜋𝛼𝑙
 (2.3) 
where 𝑘𝑙 is the thermal conductivity of liquid, 𝛼𝑙 is the liquid thermal diffusivity, b is the 
curvature correction term, which equals  
𝜋
2
 or √3, according to Forster and Zuber (Forster 
& Zuber 2004) and Plesset and Zwick (Plesset & Zwick 1954), respectively.  
For bubble departure frequency, the most widely acknowledged expression is that bubble 
frequency 𝑓 is inversely proportional to departure diameter proposed by Zuber (Zuber 
1963) in 1953, based on the assumption that the departure velocity is constant (Peebles & 
Garber 1953) and the experimental observation that bubble wait time tw is almost equal to 
bubble growth and departure time tg +td (Jakob & Linke 1935) (Note in Zuber’s model 
bubble wait time is denoted as delay time while bubble growth time and departure time 
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are combined as break-off time): 
𝑓𝐷𝑑 =
𝑡𝑔 + 𝑡𝑑
𝑡𝑔 + 𝑡𝑑 + 𝑡𝑤
𝑈𝑡 = 0.59 [
𝜎𝑔(𝜌𝑙 − 𝜌𝑣)
𝜌𝑙
2 ]
1/4
 (2.4) 
where 𝑈𝑡 is the characteristic velocity. Although other correlations have been developed 
such as 𝑓𝐷𝑑
𝑚 = 𝐶, where m = 1/2, 3/4 and 2 for hydrodynamic region, transition region 
and thermodynamic region, respectively, and C is a constant which has different values 
for different regions (Ivey 1967), the negative correlation between departure frequency 
and departure diameter is consistent.  
These correlations have been extensively validated on surfaces with a wide range of 
contact angles from hydrophilic to hydrophobic (~120 °) at low and moderate superheats 
during nucleate boiling using various experimental methods of bubble dynamics, 
including creating artificial micro-cavities as nucleation sites (Qiu et al. 2002; Sodtke et 
al. 2006; Moghaddam & Kiger 2009; Nam et al. 2009), micro heater arrays (Lee et al. 
2003; Demiray & Kim 2004; Myers et al. 2005) and infrared-based visualization of 
thermal patterns (Theofanous et al. 2002a; Theofanous et al. 2002b; Gerardi et al. 2010). 
The validated bubble dynamics has also been successfully correlated to boiling heat 
transfer, although such studies are quite limited due to the difficulty of controlling the 
number of nucleation sites over a defined area during nucleate boiling. Moghaddam et al. 
(Moghaddam & Kiger 2009) obtained single bubble nucleate boiling with artificial 
cavities and applied a numerical model to characterize the surface heat flux. Following 
the earlier work of Judd and Hwang (Judd & Hwang 1976), they finely tuned the model 
and concluded that three mechanisms contribute to boiling heat transfer: transient 
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conduction, micro-convection and microlayer evaporation. Gerardi et al. (Gerardi et al. 
2010) combined synchronized infrared thermometry with high-speed video to get bubble 
dynamics data and experimentally verified the heat flux partitioning model of Kurul and 
Podowski (Kurul & Podowski 1990), where microlayer evaporation is mentioned as 
latent heat of evaporation as part of the heat for bubble growth could be from the 
superheated liquid layer around the bubble.  
In contrast to these extensive studies of bubble dynamics during nucleate boiling, bubble 
dynamics during film boiling and the corresponding heat transfer mechanism on surfaces 
with large contact angles and/or large superheats have not been experimentally 
investigated because of limited research interests. In fact, film boiling has always been 
considered as an inefficient heat transfer process due to the existence of vapor layer 
between the substrate and the liquid. The validity of the aforementioned correlations of 
bubble dynamics thus remains elusive for surfaces with large contact angles and/or large 
superheat during film boiling, especially considering the fact that the nature of nucleate 
and film boiling is significantly different and the assumptions made in deriving these 
correlations may not be applicable to film boiling. However, recent studies have showed 
that hydrophobic surfaces with large contact angles actually hold great promise for 
enhancing pool boiling when mixed with hydrophilic surfaces to form hybrid 
hydrophobic-hydrophilic surfaces (Betz et al. 2010; Betz et al. 2013; Dai et al. 2013b). 
On these hybrid surfaces, hydrophobic zones promote bubble nucleation while 
hydrophilic parts delay dry out. Furthermore, film boiling on surfaces with large contact 
angles and/or large superheats has also been used as an effective method for 
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hydrodynamic drag reduction (Vakarelski et al. 2011; Vakarelski et al. 2014). Bubble 
formation and departure on such surfaces during film boiling may affect the performance 
of this new strategy of drag reduction. It is thus important to study and understand the 
bubble dynamics and heat transfer mechanism during film boiling to further improve 
these new applications.  
Obviously, surfaces that are desired for such studies need to own large contact angles, be 
capable of supporting large superheat, and easily achieve consistent film boiling states. 
Recently, superhydrophobic surfaces have been developed. A surface is called 
superhydrophobic if the apparent contact angle of water on the surface in air is larger 
than 150° (Nakajima et al. 2001; Gao & Jiang 2004; Zhang et al. 2008; Celia et al. 2013) 
and the contact angle hysteresis is small (Feng et al. 2002; Dorrer & Rühe 2009). 
Superhydrophobic surfaces have shown a variety of promising applications such as 
hydrodynamic drag force reduction (Choi & Kim 2006; Vakarelski et al. 2011; 
Vakarelski et al. 2014), self-cleaning (Nakajima et al. 2000), energy harvesting (Ghasemi 
et al. 2014) and drop-wise condensation (Lo et al. 2014a; Lo et al. 2014b). However, it 
was until recently that film boiling and its related applications on superhydrophobic 
surfaces have been explored. Takata et al. (Takata et al. 2006) made qualitative 
observations that at very small superheat values, generated bubbles merge into a vapor 
film without departing from the surface and film boiling occurs. The heat transfer 
characteristic is found to agree well with Berenson’s early theoretical work for film 
boiling based on hydrodynamic instability (Berenson 1961). Vakarelski et al. (Vakarelski 
et al. 2012) also reported that film boiling happens at all superheats with a textured 
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superhydrophobic surface, showing promise for film-boiling based hydrodynamic drag 
reduction (Vakarelski et al. 2011; Vakarelski et al. 2014). In addition, Betz et al. (Betz et 
al. 2013) obtained orders-of-magnitude nucleation enhancement of nucleation rates on 
superhydrophobic surfaces and claimed an HTC improvement over hydrophilic surfaces 
at low superheats. Despite different foci and goals, all these studies reported film boiling 
as well as formation and departure of large vapor bubbles from superhydrophobic 
surfaces starting at very low superheats. Consequently, superhydrophobic surfaces are 
ideal surfaces to study bubble dynamics during film boiling and also to correlate boiling 
heat transfer with bubble dynamics as large bubbles, along with their expected low 
departure frequency from Eq. (2.4), are amenable to observation and analysis. 
Herein, we investigate bubble dynamics during pool boiling of saturated water on 1 × 1 
cm2 superhydrophobic surfaces with single bubble generation. This size of 1 × 1 cm2 is 
selected for several reasons: 1. this size is larger than the departure diameter prediction 
from Eq. (2.1) so that bubble growth is less affected by the heater size; 2. this size is 
smaller than the Taylor wavelength (roughly 1.6 cm for water at 100 °C) (Carey 2008) so 
that the formation and departure of single bubbles is guaranteed (it has been 
demonstrated that multiple bubbles would appear on a larger heater surface (Takata et al. 
2006)); 3. this size has been widely used in literature for enhanced pool boiling heat 
transfer study (Chen et al. 2009; Betz et al. 2010; Betz et al. 2013; Rahman et al. 2014) 
and is of comparable size to high heat flux electronic components. It is worth noting that 
the heater size may have additional effects on the bubble dynamics, especially when the 
feature size is smaller than the departure diameter prediction. However, the effect of the 
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heater size is not investigated in this work and will be the focus of our future study. The 
bubble departure diameter, frequency, wait, growth and departure times at different 
superheats on 1 × 1 cm2 superhydrophobic surfaces are directly measured using a high-
speed camera and compared with commonly-used bubble dynamics models. Quantitative 
relations between heat transfer coefficients and these bubble dynamics data are explored. 
We are able to correlate heat transfer coefficients with bubble departure diameter and 
frequency at all investigated superheats (ranging from 1 K to 250 K) using the heat flux 
partitioning model.  
 
2.2 Experimental section 
The superhydrophobic surface used in this work is prepared by coating a thin layer of 
polytetrafluoroethylene on top of a silicon wafer with electroless etched silicon 
nanowires (Lo et al. 2014a; Lo et al. 2014b), yielding a contact angle of more than 150 
degrees and a contact angle hysteresis of ~5 degrees. One typical contact angle 
measurement using Kruss DSA100 drop shape analyzer and a scanning electron 
microscope (SEM) image of nanowires are shown in Figure 2.1.a and 2.1.b, respectively. 
A thin film of Indium Tin Oxide (ITO) is deposited onto the back side of the wafer, 
acting as a resistive heater, with a typical sheet resistance of 10~50 Ω/sq. Afterwards, the 
silicon wafer is diced into 1 × 1 cm2 chips by an automatic dicing saw (Disco DAD3220), 
which are then bonded to glass substrates for test purposes.  
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Figure 2.1 (a) Contact angle measurement of the superhydrophobic surface. (b) Scanning 
electron micrograph of silicon nanowires with Teflon coating. 
 
As the first step of bonding, a through-hole of 6 mm in diameter is drilled in the center of 
a 3” × 2”glass slide (Large Plain Economy Glass Microscope Slides, Beveled Corners, 
Ted Pella Inc). Two pieces of copper tapes are attached onto the glass slide, with a 
distance slightly smaller than the length of the silicon chip (1 cm) in between. Silver 
paste (SPI Supplies Brand Conductive Silver Paste Plus) is then poured onto the edge of 
the copper tape, which is followed by placing the test sample on the silver paste, as 
shown in Figure 2.2.a. Silver paste is cured on a hot plate for an hour at 120 °C. 
Afterwards, Kapton tape is used to cover the top side (except for the sample area) and the 
edges of the glass slide. A thin layer of PDMS (Dow Corning SYLGARD-184) is applied 
onto the Kapton tape and cured, surrounding the test sample and covering its side wall. 
This PDMS layer serves several purposes: 1. it covers the sidewall to minimize heat loss; 
2. even if the sidewall is not perfectly covered, PDMS would render the originally 
hydrophilic sidewall hydrophobic to prevent nucleate boiling on the edge and thus reduce 
heat loss (Kuo & Gau 2010); 3. it covers the Kapton tape surface to minimize heat loss 
18 
 
 
from lateral conduction through the glass slide. Two electric wires are then soldered onto 
the copper tapes on the back side. After creating the power connection of the sample, 
three thermocouples (TT-T-36-SLE, OMEGA Engineering Inc.) are attached to the back 
side of the silicon test sample using thermal epoxy (EPO-TEK 930, Epoxy Technology), 
as shown in Figure 2.2.b. Finally, a Teflon block is attached to the back side of the glass 
slide using uncured PDMS as glue, as shown in Figure 2.2.c. Figure 2.2.d shows an 
exploded view of all chemicals and components contributing to the bonding process.  
A schematic of the boiling experimental apparatus is shown in Figure 2.3. The bonded 
sample is immersed in a beaker filled with saturated de-ionized water. During the 
experiment, the liquid temperature is maintained at 100 °C while a power supply (Agilent 
5750A) provides power to the ITO heater. At each given power, ITO surface temperature 
is recorded by a data acquisition system (Agilent 34972A) through the attached 
thermocouples. The silicon surface temperature (wall superheat) is calculated by Fourier's 
law of heat conduction with temperature-dependent thermal conductivity (Leturcq et al. 
1987). Meantime, bubble formation and departure are captured by a high-speed camera 
(Photron FASTCAM SA5) with a frame rate of 1000 fps and an image size of 1024 
pixels × 1136 pixels. The images are processed to determine the bubble’s equivalent 
spherical diameter (estimated from the bubble outline using axisymmetry assumption) 
and the apparent contact line by looking at the contrast between the liquid/vapor interface. 
Experimental data are collected at heat fluxes from 0.3 W/cm2 to 20.1 W/cm2, with an 
increment of 0.3 W/cm2. After the heat flux reaches 20.1 W/cm2, the epoxy reached its 
degradation temperature of 350 °C and burned out, and the experiment cannot continue.  
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Figure 2.2 (a–c) Bonding process. (d) Exploded view of the bonded sample. 
 
Figure 2.3 Schematic of experimental apparatus. 
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2.3 Uncertainty analysis 
The uncertainty in measuring the bubble equivalent diameter is mainly due to three 
factors: accuracy of the distance calibration from pixel size to distance units, bubble 
dissymmetry and manual measurement bias of telling the contrast between liquid/vapor 
interfaces. The combination of the three factors results in an uncertainty estimate in the 
bubble diameter of ~10%.  
The uncertainty in frequency measurement could be as large as the time interval between 
individual frames (1 ms). However, a total of 50 cycles are selected at each heat flux to 
generate the average frequency, so the resulting uncertainty is very small (1%) and the 
error bars shown in Figure 2.10 are merely the standard deviation of frequency 
distribution.  
The departure time measurement is done by manually telling the start of outline curvature 
and contact line recession. In most cases, there is no sudden change from one frame to the 
next, and therefore the measurement could be off by 1~3 frames, which corresponds to an 
estimated error of 10%.  
The uncertainty of heat fluxes stems from the accuracy of the power supply, the 
knowledge of the heater surface area and heat loss. The resultant relative uncertainty 
from the power supply (Agilent N5750A) is about 1%. The total resistance of copper 
wire, copper foil and silver paste is calculated as 0.038 Ω, and for a minimum ITO 
resistance of 10 Ω, it will cause a heat flux uncertainty of 0.4%. The index positioning 
accuracy of the dicing saw is 0.003 mm/5 mm, which would lead to an uncertainty of 0.1% 
in sample area. The heat loss analysis is conducted with the help of a COMSOL 3D 
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model by making the following assumptions: 1. the heat transfer coefficient over the 
heated surface is constant; 2. thermal contact resistance is ignored; 3. a heat transfer 
coefficient of 3000 W/m2 K is used for water natural convection (Cengel et al. 2011). 
The actual HTC over surface is varied until the calculated superheat matches the 
experimental data. It turns out that thermal spreading along the glass slide and copper 
tapes is the major source of heat loss.  A significant heat loss of ~10% is obtained at 
moderate superheats, and it can go up to 18% when superheat increases. Therefore, the 
uncertainty of dissipated heat flux is mainly determined by the heat loss, which is 
estimated to be 
𝑢𝑞"
𝑞"
 = 10%~18%.  Such a large uncertainty is primarily caused by the 
extremely low HTC on superhydrophobic surfaces. In contrast, the HTC of plain silicon 
surfaces close to critical heat flux (CHF) is at least one order of magnitude higher than 
the maximum HTC achieved on superhydrophobic surfaces, and heat loss on such 
surfaces is estimated to be less than 2%.  
The uncertainty of wall temperatures is from the resolution of thermocouples and the 
standard deviations of multiple data measurements. The uncertainty of the absolute 
temperature measurement of the thermocouples is 0.5 °C or 0.4% of the reading, 
whichever is greater, and the total thermocouple reading error with the DAQ system 
(Agilent 34972A) equals thermocouple probe accuracy + 1 °C, which ranges from 1.5 °C 
(Δ𝑇 < 25 ℃) to 2.4 °C (Δ𝑇 = 250 ℃). The average value of the standard deviations of 
wall temperatures is 0.1 ~ 0.2 °C. Thus, there is an uncertainty of 𝑢Δ𝑇 = 1.6~2.4 °C for 
wall temperature measurements.  
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The relative uncertainty of heat transfer coefficient is calculated as: 
𝑢HTC
HTC
=
√(
𝑢𝑞"
𝑞"
)
2
+ (
𝑢Δ𝑇
Δ𝑇
)
2
. This uncertainty is related to the wall superheat, and could be quite 
significant at low heat fluxes. At a minimum heat flux of 0.3 W/cm2 (Δ𝑇 = 3.2 K), this 
uncertainty could be as large as 51%. However, as heat flux increases, this uncertainty 
quickly drops to the level of heat flux.  
 
2.4 Results and discussion 
Figure 2.4.a shows boiling curves on three 1 × 1 cm2 superhydrophobic surfaces, along 
with a representative boiling curve on a 1 × 1 cm2 plain silicon surface and theoretical 
predication based on Berenson’s analytical model (Berenson 1961). All three 
superhydrophobic surfaces show similar boiling curves, where heat flux is a smoothly 
increasing function of wall superheat and CHF and Leidenfrost point are not observed. 
These characteristics are similar to those in a previous study (Vakarelski et al. 2012), and 
consistent with the classic prediction of pool boiling on superhydrophobic surfaces 
(Carey 2008). Compared to the superhydrophobic surface, pool boiling on plain silicon 
surfaces has a clearly observable CHF, and shows a much smaller superheat at the same 
heat flux. Our measured CHF of plain silicon surfaces is smaller than the literature values 
of 67 W/cm2 (Lu et al. 2011), 75~80 W/cm2 (Chu et al. 2012; Chu et al. 2013; Rahman et 
al. 2014), 91 W/cm2 (Kim et al. 2014) and 100 W/cm2 (Dhillon et al. 2015), probably 
because our measured contact angle of 58° on plain silicon surface with a thin layer of 
native oxide (Morita et al. 1990) is larger than the widely reported intrinsic contact angle 
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of 40~45° (Yang et al. 2003; Franssila 2004; Kanta et al. 2005; Spencer et al. 2013) on 
such surfaces, and a larger contact angle results in a smaller CHF (Kandlikar 2001). The 
large superheats and smooth boiling curves on the superhydrophobic surface result from 
the presence of a vapor film. It has been reported that for superhydrophobic surfaces, a 
gas layer covering the surface is observed below the saturated temperature (Takata et al. 
2006), possibly due to dissolved air or small cavities that trap air or vapor inside. In this 
experiment, this gas layer is observed as soon as the sample is immersed under unheated 
DI water and remains on the surface during the heat-up and degassing process. Although 
it has been reported that generally underwater superhydrophobicity will break down over 
time by gas diffusion (Lee & Kim 2012; Xu et al. 2014), it is found that this gas film is 
not removed after degassing. In fact, a separate experiment shows that this gas layer 
cannot be removed from our superhydrophobic surface even by placing the setup in a 
vacuum desiccator for five days. Due to the large aspect ratio and nanometer-scale 
roughness features, Teflon-coated silicon nanowire surface is promising to support 
permanent underwater superhydrophobicity by sustaining a vapor phase of the liquid 
between the nanowires, instead of relying on the presence of air (Patankar 2010; Jones et 
al. 2014; Patankar 2015). Therefore, after the degassing process, this gas layer is mainly 
composed of water vapor and it essentially becomes a vapor film, which seriously limits 
the heat transfer rate and leads to high superheats during the experiment. On the other 
hand, there is a deviation between pool boiling on superhydrophobic surfaces and 
Berenson’s theory. At the same superheat, the heat transfer coefficient for 
superhydrophobic surfaces is higher than Berenson’s theory. Such difference is expected 
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since there is only one bubble formed on superhydrophobic surfaces and the heat transfer 
performance in our case is thus not limited by the hydrodynamic instability due to bubble 
interaction between adjacent bubbles.  
 
Figure 2.4 Boiling curves for superhydrophobic surfaces. (a) Heat flux as a function of 
wall superheat, compared with a plain silicon surface and Berenson’s theoretical model 
for film boiling. (b) Heat transfer coefficient as a function of wall superheat.  
 
The corresponding HTC curves are shown in Figure 2.4.b. The experimental HTC first 
increases, reaches a peak and then slowly decreases as the superheat increases. A similar 
trend can also be observed on other superhydrophobic surfaces although not being 
explicitly clarified (Vakarelski et al. 2012). In order to explain this trend, we collect the 
bubble dynamics data with the high-speed camera, and explore the heat transfer 
mechanisms behind.  
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Figure 2.5 Single bubble formation and departure during one ebullition cycle. (a) ∆T = 78 
K, 𝑞" = 11.1 W/cm2, (b) ∆T = 210 K, 𝑞" = 18 W/cm2.  
 
2.4.1 Bubble dynamics 
Figure 2.5 shows photographs of bubble growth and departure on a superhydrophobic 
surface during one single bubble ebullition cycle (𝑞′′ = 11.1 W/cm2 and 𝑞′′ = 18 W/cm2). 
At 0 ms, the previous bubble just departs from the surface and there is a flat vapor film 
on the surface. The bubble gradually grows until 40 ms, after which the bubble starts to 
depart and liquid rushes in to replace the space previously occupied by the bubble. At 70 
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ms, the bubble completely leaves the surface and keeps rising due to buoyancy forces. 
The layer of liquid that is now right above the thin vapor film is gradually heated by 
transient conduction until it spawns a new bubble after which the bubble growth process 
repeats. The bubble growth profile is clearly visible in the images, which thus can be 
used to extract all the information about bubble dynamics. Notably, the presence of 
bubbles outside the test sample area is mainly due to the applied thin layer of PDMS, 
which has a contact angle of ~113° (Mata et al. 2005). This hydrophobic PDMS layer 
will easily capture bubbles even without any applied power to the sample (Meng & Kim 
2004; Meng et al. 2006). On the other hand, it is less hydrophobic than the test sample, 
and the bubble generated on top of the sample will not grow out of the sample surface.  
 
Figure 2.6 Bubble growth rate at superheats of 25 K, 78 K and 210 K, compared with the 
inertia controlled and heat transfer controlled growth rate prediction. The inset shows an 
example that equivalent diameter is modeled by revolving the bubble outline assuming 
axisymmetry (t = 60 ms at ∆T = 210 K).  
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The bubble growth rates of three ebullition cycles of sample 1 at ∆𝑇 = 25 K (𝑞′′ = 3.9 
W/cm2), ∆𝑇 = 78 K (𝑞′′ = 11.1 W/cm2) and ∆𝑇 = 210 K (𝑞′′ = 18 W/cm2) are shown in 
Figure 2.6. The equivalent bubble diameter 𝐷𝑒𝑞  is modeled by revolving the bubble 
outline assuming axisymmetry. There are three interesting observations worth noting. 
First, it is observed that the growth rate increases as superheat increases and all three 
curves can be fitted with a relation of 𝐷𝑒𝑞 ∝ √𝑡
3
. Considering the heat transferred during 
one single bubble formation due to latent heat of vaporization is 𝑞𝑒
′′𝐴𝑡 =
1
6
𝜋𝜌𝑣ℎ𝑓𝑔𝐷𝑒𝑞
3 , 
this relation suggests that the latent heat flux 𝑞𝑒
′′ remains almost unchanged with time 
when a bubble is growing. The latent heat fluxes for superheats of 25 K, 78 K and 210 K 
are calculated as 2.1 W/cm2, 7.6 W/cm2 and 9 W/cm2, respectively. Second, the observed 
bubble growth rates are much slower than predictions based on Eq. (2.3), which are also 
plotted in Figure 2.6. Such a big difference is expected mainly due to the presence of the 
vapor film which poses an additional thermal resistance that limits the heat transfer. 
Besides, Eq. (2.3) is derived based on the assumption of uniformly superheated liquid 
around the entire bubble, which is definitely not the case for bubble growth on 
superhydrophobic surfaces during film boiling. In fact, we hypothesize that most of the 
liquid around the bubble is not superheated and the majority of the required latent heat is 
supplied directly from the superheated superhydrophobic surface. The discovered 
constant latent heat fluxes provide a good support for this hypothesis. Last and the most 
interesting aspect is that the bubble growth and the corresponding latent heat flux show 
little dependence on superheat and applied total heat flux at large superheats. In fact, at 
two distinct superheats of 78 K (𝑞′′ = 11.1 W/cm2) and 210 K (𝑞′′ = 18 W/cm2), growth 
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rates are almost the same (see Figure 2.5.a and Figure 2.5.b for visual comparison) and 
thus the difference between latent heat fluxes is also small. Such a weak dependence of 
bubble growth rate on superheat and applied total heat flux can be partially explained by 
the conduction heat loss from the superhydrophobic sample to the surrounding glass and 
copper tape as large superheat indeed causes more heat loss. However, the heat loss 
mechanism may not be the major mechanism because the total heat loss is only 10~18% 
based on our COMSOL simulation and the actual heat fluxes applied to the 
superhydrophobic surfaces are still significantly different at these two superheats after 
considering the heat loss. We hypothesize that the weak dependence of superheat and 
total heat flux at large superheats may result from inefficient heat transfer between the 
substrate and the surrounding liquid due to the presence of the vapor layer (or the large 
bubble) and vapor re-condensation at the top of the large bubble. These two effects 
render the bubble’s temperature very close to the boiling point and limit the total amount 
of water vapor that can enter the bubble. This hypothesis is supported by bubble 
temperature measurements at different locations using a thermocouple during bubble 
growth at various superheats – the measured bubble temperature is quite far from the 
substrate temperature but very close to 100 °C. The temperature difference between the 
bubble interface and surrounding liquid is negligible.  
Interestingly, this heat transfer controlled bubble growth can be quantitatively described 
using an analytical expression that is usually used for inertial controlled bubble growth. 
Since the vapor layer is the major limit of heat transfer controlled bubble growth, and due 
to the size confinement of the heated surface, we propose that the bubble only grows 
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vertically and its equivalent growth can be modeled as: 
1
6
𝜋𝐷𝑒𝑞
3 = 𝐴𝑈𝑡𝑡, where A is the 
heated area and 𝑈𝑡 is the characteristic velocity perpendicular to the heated surface. If we 
assume a constant velocity 𝑈𝑡 , and apply the Rayleigh solution for inertial controlled 
spherical bubble growth in uniformly superheated liquid (Rayleigh 1917), 𝑈𝑡 = √
2∆𝑃
3𝜌𝑙
, 
where the pressure difference across the liquid/vapor interface ∆𝑃 is assumed to remain 
near the value of 
2𝜎
𝑅
, and R is predicted by Eq. (2.1), representing the radius of interface 
curvature, then we get a prediction that fits very well with the experimental data, as 
shown in Figure 2.6. However, it is worth noting that this “inertia-controlled-like” bubble 
growth on superhydrophobic surfaces is totally different from the previously reported 
inertial controlled bubble growth for large Jakob numbers on hydrophilic surfaces (Cole 
& Shulman 1966; Stewart & Cole 1972). In those classical cases, the bubble was usually 
assumed to be highly superheated and rapid bubble growth was observed due to the large 
pressure difference. In contrast, in our case of “inertia controlled” bubble growth on 
superhydrophobic surfaces during film boiling, the calculated pressure difference ∆𝑃 is 
~40 Pa and only corresponds to a superheat of 0.01 K according to the Clausius–
Clapeyron relation. Such a small temperature difference is in consistence with our bubble 
temperature measurements and indicates that overall the ineffective heat transfer is 
responsible for bubble growth on superhydrophobic surfaces at high superheats.   
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Figure 2.7 Bubble departure diameter Dd and diameter at force balance Db, as a function 
of wall superheat, compared with Fritz’s prediction. 
 
The bubble departure diameter as a function of superheat is shown in Figure 2.7, along 
with Fritz’s prediction based on force balance mechanism (Eq. (2.1)). The departure 
diameter increases as superheat increases. This trend is quite different from Fritz’s 
prediction, which predicts a constant departure diameter for all superheats. In order to 
explain this trend, we define the length of the longest chord at the bubble-substrate 
contact area as the maximum chord length, as shown in Figure 2.8.a. The maximum 
chord length is used to monitor the contact area (footprint) evolution of the bubble. As a 
bubble grows, the contact area shrinks and changes its shape from square (shape of the 
heater surface) to circular. When the bubble-substrate contact area becomes circular, the 
maximum chord length is practically the diameter of the contact area. The maximum 
chord lengths over time at different superheats are depicted in Figure 2.8.b, and it is noted 
that the contact area of the bubble starts to gradually recede from full coverage at certain 
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moment and then quickly diminish. This moment, always accompanied by the curvature 
change of the outline, as shown in Figure 2.9, is defined as the departure triggering 
moment. It is at this point that buoyance force, adhesive force and convection disturbance 
reach equilibrium and bubble starts to depart. The equivalent diameter Db at force balance 
is measured for all superheats, as also depicted in Figure 2.7. As superheat increases, Db 
first increases, and then reaches a constant of ~0.75 cm. In combination with our 
observation, we speculate that at low superheats, with a considerably long bubble growth 
and departure time, the disturbance of the surrounding fluid due to natural convection, the 
irregularity of bubble shape and the condition of the surface strongly influence the 
departure diameter and force bubbles to leave the surface before it reaches the diameter 
predicted by Fritz’s theory, where only the force balance between the buoyant and 
adhesive forces is considered force balance. These three factors have also been 
recognized as influence factors of bubble departure (Han & Griffith 1962). When 
superheat increases, the bubble growth and departure time greatly reduces, but the natural 
convection of the surrounding water may not significantly change due to the presence of 
the large bubble. Consequently, the chance of getting disturbed by the natural convection 
is much lower at large superheats and the force balance between buoyance force and 
adhesive force dominates. When the force balance is reached, the bubble starts to depart 
but it takes time, during which the bubble keeps growing until the bubble is fully 
detached from the surface. Bubble growth rate in this period is related to the temperature 
gradient across the interface. Moreover, this Db = 0.75 cm is quite close to Fritz’s 
prediction, implying the validity of Fritz’s force balance model for superhydrophobic 
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surfaces.  
 
Figure 2.8 (a) Schematic of maximum chord length. (b) Maximum chord length as a 
function of time at different superheats. The maximum chord length starts to recede at the 
departure triggering moment and then quickly diminish.  
 
Figure 2.9 Selected images visually depict the onset of bubble departure when force 
balance reaches. The bubble starts to depart at t = 31 ms (∆T = 210 K).  
 
Based on the definition of the departure triggering moment, the growth time 𝑡𝑔  and 
departure time 𝑡𝑑 can be further defined as the time interval between bubble growth start 
and departure triggering, and the time interval between departure triggering and complete 
departure, respectively. The growth time 𝑡𝑔  and departure time 𝑡𝑑  for ∆𝑇 = 210 K are 
shown in Figure 2.8.b, where the wait time 𝑡𝑤 is safely taken as zero. At small superheats, 
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there is another time interval before growth time called bubble wait time 𝑡𝑤, defined as 
the time required for the liquid which replaced the previous bubble to acquire sufficient 
energy to sustain the growth of the subsequent bubble (Judd 1999). Wait time is the time 
interval between the complete departure of the preceding bubble and the start of growth 
of a new bubble. In our experiments, there is no clear transition from wait time to growth 
time, but we can safely conclude that wait time is finite at small superheats and become 
practically zero for high superheat regime (Perkins & Westwater 1956; Donald & Haslam 
1958).  
 
Figure 2.10 Bubble departure frequency as a function of wall superheat, compared with 
Zuber’s prediction.  
34 
 
 
 
Figure 2.11 Departure velocity and time, as a function of wall superheat. The 
experimental departure velocity is compared with that of Rayleigh solution and Peebles 
and Garber’s prediction.  
 
In Figure 2.10, the measured bubble departure frequency is shown and compared with 
Zuber’s prediction (Eq. (2.4)). As superheat goes up, the departure frequency quickly 
increases, but then reaches a plateau. This trend is different from Zuber’s prediction, 
which indiates that the departure frequency is inversely proportional to departure 
diameter, and thus should monotonically decrease with increasing superheat. We believe 
that this difference mainly results from the fact that Zuber’s prediction is based on the 
experimental observation that bubble wait time is almost equal to growth time plus 
departure time (Jakob & Linke 1935). This is a good approximation at moderate 
superheats, but in our superhydrophobic experiments, the wait time 𝑡𝑤 varies from very 
large at small superheats to zero at large superheats. In fact, Cole showed that 
𝑡𝑔+𝑡𝑑
𝑡𝑔+𝑡𝑑+𝑡𝑤
 
can vary from 0.127 to ~1 (Cole 1967). Since wait time approaches zero at high 
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superheats, we only focus on explaining the frequency plateau observed in this region. 
The Zuber’s model is modified accordingly by following the assumption that the 
departure velocity is constant and bubble’s center of gravity rises with the same velocity 
as the departure velocity when it adheres to the surface (Jakob & Linke 1935). The 
distance travelled during bubble departure is well approximated as half the departure 
diameter 
𝐷𝑑
2
. The departure time 𝑡𝑑  is obtained from Figure 2.8 and subsequently the 
departure velocity 
𝐷𝑑
2𝑡𝑑
 is calculated, as shown in Figure 2.11. The rise velocity predictions 
from Rayleigh (Rayleigh 1917) and Peebles and Garber (Peebles & Garber 1953) are also 
depicted for comparison purposes. The departure time slightly increases with superheat 
while the departure velocity remains unchanged. It shows that the rising velocity is again 
better predicted by 𝑈𝑡  from Rayleigh solution, rather than Peebles and Garber’s 
prediction for the rise of a spheroidal bubble. This velocity consequently puts a frequency 
limit on bubble departure, and the departure velocity in Zuber’s prediction can be 
replaced by 𝑈𝑡 to predict the extreme cases of zero waiting time at large superheats:  
𝑓𝐷𝑑 = 𝑈𝑡 = √
8𝜎
3𝜌𝑙𝐷𝑏
 (2.5) 
After the bubble completely gets detached from the surface, it keeps rising due to 
buoyancy.  
 
2.4.2 Boiling heat transfer 
To understand boiling heat transfer on superhydrophobic surfaces, the key bubble 
dynamics data discussed above (𝐷𝑑 , 𝑓, 𝑡𝑑) are collected and applied into the heat flux 
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partitioning model (labeled as the RPI model) (Kurul & Podowski 1990). The model is 
developed originally for flow boiling but later extended and applied to pool boiling. The 
heat removal by the boiling fluid is comprised of three mechanisms:  
(i) Latent heat of vaporization to form bubbles: as a bubble leaves the surface, it carries 
the heat away with it. The latent heat flux 𝑞𝑒
′′ can be written as:  
𝑞𝑒
′′ =
1
6 
𝜋𝐷𝑑
3𝜌𝑣ℎ𝑓𝑔𝑓/𝐴 (2.6) 
(ii) Bulk convection: this mechanism was identified by Han and Griffith (Han & Griffith 
1962) and analyzed by Mikic and Rohsenow (Mikic & Rohsenow 1969). As a bubble 
departs from a heated surface, cold fluid starts to flow in and fill the volume vacated by 
detaching bubbles. The heat transfer rate for the first few moments after bubble departs is 
very high due to the very high temperature gradient near the surface and it has been 
experimentally proved that bubble departure is accompanied by surface temperature 
decrease (Gerardi et al. 2010) or heat flux increase (Chen & Chung 2003). The area of 
the superheated thermal boundary layer a bubble carries (so-called influence area) is 
assumed to be twice the bubble diameter, but in our case, it is just the size of the heated 
surface. A transient model is utilized to describe this transient conduction to, and 
subsequent replacement of the superheated liquid layer,  
𝑞𝑏
′′ =
2𝜋𝑘∆𝑇
√𝜋𝛼𝑙
𝑛𝐴√𝑡𝑤 + 𝑡𝑔𝑓 (2.7) 
where n is the bubble generation site density. Since the thermal conductivity k in this 
equation is defined as the conductivity at the interface between the vapor film and liquid, 
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it should be somewhere between kv and kl, and the value is fitted to match the 
experimental data.  
(iii) Heat transferred to the liquid phase outside the zone of influence of the bubbles: the 
free convection outside the bubble area is neglected (𝑞𝑐
′′ = 0) in our case since the 
influence zone of the bubbles covers the entire heated surface.  
The total boiling heat flux is obtained through the addition of the three fluxes, 𝑞′′ = 𝑞𝑒
′′ +
𝑞𝑏
′′ + 𝑞𝑐
′′. The boiling curve for one test superhydrophobic surface is shown in Figure 
2.12 along with the calculated latent heat transport, fitted bulk convection (𝑘 = 0.07 
W/m K) and total partitioned heat flux. The excellent fit established supports the view 
that bulk convection contributes together with latent heat transport to boiling heat transfer. 
For superhydrophobic surfaces, the latent heat transport part does play an important role 
although it is found insignificant for nucleate boiling (Gerardi et al. 2010).   
 
Figure 2.12 The boiling curves for superhydrophobic surfaces, where experimental data 
are compared with calculated latent heat transport and fitted bulk convection. (a) Heat 
flux as a function of wall superheat. (b) HTC as a function of wall superheat.  
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2.5 Conclusion 
Single bubble dynamics on superheated superhydrophobic surfaces are experimentally 
studied in this work. A vapor film is observed to cover the whole superhydrophobic 
surface at all superheats and single bubbles continuously form and depart from the vapor 
film. The bubble growth at all superheats follows a relation of 𝐷𝑒𝑞 ∝ √𝑡
3
, which 
corresponds to a constant latent heat flux. A weak dependence of bubble growth rate on 
surface superheat and applied heat flux is observed at large superheats mainly due to 
inefficient heat transfer through the hovering vapor layer. The bubble equivalent diameter 
at the departure triggering moment agrees well with Fritz’s prediction, but the actual 
departure size increases with superheat, because bubbles leave early at small superheats 
due to liquid disturbance and keep growing after the force balance is reached at large 
superheats. The departure frequency increases with superheat till it reaches a plateau. 
This frequency plateau results from the velocity limit predicted by Rayleigh, which 
indicates that a smaller diameter is supposed to give a higher frequency limit. For given 
surface conditions and thus a given diameter (predicted by Fritz’s prediction), this 
departure velocity limit remains the same.  
The heat transfer mechanism is explored by comprehensive analysis of formation, growth, 
and departure of single bubbles. The RPI heat flux partitioning model, to which our data 
on bubble departure diameter, frequency, wait time, growth time and departure time are 
directly fed, along with a fitted interface thermal conductivity, suggests that for 
superhydrophobic surfaces, latent heat transport predominates at small superheats while 
for large superheats, latent heat transport rate reaches a plateau due to the departure 
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frequency limit, where bulk convection (transient conduction following bubble departure) 
becomes the more significant factor. Our studies expand our understanding of bubble 
generation on heated superhydrophobic surfaces and can shed light on the development 
of new hybrid hydrophilic/hydrophobic surfaces with high heat removal capability. 
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Chapter 3 Bubble-Regulated Silicon Nanowire Synthesis on Micro-Structured 
Surfaces by Metal Assisted Chemical Etching 
 
In this work, we investigate silicon nanowire synthesis via one-step metal-assisted 
chemical etching (MACE) on micro-structured silicon surfaces with periodic pillar/cavity 
array and explore the boiling heat transfer performance of such surfaces. It is found that 
hydrogen gas produced from the initial anodic reaction can be trapped inside cavities and 
between pillars, which serves as a mask to prevent local etching, and leads to the 
formation of patterned vertically aligned nanowire array. A simple model is presented to 
demonstrate that such bubble entrapment is due to the significant adhesion energy barrier, 
which is a function of pillar/cavity geometry, contact angle and nanowire length to be 
etched. The bubble entrapment can be efficiently removed when extra energy is 
introduced by sonication to overcome this energy barrier, resulting in nanowire growth in 
all exposed surfaces. This bubble-regulated MACE process on micro-structured surfaces 
can be used to fabricate nanowire arrays with desired morphologies. Enhanced pool 
boiling heat transfer performance of such structured surfaces has also been demonstrated.  
 
3.1 Introduction 
Silicon nanowires (SiNWs) have received remarkable interest in recent years, with 
diverse application developments in photonics (Yan et al. 2009), sensors (Hanks et al. 
2014), energy conversion and storage (Peng et al. 2013), life sciences (Elnathan et al. 
2014) and thermal management (Chen et al. 2009; Lu et al. 2011). Numerous approaches 
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have been developed to fabricate SiNWs, and they can usually be categorized into two 
paradigms: bottom-up and top-down approaches (Bandaru & Pichanusakorn 2010; Barth 
et al. 2010; Hobbs et al. 2012). The former strategy synthesizes or assembles the 
structure from their subcomponents in an additive fashion, with vapor-liquid-solid (VLS) 
growth being the most commonly used method (Barth et al. 2010), while the latter 
approach carves structures from the bulk material in a subtractive fashion, comprising 
lithographic patterning followed by dry/wet etching (Hobbs et al. 2012) and metal-
assisted chemical etching (MACE) (Huang et al. 2011). Among all these methods, 
MACE has attracted increasing attention recently, because of its simplicity, versatility, 
good cost-efficiency, quality and controllability of several parameters (Huang et al. 2011; 
Hanks et al. 2014).   
The MACE fabrication of nanowires can be implemented either in a one- or two-step 
process. One-step MACE takes place in an aqueous solution containing HF and metal 
salts (commonly AgNO3), where metal deposition and electroless etching happen 
simultaneously, while in two-step MACE, metal catalysts are deposited first either 
randomly in an aqueous solution or orderly by patterning before/after physical vapor 
deposition, and subsequent etching occurs in a solution of HF and oxidizing agent 
(Alhmoud et al. 2014). Compared with two-step MACE, one-step MACE, despite a lack 
of spatial ordering, offers a simple, low-cost and scalable method for dense nanowire 
array fabrication. This method has been widely used to prepare SiNWs on plain surfaces 
for a variety of applications including boiling heat transfer (Chen et al. 2009; Lu et al. 
2011), anti-reflective coating (Srivastava et al. 2010) and superhydrophobic surfaces 
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(Kim et al. 2011a). In fact, various SiNW arrays with different morphologies and axial 
crystal orientations have been synthesized on plain surfaces by carefully controlling the 
reaction conditions (Chen et al. 2010; Kim et al. 2011b; Kim et al. 2011c; Hanks et al. 
2014).   
However, despite these extensive studies on plain surfaces, nanowires formed via one-
step MACE on micro-structured surfaces (e.g. pillar/cavity array) have not been 
systematically studied although hybrid structures are believed to be more promising for 
the above applications. In fact, a better performance of micro/nano structured surfaces 
has been demonstrated in the field of boiling (Yao et al. 2012b; Coso 2013; Yang et al. 
2013; Rahman et al. 2014) and condensation (Lo et al. 2014a; Lo et al. 2014b). Therefore, 
the mechanism of one-step MACE and its resulting morphology on micro structures need 
to be further investigated. Here we conduct a thorough study of SiNW synthesis on two 
series of micro-structured surfaces via one-step MACE and report SiNW morphology 
change in the presence/absence of entrapped hydrogen bubbles formed during the initial 
reaction. An analytical model that can predict bubble entrapment and the resulting SiNW 
morphology based on surface energy and surface reaction consideration is also developed. 
In the end, the boiling performance of such hybrid structures is tested.  
 
3.2 Experimental section 
The pillar/cavity arrays were etched on B-doped p-type (100) Si wafers, using standard 
lithography followed by deep reactive ion etching (DRIE). Sixteen different pillar/cavity 
geometries were employed for a systematic study. Specially, four sizes of cavities and 
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pillar trenches were selected as d = 5 μm, 10 μm, 20 μm and 40 μm, while the spacing of 
cavities and pillar trenches was fixed at s = 50 μm to remove any interference between 
adjacent cavities and pillar trenches. For all the patterns, two different heights of 
pillar/cavity including h = 9 μm and h = 35 μm were chosen to represent relatively 
low/high aspect ratios. Nomenclature of all the structured surfaces is shown in Table 3.1. 
Figure 3.1.a and 3.1.b show scanning electron microscope (SEM) images of typical pillar 
and cavity structures. After DRIE, a series of cleaning procedures were conducted, 
including 1h oxygen plasma in a barrel asher and 1h piranha cleaning (98% H2SO4 / 30% 
H2O2 = 3:1) at 110 °C to completely remove the polymer residues at the bottom and 
sidewall from passivation cycles in DRIE (Pike et al. 2004; Jeffrey 2011). Those polymer 
residues will severely affect the etching results if not fully removed. Figure 3.2 compares 
the effects of two sets of cleaning processes on the same cavity structure (c10-50-35). 
Figure 3.2.a and 3.2.b strictly follow the cleaning procedures while Figure 3.2.c and 3.2.d 
are cleaned with 15min oxygen plasma only. It is clear that the latter cleaning is 
incomplete, leaving polymer residues that later result in hydrophobic sites and trapped 
bubbles over the cavity.  
Table 3.1 Nomenclature of structured surfaces. 
 Size d (μm) Spacing s (μm) Height h (μm) Nomenclature 
pillar 
5, 10, 20, 40 50 9, 35 
p d-s-h 
cavity c d-s-h 
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The one-step MACE was then used for nanowire synthesis by putting the cleaned wafers 
in a Teflon beaker which held an aqueous solution of 5M HF and 0.02M AgNO3 (Sigma-
Aldrich Co. LLC.). The back side of the wafer was protected by an anti-etchant layer. 
The etching was operated in the ambient environment (23±2 °C) and the duration varied 
from 0.5h to 3h. When the etching was over, samples were rinsed with DI water and then 
dipped into an HNO3 solution for 10 min to completely dissolve the as-generated Ag 
dendrites covering the wafers. Following the method of Togonal et al. (Togonal et al. 
2014), a hydrophilic pretreatment (piranha solution / oxygen plasma) prior to the MACE 
process and a hydrophobic post-treatment (HF solution) were conducted to minimize the 
undesirable bundling of silicon nanowires. 
 
Figure 3.1 (a–b) SEM images of structured surfaces (pillar/cavity) with a height of 35 μm. 
(a) Pillar structure with size d = 40 μm and spacing s = 50 μm (p40-50-35). (b) Cavity 
structure with size d = 40 μm and spacing s = 50 μm (c40-50-35).  
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Figure 3.2 Effect of polymer residue on the morphology of SiNWs on cavity structure. 
(a–b) Complete cleaning: 1h oxygen plasma (500 W, 500 sccm) and 1h piranha cleaning 
at 110 °C. (c–d) Incomplete cleaning: 15min oxygen plasma (500 W, 500 sccm) only. 
 
3.3 Results and discussion 
3.3.1 Hydrogen gas formation and entrapment 
For both one-step and two-step MACE processes, the cathodic reaction has been widely 
accepted, 
One-step MACE: Ag+  → Ag + h+ (E0 = +0.79V) (3.1) 
Two-step MACE: H2O2 + 2H
+ → 2H2O + 2h
+ (E0 = +1.77V) (3.2) 
In contrast, various possible anodic reactions have been proposed. The most widely 
accepted formula involves SiO2 formation followed by oxide dissolution and indicates 
there is no gas generated at all in the reaction (Peng et al. 2006; Peng et al. 2008; Qu et al. 
2009; Choi et al. 2011; Srivastava et al. 2014), 
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 Si + 6HF + 4h+ → H2SiF6 + 4H
+ (E0 = −1.2V) (3.3) 
However, it has been argued that hydrogen gas is also a possible product in the etching 
process for one-step (Chen et al. 2010; To et al. 2011) and two-step MACE (Chartier et 
al. 2008; Anokhina 2010; Pan et al. 2011; Lianto et al. 2012; Zahedinejad et al. 2013; 
Brodoceanu et al. 2015). In fact, Chartier et al. (Chartier et al. 2008) proposed an analogy 
with the chemical dissolution of Si in HF-HNO3 and came up with the following anodic 
reaction, 
 
Si + 6HF + nh+  → H2SiF6 + nH
+ + (
4 − n
2
) H2 (3.4) 
where n = 2, 3 or 4, and a larger n occurs at low HF/HNO3 ratio while a smaller n 
corresponds to a relatively high HF/HNO3 ratio. When n = 4, it becomes the widely 
accepted formula (Eq. (3.3)). Therefore, the balanced reaction of one-step MACE can be 
expressed as:  
 
Si + 6HF + nAg+   → H2SiF6 + nAg + nH
+ + (
4 − n
2
) H2 (3.5) 
Following the analogy based analysis of Chartier et al. (Chartier et al. 2008), at a high 
HF
Ag+
 ratio of 
HF
Ag+
=
5𝑀
0.02𝑀
, n = 2. There is little formation of oxide at the surface, and 
hydrogen gas will be produced. The existence of the gas bubbles is verified in the etching 
process, as shown in Figure 3.3.a. The porous material covering the entire wafer is silver 
dendrite structure formed in the process to assist the growth of SiNWs (Peng et al. 2003). 
Although there are two kinds of bubbles identified in the process: occasionally appearing 
large bubbles and continuously rising tiny bubbles, they are essentially the same: tiny 
bubbles tend to merge into a large bubble when the silver dendrites are too dense for 
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them to escape. As a result, it is qualitatively observed that more large bubbles show up 
as reaction continues and silver dendrites accumulate on the surface. When the large 
bubbles pass through the silver dendrites, they create holes inside silver dendrites, which 
later serve as a pathway for the rising bubbles.  
Here we propose that the generated hydrogen gas can be trapped in certain pillar/cavity 
arrays during the etching process, and the rising bubbles are direct products from the 
reaction sites on top surfaces alone. According to an energy-based bubble dynamics 
analysis, a bubble produced on top surfaces will never grow down to fill the 
bottom/sidewall (Chen 2013). It will immediately leave the surface as a tiny bubble and 
won’t affect the bubbles trapped down inside cavities and between pillars. This 
hypothesis is confirmed by investigating the surface morphology of two structures p5-50-
35 and c10-50-35 after one-hour etching, as shown in Figure 3.3b and 3.3.c, respectively. 
Clearly, there is no evidence of nanowires grown on the bottom and nearby sidewalls for 
both structures. Instead, the structure is porous with a number of holes injected by the 
initial electroless deposition of silver, indicating that one-step MACE was initialized and 
then quickly stopped. This provides a clear proof that hydrogen gas is produced and gets 
trapped locally, preventing the local reaction from happening. A detailed view of the 
porous surface with injected holes is shown in Figure 3.3.d. The metal deposition, and 
consequently the porous structure are quite uniform, due to the pre-treated 
superhydrophilic surface.  
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Figure 3.3 (a) Two kinds of produced bubbles in one-step MACE. (b–c) Porous structure 
at the bottom of p5-50-35 and c10-50-35 after 1h etching. (d) Top-view of the porous 
structure on the bottom of cavity/pillar trench. 
 
Another strong evidence of the existence of trapped bubbles is the meniscus trace left 
behind. Figure 3.4 shows the etching results of p5-50-35 and c40-50-35 after one-hour 
etching. There is clearly a trace of meniscus on the sidewall of pillar/cavity, which 
originates from the etching above the three-phase contact line. During etching, the part of 
sidewall above the three-phase contact line makes contact with liquid and gets etched, 
while the part below the three-phase contact line is protected by the bubbles from 
etchants, creating this meniscus boundary. The local contact angle of the interface should 
be equal to the equilibrium contact angle to satisfy local equilibrium (Oliver et al. 1977), 
and based on the meniscus shape on the partially etched silicon sidewalls, its measured 
value falls into 𝜃𝑠 = 45 ± 5°, which is indeed in good agreement to the intrinsic static 
contact angle of 40–45° when there is a thin layer of oxide on silicon (Yang et al. 2003; 
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Franssila 2004; Kanta et al. 2005; Spencer et al. 2013). Therefore, such structures are 
observed because the thin layer of oxide has not been completely removed by HF when 
the bubble already forms and protects the surface. A more general case is this thin layer 
of oxide is immediately removed by HF, and the contact angle of water is close to 90° 
(Williams & Goodman 1974; Muñoz-Noval et al. 2012). In this case, the meniscus trace 
will not be observed.  
 
Figure 3.4 Bubble meniscus demonstrations. (a–b) p5-50-35, and (c–d) c40-50-35.  
 
3.3.2 Patterned vertically aligned SiNW array and diffusion limited etching 
The existence of these trapped hydrogen bubble can significantly affect the silicon 
nanowire morphologies on micro-structured surfaces and Figure 3.5 shows the proposed 
resulting etching mechanism. When the sample is immersed into the solution, a layer of 
Ag is uniformly deposited onto all surfaces and injects positive holes (h+) into the silicon. 
Silicon is oxidized locally and hydrogen gas is generated. The gas bubbles get trapped on 
the bottom of pillar/cavity structures and stop the local reaction as etching of Si can only 
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proceed if HF can access the metal-Si interface. On the top, produced bubbles can easily 
leave the surface and the etching continues in the <1 0 0> direction. In this stage, liquid 
solution sits on top of the structures, with gas trapped underneath in cavities and between 
pillars, exhibiting the Cassie Baxter wetting state (Cassie & Baxter 1944). As the 
nanowires grow downward, the three-phase contact line will follow the etching front and 
the bubble reduces in size, because if the three-phase contact line is higher than the 
etching front, the liquid between nanowires at the etching front will be brought into the 
bubble by capillary forces until the three-phase contact line is lowered to the etching front 
level. Eventually, when the etching front is getting close to the very bottom, the bubbles 
become unstable and liquid solution wets all solid surfaces, exhibiting the Wenzel 
wetting state (Wenzel 1936). After that, nanowires start to grow on the bottom surfaces as 
well.  
 
Figure 3.5 Proposed etching mechanism in structured surfaces with trapped bubbles. 
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Two selected structures of p5-50-35and c5-50-35 are used to demonstrate the proposed 
etching mechanism under different etching time of 1h, 2h and 3h, as shown in Figure 3.6. 
With trapped bubbles regulating surface reactions, only vertically aligned SiNWs are 
observed to grow into the top of the structured surfaces. After 3 hours, the etching front 
of p5-50-35 has reached the bottom surface and SiNWs start to grow there as well, while 
for c5-50-35, the etching front has just reached the bottom surface due to a smaller 
etching rate and no distinct nanowires have been observed. Basically, the height of 
SiNWs has a linear relationship with etching time, with a measured overall growth rate of 
216±31 nm/min. This is roughly consistent with previous results of 220 nm/min at room 
temperature (Kim et al. 2011a) and 250 nm/min at 27 °C (Srivastava et al. 2010) with the 
same reactant concentration. The large standard deviation of etching rate is mainly due to 
the variation of ambient temperature, edge effect and surface geometry. It has been 
widely reported that etching rate will significantly increase as temperature increases 
(Cheng et al. 2008; Nassiopoulou et al. 2011; Ozdemir et al. 2011; Srivastava et al. 
2014), although two kinds of linear relationships between etching rate and temperature 
(Ozdemir et al. 2011) and between logarithmic of formation rate and reciprocal of 
absolute temperature (corresponding to constant activation energy from Arrhenius plot) 
(Cheng et al. 2008; Nassiopoulou et al. 2011; Srivastava et al. 2014) have been 
identified. Such strong dependence over temperature leads to varying etching rate since 
the experiment is conducted under room temperature without external control (23±2 °C). 
The second reason is the edge effect or surface area effect (Wan et al. 2009; 
Nassiopoulou et al. 2011; Srivastava et al. 2014). A smaller area will give a much higher 
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etching rate (Srivastava et al. 2014), and the etching rate near the edge is higher than that 
of the center (Wan et al. 2009). This result implies that rather than reaction kinetics, mass 
diffusion including ion diffusion of Ag+ and molecular diffusion of HF is the major 
limiting process. More specifically, under our experimental conditions, HF diffusion is 
the limiting factor (Srivastava et al. 2014). Hence, due to the trapped bubbles covering a 
portion of the surface area, the exposed surfaces of different geometries have different 
capabilities of accessing HF and should exhibit varying etching rates. Define the fraction 
of solid/liquid interface over the entire projected surface as f: for pillar arrays 𝑓 =
𝑠2
(𝑑+𝑠)2
 
while for cavity arrays, 𝑓 =
𝑠2+2𝑠𝑑
(𝑑+𝑠)2
. Then, structures with a higher fraction f should have a 
lower etching rate, with the other two factors being the same. Thus, we put eight 1 × 1 
cm2 chips of different patterns with a height of 35 μm into the same solution for 0.5h and 
measure the etching rate at the center of each chip. The measured etching rate is shown in 
Figure 3.7. Indeed, there is a clear trend that etching rate increases with decreasing 
fraction number f, consolidating the existence of trapped bubbles and diffusion limited 
kinetics. As fraction number further reduces, surface reaction kinetics might replace mass 
diffusion as the rate limiting factor.  
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Figure 3.6 Etching results for p5-50-35 (a, c, e) and c5-50-35 (b, d, f) after certain etching 
time. (a, b) 1h, (c, d) 2h, and (e, f) 3h. 
 
Figure 3.7 Measured etching rate as a function of fraction number f.  
54 
 
 
3.3.3 Systematic investigation of SiNW morphology 
The observed bubble entrapment and resulting formation of patterned vertically aligned 
nanowire array did not occur on all micro-structured surfaced involved in this study. A 
systematic investigation of SiNW morphologies at two different heights h = 9 μm and h = 
35 μm is presented in Figure 3.8. For h = 9 μm, an etching time of 0.5h is selected so that 
after etching, there is still some space between the etching front and bottom surface. 
When the etching front gets too close to the bottom, wetting transition might be triggered 
by the sagging mechanism—the underside of the liquid interface sags until it reaches the 
bottom surface (Papadopoulos et al. 2013). For h = 35 μm, an etching time of 1h is used. 
From Figure 5.8.a to 5.8.h, different patterns of pillar/cavity at the same height of 9 μm 
are compared. It is evident that as size of cavity/pillar trench increases, more nanowires 
grow on the bottom surface. This indicates that the ability to hold trapped bubbles is 
weakened as size becomes larger. As a result, the quality of vertically aligned SiNWs on 
top of structures is also lowered due to poor sidewall protection by bubbles. The etching 
of p40-50-9 is not quite uniform at the bottom, mainly due to the stochastic nature of 
wetting transition (Søgaard et al. 2014). Figure 3.8.g to 3.8.j show the height effect of 
two patterns p40-50 and c40-50. The ability to hold bubbles increases as the height 
increases. The etching on the bottom surface is more obvious for both patterns of h = 9 
μm compared with those of h = 35 μm.  
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Figure 3.8 Systematic investigation of SiNW morphology on pillar/cavity array. (a) p5-
50-9 (b) c5-50-9 (c) p10-50-9 (d) c10-50-9 (e) p20-50-9 (f) c20-50-9 (g) p40-50-9 (h) 
c40-50-9 (i) p40-50-35 (j) c40-50-35. The etching time for h = 9 μm and h = 35 μm is 
0.5h and 1h, respectively.  
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Figure 3.9 Bubbles fail to serve as a mask for sidewall protection. (a–b) Single pillar of 
p40-50-9 and p40-50-35, with an etching time of 0.5h and 1h, respectively. (c–d) Edge of 
a pillar array p5-50-35 after 1h etching. 
 
Figure 3.9.a and 3.9.b show the top view of p40-50-9 and p40-50-35 after 0.5h and 1h 
etching, respectively. Although p40-50-35 has a stronger ability of trapping bubbles, its 
sidewalls are much more severely attacked than p40-50-9. Similar sidewall etching 
occurs at the edge of a pillar array p5-50-35 after 1h etching with an infinite size of pillar 
trench, as shown in Figure 3.9.c and 3.9.d. Figure 3.9.c also shows that a trench size of 5 
μm within the array would provide enough sidewall protection. Another interesting 
finding based on Figure 3.9.d is that even with an infinite size, still there are no 
nanowires grown on the bottom very close to the edge of the pillar array. It is inferred 
that even if the generated vapor cannot fill up the gap and keep trapped, a smaller bubble 
will get trapped locally at the corner of the pillar array, with a width close to the pillar 
height. The existence of such bubbles protects the corner from getting etched.  
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3.3.4 Consideration of the energy barrier.  
We have demonstrated that the ability of bubble entrapment and thus SiNW morphology 
depends on the surface geometry. One possible explanation comes from the change of 
interfacial energy between attachment and detachment. The wetting transition of droplets 
on surfaces from Cassie Baxter state to Wenzel state has been well studied on 
hydrophobic (> 90°) pillar surfaces, and it is widely believed that both states represent 
local energy minima separated by an energy barrier (Patankar 2004; Koishi et al. 2009; 
Yan et al. 2011; Murakami et al. 2014). This energy-based concept has also been applied 
to bubbles in aqueous solutions (Meng & Kim 2004; Hirose et al. 2013). It is found that a 
surface doesn’t need to be strictly hydrophobic to capture and hold a bubble (Meng & 
Kim 2004), although hydrophobicity will facilitate bubble adhesion to the surface due to 
a higher adhesion energy (Hirose et al. 2013). The total surface energy of a system is the 
sum of all interfacial energies including solid/liquid, liquid/vapor and solid/vapor, and it 
can be analyzed by considering a single bubble inside a cavity or pillar trench unit, as 
shown in Figure 3.10.a and 3.10.b. The energy balance within the unit area of interest 
between attachment (Cassie Baxter state) and detachment (Wenzel state) is expressed by 
assuming the liquid/vapor surface over cavity/pillar trench is flat,  
Pillar: 
(𝑑2 + 2𝑑𝑠 + 4𝑠ℎ∗)𝛾𝑠𝑣 + (𝑑
2 + 2𝑑𝑠)𝛾𝑙𝑣 + 𝛥𝐸
= 𝑆𝑣𝛾𝑙𝑣 + (𝑑
2 + 2𝑑𝑠 + 4𝑠ℎ∗)𝛾𝑠𝑙 
(3.6) 
Cavity: (𝑑2 + 4𝑑ℎ∗)𝛾𝑠𝑣 + 𝑑
2𝛾𝑙𝑣 + 𝛥𝐸 = 𝑆𝑣𝛾𝑙𝑣 + (𝑑
2 + 4𝑑ℎ∗)𝛾𝑠𝑙 (3.7) 
where ℎ∗ is the height from the bottom to the three-phase contact line, ΔE is the energy 
barrier between attachment and detachment, defined as the work required to detach the 
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bubble from the surface, and Sv  is the surface area of the detached bubble. Define a 
characteristic length of the bubble 𝐿 = √𝑉
3
 (Meng & Kim 2004), where V is the volume 
of bubble: 𝑉𝑝 = (𝑑
2 + 2𝑑𝑠)ℎ∗  (pillar) and 𝑉𝑐 = 𝑑
2ℎ∗  (cavity). Assuming the detached 
bubble is perfectly spherical, 𝑆𝑣 = √36𝜋
3
𝐿2  and utilizing the contact angle definition 
𝑐𝑜𝑠𝜃 =
𝛾𝑠𝑣−𝛾𝑠𝑙
𝛾𝑙𝑣
, the normalized energy barrier 
ΔE
L2γlv
 can be calculated as,  
Pillar: (
𝛥𝐸
𝐿2𝛾𝑙𝑣
)
𝑝
= √36𝜋
3
−
𝑑2 + 2𝑑𝑠 + 4𝑠ℎ∗
𝐿2
𝑐𝑜𝑠𝜃 −
𝑑2 + 2𝑑𝑠
𝐿2
 (3.8) 
Cavity: (
𝛥𝐸
𝐿2𝛾𝑙𝑣
)
𝑐
= √36𝜋
3
−
𝑑2 + 4𝑑ℎ∗
𝐿2
𝑐𝑜𝑠𝜃 −
𝑑2
𝐿2
 (3.9) 
It is clear that the normalized energy barrier decreases as contact angle decreases. 
Therefore, if the surface tension of liquid can be lowered (e.g. by adding surfactants), this 
energy barrier will be lowered or even removed, make it harder to trap bubbles. In this 
work, it has been discussed earlier that the contact angle is generally close to 90° for HF-
dipped silicon surface, and the expressions could be further simplified as,  
Pillar: (
𝛥𝐸
𝐿2𝛾𝑙𝑣
)
𝑝
= √36𝜋
3
− √
𝑑2 + 2𝑑𝑠
ℎ∗2
3
 (3.10) 
Cavity: (
𝛥𝐸
𝐿2𝛾𝑙𝑣
)
𝑐
= √36𝜋
3
− √
𝑑2
ℎ∗2
3
 (3.11) 
With the help of the above-mentioned fraction number f, the normalized energy barrier 
can be expressed by a single equation for both pillar and cavity,  
 
𝛥𝐸
𝐿2𝛾𝑙𝑣
= √36𝜋
3
− √
(1 − 𝑓)(𝑑 + 𝑠)2
ℎ∗2
3
 (3.12) 
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We note that the normalized energy barrier is a function of the area of the liquid/vapor 
interface over cavity/pillar trench and the height ℎ∗. The normalized energy barriers of all 
the pillar/cavity patterns at different heights are plotted in Figure 3.10.c. It is evident that 
for all the cases, the calculated 
𝛥𝐸
𝐿2𝛾𝑙𝑣
 is positive for ℎ∗ > 7 μm  and the as-mentioned 
energy barrier indeed exists. This reasoning explains the observation that the bubbles get 
trapped inside the structures and hinder the local reaction. The trapped bubbles (Cassie 
Baxter state) will only detach and converge to the Wenzel state if there is some extra 
energy supplied to overcome the energy barrier.  
Figure 3.10.c shows a trend that the energy barrier would break down if the size of 
cavity/pillar trench is continuously increased and/or the height is continuously reduced, 
which is consistent with the experimental results shown in Figure 3.8. For p40-50 and 
c40-50, the energy barrier would become negative when the height is smaller than 3.7 μm 
and 7 μm, respectively. Therefore, for both p40-50-9 and c40-50-9, the energy barrier 
would have turned negative after 0.5h etching and indeed, from Figure 3.8.g and 3.8.h, 
both patterns show bottom surface etching. For p40-50-9, the SiNW length on the bottom 
is ~4 μm while for c40-50-9, it is 1.3 μm. Both numbers qualitatively match the 
theoretical prediction if we assume that bottom surface etching would proceed with an 
identical rate as the top surface after energy barrier breaks down. Comparably, a larger 
positive energy barrier would minimize the bottom surface etching, as demonstrated from 
Figure 3.8.a to 3.8.f by reducing the size and from Figure 3.8.i and 3.8.j by increasing the 
height.  
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On the other hand, because of the stochastic nature of wetting transition, a positive 
energy barrier won’t guarantee that no wetting transition happens. For example, Figure 
3.8.i shows that there are some minor traces of bottom surface etching in spite of a 
positive energy barrier. As a result, the quality of vertically aligned SiNWs depends on 
the magnitude of the energy barrier: a higher quality can be obtained with a larger energy 
barrier. After a thorough examination of all geometries, it can be concluded that there is a 
gradual change of SiNW quality with the magnitude of the normalized energy barrier.  
However, the energy barrier theory alone cannot explain why with a higher energy 
barrier, the sidewalls of p40-50-35 are much more severely attacked than p40-50-9, as 
shown in Figure 3.9.a and 3.9.b. This can be explained by considering the ratio of the 
vapor volume needed to fill the cavity/pillar trench to the available surface area 
𝑉𝑡
𝑆𝑡
, where 
𝑉𝑡
𝑆𝑡
 is expressed as,  
Pillar: (
𝑉𝑡
𝑆𝑡
)
𝑝
=
1
4𝑠
𝑑2 + 2𝑠𝑑
+
1
ℎ∗
 (3.13) 
Cavity: (
𝑉𝑡
𝑆𝑡
)
𝑐
=
1
4
𝑑 +
1
ℎ∗
 (3.14) 
When reaction starts, the produced bubbles will merge together and form a gas film. The 
thickness of the film will not develop indefinitely since once this film fully covers the 
surface area, the reaction will stop. It will be harder for large values of 
𝑉𝑡
𝑆𝑡
 to produce 
enough vapor that completely fills the gap. Furthermore, even if the vapor film has the 
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ability of continuous growth, liquid suspended atop vapor film will impale the gas film 
due to Rayleigh Taylor instability before this gas film fully fills the cavity/pillar trench.  
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Figure 3.10 (a–b) Single bubble unit of interest inside pillar trench and cavity. (c) 
Normalized energy barrier as a function of height h*. (d) Calculated ratio of the vapor 
volume needed to fill the trench to the available surface area Vt/St.  
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The values of 
𝑉𝑡
𝑆𝑡
 for all the surface geometries are plotted in Figure 3.10.d. The 
calculation shows that p40-50-35 has a much larger 
𝑉𝑡
𝑆𝑡
 of 15.5 μm than that of p40-50-9 
(6.8 μm), which leads to a more significant sidewall etching for p40-50-35.  It is also 
anticipated that with an infinite size of pillar trench on the edge, 
𝑉𝑡
𝑆𝑡
= 35 μm, the pillar 
sidewalls in Figure 3.9.c would suffer from a serious attack. Therefore, besides the 
normalized energy barrier, this 
𝑉𝑡
𝑆𝑡
 is another important factor if a high quality of patterned 
vertically aligned SiNWs is desired. After investigating the SiNW morphology on all the 
structures, a threshold value of ~7 μm is determined and plotted in Figure 3.10.c. Any 
surface geometry falls on the right side of the curve 
𝑉𝑡
𝑆𝑡
= 7 μm  in Figure 3.10.c is 
expected to undergo sidewall etching.  
 
3.3.5 Overcome of the energy barrier 
According to the energy based model, it is the energy barrier that prevents gas bubbles 
from detachment. To confirm this analysis, we impose extra energy into the solution to 
overcome this energy barrier and test the removability of bubbles. The conventional way 
to remove produced bubbles is by stirring and vibration. However, in this work, we put 
the Teflon container with the solution into an ultrasonic bath (Branson CXP1800H). 
Although ultrasonic cleaner is originally designed for cleaning surfaces, here it is used for 
overcoming the energy barrier. The cavitation and implosion of bubbles will create tiny 
but strong jets that invade all recesses and openings, which greatly facilitate liquid 
convection and enhance mass transfer. Figure 3.11 shows the sonication results after 50 
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min high-power sonication for p5-50-35. It is clear that nanowires grow on all exposed 
surfaces, including the sidewall and bottom of the pillar trenches. Under sonication, 
vertical SiNWs grow both on top of pillars and on the bottom of pillar trenches with an 
increased etching rate of 278±11 nm/min, which roughly matches the etching rate at 
small fraction numbers in Figure 3.7. This approximate match is expected because there 
is more HF available at the reaction site by enhanced convection/diffusion. Sonication 
guarantees efficient diffusion of etchants and by-products into or out of the etching front, 
and therefore the etching speed is limited not by mass diffusion but by surface reaction 
kinetics (Wan et al. 2009). On the other hand, although all the sidewall surfaces are (1 1 
0) planes, the sidewall etching is along the <1 0 0> direction rather than <1 1 0> 
direction, which confirms that <1 0 0> direction is the preferred etching direction as (1 0 
0) plane has fewest back-bonds to break. The etching rate of horizontal SiNWs is 
measured as 271±10 nm/min, which is quite close to that of vertical SiNWs. Thus, we 
can conclude that <1 0 0> etching will happen on both (1 0 0) and (1 1 0) planes with the 
same reaction rate constant under such experimental conditions. Consequently, it is 
clearly demonstrated that bubble-regulated SiNW growth in structured surfaces is 
dominated by the competition between energy barrier and external energy. With a 
sonicator constantly providing external energy, the energy barrier will be broken down.  
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Figure 3.11 High-power sonication provides the extra energy to overcome the energy 
barrier for p5-50-35. The etching time is 50min.  
 
3.3.6 Pool boiling performance 
In order to test the performance of such hierarchical structures comprised of micro 
structures and nanowires, pool boiling measurements were performed. Two different 
micro pillar structures of p5-40-35 and p20-40-35 have been prepared, and nanowires 
were grown on the micro structures with or without applying sonication in MACE to give 
four different hierarchically structured surfaces: p5-40-35, p20-40-35, p5-40-35s and 
p20-40-35s. The trailing letter “s” denotes sonication is applied in the MACE process. 
The fabricated structures on a silicon wafer were diced into 1 × 1 cm2 chips for test 
purposes. The experimental setup is the same as the one presented in Chapter 2. 
Experimental data are collected at heat fluxes from 1 W/cm2 to critical heat flux (CHF), 
with an increment of 12 W/cm2. The CHF is taken as the heat flux corresponding to the 
last observed stable temperature of the test chip, beyond which a sudden and dramatic 
increase in temperature is observed.  
Figure 3.12 shows boiling curves on the four 1 × 1 cm2 structured surfaces, along with 
two representative boiling curves on a 1 × 1 cm2 plain silicon surface and a 1 × 1 cm2 
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silicon nanowire surface. All the four structured surfaces show significantly enhanced 
CHF values, and a maximum CHF of 204 W/cm2 is achieved on p20-40-35. This high 
value of CHF corresponds to an enhancement of 285% over plain silicon surfaces, which 
is one of the highest reported CHF enhancements of pool boiling heat transfer. It also 
shows an enhancement of 94% over silicon nanowire surfaces, and is consistent with the 
widely accepted conclusion that hybrid structures are more promising in terms of boiling 
performance (Yao et al. 2012b; Coso 2013; Yang et al. 2013; Rahman et al. 2014).  
The size effect of pillar trenches has been investigated, showing that a smaller pillar 
trench size results in a smaller CHF. This result indicates that Chu et al.’s modified force 
balance model, which predicts the CHF will monotonically increases with surface 
roughness (Chu et al. 2012; Chu et al. 2013), is not valid in this case. This study supports 
the view of Rahman et al. (Rahman et al. 2014) and Dhillon et al. (Dhillon et al. 2015) 
that it is the surface wetting not roughness that enhances CHF, since p20-40-35 has a 
stronger wickability than p5-40-35 (Dhillon et al. 2015).  
The water rewetting theory also explains the trend from Figure 3.12 that sonication gives 
lower CHF values for p5-40-35s and p20-40-35s than their counterparts without 
sonication. With sonication, nanowires tend to grow on all exposed surfaces, including 
the sidewall and bottom of the pillar trenches. The existence of these nanowires will 
slightly increase the capillary pressure but significantly increase the hydraulic resistance, 
and its overall effect is to make it more difficult for the surrounding water to rewet the 
dry patches during nucleate boiling.  
Another observation from Figure 3.12 is that at a certain heat flux, heat transfer 
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coefficient (HTC) is higher for small pillar trench size with nanowires on the sidewall 
and bottom surface. One hypothesis to explain this observation is that both a small trench 
size and nanowires on the bottom surface will result in more active nucleation sites 
within a certain area for heterogeneous nucleation, which could lead to a higher HTC. 
This hypothesis is supported by the boiling curve of the nanowire surface as the nanowire 
surface shows the highest HTC at any given heat flux.   
 
Figure 3.12 Boiling curves on nanowired micro pillar structures, compared with a plain 
silicon surface and a silicon nanowire surface. Four different geometries of p5-40-35, 
p20-40-35, p5-40-35s and p20-40-35s are studied. The trailing letter “s” denotes 
sonication is applied in the MACE process. Arrows indicate the CHF condition.  
 
3.4 Conclusions 
Bubble-regulated SiNW synthesis via one-step MACE on structured surfaces 
(pillar/cavity) is investigated. Hydrogen gas is identified as a product of the anodic 
reaction. During the etching process, hydrogen bubbles can be trapped in the cavity/pillar 
trench and prevents the local reaction from happening. The existence of trapped hydrogen 
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bubbles is verified by the absence of nanowires on pillar/cavity sidewalls and bottom 
surfaces, and the meniscus traces left on the sidewalls. With these trapped hydrogen 
bubbles, nanowires only grow on top of pillar/cavity arrays, generating vertically aligned 
SiNW arrays in the pattern of pillar or cavity. A simple model is employed to explain this 
phenomenon from a surface energy perspective. These trapped bubbles can be removed 
by introducing extra energy and then nanowires will grow on all exposed surfaces. The 
pool boiling heat transfer performance of such structured surfaces has been tested and a 
significant enhancement is demonstrated. This finding has implications on understanding 
the role of hydrogen gas in MACE on structured surfaces, and fabricating SiNWs with 
desired morphology by varying the surface structures. The resulting SiNW arrays from 
these bubble-regulated MACE processes will find applications in photonics, sensors, 
energy conversion and storage, and thermal management.  
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Chapter 4 Ultimate Water Evaporation in 2D Nanochannels 
 
Capillary evaporation in nanoscale conduits is an efficient heat/mass transfer strategy that 
has been widely utilized by both nature and mankind. Despite its broad impact, the 
ultimate transport limits of capillary evaporation in nanoscale conduits, governed by the 
evaporation/condensation kinetics at the liquid-vapor interface, have remained poorly 
understood and characterized. Here we report experimental study of the kinetic limits of 
water evaporation in 2-D nanochannels using a novel hybrid channel design. Our results 
show that the kinetic-limited evaporation fluxes have broken down the limits predicated 
by the classical Hertz-Knudsen equation by an order of magnitude. The measured 
evaporation flux increases with decreasing channel height and relative humidity, but 
decreases as surface temperature decreases. A maximum liquid water volumetric 
evaporation flux of 37.5 mm/s is obtained in 16 nm nanochannels at 40 °C and zero 
relative humidity, corresponding to a heat flux of 8500 W/cm2.  Our findings have 
implications for further understanding evaporation at the nanoscale and developing 
capillary evaporation-based technologies for both energy- and bio-related applications.  
 
4.1 Introduction 
Capillary evaporation in nanoscale conduits is a thin-film-evaporation based heat and 
mass transfer strategy that utilizes capillary action of nano-scale conduits to drive the 
liquid and maintain a steady thin liquid film around the meniscus at the conduit entrance 
(Plawsky et al. 2014). The presence of the steady thin film minimizes the thermal 
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resistance between the solid substrate and the liquid/vapor interface, allowing fast liquid 
vaporization and thus efficient heat and mass transport below the liquid boiling 
temperature. Capillary evaporation in nanoscale conduits plays critical roles in several 
nature phenomena including plant transpiration and mammalian perspiration, and has 
shown a variety of promising applications including electronics cooling (Dai et al. 2013a; 
Dai et al. 2013c; Narayanan et al. 2013; Xiao et al. 2013; Hanks et al. 2014; Adera et al. 
2016; Lu et al. 2016), membrane distillation (Khayet 2011; Alkhudhiri et al. 2012) and 
microfluidic pumping (Lynn & Dandy 2009; Crawford et al. 2013).  
In order to further understand this heat/mass transfer strategy, enhance its performance in 
current applications and explore new applications, it is essential to identify and 
characterize the physics of underlying transport mechanisms. It has been widely accepted 
that evaporation rate of capillary evaporation in a certain structure is determined by three 
transport processes: (a) liquid transport to the liquid/vapor interface, (b) liquid 
vaporization at the liquid/vapor interface, and (c) removal of generated vapor by 
diffusion and advection (Narayanan et al. 2013; Xiao et al. 2013; Plawsky et al. 2014). 
Among these three processes, liquid transport is determined by the capillary pressure and 
the total hydraulic resistance associated with the structure, liquid vaporization at the 
interface is governed by the local evaporation/condensation kinetics (referred to as the 
kinetic limit), and vapor removal is determined by the effectiveness of diffusion and 
advection. Since both liquid transport and vapor removal can be enhanced by optimizing 
the structures and experimental conditions (Plawsky et al. 2014), the maximum 
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evaporation rate that a liquid/vapor interface can provide represents the ultimate transport 
limit for capillary evaporation in nanoscale conduits.  
However, our current understanding of this ultimate transport limit is far from complete. 
There have only been limited theoretical studies that consider effect of nanoscale 
confinement on kinetic-limited capillary evaporation. Most of them utilized the classical 
theory to calculate the evaporation mass flux ?̇?𝑘
′′ at the liquid-vapor interface, which can 
be expressed as (Hertz 1882; Knudsen 1950; Schrage 1953),  
 
?̇?𝑘
′′ = 𝜂 (
𝑀
2𝜋𝑅
)
1
2
(
𝑝𝑣,𝑒𝑞
√𝑇𝑖
−
𝑝𝑣
√𝑇𝑣
) (4.1) 
where 𝜂 is the effective evaporation coefficient, M is the molecule molar weight, R is the 
gas constant, 𝑝v,𝑒𝑞 is the equilibrium vapor pressure of liquid at the interface, 𝑝v is the 
partial pressure of the vapor in the gas phase, and 𝑇𝑖 and 𝑇𝑣 stand for liquid and vapor 
temperature, respectively. This classical theory has been further evolved into two 
different equations, depending on the treatment of the effective evaporation coefficient, 
which are the Hertz-Knudsen equation (assuming 𝜂 = ?̂? , where ?̂?  is the evaporation 
coefficient, defined as the probability that a molecule emitted from the liquid will transfer 
to the vapor phase) (Hertz 1882; Knudsen 1950), and Schrage equation (assuming 𝜂 =
2?̂?
2−?̂?
) (Schrage 1953). In the limit of perfect evaporation (?̂? = 1), Schrage’s derivation 
yields an evaporation rate twice the value of the Hertz-Knudsen equation.  
 
Despite the rather clear expressions about the kinetic-limited evaporation flux in these 
two classical equations, current theoretical models cannot accurately predict the kinetic-
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limited capillary evaporation rates in nanoscale conduits due to the following two 
problems. Firstly, the exact value of the evaporation coefficient for a given liquid 
(especially polar liquids like water) is still under debate. The evaporation coefficient has 
been extensively studied for almost a century using both experimental and simulation 
approaches, but the measured/calculated values are scattered as much as two orders of 
magnitude (Eames et al. 1997; Marek & Straub 2001; Lee et al. 2014). In recent years, 
the reported range of evaporation coefficient narrows down but still spans from 0.17 to 
0.62 (Li et al. 2001; Smith et al. 2006; Lee et al. 2014). Secondly, the effect of 
evaporation area on the kinetic-limited evaporation is not well understood and different 
theoretical models have reported different dependences on evaporation area. In addition 
to these two major issues, it is worth noting that the validity of using the classical kinetic 
theory at the nanoscale remains elusive (Hołyst et al. 2015). A recent MD simulation 
study, although has not been verified, suggests that this equation may underestimate the 
evaporation rate in nanoscale droplets by an order of magnitude (Suh & Yasuoka 2015).  
Because of the difficulty in accurately predicting the kinetic limits of capillary 
evaporation using theoretical models, one may wonder why not directly measuring the 
kinetic-limited capillary evaporation in nanoscale-confined conduits. Unfortunately, 
experimental measurements are even more challenging than theoretical studies. Current 
membrane-based measurements cannot provide much insight due to the difficulty in 
achieving the kinetic limits and correlating the resulting average evaporation rate/flux to 
individual pores due to polydispersity in pore geometry and pore-to-pore interactions 
(Dai et al. 2013a; Dai et al. 2013c; Narayanan et al. 2013; Xiao et al. 2013; Hanks et al. 
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2014; Lu et al. 2016). These issues could be addressed by single nanochannel and 
nanopore measurements, but device fabrication and measurement of ultra-small 
heat/mass flow rates in single nanochannels and nanopores have made such tasks 
extremely difficult. To date, there is no experimental study for the kinetic-limited 
capillary evaporation in single nanochannels/nanopores despite its important fundamental 
and technological significance.  
In this work, we present a “test plus reference” hybrid nanochannel design to study 
kinetic-limited capillary evaporation in a single 2D nanochannel for the first time. This 
design converts challenging evaporation rate measurements in the test nanochannel into 
optical measurements of receding menisci in the reference channel. We carefully 
demonstrate that the kinetic limits of capillary evaporation are achieved in certain hybrid 
nanochannels, where the other two mass transport processes, i.e. liquid supply and vapor 
removal, are able to provide a much higher mass flow rate. Effects of nanoscale 
confinements, temperatures and relative humidity on kinetic-limited evaporation flux (per 
projected area) are studied. Our results confirm that the kinetic limits indeed can be 
significantly higher than the classical predictions by the Hertz-Knudsen equation, which 
increases our understanding and also provides more promise for capillary evaporation.  
 
4.2 Hybrid nanochannel design 
As shown in Figure 4.1, the proposed hybrid nanochannel design consists of a shallow 
test channel that is seamlessly connected to a deep reference channel (Alibakhshi et al. 
2016). When a water-filled hybrid nanochannel starts drying, two menisci will form at 
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the entrances of the test channel and the reference channel. Because of the feature size 
difference, the capillary pressure difference Δ𝑃 = 2𝜎𝑐𝑜𝑠𝜃 (
1
ℎ∗
−
1
ℎ
) , where 𝜎  is the 
surface tension of liquid and 𝜃 is the contact angle, will force one meniscus pinned at the 
end of the test section, while the other meniscus continuously recedes along the reference 
channel. By recording the location of meniscus in the reference channel, the evaporation 
flux is calculated.  
 
Figure 4.1 Schematic of the hybrid nanochannel scheme. 
 
In this work, six sets of hybrid nanochannel heights have been fabricated with 
ℎ∗
ℎ
=
 16 𝑛𝑚
114𝑛𝑚
, 
 20 𝑛𝑚
108 𝑛𝑚
, 
 27 𝑛𝑚
108 𝑛𝑚
, 
35 𝑛𝑚
114 𝑛𝑚
, 
 42 𝑛𝑚
114 𝑛𝑚
 and 
67 𝑛𝑚
114 𝑛𝑚
. A wide range of test channel length has been 
selected for each height as L* = 2, 3, 5, 10, 20, 40, 100 μm to study the effect of hydraulic 
resistance, while the length of reference channel L is fixed at 200 μm. Such hybrid 
nanochannel design has several advantages: 1. this depth of water in the reference 
channel can be easily detected with an optical microscope; 2. the high height conversion 
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ratio 
ℎ
ℎ∗
 renders the rapid evaporation in the test channel detectable within the temporal 
resolution of the microscope; 3. the relatively long reference channel 𝐿 ensures that water 
evaporated by diffusion at the open end of the reference channel is negligible; 4. a short 
test channel length L* leads to a reduced hydraulic resistance, which coupled with the 
large driving capillary pressure, provides sufficient liquid supply to the evaporating 
interface; 5. during evaporation, vapor diffusion resistance is discarded because of the 
pinned meniscus at the test channel entrance.  
 
4.3 Device fabrication and characterization 
Figure 4.2 shows the fabrication process of a hybrid nanochannel device. The hybrid 
nanochannel devices are fabricated with a sacrificial layer release method (Duan et al. 
2012). As the first step, a layer of amorphous silicon was deposited on a 500 μm thick, 4” 
diameter quartz wafer using magnetron sputtering. Following this step, standard 
lithography and reactive ion etching (RIE) were both used twice to define the geometries 
of test channel and reference channel, respectively. Both test and reference channels are 3 
μm in width, with a sharp step separating them (Figure 4.2.f). After that, a 1.6-μm thick 
PECVD grown SiO2 was deposited on top of the wafer, forming a capping layer. A 
patterned layer of chromium was prepared by lift-off, serving as a mask for reservoir 
etching. Reservoirs were etched in the oxide layer using RIE to expose the sacrificial 
amorphous silicon layer at both ends of the channel (Figure 4.2.i). An over-etch of 0.6 
μm was carried out on purpose to (a) ensure the exposure of amorphous silicon, (b) create 
a nanochannel entrance that is defined by four sharp edges so that meniscus won’t extend 
76 
 
 
out, and (c) eliminate barriers around the nanochannel entrance to minimize vapor 
diffusion/advection resistance. Finally, XeF2 etching is used to remove the sacrificial 
amorphous silicon layer. This fabrication scheme ensures that the resulting test 
nanochannel has a sharp entrance. Afterwards, the wafer was diced into 1 × 1 cm2 chips.  
 
Figure 4.2 Fabrication procedures of hybrid nanochannel devices. 
 
Two different types of chips have been designed and fabricated for different purposes. 
Type 1 chips, as shown in Figure 4.3.a, are designed for gas flow experiments, while 
Type 2 chips, as shown in Figure 4.3.b, are designed for vacuum experiments. The major 
difference between the two types of chips lies in the shape of reservoirs. The reservoirs of 
Type 1 chips are quite small, and there are a total of sixteen groups of nanochannels on 
each chip so that a significant amount of data can be collected from a single chip for gas 
flow experiments. In contrast, Type 2 chips only have one group of nanochannels, with 
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two long reservoirs expanding and covering the whole chip, which will later serve as 
microchannels when bonded with another silicon chip for vacuum experiments. Each 
nanochannel group is comprised of five or seven 3-μm wide parallel hybrid nanochannels: 
a group of seven includes all the available test channel lengths from 2 μm to 100 μm 
(Figure 4.3.c), while a group of five only focuses on a certain test channel length. Each 
side of the hybrid nanochannel is directly connected to a reservoir, allowing exposure to 
liquid/gas flow introduction. The spacing between parallel nanochannels is fixed as 72 
μm. Such a large spacing design eliminates any possible interference due to vapor 
diffusion or heat transfer between adjacent channels.  
To demonstrate that there is no interference between adjacent channels in our design, we 
have prepared another set of hybrid nanochannel devices, with a much smaller spacing 
between parallel channels. The fabrication methods are described in this paper 
(Alibakhshi et al. 2016). Each device consists of 10 identical hybrid nanochannels with 
𝐿∗+ℎ∗
𝐿+ℎ
=
6 𝜇𝑚 + 28 𝑛𝑚
550 𝜇𝑚 + 110 𝑛𝑚
, and they are separated into 2 groups. Within each group, the 
width of each channel and the spacing between channels are 3 μm and 2 μm, respectively. 
Figure 4.3.d shows one recorded moment of menisci receding inside the reference 
channels at 20 °C and RH = 0%.  Among a group of five channels, channel 1 and channel 
5 show a much higher evaporation rate than the other three. This phenomenon shows that 
the vapor removal limit dominates when evaporating interfaces are too close to each 
other. Therefore, as such phenomenon is not observed in our devices with a spacing of 72 
μm between parallel channels, we can safely remove the possibility of interference 
between adjacent channels. Moreover, this result indicates that for a nanoporous 
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membrane based evaporative device, highly efficient vapor advection on the membrane 
surface (e.g. turbulent diffusion) and reduced thermal resistance (e.g. thermally 
conductive porous structure or thin liquid film underneath) are desired in order to achieve 
the next level of performance.  
 
Figure 4.3 (a) Type 1 device. (b) Type 2 device. (c) Microscope image of a group of 
seven hybrid nanochannels, each with a different test channel length ranging from 2 μm 
to 100 μm. (d) Recorded receding menisci at 20 °C and RH = 0% show that with a small 
spacing of 2 μm between adjacent channels in each group, the first and last channels 
evaporate much faster than the rest due to diffusion or heat transfer limit. 
 
Between the two types of chips, Type 2 chips are specially designed for vacuum 
experiments. Before running vacuum experiments, the two reservoirs of Type 2 chips 
have to be separated from each other, because the evaporation rate in vacuum is greatly 
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influenced even by a tiny amount of liquid lying close to the evaporating interface. When 
evaporation happens in Type 1 or Type 2 chips under vacuum, there is always a thin film 
of liquid water somewhere close to the evaporating interface. As a result, the measured 
evaporation rates are quite small. The solution is to separate the two reservoirs of Type 2 
chips and only introduce water from the reference channel side, which ensures that there 
is absolutely no water close to test channel entrance during evaporation.   
 
Figure 4.4 (a–d) PDMS bonding process between a silicon chip and a Type 2 quartz chip. 
(e) Microscope image of a bonded Type 2 device. 
 
In order to separate the two reservoirs of Type 2 chips, Type 2 chips are bonded with a 
silicon chip using a stamp-stick bonding technique (Satyanarayana et al. 2005; Duan et al. 
2012). Each silicon chip consists of two microchannels and four reservoirs. The distance 
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between the microchannels is 120 μm, which is smaller than that of the quartz chip 
(200~300 μm), to prevent any undesired PDMS flow into the nanochannel. The bonding 
process is shown in Figure 4.4.a–4.4.d. Firstly, the chips to be bonded were cleaned 
thoroughly in Piranha solution for 10 min. PDMS (Sylgard 184, Dow Corning) and its 
curing agent were mixed in the ratio of 10:1. A few droplets of this mixture was placed 
on a clean 1.5” × 1” glass slide and spun at 8000 rpm for 2 minutes. The thickness of the 
uniformly coated PDMS on the glass slides is ~1 μm. Later on, the Si chip is stamped and 
an adhesive PDMS layer is transferred from the glass slide to the Si chip. Subsequently, 
the Si chip was carefully aligned with the quartz chip and brought into intimate contact 
with the top of the Type 2 quartz chip. The bonded device was then cured at 180 ℃ for at 
least 4 hours. After PDMS is cured, an hour of oxygen plasma is used to treat the surface 
superhydrophilic, and the bonded device is ready for vacuum experiments. Figure 4.4.e 
shows a microscope image of a successfully bonded Type 2 device.  
Channel heights of all six sets of devices are carefully characterized by a combination of 
techniques, including ellipsometry, atomic force microscope (AFM) and scanning 
electron microscope (SEM). Since we used sacrificial layer release (SLR) method to 
fabricate hybrid nanochannels, the height of reference channels is determined by the 
thickness of the deposited amorphous silicon thin film, which is measured using an 
ellipsometer before defining the nanochannels. After both test and reference channels 
have been defined by RIE and before SiO2 is grown onto the substrate by PECVD 
(Figure 4.2.f), the height difference of test and reference channel is measured by AFM. 
Figure 4.5.a shows one typical AFM measurement. From this measurement, the only 
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reliable information is the height difference Δℎ, since there will always be some over-
etch in the quartz substrate. After the device is fabricated and all necessary experiments 
are performed, we cut the chips and used SEM to view its cross sections. With SEM, the 
reference channel height is easily measured and found to match the measurements of 
ellipsometer. Figure 4.5.b shows a SEM measurement of a 108 nm reference channel. 
After that, the test channel height is calculated by ℎ∗ = ℎ − Δℎ.  
 
Figure 4.5 Characterization of 27 nm/108 nm chip. (a) AFM characterization of channel 
height difference. (b) SEM cross sectional image of reference nanochannel. 
 
4.4 Measurement 
Figure 4.6.a shows the experimental setup of the evaporation experiment with gas flow 
introduction. The device is placed on an ITO-coated transparent glass (HI-25DP, Cell 
MircoControls). A T-type thermocouple (TT-T-36_SLE, Omega Inc.) is soldered onto 
the top of the chip with thermal epoxy (EPO-TEK 930, Epoxy Technology) to minimize 
mounting errors. A power supply (Agilent 5750A) provides power to the transparent 
glass heater, which heats up the entire chip; while a data acquisition system (Agilent 
34972A) constantly records temperature readings. Due to the uniform heating of the 
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transparent glass heater and the thin capping layer, the temperature measured at the top 
surface of the device should well reflect the temperature at the evaporating interface. A 
LabVIEW program is used to control the temperature with a PID controller and 
isothermal hypothesis will be adopted for analysis.  
In order to measure the kinetic limit of evaporation, deionized water will be introduced 
into the device on the inverted microscope. Constant gas flow with a defined temperature 
and humidity is introduced to flow toward the device to ensure no recirculation of 
moisture and produced vapor is removed efficiently, creating a defined local humidity 
condition. When gas flow removes all the water in the reservoirs, the water inside hybrid 
nanochannels will start to evaporate. As evaporation takes place, two menisci will be 
formed at both open ends but only the meniscus inside the reference channel will keep 
receding. The position of the receding meniscus in the reference channel will be recorded 
on the width-length plane using a high-speed camera (Hamamatsu ORCA-Flash4.0: 100 
fps with 2048 pixels × 2048 pixels) mounted on an inverted microscope (Olympus IX81 
ZDC). A higher frame rate up to 1000 fps can be achieved by reducing the imaging area. 
Figure 4.6.b shows one typical moment of the evaporation process for ℎ∗ = 27 nm, T = 
20 ℃ and RH = 0%. The meniscus receding process is tracked and converted to Figure 
4.6.c using a MATLAB code, which shows the tracked position of the receding meniscus 
as a function of time. By measuring the slope of this curve, the meniscus velocity V in the 
reference channel is obtained and the evaporation rate per projected area in the test 
channel is calculated as: 𝑉∗ = 𝑉
ℎ
ℎ∗
.  
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Figure 4.6 Measurement of the kinetic limit of evaporation in 2-D hybrid nanochannels 
(h* = 27 nm, T = 20 ℃, RH = 0%). (a) Schematic diagram of the experimental setup. (b) 
Receding menisci inside reference nanochannels. (c) Tracked position of the receding 
meniscus as a function of time (L* = 2.6 μm). 
 
In order to perform vacuum experiments, the experimental setup will be similar to Figure 
4.6.a except that the bonded Type 2 device is placed inside a vacuum chamber. During 
experiments, the pressure of the vacuum chamber is then pumped down to ~150 Pa. In 
addition, the outer surface of the bonded Type 2 device has to be hydrophobic to 
minimize the re-condensation of evaporated water vapor. To turn the outer surface into 
hydrophobic, the bonded device was first fixed to the stage with Kapton tapes. A thin 
layer of PDMS (1~3 mm thick) was prepared, with four punched holes that are aligned 
with the four reservoirs in the bonded device. This thin PDMS layer was placed onto the 
bonded device and pressed to form a good contact. Both Kapton tapes and PDMS are 
hydrophobic, thus making the outer surface of the bonded device hydrophobic as well.  
 
4.5 Uncertainty analysis  
The uncertainty of evaporation flux is due to manual measurement bias of telling the 
contrast between liquid/vapor interfaces. Due to the temporal resolution limit of the 
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microscope, the interface becomes blurry as evaporation flux increases, and the 
measurement could be off by 1~5 pixels, which results in an uncertainty estimate of 0.5%. 
The uncertainty of temperature, other than from temperature distribution, is mainly from 
the resolution of thermocouples and the DAQ system. The uncertainty of the absolute 
temperature measurement of the thermocouples is 0.5 °C, and the total thermocouple 
reading error with the DAQ system (Agilent 34972A) equals thermocouple probe 
accuracy + 1 °C = 1.5 °C. The measurement of the thermocouple immersed in the 
flowing gas also introduces radiation error and conduction error. However, the small 
temperature range we use and complete immersion of the thermocouple lead wire help 
minimize these errors. Since we only consider steady state conditions, the time lag due to 
thermal inertia is safely neglected as well. The relative humidity of gas flow (RH = 30% 
and RH = 60%) is manually controlled, and it typically results in an absolute uncertainty 
of 3%.  
In this work, we only use the mean values of all these parameters for analysis, although 
the associated uncertainties should be paid attention to. 
 
4.6 Temperature distribution 
As temperature distribution during evaporation has been considered to be very important 
in understanding evaporation kinetics, finite element simulations were performed using 
COMSOL V5.0 (COMSOL Inc.).  
In the built-up 3D model, we fixed the temperature on top of the quartz chip, with all the 
heat coming from the heater on the bottom. A forced convective heat transfer coefficient 
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of ℎ𝑎𝑖𝑟 = 30 W/m
2 K is used, and the thermal conductivities of quartz is 1.38 W/m K.  
From the simulation, the nanochannel evaporation will only result in a 1.01 K decrease of 
liquid temperature even for the most severe conditions at 40 °C. Such a small temperature 
change is expected because of the thin capping layer, the small evaporation area, and the 
relatively large area for convective heat transfer. Therefore, for simplicity, the device is 
assumed to be under near thermal equilibrium condition during the entire evaporation 
process. 
 
4.7 Diffusion limited transport in reference nanochannel 
Knudsen number is defined as the ratio of the molecular mean free path length λ to a 
representative physical length scale L:  
 
𝐾𝑛 =
𝜆
𝐿
=
𝑘𝐵𝑇
√2𝜋𝑑2𝑝ℎ
 (4.2) 
where 𝑘𝐵 is the Boltzmann constant, d is the diameter of gas particles, and p is pressure. 
For a reference channel height of 108 nm to 114 nm, the Knudsen number is very close to 
1 (𝜆 = ~114 nm for water vapor), which is within the range of 0.01 to 10. Therefore, the 
system is between Knudsen diffusion regime and molecular diffusion regime, and the 
diffusion coefficient inside the reference channel is obtained from the Knudsen (𝐷𝐾𝑛 =
ℎ
3
√
8𝑅𝑇
𝜋𝑀𝑣
) and molecular (𝐷𝑀 =
𝜆
3
√
8𝑅𝑇
𝜋𝑀𝑣
) diffusion coefficients:  
 1
𝐷
=
1 − 𝛼𝑥𝑣
𝐷𝑀
+
1
𝐷𝐾𝑛
 (4.3) 
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where α = 1 − (
Mv
MΣ
)
1
2
 , xv is the mole fraction of water vapor species in a mixture of air 
and vapor, and Mv and MΣ are the molecular masses of water vapor and the mixture.  
At low temperatures, xv ≪ 1, and it can be simplified to 
1
𝐷
=
1
𝐷𝑀
+
1
𝐷𝐾𝑛
, known as the 
Bosanquet formula (Pollard & Present 1948). The effective diffusivity is calculated as: D 
= ~0.11 cm2/s.  
The diffusion flux in the reference channel can be calculated as,   
 
𝑉𝑑𝑖𝑓𝑓 = −
𝐷
𝜌𝑙
𝜕𝜌
𝜕𝑥
= 𝐷
(𝜌𝑣,𝑛 − 𝜌𝑣,∞)
𝐿𝜌𝑙
 (4.4) 
Assume under extreme cases, 𝜌𝑣,𝑛 = 0.0511 Kg/m
3 at 40 °C and the relative humidity 
outside the reference channel is zero (𝜌𝑣,∞ = 0). With an average diffusion length of L = 
100 μm and ρl = 998 kg/m
3, the diffusion flux is:  
 
𝑉𝑑𝑖𝑓𝑓 =
1.1 × 10−5 × 0.0511
100 × 10−6 × 998
= 5.6 μm/s (4.5) 
This is negligible compared with an evaporation flux of more than 500 μm/s on the basis 
of the reference channel.  
 
4.8 Elastic deformation of the nanochannel 
It has been reported that elastic deformation and thus contraction of the channel height 
could occur due to the huge negative capillary pressure at the meniscus (Tas et al. 2003; 
Van Honschoten et al. 2007; Haneveld et al. 2008; Van Honschoten et al. 2009). For a 16 
nm channel, the negative capillary pressure can be as high as 9 MPa, which can possibly 
reduce the projected area at evaporating interface, giving rise to a smaller effective 
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evaporation area. Elastic mechanics is used to calculate the center deflection 𝑧𝑝 of the 
capping layer, 
 
𝑧𝑝 =
Δp𝑤4
64𝐸𝑡𝑐
3 (4.6) 
where Δ𝑝 is the pressure difference, 𝐸 is the Young’s modulus of the capping layer (70 
GPa for SiO2) and 𝑡𝑐 is the thickness of the capping layer (1.6 𝜇𝑚). The center deflection 
is calculated as small as 0.04 nm even for a channel height of 16 nm, and is therefore 
neglected in the analysis.  
 
4.9 Water transport limit 
4.9.1 Capillary limit 
In order to confirm that our measurements are representative of the kinetic limit, it is 
important to carefully remove influencing factors including liquid supply limit and vapor 
removal limit. Liquid supply limit, or capillary limit, is the maximum liquid transport rate 
that could be sustained by the capillary pressure, coupled with the total viscous resistance. 
The capillary limited velocity on the basis of the test channel could be written as: 
 
𝑉𝑚𝑖𝑛 =
∆𝑃
𝑅𝐿 + 𝑅∗𝐿∗
1
𝑤ℎ∗
  (4.7) 
 
𝑉𝑚𝑎𝑥 =
∆𝑃
𝑅∗𝐿∗
1
𝑤ℎ∗
 (4.8) 
where 𝑉𝑚𝑖𝑛 corresponds to the case when meniscus just starts to recede in the reference 
channel, and 𝑉𝑚𝑎𝑥  corresponds to the case when meniscus is about to enter the test 
channel. The contact angle 𝜃 is taken as 0° after oxygen plasma treatment.  
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When this capillary limit is sufficiently high, the meniscus is pinned at the test channel 
entrance and the evaporation rate is governed by kinetic resistance Rk along with 
diffusion/advection resistance Rd/a, as shown in Figure 4.7.a. On the other hand, when the 
capillary flow cannot drive enough liquid to the evaporating interface, the meniscus 
would recede into the test channel to self-adjust the transport resistance until a balance is 
reached between capillary flow rate and evaporation rate, governed by Rk, Rd/a and an 
extra diffusion resistance Rd inside the test channel, as shown in Figure 4.7.b. This extra 
diffusion resistance Rd is proportional to the length of recession, and a length as small as 
several hundred nanometers, which is invisible from the microscope, would render Rd in 
the same order of magnitude as Rk + Rd/a. Therefore, we have designed different lengths 
of test channels ranging from 2 μm to 100 μm, which provides significantly different 
hydraulic resistances and consequently different capillary limits. The experimental data at 
different test channel lengths are compared with maximum/minimum capillary limit 
predictions for each channel height, and the results are shown in Figure 4.7.c–4.7.h.  
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Figure 4.7 (a) Meniscus is pinned at the test channel entrance if capillary flow provides 
enough liquid supply to the evaporating interface. (b) Meniscus recedes from the entrance 
if there is insufficient liquid supply, introducing an extra diffusion resistance Rd. (c–h) 
Experimental data vs. theoretical capillary limit on the basis of the test channel. (c) 16 nm 
(d) 20 nm (e) 27 nm (f) 35 nm (g) 42 nm (h) 67 nm.   
 
It is clear from these results that at relatively long test channel lengths, the experimental 
data match the theoretical predictions reasonably well. In this case, the meniscus is fully 
extended and the meniscus position is self-regulated to adjust the diffusion resistance so 
that capillary flow rate is balanced by the evaporation rate determined by the kinetic 
resistance and the diffusion/advection resistance (Figure 4.7.b). As the test channel length 
reduces, the fully extended meniscus moves towards the channel entrance until it is 
pinned (Figure 4.7.a). It will stay in this pinning regime as test channel length further 
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reduces and the evaporation rate will reach a plateau. Therefore, by using the evaporation 
data in this pinning regime, the liquid supply is discarded as an influencing factor for 
kinetic limit study.  
 
4.9.2 Vapor removal limit 
The second possible influencing factor is vapor removal limit by diffusion and advection. 
Consider the meniscus in the pinning regime, the Peclet number at the evaporating 
interface is smaller than 1, meaning that the vapor removal rate is dominated by diffusion. 
Molecular diffusion coefficient is expressed as: 𝐷𝑀 =
𝜆
3
√
8𝑅𝑇
𝜋𝑀
, where 𝜆 =
𝑘𝐵𝑇
√2𝜋𝑑2𝑝
 is the 
mean free path, 𝑘𝐵 is the Boltzmann constant, d is the diameter of gas particles and p is 
pressure. Apparently, a smaller pressure will lead to a larger diffusion coefficient. 
Therefore, we have proposed to perform the evaporation experiments in a vacuum 
chamber and compare the results with nitrogen flow (RH = 0%) at the same temperature. 
The experiments were performed at 20 °C, using bonded Type 2 devices. The pressure of 
the vacuum chamber was pumped down to ~150 Pa, where the diffusion coefficient is 
around three orders of magnitude higher than in atmosphere. It turns out that with a much 
larger diffusion coefficient, the evaporation flux exactly matches that of nitrogen 
experiments. This proves that vapor removal is also not limiting the evaporation, and we 
are truly measuring the kinetic limit of water evaporation.   
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4.10 Results and discussion 
 
Figure 4.8 Evaporation flux as a function of (a) height (RH = 0%) (b) temperature (RH = 
0%) and (d) relative humidity (T = 20 °C). The dashed line shows the theoretical 
evaporation flux by assuming projected area is the same as evaporation area and an 
evaporation coefficient of 1, (a) as a function of height at three different temperatures of 
20 °C, 30 °C and 40 °C and RH = 0%, (b) as a function of temperature at RH = 0% and 
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(d) as a function of relative humidity at 20 °C. (c) The evaporation flux ratio of 
40 °C/20 °C, 40 °C/30 °C and 30 °C/20 °C as a function of channel height. The dashed 
lines show the theoretical values. (e) The normalized evaporation flux as a function of 
relative humidity for all channel heights at T = 20 °C. The dashed line shows the 
theoretical prediction. Horizontal error bars in all panels represent ± s.d.  
 
The evaporation flux in different nanoscale confinements at RH = 0% from 20 °C to 
40 °C is shown in Figure 4.8.a. It is clear that at each temperature, the evaporation flux 
shows a decreasing trend with channel height. Furthermore, the evaporation flux is 
roughly inversely proportional to the channel height. This trend is consistent with the 
experimental observation of capillary evaporation inside tubes with internal diameters 
ranging from 200 to 900 μm (Buffone & Sefiane 2004). In micro-scale tubes, they 
observed that the total evaporation rate is almost linearly proportional to the tube size, 
and correspondingly the evaporation flux is almost inversely proportional to the tube size. 
They attributed this to a linear relation between the size of evaporating thin film region 
(micro-region) and the capillary diameter since most of the evaporation takes place in the 
micro-region. When it comes to nanoscale, where the dramatic change of thermal 
resistance and thus heat transfer coefficient from micro-region to macro-region no longer 
holds, it is interesting that this observation for micro pores still applies to our results at 
the nanoscale.  
The measured data are also compared with the theoretical evaporation flux predicted by 
Hertz-Knudsen equation at three different temperatures by assuming the projected area is 
the same as evaporation area and a maximum evaporation coefficient of 1 (dashed lines 
in Figure 4.8.a). It turns out that the experimental data exceed the theoretical limit, by up 
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to an order of magnitude. In fact, the measured evaporation flux is extremely high. A 
maximum evaporation flux of 37.5 ± 4.7 mm/s is obtained for a single 16 nm channel at 
40 °C, which corresponds to a heat flux of 8464 ± 1072 W/cm2. This achieved heat flux, 
despite the relatively low temperature, is one order of magnitude higher than the current 
data available from traditional thermal solutions (Anandan & Ramalingam 2008; Won et 
al. 2013) and phase change cooling strategies based on boiling (Rahman et al. 2014; 
Jaikumar & Kandlikar 2016) or evaporation (Dai et al. 2013c; Narayanan et al. 2013; 
Xiao et al. 2013). Moreover, this high heat flux still has a huge potential to be further 
enhanced, considering the saturated vapor pressure will be greatly elevated as 
temperature increases.  
It is worth mentioning that such a high evaporation flux has been experimentally 
observed in ultra-thin channels (Radha et al. 2016). In their transport system, the limiting 
process is the liquid flow through the graphene channels rather than diffusion or 
evaporation process. However, they still observed an evaporation flux one to two orders 
of magnitude higher than Hertz-Knudsen equation, and they tried to explain this large 
evaporation flux by an extended meniscus hypothesis. While it is possible for their 
evaporating meniscus to extend outside the mouth of the capillaries, as the mouth is 
defined by three sharp edges and one flat surface, it is highly unlikely that meniscus 
extension would happen in our structures since the channel entrance is defined by four 
sharp edges. Consequently, what we measured are indeed kinetic limits of capillary 
evaporation from menisci that are pinned inside the 2D nanochannels.  
So far, the characteristics of an evaporating meniscus have been widely studied 
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numerically, both at the microscale (Wang et al. 2007, 2008a; Wang et al. 2008b; Du & 
Zhao 2012) and nanoscale (Narayanan et al. 2011; Pati et al. 2013; Lu et al. 2015). 
Unfortunately, most of these studies have followed the classical kinetic theories of Hertz-
Knudsen or Schrage, resulting in an underestimation of our experimental results. Lu et al. 
(Lu et al. 2015) modified the classical Hertz-Knudsen and Schrage equations, which only 
consider mass conservation, and developed a moment method that allows the 
conservation of mass, momentum and energy. However, his modified model gives an 
even lower prediction than Hertz-Knudsen equation. On the other hand, Narayanan et al. 
(Narayanan et al. 2011) studied the evaporation of water confined in a cylindrical 
nanopore by taking the surface area of the extended meniscus as the effective evaporation 
area, as opposed to the radiation analogy (Lee & Karnik 2010; Lu et al. 2015), which 
considers the re-condensation of evaporated vapor. As a result, they obtained a higher 
evaporation flux than our theoretical prediction. They have also concluded that the 
normalized evaporation area (extended meniscus area over projected area) will increase 
as confinement reduces because of the greater relative importance of van der Waals force 
and electrostatic interactions in smaller confinements. This trend is consistent with our 
experimental results. However, when we followed and extended their method into a 2D 
model, our modeling gives an evaporation coefficient of more than 1, which fails to make 
any physical sense and indicates that further work needs to be done in theoretical 
modeling.  
In order to better show the dependence of evaporation flux on temperature, Figure 4.8.a is 
replotted showing the evaporation flux as a function of temperature, as shown in Figure 
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4.8.b. A theoretical prediction by assuming the projected area is the same as the 
evaporation area and an evaporation coefficient of 1 is also included (dashed line in 
Figure 4.8.b). Following Eq. (4.1), the demonstrated increasing trend of evaporation flux 
with temperature is essentially determined by the saturated vapor pressure 𝑝𝑣,𝑒𝑞, which 
has a positive correlation with temperature. However, the increase of evaporation flux is 
not strictly proportional to the increase of vapor pressure. To further illustrate how 
evaporation flux advances in response to temperature increase, Figure 4.8.c shows the 
ratios of evaporation fluxes at three temperatures, as a function of channel height. The 
dashed lines represent the theoretical values. While the ratios of evaporation fluxes match 
the theoretical values well for larger channels, they start to deviate from theory when 
channel size reduces and become smaller than the theoretical values for smaller channels. 
This result can be explained by Narayanan et al.’s prediction (Narayanan et al. 2011) that 
the normalized evaporation area will decrease as temperature increases, and we further 
prove that this decrease is more significant for smaller confinement.  
The effect of relative humidity is also studied and shown in Figure 4.8.d. Figure 4.8.d 
compares the evaporation flux at 20 °C at three different humidity (RH = 0%, 30% and 
60%). Again, the dashed line represents the theoretical prediction. As relative humidity 
goes up, 𝑝𝑣 in Eq. (4.1) also goes up and evaporation flux should linearly go down. To 
better show the evaporation flux dependence on relative humidity, Figure 4.8.d is 
replotted into Figure 4.8.e to show the normalized evaporation flux as a function of 
relative humidity. The normalized evaporation flux at each channel height is calculated 
by dividing the evaporation flux at any relative humidity by its evaporation flux at RH = 
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0%.  It shows that although evaporation flux decreases with increasing relative humidity, 
it decreases more slowly than prediction. This result is again qualitatively consistent with 
Narayanan et al.’s prediction (Narayanan et al. 2011) that as humidity increases, the 
meniscus further extends, leading to a larger evaporation area.  
 
4.11 Conclusion 
In summary, we experimentally studied the ultimate limit of water evaporation across the 
liquid/vapor interface in a single 2D nanochannel with a hybrid channel design. Effects of 
confinement, temperature and relative humidity on the evaporation flux have been 
analyzed and elucidated. The measured ultra-high evaporation fluxes break down the 
classical limits predicted by Hertz-Knudsen and Schrage equations. Further work is 
required to fully understand the mechanisms involved. Such high heat flux achieved in a 
single 2D nanochannel shows great promise in addressing the thermal management 
requirements for electronic devices of the next level. Insights gained from this study will 
significantly deepen our understanding on capillary evaporation, making it possible to 
design and create better capillary structures for a variety of applications that rely on 
efficient heat and mass transfer. 
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Chapter 5 Ultimate Water Evaporation in 1D Nanopores 
 
Capillary evaporation is one of the most efficient approaches for heat and mass transfer, 
but the interfacial resistance in capillary evaporation/condensation governed by the 
kinetic theory has remained poorly understood. Here we propose to experimentally study 
this kinetic limit of capillary evaporation of water in cylindrical nanopores. The capillary 
pressure difference introduced by the hybrid nanochannel-nanopore design guarantees 
sufficient liquid supply and pins the evaporating meniscus at the open end of the test 
nanopore. The evaporation rate in 1-D nanopores is measured by tracking the receding 
meniscus in the connected 2-D reference nanochannel. The effect of confinement has 
been studied in 1-D nanopores, with feature size ranging from 93 nm to 310 nm. The 
evaporation flux increases with decreasing nanopore size. A maximum evaporation flux 
of 3.2 mm/s is obtained for 93-nm nanopores at 20 °C, which corresponds to a heat flux 
of 722 W/cm2. This finding has implications for understanding heat and mass transport in 
nanofluidic devices and porous media, and shows great promise for the development of 
high performance evaporative cooling devices for the next generation high power 
electronic devices.  
 
5.1 Introduction 
In Chapter 4, the intrinsic limit of water evaporation has been investigated in 2D 
nanochannels. In that work, a maximum evaporation flux of 37.5 mm/s is obtained for a 
single 16 nm 2D nanochannel at 40 °C and RH = 0%, which corresponds to a heat flux of 
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8500 W/cm2. Such an ultra-high evaporation rate has broken down the classical limits of 
both Hertz-Knudsen equation (Hertz 1882; Knudsen 1950) and Schrage equation 
(Schrage 1953). Compared with 2-D nanochannels, the 1-D confinement of nanopores 
should have stronger surface-liquid interactions, which might result in even more 
evaporation rate enhancement (Narayanan et al. 2011). Therefore, it will be interesting to 
further investigate the kinetic limit of water evaporation in 1-D cylindrical nanopores.  
In recent years, the characteristics of an evaporating meniscus in 1-D cylindrical 
nanopores have been studied theoretically (Narayanan et al. 2011; Pati et al. 2013; Lu et 
al. 2015). Narayanan et al. used a continuum approach to study evaporation of water 
confined in a cylindrical nanopore, where the driving mechanism is the concentration 
difference between liquid phase and vapor phase (Narayanan et al. 2011). They found out 
that the extension of meniscus due to solid-liquid interaction increases as the nanopore 
radius reduces, yielding a greater net rate of evaporation per unit pore projected area. On 
the other hand, Lu et al. developed another model that considers the non-equilibrium and 
non-local effects of capillary evaporation in 1-D nanopores (Lu et al. 2015). In their 
model, they assumed that vapor transport is mostly ballistic in the nanopore, and the 
overall effect of ballistic transport is that the evaporation of an extended meniscus will be 
the same as a flat interface evaporating, which is explained by a radiation analogy (Lee & 
Karnik 2010). As a result, they found out that the ultimate limit of evaporation would not 
change with the nanopore radius when the meniscus is pinned at the entrance. This 
conclusion is totally different from what has been reported in Narayanan et al.’s model 
and our previous results for 2D nanochannels in Chapter 4, indicating that our current 
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understanding of capillary evaporation in 1D nanopores is far from complete. Therefore, 
it is necessary to experimentally study the kinetic limit of evaporation in 1D nanopores.  
Moreover, capillary evaporation in 1D nanopores has found applications in the recent 
developments of nanoporous evaporative devices (Dai et al. 2013a; Dai et al. 2013c; 
Narayanan et al. 2013; Xiao et al. 2013; Hanks et al. 2014; Lu et al. 2016). Such devices 
integrate a nanoporous membrane, which is comprised of a dense array of 1D nanopores, 
with large microchannels underneath. This design ensures superior liquid supply to the 
evaporating interfaces inside nanopores as the nanoporous membrane provides a high 
capillary pressure while the thin membrane along with the microchannels minimizes 
viscous losses. The generated vapor at the membrane outlet is efficiently removed by air 
jet impingement (Narayanan et al. 2013) or a vacuum pump (Xiao et al. 2013). As a 
result, nanoporous evaporative devices have demonstrated excellent cooling performance 
(Narayanan et al. 2013), and its ultimate performance is believed to be determined by the 
interface transport limit (Eames et al. 1997; Xiao et al. 2013). Thus, a fundamental study 
of the ultimate limit of capillary evaporation in different sizes of nanopores will provide 
design guidelines for such evaporative devices.  
In this work, we present a hybrid nanochannel-nanopore design to study the kinetic-
limited capillary evaporation in single 1D nanopores. Influencing transport limits 
including liquid supply and vapor removal have been eliminated. Effects of 1D nano-
confinement are studied and the results are compared with those of 2D nanochannels.  
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5.2 Hybrid nanochannel-nanopore design 
A hybrid nanochannel-nanopore scheme consists of a short test nanopore and a long 
reference channel, connected through a connecting reservoir. Figure 5.1 shows the design 
concept of a hybrid nanochannel-nanopore scheme. When evaporation starts, because of 
the feature size difference, the capillary pressure difference 𝛥𝑃 = 2𝜎𝑐𝑜𝑠𝜃(
2
𝑑∗
 −
1
ℎ
), 
where σ is the surface tension of liquid and θ is the contact angle, will force one meniscus 
pinned at the end of the test nanopore, while the other meniscus continuously recedes 
along the reference channel. By recording the location of meniscus in the reference 
channel, the evaporation flux can be calculated.  
 
Figure 5.1 Schematic of the hybrid nanochannel-nanopore scheme. 
 
In this work, seven sets of hybrid nanochannel-nanopore devices have been fabricated 
with 
𝑑∗
ℎ
=
 93 𝑛𝑚
204 𝑛𝑚
, 
 107 𝑛𝑚
201 𝑛𝑚
, 
 134 𝑛𝑚
206 𝑛𝑚
, 
153 𝑛𝑚
199 𝑛𝑚
, 
 171 𝑛𝑚
199 𝑛𝑚
, 
210 𝑛𝑚
266.5 𝑛𝑚
 and 
310 𝑛𝑚
313 𝑛𝑚
, where 𝑑∗  is 
designed to be smaller than 2ℎ to guarantee that 𝛥𝑃 is positive. The length of the test 
nanopore 𝐿∗ is fixed at 270 nm. The length and width of the reference channel L and w 
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are fixed at 230 μm and 3.2 μm, respectively. The reference nanochannel and the test 
nanopore are connected through a connecting reservoir due to fabrication considerations. 
The connecting reservoir has exactly the same height h as the reference channel, but a 
much larger size of 20 × 20 μm2. This hybrid nanochannel-nanopore design has several 
advantages:  1. this depth of water in the reference channel can be easily detected with an 
optical microscope; 2. the high conversion ratio 
𝑤ℎ
1
4
𝜋𝑑∗
2 renders the rapid evaporation in the 
test nanopore detectable within the temporal resolution of the microscope; 3. a short test 
channel length 𝐿∗ leads to a reduced hydraulic resistance, which coupled with the large 
driving capillary pressure, provides sufficient liquid supply to the evaporating interface in 
the test nanopore; 4. during evaporation, vapor diffusion resistance is discarded because 
of the pinned meniscus at the test nanopore entrance; 5. before running the experiments, 
water can quickly fill the connecting reservoir since the small height of the connecting 
reservoir generates the necessary capillary pressure as the driving force and its total 
volume to be filled is relatively small.  
 
5.3 Device fabrication and characterization 
Figure 5.2 shows the fabrication process of a hybrid nanochannel-nanopore device. 
Firstly, a 270 nm thick LPCVD silicon nitride layer was deposited on a 500 μm thick, 4” 
diameter B-doped p-type (100) silicon wafer (Figure 5.2.a). Following this step, standard 
lithography and reactive ion etching (RIE) were used to open the windows on one side of 
the wafer. Next, the silicon wafer was anisotropically etched along the [1 0 0] crystal 
direction using 30% potassium hydroxide to create four reservoirs and a free standing 
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silicon nitride membrane. The etching time is carefully controlled to yield a membrane 
size of smaller than 8 × 8 μm2 for stability purposes and the reservoirs are around 2 × 2 
mm2 through holes (Figure 5.2.b). A dual column focused ion beam (FEI Quanta 3D FEG 
FIB) with 10 pA current at 30 keV was used to mill the pores in the membranes (Figure 
5.2.c). Secondly, reference nanochannels were created by standard lithography and 
reactive ion etching on a Borosilicate glass wafer (Figure 5.2.d). Afterwards, a patterned 
layer of chromium was prepared by lift-off, serving as a mask for microchannel RIE 
etching (Figure 5.2.e). The etched microchannels are 6 mm in length, 0.8 mm in width 
and 3 μm in depth (Figure 5.2.f). Finally, both the silicon and glass wafers are cut into 1.3 
× 1.3 cm2 chips, which are carefully aligned with the help of a microscope and bonded 
together using anodic bonding at 500 Volts, 400 °C (Figure 5.2.g). Before bonding, the 
chips to be bonded were cleaned thoroughly in Piranha solution (98% H2SO4 / 30% H2O2 
= 3:1) for 10 min. After bonding, oxygen plasma was applied to the device for 15 
minutes to treat the surfaces superhydrophilic and then it was ready for experiments.  
 
Figure 5.2 Fabrication procedures of hybrid nanochannel-nanopore devices. 
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A bonded nanochannel-nanopore device is shown in Figure 5.3.a and 5.3.b. A hybrid 
nanochannel-nanopore device is comprised of an array of 3.2-μm wide parallel reference 
nanochannels, with each of them seamlessly connected with a connecting reservoir, as 
shown in Figure 5.3.c. With an expanded size of 20 × 20 μm2, the connecting reservoir 
serves as the alignment target where the silicon nitride membrane should fall into during 
the chip-to-chip alignment. On the other hand, this size of the connecting reservoir is not 
too large so that it only takes limited time for water to fill in before the experiments. 
Having so many parallel reference channels/connecting reservoirs makes it easier for 
chip-to-chip alignment, as the membrane can be aligned with any of the connecting 
reservoirs. The other end of the reference channel is directly connected to a microchannel, 
allowing liquid introduction. Figure 5.3.d shows an AFM cross sectional measurement of 
a 199 nm reference channel. The channel surfaces are quite smooth, with roughness being 
less than 1 nm.  
 
Figure 5.3 (a–b) Bonded hybrid nanochannel-nanopore device (top view and bottom 
view). (c) Microscope image of a group of reference nanochannels along with reservoirs, 
with one of the connecting reservoirs aligned with a silicon nitride membrane. (d) AFM 
cross section image of a 199 nm high nanochannel.  
 
Due to the high conversion ratio 
𝑤ℎ
1
4
𝜋𝑑∗
2, multiple test nanopores with the same size are 
milled on the silicon nitride membrane instead of a single nanopore in order to get a 
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higher meniscus receding speed in the reference channel. Figure 5.4.a shows that four 
identical pores are milled onto a 4 × 4 μm2 membrane in a 2 × 2 array. It is worth 
mentioning that it has been predicted that evaporation in a nanopore can be affected by its 
neighboring pores (Lu et al. 2015), and as a result the measured data from an array of 
nanopores might be smaller than the ultimate transport limit in a single nanopore. 
However, the effect of pore-to-pore interaction on evaporation flux is not investigated in 
this work and will be the focus of future study. A typical milled nanopore is shown in 
Figure 5.4.b.  
 
Figure 5.4 SEM image of nanopores on a membrane milled by focused ion beam. (a) 
Four identical pores are fabricated on a 4 × 4 μm2 membrane. (b) A typical milled 
nanopore with a diameter of 153 nm. 
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Figure 5.5 Measurement of the kinetic limit of evaporation in 1D nanopores (d* = 134 
nm). (a) Schematic diagram of the experimental setup. (b) One moment of water filling 
process before running the experiment. (c) Receding menisci inside reference 
nanochannels. (d–e) Tracked position of the receding meniscus as a function of time. (d) 
without PDMS blockage, (e) with PDMS blockage.   
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5.4 Measurement 
Figure 5.5.a shows the experimental setup of the evaporation experiment. The device is 
placed inside a vacuum chamber on top of an inverted microscope (Olympus IX81 ZDC) 
for evaporation measurement at 20 °C. In order to measure the kinetic limit of water 
evaporation, de-ionized water is first introduced into the device through the reservoirs 
and microchannels. Upon water introduction, water will immediately enter all the 
reference channels, but will only quickly fill the reference channel and connecting 
reservoir that has a membrane/nanopore connected, through which the trapped air can 
easily diffuse out. For the other channels, the remaining air trapped in the nanochannels 
will gradually dissolve in the liquid (Phan et al. 2010), and the filling process typically 
completes within 10 minutes. One moment of the filling process is shown in Figure 5.5.b.  
After water has filled reference nanochannels and connecting reservoirs, the device is put 
into a vacuum chamber and the pressure of the vacuum chamber was pumped down to 
~150 Pa. When all the water in the microchannels has evaporated, the water inside the 
reference nanochannels will start to evaporate. As evaporation takes place, menisci will 
be formed at the open ends of the reference channel and test nanopores, but only the 
meniscus inside the reference channel will keep receding due to the pressure difference. 
The location of the receding meniscus in the reference channel x(t) is recorded on the 
width-length plane using a high-speed camera (Hamamatsu ORCA-Flash4.0: 100 fps 
with 2048 pixels × 2048 pixels) amounted on the inverted microscope. Figure 5.5.c 
shows one moment of the evaporation process for 𝑑∗ = 134 nm. The meniscus receding 
process is tracked and converted to Figure 5.5.d, which shows the tracked position of the 
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receding meniscus as a function of time. In this experiment, it is clear that two 
mechanisms contribute to the meniscus receding in the reference channel: water 
evaporation in the nanopore and water diffusion through the reference channel. Thus, the 
meniscus receding process in the reference channel can be described as:  
 𝑑𝑥
𝑑𝑡
= 𝐷
(𝜌𝑣,𝑛 − 𝜌𝑣,∞)
𝑥𝜌𝑙
+ 𝑉𝑟𝑒𝑓 (5.1) 
where D is the effective diffusion coefficient of water vapor, 𝜌𝑣,𝑛 and 𝜌𝑣,∞ are the vapor 
density at the receding meniscus and outside the reference channel, ρl  is the liquid 
density, and 𝑉𝑟𝑒𝑓 is the meniscus receding speed in the reference channel due to nanopore 
evaporation. This differential equation can be solved analytically and the meniscus 
receding time t can be written as a function of meniscus position x:  
 
𝑡 =
𝑥
𝑉𝑟𝑒𝑓
−
𝐷(𝜌𝑣,𝑛 − 𝜌𝑣,∞)
𝜌𝑙𝑉𝑟𝑒𝑓
2 ln [
𝐷(𝜌𝑣,𝑛 − 𝜌𝑣,∞)
𝜌𝑙
+ 𝑥𝑉𝑟𝑒𝑓] + 𝐶1 (5.2) 
where C1 is a constant, and can be determined by selecting a proper starting point (x0, t0).  
In this experiment, the diffusion coefficient is found out by doing another control 
experiment, in which a 2 mm thick PDMS layer is placed on top of the membrane 
window to block evaporation through the nanopore. The meniscus receding process is 
shown in Figure 5.5.e. This transport process should be dominated by pure vapor 
diffusion through the reference nanochannel, and can be modeled by:  
 𝑑𝑥
𝑑𝑡
= 𝐷
(𝜌𝑣,𝑛 − 𝜌𝑣,∞)
𝑥𝜌𝑙
 (5.3) 
Integration of Eq. (5.3) yields:  
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𝑥 = √
2𝐷(𝜌𝑣,𝑛 − 𝜌𝑣,∞)𝑡
𝜌𝑙
+ 𝐶2 (5.4) 
where C2 is also a constant, and can be determined by selecting a proper starting point. 
Then, the diffusion coefficient can be determined by curve fitting. It is noted that when 
water starts to evaporate, there is still water in the microchannel which will significantly 
influence 𝜌𝑣,∞, so we will only fit the meniscus receding curve when all the water in the 
microchannel is gone, which is usually the latter half of the evaporation process. The 
meniscus receding process in Figure 5.5.e is fitted with a 𝐷 = 18.5 cm2/s. This value is 
one to two orders of magnitude larger than its theoretical value in the Knudsen diffusion 
regime. One possible explanation is there exists corner flow or thin film flow that 
significantly enhances vapor diffusion (Eijkel et al. 2005). With the fitted diffusion 
coefficient, 𝑉𝑟𝑒𝑓 can be determined by fitting the latter half of meniscus receding curve in 
Figure 5.4.d, and the evaporation flux in the test nanopore can be calculated as 𝑉∗ =
𝑉𝑟𝑒𝑓
𝑁
𝑤ℎ
1
4
𝜋𝑑∗
2, where N is the number of nanopores in the membrane.  
 
5.5 Water transport limit 
In order to measure the kinetic limit of water, other water transport limits such as liquid 
supply limit and vapor removal limit have to be carefully characterized and removed as 
influencing factors in the evaporation process. Liquid supply limit, or capillary limit, is 
determined by the capillary pressure and the total viscous resistance associated with the 
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structure. By neglecting the hydraulic resistance of the connecting reservoir, the capillary 
limited velocity on the basis of the test nanopore could be written as: 
 
𝑉𝑚𝑖𝑛 =
1
𝑁
∆𝑃
𝑅𝐿 + 𝑅∗𝐿∗
1
1
4 𝜋𝑑
∗2
 (5.5) 
 
𝑉𝑚𝑎𝑥 =
1
𝑁
∆𝑃
𝑅∗𝐿∗
1
1
4 𝜋𝑑
∗2
 (5.6) 
where 𝑅 =
12 𝜇
𝑤ℎ3
 and 𝑅∗ =
128 𝜇
𝜋𝑑∗4
 are the hydraulic resistances of reference nanochannel and 
test nanopore, respectively. 𝑉𝑚𝑖𝑛  corresponds to the case when meniscus just starts to 
recede in the reference channel, while 𝑉𝑚𝑎𝑥 corresponds to the case when meniscus is 
about to enter the connecting reservoir. The contact angle 𝜃 is taken as 0° after oxygen 
plasma treatment. To remove liquid supply as an influencing factor, a careful design of 
the geometry is necessary to ensure that the capillary limit is a lot higher than the kinetic 
limit. The capillary limits of all the devices have been summarized in Table 5.1 and will 
later be compared with the experimental data.  
Since the experiments are performed in a vacuum chamber at a pressure down to ~150 Pa, 
the enhanced diffusion coefficient will greatly facilitate vapor removal from the nanopore 
entrance and the evaporation is not limited by vapor removal.  
 
5.6 Elastic deformation of the membrane 
In our design, the large negative pressure induced underneath the membrane during 
evaporation might cause deformation or even collapse of the membrane. The center 
deflection 𝑧𝑝 of the membrane can be calculated by elastic mechanics (Tas et al. 2003), 
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𝑧𝑝 =
Δ𝑝𝑤𝑚
4
64𝐸𝑡𝑚
3  (5.7) 
where Δ𝑝 is the pressure difference across the membrane, E is the Young’s modulus of 
the membrane (270 GPa for LPCVD silicon nitride), wm and tm are the width and 
thickness of the membrane (𝑤𝑚 < 8 μm, 𝑡𝑚 = 𝐿
∗ = 270 nm). The maximum pressure 
difference happens when meniscus just starts to recede in the reference channel, and is 
calculated by Δ𝑝 =
2𝜎𝑐𝑜𝑠𝜃
𝑟∗
𝑅
𝑅+𝑅∗
+
2𝜎𝑐𝑜𝑠𝜃
ℎ
𝑅∗
𝑅+𝑅∗
. This equation suggested that a smaller and 
thicker membrane is desirable to minimize the center deflection of the membrane. The 
deflection results for all the devices are shown in Table 5.1. It shows that with a good 
control of the membrane size to be within 8 μm and a relatively thick membrane of 270 
nm, the center deflection is less than 10 nm, and therefore structural stability is 
guaranteed.  
Table 5.1 Summary of capillary limit and membrane center deflection for each device. 
𝑑∗  
(nm) 
𝐿∗  
(nm) 
h 
(nm) 
w 
(μm) 
𝐿  
(μm) 
𝑤𝑚  
(μm) 
𝑉𝑚𝑎𝑥  
(mm/s) 
𝑉𝑚𝑖𝑛  
(mm/s) 
Deflection 
𝑧𝑝 (nm) 
93 
270 
204 
3.2 230 
4.0 838 495 1.3 
107 201 5.5 687 303 5.0 
134 206 3.4 1055 277 0.7 
153 199 5.2 824 130 3.7 
171 199 4.5 853 92 1.9 
210 266.5 4.9 1485 138 2.2 
310 313 7.4 1826 72 8.1 
 
5.7 Results and discussion 
The evaporation fluxes in different nanoscale confinements at 20 °C are shown in Figure 
5.6.a. The measured data are at least one order of magnitude smaller than the minimum 
capillary limit Vmin in Table 5.1, and we can safely conclude that none of the 
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experimental results hits the capillary limit. From Figure 5.6.a, it is clear that the 
evaporation flux shows a decreasing trend with nanopore diameter. This general trend is 
consistent with the experimental observation of capillary evaporation inside tubes with 
internal diameters ranging from 200 to 900 μm (Buffone & Sefiane 2004). In micro-scale 
tubes, they observed that the total evaporation volumetric rate is linearly proportional to 
the tube size, and they attributed this to a linear relation between the size of evaporating 
thin film region (micro-region) and the capillary diameter. In micro pores, as the 
meniscus thickness increases in the intrinsic meniscus region (macro-region), the thermal 
resistance of the layer increases remarkably and the micro-region dominates in 
evaporative heat transfer. However, this conclusion might break down at the nanoscale 
where there is no such dramatic change of thermal resistance from micro-region to 
macro-region. Indeed, our measured volumetric rate is not linearly proportional to the 
diameter. Nevertheless, their conclusion that the relative size and contribution of micro-
region in smaller confinements are more important than larger ones should still be valid 
at the nanoscale.  
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Figure 5.6 (a) Evaporation flux as a function of nanopore diameter at T = 20 °C. The 
dashed line shows the theoretical evaporation flux by assuming projected area is the same 
as evaporation area and an evaporation coefficient of 1. (b) Evaporation fluxes of 1D 
nanopores are compared with the results of 2D nanochannels.  
 
The measured data are also compared with the theoretical evaporation flux predicted by 
Hertz-Knudsen equation by assuming the projected area is the same as evaporation area 
and a maximum evaporation coefficient of 1 (dashed line in Figure 5.6.a). It turns out that 
similar to 2D nanochannels, the experimental data exceeds the theoretical limit for small 
nanopores. A maximum evaporation flux of 3.2 mm/s is obtained for a single 93 nm 
nanopore at 20 °C, which corresponds to a heat flux of 722 W/cm2. This achieved heat 
flux is at the same level of the current data available from traditional thermal solutions 
(Anandan & Ramalingam 2008; Won et al. 2013) and phase change cooling strategies 
based on boiling (Rahman et al. 2014; Jaikumar & Kandlikar 2016) or evaporation (Dai 
et al. 2013c; Narayanan et al. 2013; Xiao et al. 2013). Moreover, considering the 
relatively large nanopore size and low operating temperature of 20 °C, this heat flux still 
has a huge potential to be further enhanced as nanopore size reduces and temperature 
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increases up to 100 °C.  
For comparison purposes, the results of 1D nanopores are plotted together with the results 
of 2D nanochannels in Chapter 4, as shown in Figure 5.6.b. The diameter of 1D 
nanopores and the height of 2D nanochannels are selected as the feature size. Figure 5.6.b 
shows that they are roughly following a similar trend. This result indicates that the 
stronger solid-liquid interaction in 1D nanopores does not play a dominating role in 
determining the evaporation flux. More experiments on smaller nanopore sizes down to 
10 nm are required to compare the relative enhancement of evaporation between 1D 
nanopores and 2D nanochannels with a similar feature size, and to better understand the 
effect of nanoscale confinement on evaporation flux in 1D nanopores.  
 
5.8 Conclusions 
In conclusion, we experimentally studied the ultimate limit of water evaporation across 
the liquid/vapor interface in single 1D nanopores with a hybrid nanochannel-nanopore 
design. Effects of different nanoscale confinements ranging from 93 nm to 310 nm on 
evaporation flux have been studied. The high volumetric and heat flux achieved in a 
single nanopore shows great promise in addressing the thermal management requirements 
for electronic devices of the next level. Insights gained from this study will significantly 
deepen our understanding on capillary evaporation, making it possible to design and 
create better nanoporous membrane evaporative devices for advanced thermal 
management of electronics.  
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