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ABSTRACT 
 
This paper discusses the estimation of choice models on pivot style stated choice datasets 
that include a reference alternative that corresponds to a recent trip by a respondent. With 
the potentially high levels of inertia observed in many such datasets, the questionnaire for 
the current survey faced respondents with a secondary choice between the purely 
hypothetical alternatives whenever they gave preference to the reference alternative. The 
aim of the present paper was to investigate appropriate ways of dealing with such a dual 
response dataset at the modelling stage. Our analysis shows only small differences in 
scale and also willingness to pay estimates between the primary and secondary choices, 
suggesting that, especially in the presence of large levels of inertia in primary choices, 
secondary responses may provide analysts with useful information on sensitivities. 
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ITRODUCTIO 
 
The question as to whether or not to include a ‘status quo’ alternative (sometimes referred 
to as a ‘no choice’ or ‘opt out’ alternative in various literatures) in stated choice (SC) 
studies has been widely debated in many discipline areas, but appears to have been 
largely ignored within the transportation literature. In the non-transport related literature, 
significant differences in results of SC experiments with and without the presence of 
status quo alternatives have been found (see e.g., (1)), and in general, the 
recommendation has been that status quo alternatives should be used in such experiments 
(e.g., (2) – (4)). These recommendations have grown from a number of arguments that 
have been put forward for the use of status quo alternatives. These arguments include that 
the inclusion of a status quo alternative leads to an increase in the realism of SC tasks 
(see e.g., (5) – (7)), an increase in the external validity of welfare estimates derived from 
SC experiments (see e.g., (2)) and an improvement in the statistical efficiency of 
parameters estimated from discrete choice models (see e.g., (8) – (9)). For a further 
overview of these arguments, see e.g., (10) – (11)). 
 
Traditionally, where used, the no choice or status quo alternative has been represented in 
SC data as either being an alternative labelled as ‘none’ and devoid of any attribute levels 
or alternatively as an option labelled as ‘your current alternative’ with attribute levels 
given simply as “at the current level” (see e.g., (1), (10), (12)). Whilst both versions of 
the status quo alternative have different implications given different interpretational 
meanings (i.e., the ‘none’ option represents a complete opt-out of all non-status quo 
alternatives by the respondent whereas the “your current alternative” option represents 
the choice of an already experienced or known alternative and hence is not strictly a no 
choice alternative), it is the impact upon respondents of including such alternatives in SC 
experiments that requires careful consideration. Where a ‘none’ option is used, there 
exists little possibility of interpretation differences in terms of what the alternative means 
to respondents as the choice of selecting none of the other alternatives presented within a 
choice task should have the same meaning for the entire sample. Where the status quo 
alternative is described simply as “your current alternative” however, interpretation 
differences may arise as different respondents may have different current alternatives, or 
in the case where all respondents face the same status quo alternative, may possess 
different perceptions as to the current attribute levels that that alternative possesses. As 
such, it is likely that SC experiments using “at the current level” status quo alternatives 
will likely exhibit heterogeneity in the error terms for the status quo alternative whereas it 
is not certain that questionnaires using ‘none’ type status quo options will naturally 
induce such heterogeneity.  
 
Within the transportation literature, an alternative format for the status quo alternative has 
gained widespread support (see e.g., (13)). This form of status quo option, which we term 
reference alternative, is similar to the “at the current level” status quo alternative format. 
The main difference between reference alternatives and “at the current level” status quo 
alternatives, however, is that reference alternatives involve the capturing and often 
relation back to respondents as part of SC choice tasks of the (perceived) attribute levels 
of respondent specific currently (or recently) experienced real life alternatives. That is, 
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respondents are asked what their perceptions are of the attribute levels for a current 
(usually chosen) real world alternative, and these are used as an alternative in the choice 
tasks that they view1. In this way, the perceptions of these levels are revealed to the 
analyst rather than remaining unknown. Thus, whilst reference alternatives may also 
induce preference heterogeneity similar to “at the current level” status quo alternatives, 
this preference heterogeneity need not be unexplainable. 
 
Brazell et al. (14) outline several problems that may arise from the use of a status quo 
alternative in SC experiments, problems that may also exist with the use of reference 
alternatives. They argue that when selected, no information is captured on the relative 
attractiveness of the other non status quo alternatives. This suggests that the parameter 
estimates associated with the non status quo alternatives are obtained from fewer 
observations as the number of times the status quo alternative is selected over the sample 
increases. Further, if the pattern of choosing the status quo alternative is such that there is 
a concentration of such choices on certain choice tasks in the experiment, then the 
experiment may loose statistical power, not only due to a lack of data, but also via 
impacts on the information matrix which may result in certain biases in the econometric 
modelling.  
 
In addition to detailing possible issues related to the use of status quo alternatives, Brazell 
et al. (14) also provide a single solution that potentially solves all the issues they 
identified simultaneously. This solution involves the use of dual responses in SC 
experiments where respondents are first asked to select from amongst all non status quo 
alternatives (a forced choice) after which they are asked to make a second choice in 
which the status quo alternative is added (a non-forced choice). The use of dual responses 
in SC experiments, whilst potentially improving the statistical efficiency of estimated 
models as well as providing further information that can be used to refine the parameter 
estimates, may however lead to other potential modelling problems, in particular 
violations of the identical and independently distribute (IID) assumption if the data from 
the two choices are pooled into a single data set. IID violations may occur if the error 
variances between the two choice tasks are different. Brazell et al. (14) acknowledge this 
potential problem, and found that in simulated data as well as in two empirical data sets, 
no such violations occur. Nevertheless, Dhar and Simpson (11) who also explore issues 
related to the use of dual responses within SC choice tasks, did find limited evidence of 
such violations occurring. 
 
In this paper, we seek to explore similar issues to those raised by Brazell et al. (14). 
However, in doing so, we use a modified version of the dual response format typically 
used elsewhere. In the current study, we use two empirical data sets in which respondents 
are first asked to select from three alternatives; a respondent specific reference alternative 
and two hypothetical SC alternatives, after which they are asked to select from the two 
hypothetical alternatives only if they selected the reference alternative in the first 
instance. In capturing response data in this manner, the demands placed on respondents 
                                                 
1 Train and Wilson (15) propose yet another innovative approach to the use of reference alternatives known 
as SP-off-RP designs. For the present paper, we do not use the SP-off-RP method, however, and hence do 
not discuss it any further. 
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completing the survey are somewhat limited, provided that they do not always select the 
reference alternative in making their first set of choices. As such, this method seeks to 
minimise respondent burden, whilst still capturing information on the preferences of the 
non-reference alternatives. In addition to examining whether there exist violations of IID 
between the two response tasks, we also seek to examine whether there exist differences 
in the marginal willingness to pay (WTP) in the form of values of travel time savings 
(VTTS) of respondents between the observed choices. Such differences were seemingly 
largely ignored by other researchers, with the assumption being that only error variances 
differ between the two choice tasks.   
 
The remainder of the paper is organised as follows. The next section looks at survey 
design and sampling. We then turn our attention to model specification before presenting 
the results of our empirical applications. Finally, we present the conclusions of the 
research. 
 
SURVEY DESIG AD SAMPLIG  
 
The SC Experiment 
 
Two separate SC experiments were used to collect data to examine route choice 
behaviour; one involving commuters and the other non-commuters. Both experiments 
invited respondents to review three alternatives consisting of a reference alternative and 
two hypothetical SC alternatives. In total, respondents were asked to review 16 choice 
tasks each. Based on the attribute levels of the alternatives, respondents were initially 
asked to select their preferred alternative from the three presented to them. If respondents 
chose the reference alternative out of these three options, then they were given a 
secondary choice between the two hypothetical alternatives. The survey instrument 
employed was a computer aided personal interview (CAPI). 
 
The alternatives in each survey task were each described by five attributes; free flow and 
slowed down times, trip time variability, and two cost attributes, running (petrol) and toll 
costs. For each respondent, the attributes of the first alternative were always described 
using the attribute levels of a recent trip that respondents were asked about earlier in the 
survey. The attribute levels of the two hypothetical SC alternatives were constructed as 
percentages around the first reference alternative. To demonstrate how the experimental 
desing approach works, consider two respondents, the first of whom indicated that they 
spent 15 minutes in free flow traffic conditions whilst the second claims to have spent 30 
minutes. Assume that in constructing the experiment, the analyst used as pivot levels     -
25, 0 and 25 percent. Over the course of the experiment, the free-flow attribute of the 
reference alternative would remain at 15 minutes for the first respondent and 30 minutes 
for the second. The attribute levels that would be shown to the first respondent for the 
hypothetical alternatives however would consist of 11.25, 15 and 18.75 minutes whilst 
the second respondent would see 22.5, 30 and 37.5 minutes as levels for the free-flow 
attribute. In employing this form of experimental design approach, the levels shown to 
each respondent are thus tailored to the respondents own experiences. An example choice 
screen used for both the commuter and non-commuter segments is shown in Figure 1. In 
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the example shown, the respondent claimed to have spent 50 minutes in free flow 
conditions and 10 minutes in congested traffic conditions for their most recent trip. The 
25 and 40 minute free flow times shown for hypothetical roads A and B represent a 50 
percent and 20 percent reduction in time spend in free flow time respectively from the 
current reference alternative time, whilst the 12 minutes shown for the slowed down time 
represents a 20 percent increase in the current reference alternative time of 10 minutes. 
The allocation of the times shown is given by the underlying experimental design.< 
Figure 1 Here > 
 
The Underlying Experimental Design  
 
For the present study, separate efficient designs were generated for the two segments 
examined as part of the study. Given a set of attributes and attribute levels, efficient 
designs are constructed such that the levels are allocated to the design in such a way that 
the elements (or subsets thereof) of the variance-covariance (VC) matrix are expected to 
be minimised once data is collected. Rather than work with the elements in the VC matrix 
directly, the literature suggests working with different measures that summarise the 
values that populate the VC matrix. One such measure is the Dp-error, which is given as  
 
( )
1
1( ) ,kI β −           (1) 
 
which is the determinant of the inverse of the Fisher Information matrix, I, for a design 
given a particular econometric model form and certain parameter estimates, ,β  scaled by 
one over the number of parameters, k. That is, the VC matrix of the model is calculated 
for the set of parameter estimates obtained for that model. 
 
In order to calculate Equation (1) for a design, the analyst must first assume a set of prior 
parameter estimates. If these are not known with certainty (as would typically be 
expected), the analyst may use prior parameter estimates drawn from Bayesian 
distributions and calculate the Bayesian D-error statistic, Db-error, which is represented 
as 
 
( ) ( )
1 1
1 1det ( ) det ( ) .k k
k
E I Iβ β β
− −  = 
 
∫      (2) 
 
To generate a D-efficient design, whether Bayesian parameter priors are assumed or not, 
different attribute level allocations are tested, with attribute level combinations that 
produce lower D-error values representing more statistically efficient designs. Such 
designs are expected to produce data that will maximise the t-ratios for the design 
parameters (for further discussion on the generation of such designs, see e.g., (16)-(26)).  
 
In the current context, two Db-efficient designs were generated, one for each data 
segment explored (see the section to follow). Parameter priors were obtained from 
previous studies involving similar design attributes, in particular from Hensher and 
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Greene (13). The precise method used to construct the experimental designs, given the 
presence of reference alternatives, is discussed in Rose et al. (26). 
 
The Sample 
 
The data used in this paper were collected in Sydney, Australia, in 2004. Two segments 
of data were collected as part of the study; commuter and non-commuter car drivers. 
Respondents from both segments were asked to make a series of choices from a range of 
alternatives defined in terms of travel times and costs. Individuals included in the sample 
were only those who had recently undertaken an eligible trip, defined as a trip where the 
respondent could have reasonably used an existing toll road in the Sydney catchment area 
over the previous seven days. To ensure that a large number of travel circumstances were 
captured, quotas were imposed on various travel times (called trip length segmentation). 
To ensure some variety in trip length, three segments were investigated: no more than 30 
minutes, 31 to 60 minutes, and more than 61 minutes (capped at two hours). A 
geographically stratified sampling plan was also employed to ensure a spread of origin-
destinations in the trips sampled. Telephone calls were used to make initial contact and 
survey recruitment. Upon agreeing to participate in the survey, a time and location was 
agreed upon for a face-to-face CAPI. The final data consists of 467 effective interviews 
of which 243 represent commuter trips and 224 non-commuter trips.  
 
Figure 2 shows how the survey sampling and questions were implemented in practice. 
Firstly, respondents were recruited into different trip type and trip length categories. Once 
recruited into a particular category, respondents were then asked to complete the survey 
instrument which consisted of three parts; initial questions related to a recent trip they 
made; 16 SC questions similar to that shown in Figure 1; and finally attitudinal and 
socio-demographic questions. As shown in Figure 2, different efficient designs were 
generated for each of the quota segments. 
 
< Figure 2 Here > 
 
Data used for modelling purposes: First and second preference choice data 
 
For each of the 16 choice tasks, respondents were asked to make either one or two 
choices. In each task, respondents were first asked to select from either their reference 
alternative or one of two hypothetical SC alternatives. Only if the reference alternative 
was selected as their preferred option were respondents then asked to make a second 
choice from amongst the two hypothetical SC alternatives. Figure 3 shows within choice 
set process used in the survey, highlighting the differences between the first and 
secondary choices that respondents were asked to make. 
 
 < Figure 3 Here > 
 
 
The distribution of respondents having to make multiple choices over the 16 choice tasks 
they were asked to review is given in Table 1. From this table, it can be seen that 2.47 
percent of commuters and 8.07 percent of non-commuters selected the reference 
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alternative as their first preference in all 16 choice tasks (which represents a form of non-
trading behaviour; see e.g., (27)), compared to 16.87 and 7.62 percent of commuters and 
non-commuters respectively not selecting the reference alternative in any of the 16 choice 
tasks. 
 
< Table 1 here > 
  
Five models are estimated on each data set (i.e., commuter and non-commuter data sets), 
thus producing a total of 10 models. The five models (by two segments) are estimated 
using subsets of the choice observations from the full set of data such that each model is 
estimated using 
 
M1: First preference choices only 
M2: Second preference choices only, including second preferences for choice situations 
where reference alternative was not chosen  
M3: Only second preference choice observations excluding observations where a SC 
alternative was selected as the first preference  
M4: Pooled first and second choice observation data (excluding observations where a SC 
alternative was selected as the first preference) 
M5: Pooled first and second choice observation data (excluding observations where a SC 
alternative was selected as the first preference) accounting for scale differences 
 
As well as including second preference choice observations, model M2 also includes 
choice observations where a non-reference alternative was selected in the first preference 
task. Thus, model M2 also includes those second preference choice observations in which 
the respondent was not forced to declare a different alternative as their next best 
preference (i.e., the respondent did not choose the reference alternative as their first 
preference). In some way, this would however mean that choices for these observations 
would be overweighted. For models M3 to M5, only choice observations where a 
respondent was forced to select a second preference alternative were included in the 
analysis (i.e., the respondent choose the reference alternative as their first preference). As 
such, the number of choice observations per respondent for the second choice task will 
range between zero and 16 depending on how many times they selected the reference 
alternative as their first preference). Model M1 used only the first preference task 
ignoring any second preferences that have been declared. 
 
MODEL SPECIFICATIO 
 
All estimated models use the same general form of the utility specification. The utility 
functions for the models are given as Equations (3a) to (3b). 
 
( ) ref ref refU ref xδ β ε= + +  (3a) 
1 1 11
( ) sp sp spU sp xδ β ε= + +  (3b) 
2 22
( )          ,sp spU sp xβ ε= +  (3c) 
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where x represents the free-flow time, slowed down time, travel time variability, vehicle 
running costs and toll cost attributes and the β the associated parameter estimates.  
 
In estimating each of the models, the attribute related parameter estimates are specified as 
being generic across the reference and hypothetical SC alternatives. Alternative specific 
constants are estimated for the reference and first SC alternatives to capture inertia effects 
as well as left to right biases in respondents answering the SC questions.  
 
Models M1, and M2 and M3 look separately at the first and second choices and as such 
are not affected by possible scale differences. For models M4 and M5, which pool the 
first and second preference data subsets, the parameters are constrained to be generic 
across the pooled data sets. For model M5, a scale parameter was estimated for the 
second preference choice data to account for possible differences in the error variances 
between the two choice tasks.  
 
MODEL RESULTS 
 
The focus of the present analysis was on testing for differences between first and second 
responses rather than on intricate exploration of advanced methodological issues such as 
inter-respondent taste heterogeneity. Furthermore, no correlation between the errors for 
the different alternatives could be retrieved. With this in mind, we limited ourselves to 
Multinomial Logit (MNL) models. However, two departures from standard methodology 
were incorporated in that model M5 allows for scale differences between first and second 
responses and in that all models were estimated using Jackknife approaches to account 
for the pseudo panel nature of the data and correct the standard errors (see e.g., (28)). The 
results are given in Tables 2 and 3 for the commuter and non-commuter data segments 
respectively.  
 
 
< Table 2 here > 
 
< Table 3 here > 
 
The adjusted ρ2 for the models suggest that better model fits are achieved for model M2 
(commuter and non-commuter), with model M3 (commuter and non-commuter) 
performing worse than the final two modelling approaches (M4 and M5). The poor 
performance of model M3 (commuter and non-commuter) can probably be explained as a 
result of the fact that this model was estimated on respondents’ second preference choices 
only, where a less deterministic choice process could be expected (no inertia). The 
parameters for the travel time and costs attributes are all statistically significant and of the 
expected signs. Of interest however is that the relative magnitude for the free flow and 
slowed down time mean parameter estimates are reversed for model M3 (commuter) 
suggesting that individuals have a greater disutility for spending time in free flowing 
traffic conditions than they do in more heavily congested conditions. For Model M3 
(non-commuter), the magnitudes of these parameters are as is to be expected. The trip 
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time variability parameter is found to be statistically significant only in model M2 
(commuter and non-commuter). 
 
Model M5 is estimated on the same pooled data as model M4, however an additional 
scale parameter is estimated allowing for different error variances for the two choice sets. 
The scale parameter for both the commuter and non-commuter segments are not 
statistically significant at the 95 percent level compared to the important value of one (not 
zero) suggesting that the error variances for the first and second preferences are not 
statistically different, although the scale parameter is statistically significant for the 
commuter data at the 93 percent level. This lack of differences in the error variances is 
reflected in the fact that the model results are almost identical for Models M4 and 5. The 
fact that there is no statistical evidence that the error variances are different suggests that 
no violation of the IID assumption occurs in either data set from the pooling the two 
choices into a single data set, thus supporting the earlier finding of Brazell et al. (14). 
 
Tables 2 and 3 also report the VTTS for the 10 models. Given that there exist two cost 
parameters, VTTS estimates for the free-flow and slowed down time attributes are 
reported against each. All VTTS are given in AU$ per minute. Asymptotic t-ratios for 
each VTTS are given in each table and 95 percent confidence intervals are reported 
separately at the bottom of each of the tables. All VTTS values are statistically different 
from zero except for the free-flow time against running cost estimate in model M3 for the 
commuter data segment. As is to be expected, the average VTTS are higher for the 
commuter segment than for the non-commuter segment, with the exceptions of Model 
M1 (slowed down time versus running cost) and M3 (slowed down time versus toll cost).  
 
Examination of the 95 percent confidence intervals for the VTTS suggests that within 
each data segment there exist overlapping estimates for the VTTS. Within each model, 
comparing the VTTS reported, in only a few cases do the confidence intervals not 
overlap. Indeed, only in models M4 and M5 estimated on the commuter sample do the 
VTTS for slowed down time estimated against running cost not overlap with all the other 
VTTS estimated within that particular model (e.g., in models M4 and 5, the slowed down 
time estimated against running cost confidence interval ranges from $0.26 to $0.34 
whereas the range for the free-flow time against toll cost VTTS is between $0.13 and 
$0.23).  
A comparison of the mean VTTS estimates to the confidence intervals provides for a 
more telling story. Reading across the rows of the tables, several mean VTTS values for 
the M3 commuter model do not lie within the 95 percent confidence intervals generated 
from the other models. For example, the mean VTTS generated for the free flow attribute 
($0.29) lies outside the 95 percent confidence interval estimated for model M1 ($0.16 to 
$0.28). Similarly, the mean free flow relative to toll cost VTTS ($0.14) for Model 3 also 
lies outside the confidence interval observed for model M1 ($0.15 to $0.23). Mean 
slowed down time relative to running cost VTTS for M3 ($0.25) are also outside the 
confidence intervals generated from models M4 and M5 ($0.26 to $0.34) whilst the mean 
slowed down time relative to toll cost VTTS for model M3 ($0.13) lies outside the 
confidence interval range for models M1 ($0.22 to $0.28), M2 ($0.16 to $0.17) and M4 
and M5 ($0.16 to $0.24). All other mean VTTS lie within the confidence intervals for all 
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other models, including those for model M3 non-commuter. Despite the VTTS obtained 
from M3 non-commuter not being statistically different to the VTTS generated from 
other models, the values themselves do on face value appear to be more different than 
those obtained from any other pairwise VTTS comparison. 
 
DISCUSSIO AD COCLUSIO 
 
This study examines the issue of dual response data, specifically for SC experiments 
involving respondent defined reference alternatives. Unlike traditional dual response data 
which typically use as the status quo alternative a ‘no choice’ or at ‘your current level’ 
alternative, the data used herein uses as the base alternative a respondent defined 
reference alternative. These individual specific alternatives differ from the traditional 
type of base alternatives in that each respondent provides the levels for the alternative 
from which the hypothetical alternatives are generated. Whilst the use of reference 
alternatives in this manner is not new, we examine (for what we believe to be the first 
time) the option of capturing more than one response per choice observation for such 
data. Further, unlike some other research on dual response data, we have employed a 
strategy that captures data on respondents’ second preferences only if they indicate that 
they prefer the reference or status quo alternative in the first instance. In this way, it is 
believed that the cognitive burden to which respondents are exposed is minimised.  
 
Similar to Brazell et al. (14) but in contrast to Dhar and Simpson (11), we find no 
systematic violations of the IID assumption caused by the pooling of the first and second 
preference data across two separate empirical data sets, although it should be noted that 
for one data set, the commuter data set, the scale parameter was almost statistically 
different at the 95 percent confidence level. One possibility for the similarity between our 
findings and those of Brazell et al. (14), and the contradictory results with those of Dhar 
and Simpson (2003) may lie in the complexity of the choice experiments examined in 
these studies. In Dhar and Simpson (11), a simple experiment involving only two 
attributes per alternative was used, whereas the experiments reported in Brazell et al. (14) 
and here are more complex, involving many more attributes. The existence of larger 
number of attributes may assist in distinguishing between the alternatives, as well as 
remove the possibility that no clear compromise alternative exists within a given choice 
task. Whilst further research is warranted on this issue, if this is the cause, then care 
should be given to overly simple experimental designs when using dual response type 
data. In making the above statement, we note however that much research has already 
been conducted on the influences that different design dimensions, such as the number 
alternatives, attributes, attribute levels, and attribute level ranges, play on the on SC 
behavioural outcomes (see e.g., (29)-(34). Caussade et al. (29) and Chintakayala et al. (30) 
in particular examine the influence each dimension plays on the error variances of 
respondents, and found that different aspects of experimental designs do influence the 
error variances of those answering SC questions. 
 
This study has also examined the differences in the VTTS derived from different 
modelling approaches taken when dual response data is available. To our knowledge, 
WTP differences have not been examined in such detail by other researchers studying 
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dual response type data. Our findings suggest that no systematic differences exist 
between the VTTS for dual response type data, although some differences were found for 
the VTTS derived from the worst performing model estimated. Given that the other 
models appear to perform much better than this model however, both in terms of model 
fit and statistically significant behavioural outputs, we are inclined to discount the results 
from this finding and conclude that on the balance of probabilities, that the VTTS do not 
differ across the dual response data, whether estimated as pooled or separate data sources.  
 
Finally, we conclude that the use of dual response data presents researchers with 
advantages over experiments that collect only a first preference choice. Indeed, in cases 
where respondents overwhelmingly select the status quo alternative, whether it be a no 
choice or reference alternative, based on our findings, the use of dual responses will 
allow for a better estimation of the parameter estimates associated with the other 
alternatives, particularly given that we have not found any evidence of an IID violation.  
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Table 1: umber of 2
nd
 tier responses by segment 
 Commuters on-Commuters 
# choices Absolute (%) umber of obs. Absolute (%) umber of obs. 
0 41 (16.87%) 0 17 (7.62%) 0 
1 15 (6.17%) 15 13 (5.83%) 13 
2 22 (9.05%) 44 14 (6.28%) 28 
3 16 (6.58%) 48 18 (8.07%) 54 
4 31 (12.76%) 124 21 (9.42%) 84 
5 27 (11.11%) 135 25 (11.21%) 125 
6 19 (7.82%) 114 12 (5.38%) 72 
7 9 (3.70%) 63 10 (4.48%) 70 
8 11 (4.53%) 88 20 (8.97%) 160 
9 8 (3.29%) 72 11 (4.93%) 99 
10 5 (2.06%) 50 7 (3.14%) 70 
11 11 (4.53%) 121 15 (6.73%) 165 
12 4 (1.65%) 48 15 (6.73%) 180 
13 5 (2.06%) 65 2 (0.90%) 26 
14 6 (2.47%) 84 2 (0.90%) 28 
15 7 (2.88%) 105 3 (1.35%) 45 
16 6 (2.47%) 96 18 (8.07%) 288 
Total 243 (100%) 1272 223 (100%) 1507 
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Figure 1: An example of a stated choice screen 
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Figure 2: Survey instrument phases 
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Figure 3: First and second preference choices  
 
