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Abstract
In this work we study the problem of whether all trajectories of the system x˙ = y − F(x) and y˙ = −g(x)
cross the vertical isocline, which is very important for the existence of periodic solutions and oscillation theory.
Sufficient conditions are given for all trajectories to cross the vertical isocline.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider the Liénard system
x˙ = y − F(x)
y˙ = −g(x), (E )
where F and g are continuous functions on R satisfying
xg(x) > 0, for x = 0.
We assume that the uniqueness is guaranteed for solutions of (E ) for the initial value problem.
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Various questions on the stability, boundedness, oscillation and periodicity of solutions of (E ) have
received a considerable amount of attention in the last four decades [1–8]. In this work we will find
conditions for deciding whether all trajectories of the system (E) cross the vertical isocline y = F(x).
We say that system (E ) has property (X+) in the right half-plane (resp. in the left half-plane) if for every
point (x0, y0) with y0 > F(x0) and x0 ≥ 0 (resp. y0 < F(x0) and x0 ≤ 0), the positive semitrajectory
of (E ) passing through (x0, y0) crosses the vertical isocline y = F(x). Property (X+) is a fundamental
concept in the existence of periodic solutions and oscillation theory. For results related to property (X+)
refer to [1–5,7,8].
In [1, Theorem 2.1], we have a nice result.
Theorem 1.1. Suppose that lim supx→+∞ F(x) > −∞. Then the system (E ) has property (X+) in the
right half-plane if and only if
lim sup
x→+∞
[Γ−(x) + F(x)] = +∞,
where Γ−(x) =
∫ x
0
g(ξ )
1+F−(ξ ) and F−(x) = max{0,−F(x)}. In [2] J.R. Graef gave a necessary and
sufficient condition for property (X+) under the hypothesis
x F(x) > 0 for |x | large.
In [3], no restrictions on the sign of F(x) are required, but F(x) must be bounded below for x positive
and bounded above for x negative. In fact a necessary and sufficient condition for property (X+) is not
yet obtained under the assumption
lim
x→+∞ F(x) = −∞ or limx→−∞ F(x) = +∞.
However, we can present some sufficient conditions. In [4] Filippov proved that if there exists 0 ≤ β < 8
such that
F2(x) ≤ βG(x), x > 0, (1)
then the system (E) has property (X+). Villari and Zanolin [1] gave
lim sup
x→+∞
[aΓ−(x) + F(x)] = +∞, where 0 < a < 4, (2)
as a sufficient condition for property (X+) in the right half-plane. Hara and Yoneyama [5] gave the
following sufficient condition for property (X+) in the right half-plane:
lim inf
x→+∞
1
F(x)
∫ x
b
g(ξ)
F(ξ)
dξ >
1
4
, for all b ≥ b0, (3)
where b0 is a positive number such that F(x) < 0 for x ≥ b0. Hara and Sugie [6] also gave a sufficient
condition for property (X+) in the right half-plane.
In this work we will extend the results presented in the above and obtain some sufficient conditions
which can be applied when none of the sufficient conditions presented in the previous literature are
applicable.
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2. Sufficient conditions for property (X+)
Let
G(x) =
∫ x
0
g(η)dη. (4)
First, we introduce a system which is equivalent to (E). Let the function λ(x) be defined by
λ(x) =
{√
2G(x) for x ≥ 0
−√2G(x) for x < 0
and the mapping Λ : R2 → R2 by
Λ(x, y) = (λ(x), y) ≡ (u, v).
Consider the canonical form of Liénard systems
du
dτ
= v − F∗(u)
dv
dτ
= −u,
(E∗)
in which dτ = [g(x)sgn(x)/√2G(x)]dt and a continuous function F∗ is defined by
F∗(u) =


F
(
G−1
(
1
2
u2
))
if u ≥ 0
F
(
G−1
(
−1
2
u2
))
if u < 0,
where G−1(w) is the inverse function to G(x)sgn(x). Then the mapping Λ is a homeomorphism of the
(x, y)-plane onto the (u, v)-plane which gives a one-to-one correspondence between all trajectories of
(E ) and those of (E∗) (refer to [5, Lemma 3.1] for the proof). It is obvious that Λ maps the x-axis to
the u-axis. Consequently, we have only to determine whether system (E∗), instead of (E ), has property
(X+) or not. Hereafter we denote τ by t again.
Now we state our results.
Theorem 2.1. Suppose that
lim sup
u→+∞
(∫ u
b
F∗(s) + 2s
s2
ds + F
∗(u)
u
)
= +∞ for some b > 0. (5)
Then the system (E∗) has property (X+) in the right half-plane.
Proof. We prove the theorem by contradiction. Suppose that there exists a solution (u(t), v(t)) of
(E∗) whose graph remains in the region {(u, v) : u ≥ 0 and v > F∗(u)} for all future time. Let
(u0, v0) = (u(0), v(0)). Since system (E∗) has no critical points in this region, we have
u(t) → +∞ as t → +∞,
so, we may assume that u0 is sufficiently large. We may also assume v0 < 0 because
v(t) ≤ v0 − u0t → −∞ as t → +∞.
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Thus, it turns out that
u(t) ≥ u0 > 0 and v(t) ≤ v0 < 0 for t ≥ 0.
Now let
h(t) =
∫ u(t)
b
F∗(s)
s2
ds + v(t)
u(t)
; (6)
then
h˙(t) = u˙(t) F
∗(u(t))
u2(t)
+ −u
2(t) − u˙(t)v(t)
u2(t)
= −u˙
2(t) − u2(t)
u2(t)
= −(u˙(t) − u(t))
2 − 2u(t)u˙(t)
u2(t)
≤ −2 u˙(t)
u(t)
.
Thus,
d
dt
(
h(t) +
∫ u(t)
b
2
s
ds
)
≤ 0. (7)
Therefore,∫ u(t)
b
F∗(s) + 2s
s2
ds + v(t)
u(t)
≤
∫ u0
b
F∗(s) + 2s
s2
ds + v0
u0
< +∞ for t ≥ 0.
Since, v(t) > F∗(u(t)) and u(t) → +∞ as t → +∞,
lim sup
u→+∞
(∫ u
b
F∗(s) + 2s
s2
ds + F
∗(u)
u
)
< +∞.
This contradiction completes the proof. 
Corollary 2.1. If
lim inf
u→+∞
F∗(u)
u
> −∞ and lim sup
u→+∞
∫ u
b
F∗(s) + 2s
s2
ds = +∞ for some b > 0,
then the system (E∗) has property (X+) in the right half-plane.
Corollary 2.2. Suppose that
lim inf
u→+∞
F∗(u)
u
> −2.
Then the system (E∗) has property (X+) in the right half-plane.
The following analogous results are obtained with respect to property (X+) in the left half-plane.
Theorem 2.2. Suppose that
lim inf
u→−∞
(∫ b
u
F∗(s) + 2s
s2
ds − F
∗(u)
u
)
= −∞ for some b < 0. (8)
Then the system (E∗) has property (X+) in the left half-plane.
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Corollary 2.3. If
lim inf
u→−∞
F∗(u)
u
> −∞ and lim inf
u→−∞
∫ b
u
F∗(s) + 2s
s2
ds = −∞ for some b < 0,
then the system (E∗) has property (X+) in the left half-plane.
Corollary 2.4. Suppose that
lim inf
u→−∞
F∗(u)
u
> −2.
Then the system (E∗) has property (X+) in the left half-plane.
Recall defining the function F∗(u) under the assumption G(+∞) = +∞ as follows:
F∗(u) = F
(
G−1
(
1
2
u2
))
for u ≥ 0.
Put x = G−1(12 u2). Then we have the following result for the system (E ) which is equivalent to
Theorem 2.1.
Theorem 2.3. Assume G(+∞) = +∞. Then the system (E ) has property (X+) in the right half-plane
if
lim sup
x→+∞
(∫ x
b
(
F(η)g(η)
(2G(η))
3
2
+ g(η)
G(η)
)
dη + F(x)√
2G(x)
)
= +∞ for some b > 0. (9)
Corollary 2.5. Assume G(+∞) = +∞. Then the system (E ) has property (X+) in the right half-plane
if
lim inf
x→+∞
F(x)√
2G(x)
> −∞ and lim sup
x→+∞
∫ x
b
(
F(η)g(η)
(2G(η))
3
2
+ g(η)
G(η)
)
dη = +∞ for some b > 0.
Corollary 2.6. Assume G(+∞) = +∞. Then the system (E ) has property (X+) in the right half-plane
if
lim inf
x→+∞
F(x)√
2G(x)
> −2.
Now put x = G−1(−12 u2); then we have the following result which is equivalent to Theorem 2.2.
Theorem 2.4. Assume G(−∞) = +∞. Then the system (E ) has property (X+) in the left half-plane if
lim inf
x→−∞
(∫ b
x
(
− F(η)g(η)
(2G(η))
3
2
+ g(η)
G(η)
)
dη − F(x)√
2G(x)
)
= −∞ for some b < 0. (10)
Corollary 2.7. Assume G(−∞) = +∞. Then the system (E) has property (X+) in the left half-plane if
lim inf
x→−∞
F(x)√
2G(x)
> −∞ and lim inf
x→−∞
∫ b
x
(
− F(η)g(η)
(2G(η))
3
2
+ g(η)
G(η)
)
dη = −∞ for some b < 0.
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Corollary 2.8. Assume G(−∞) = +∞. Then the system (E ) has property (X+) in the left half-plane if
lim inf
x→−∞
F(x)√
2G(x)
> −2.
3. Results and examples
In this section we will show how our results are related to the results listed in the introduction; also
we will give some examples to which previous results are inapplicable.
Hara and Sugie [6, Theorem 5.1] presented a sufficient condition for property (X+): Suppose that
F∗(u) ≥ −2u + h(u), (11)
where h is a non-negative function, h(u)
u
is non-increasing and is not greater than 2 for sufficiently large
u, and∫ +∞ h(u)
u2
du = +∞. (12)
Then the system (E∗) has property (X+) in the right half-plane.
It is clear that this result is an immediate consequence of Corollary 2.1. Also (1) follows from
Corollary 2.6.
Example 3.1. Consider the system (E ) with
F(x) = −2x + x sin2(x), and g(x) = x .
Suppose that 0 ≤ h(x) ≤ F(x) + 2x = x sin2(x); then h(2nπ) = 0. If h(u)
u
is non-increasing for
sufficiently large u we have∫ +∞ h(u)
u2
du =
∫ 2nπ h(u)
u2
du < +∞,
for sufficiently large n ∈ N ; thus, the sufficient condition presented by Hara and Sugie [6, Theorem 5.1]
is inapplicable, but it follows directly from Corollary 2.1 that this system has property (X+) in the right
half-plane.
Hara and Sugie in [6] proved that (2) and (3) are equivalent. Suppose that limx→+∞ F(x)F
′(x)
g(x) exists;
then using L’Hôpital’s rule twice, we get
lim
x→+∞
F(x)∫ x
b
g(ξ )
F(ξ )d ξ
= lim
x→+∞
F(x)F ′(x)
g(x)
= lim
x→+∞
F2(x)
2G(x)
,
and, therefore,
lim
x→+∞
1
F(x)
∫ x
b
g(ξ)
F(ξ)
dξ >
1
4
⇒ lim
x→+∞
F(x)√
2G(x)
> −2.
Hence, if limx→+∞ F(x)F
′(x)
g(x) exists, Corollary 2.6 implies that if (2) and (3) holds, then the system (E )
has property (X+) in the right half-plane.
Example 3.2. Consider the system (E ) with
F(x) = −3x + 2.2x sin2(x), and g(x) = x .
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Notice that
lim inf
x→+∞
1
F(x)
∫ x
b
g(ξ)
F(ξ)
dξ ≤ lim
n→+∞
∫ 2nπ
b
1
−3+2.2 sin2(x)dx
−6nπ =
∫ 2π
0
1
−3+2.2 sin2(x)dx
−6π <
1
4
for every b > 0,
and
F(2nπ) + 2(2nπ) = −2nπ < 0.
Thus, all of the results presented by Filippov [4], Hara and Yoneyama [5, Lemma 4.2], Villari and Zanolin
[1, Theorem 2.3] and Hara and Sugie [6, Theorem 5.1] are inapplicable to this system. However,
lim
x→+∞
∫ x
b
−s + 2.2s sin2(s)
s2
ds = lim
x→+∞
∫ x
b
0.1 − 1.1 cos(2s)
s
ds = +∞.
Hence, (5) holds and the system (E ) has property (X+) in the right half-plane.
Example 3.3. Consider the system (E ) with
F(x) = mx + nx sin2(x), m + n
2
> 2 and g(x) = x .
Then
lim
x→+∞
∫ x
b
m − 2 + n sin2(s)
s
ds = lim
x→+∞
∫ x
b
(m − 2 + n2 ) − n2 cos(2s)
s
ds = +∞.
Therefore, by Corollary 2.1 the system (E ) has property (X+) in the right half-plane.
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