Abstract. We construct two new one-parameter families of monotonicity formulas to study the free boundary points in the lower dimensional obstacle problem. The first one is a family of Weiss type formulas geared for points of any given homogeneity and the second one is a family of Monneau type formulas suited for the study of singular points. We show the uniqueness and continuous dependence of the blowups at singular points of given homogeneity. This allows to prove a structural theorem for the singular set.
Introduction
The lower dimensional obstacle problem. Let Ω be a domain in R n and M a smooth (n − 1)-dimensional manifold in R n that divides Ω into two parts: Ω + and Ω − . For given functions ϕ : M → R and g : ∂Ω → R satisfying g > ϕ on M ∩ ∂Ω, consider the problem of minimizing the Dirichlet integral
on the closed convex set
This problem is known as the lower dimensional, or thin obstacle problem, with ϕ known as the thin obstacle. It is akin to the classical obstacle problem, where u is constrained to stay above an obstacle ϕ which is assigned in the whole domain Ω. However, whereas the latter is by now well-understood, the thin obstacle problem still presents considerable challenges and only recently there has been some significant progress on it. While we defer a discussion of the present status of the problem and of some important open questions to the last section of this paper, for an introduction to this and related problems we refer the reader to the book by Friedman [Fri82, Chapter 1, Section 11] as well as to the survey of Ural'tseva [Ura87] . The thin obstacle problem arises in a variety of situations of interest for the applied sciences. It presents itself in elasticity (see for instance [KO88] ), when an elastic body is at rest, partially laying on a surface M. It also arises in financial mathematics in situations in which the random variation of an underlying asset changes discontinuously, see [CT04] , [Sil07] and the references therein. It models the flow of a saline concentration through a semipermeable membrane when the flow occurs in a preferred direction (see [DL72] ).
When M and ϕ are smooth, it has been proved by Caffarelli [Caf79] that the minimizer u in the thin obstacle problem is of class C 1,α loc (Ω ± ∪ M). Since we can make free perturbations away from M, it is easy to see that u satisfies ∆u = 0 in Ω \ M = Ω + ∪ Ω − , but in general u does not need to be harmonic across M. Instead, on M, one has the following complementary conditions
where ν ± are the outer unit normals to Ω ± on M. One of the main objects of study in this problem is the so-called coincidence set A similar problem is obtained when M is a part of ∂Ω and one minimizes D Ω (u) over the convex set K = {u ∈ W 1,2 (Ω) | u = g on ∂Ω \ M, u ≥ ϕ on M}.
In this case u is harmonic in Ω and satisfies the complementary conditions u − ϕ ≥ 0, ∂ ν u ≥ 0, (u − ϕ)∂ ν u = 0 on M, where ν is the outer unit normal on ∂Ω. This problem is known as the boundary thin obstacle problem or the Signorini problem. Note that in the case when M is a plane and Ω and g are symmetric with respect to M, then the thin obstacle problem in Ω is equivalent to the boundary obstacle problem in Ω + .
Recent developments.
There has been a recent surge of activity in the area of thin obstacle problems since the work of Athanasopoulos and Caffarelli [AC04] , where the optimal C 1, 1 2 interior regularity has been established for the solutions of the Signorini problem with flat M and ϕ = 0. A different perspective was brought in with the paper [ACS07] , where extensive use was made of the celebrated monotonicity of Almgren's frequency function, N (r, u) := r Br |∇u| 2 ∂Br u 2 , see [Alm79] , and also [GL86] , [GL87] for generalizations to variable coefficient elliptic operators in divergence form. The name frequency comes from the fact that when u is a harmonic function in B 1 homogeneous of degree κ, then N (r, u) ≡ κ. Using such monotonicity of the frequency the authors were able to show fine regularity properties of the free boundary; namely, that the set of so-called regular free boundary points is locally a C 1 -manifold of dimension n − 2. When the obstacle is the function ϕ ≡ 0 and M is flat, then a point of the free boundary is called regular if at such point the frequency attains its least possible value N (0+, u) = 2 − 1 2 (see Lemma 1.2.3 and Definition 1.2.9 below). For instance the origin is a regular free boundary point forû 3/2 (x) = Re(x 1 + i |x n |) 3/2 . The reader is also referred to Section 1.2 for a detailed description of the main results in [AC04] and [ACS07] .
Another line of developments has emerged from the fact that in the particular case Ω + = R n + := R n−1 × (0, ∞) and M = R n−1 × {0}, the Signorini problem can be interpreted as an obstacle problem for the fractional Laplacian on R . A more general range of fractional powers 0 < s < 1 has been considered by Silvestre [Sil07] , who has proved the almost optimal regularity of the solutions: u ∈ C 1,α (R n−1 ) for any α < s. Subsequently, Caffarelli, Salsa, and Silvestre [CSS08] have established the optimal C 1,s regularity and generalized the free boundary regularity results of [ACS07] to this setting.
One interesting aspect of [CSS08] is that the authors are able to treat the case when the thin obstacle ϕ is nonzero. They prove a generalization of Almgren's monotonicity of the frequency for solutions of the thin obstacle problem with nonzero thin obstacles, see Section 2.2 below. With this tool they establish the optimal interior regularity of the solution, and the regularity of the free boundary at the regular points.
Main results. In the thin obstacle problem one can subdivide the free boundary points into three categories: the set of regular points discussed above, the set Σ(u) of the so-called singular points, and the remaining portion of those free boundary points which are neither regular, nor singular. As we have mentioned, the papers [ACS07] , [Sil07] and [CSS08] study the former set.
The main objective of this paper is the study of the singular free boundary points. More specifically, using methods from geometric PDE's we study the structure of the singular set Σ(u), which we now define.
Hereafter, the hypersurface M is assumed to be the hyperplane {x n = 0}. A free boundary point x 0 ∈ Γ(u) is called singular if the coincidence set Λ(u) has a vanishing (n − 1)-Hausdorff density at x 0 , i.e.
H
n−1 (Λ(u) ∩ B r (x 0 ))
We denote by Σ(u) the set of singular points. We observe here that Σ(u) is not necessarily a small part of the free boundary Γ(u) in any sense. In fact, it may happen that the whole free boundary is composed exclusively of singular points. This happens for instance when u is a harmonic function, symmetric with respect to M, touching a zero obstacle (see also Figure 2 below). One of the main difficulties in our analysis consists in establishing the uniqueness of the blowups, which are the limits of properly defined rescalings of u, see (1.2.2) below. Proving such uniqueness is equivalent to showing that at any x 0 ∈ Σ(u) one has a Taylor expansion
where p = p x0 κ is a nondegenerate homogeneous polynomial of a certain order κ, satisfying
see Theorems 1.3.6 and 2.6.3 below. The value of κ must be an even integer, and it is obtained from the above mentioned generalization of Almgren's monotonicity of frequency to the thin obstacle problem, see Theorems 1.2.1 and 2.2.1.
At this point, to put our discussion in a broader perspective, we recall that for the classical obstacle problem a related Taylor expansion was originally obtained by Caffarelli and Rivière [CR77] in dimension 2. In higher dimensions this expansion was first proved by Caffarelli [Caf98] with the use of a deep monotonicity formula of Alt, Caffarelli, and Friedman [ACF84] . Subsequently, a different proof based on a simpler monotonicity formula was discovered by Weiss [Wei99] . More recently, using the result of Weiss, Monneau [Mon03] has derived yet another monotonicity formula which is tailor made for the study of the singular free boundary points. He has then used such formula to prove the above mentioned Taylor expansion at singular points of the classical obstacle problem. Now, in the classical obstacle problem the only frequency that appears is κ = 2. Specifically, the above mentioned monotonicity formulas in [ACF84] , [Wei99] , [Mon03] are only suitable for κ = 2. In the thin obstacle problem, instead, one the main complications is that at a singular free boundary point the frequency κ may be an arbitrary even integer 2m, m ∈ N.
With this observation in mind, and the objective of studying singular points, our original desire was to construct an analogue of Monneau's formula based on Almgren's frequency formula, rather than on Weiss'. This was suggested by the fact that, at least in principle, Almgren's frequency formula does not display the limitation of the specific value κ = 2. In the process, however, we have discovered a new one-parameter family of monotonicity formulas {W κ } of Weiss type (see Theorem 1.4.1) which is tailor made for studying the thin obstacle problem, and that, remarkably, is inextricably connected to Almgren's monotonicity formula, see Section 1.4 and 2.7. With these new formulas in hand, following Monneau [Mon03] we have discovered another one-parameter family {M κ } of monotonicity formulas (see Theorem 1.4.3) which are ad hoc for studying singular free boundary points with frequency κ = 2m, m ∈ N. With this result, in turn, we have been able to establish the desired Taylor expansion mentioned above, thus obtaining the uniqueness of the blowups. Furthermore, the monotonicity formulas {M κ } allow to establish the nondegeneracy and continuous dependence of the polynomial p x0 κ on the singular free boundary point x 0 with frequency κ.
We should also mention here that in the case of the nonzero thin obstacle ϕ there are additional technical difficulties introduced by the error terms in the computations. In fact, Almgren's monotonicity formula in its purest form will not hold in general, but if ϕ is assumed to be C k,1 regular we can establish the monotonicity of the truncated versions Φ k of the frequency functional, see Theorem 2.2.1. This kind of formula has been used first in [CSS08] in the case k = 2. Because of the truncation, our approach allows to effectively study only the free boundary points at which the frequency takes a value κ < k.
Finally, a standard argument based on Whitney's extension theorem implies that the set of singular points is contained in a countable union of C 1 regular manifolds of dimensions d = 0, 1, . . . , n − 2. In the case of a nonzero obstacle ϕ ∈ C k,1 this result is limited to singular points with the frequency κ < k. For a precise formulation, see Theorems 1.3.8 and 2.6.5.
Structure of the paper. When the thin obstacle ϕ is identically zero our constructions and proofs are most transparent. While the majority of our results continue to hold for regular nonzero obstacles, the technicalities of the proofs are overwhelming and may easily distract from the main ideas. For this reason we have subdivided the paper into two parts: Part 1 deals exclusively with solutions with a zero thin obstacle ϕ, whereas Part 2 deals with a nonzero ϕ. The individual structure of these parts is as follows.
Part 1: ϕ = 0.
• In Section 1.1 we define the class S of normalized solutions of the Signorini problem.
• In Section 1.2 we describe the known results, including the optimal regularity and the regularity of the free boundary.
• Section 1.3 contains the statements of our main results.
• In Section 1.4 we establish the above mentioned Weiss and Monneau type monotonicity formulas.
• Finally, in Section 1.5 we use these monotonicity formulas to establish the structure of the singular set. Part 2: ϕ = 0.
• In Section 2.1 we describe a method based on harmonic extension of the k-th Taylor's polynomial of the thin obstacle to obtain the main class S k of normalized solutions.
• In Section 2.2 we prove a form of Almgren's monotonicity formula which generalizes a similar result in [CSS08] .
• In Section 2.3 using this monotonicity of the generalized frequency we study the growth of u ∈ S k near the origin.
• In Section 2.4 we establish the existence of blowups.
• In Section 2.5 we give a classification of free boundary points for solutions of the Signorini problem.
• In Section 2.6 we state our main results, see Theorems 2.6.3 and 2.6.5 below.
• In Section 2.7 we prove two extended forms of the Weiss and the Monneau type monotonicity formulas obtained in the first part of the paper.
• Finally, in Section 2.8, we prove our main results.
In closing, we would like to mention that, using the extension approach developed in [CS07] and [CSS08] , our technique works also for solutions of the obstacle problem for the fractional Laplacian (−∆ x ) s for any 0 < s < 1. However, for the sake of exposition, here we restrict ourselves to the case s = 1/2 (i.e. the Signorini problem). The consideration of the general case is deferred to a forthcoming paper. Part 1. Zero Thin Obstacle
Normalization
In this part of the paper we consider a solution u of the Signorini problem with zero obstacle on a flat boundary, i.e. ϕ = 0 and M a hyperplane. Since we are interested in the properties of u near a free boundary point, after possibly a translation, rotation and scaling, we can assume that u is defined in B + 1 ∪B 1 , where B
Moreover, u ∈ C (1.1.1)
where, we recall, Λ(u) ⊂ B 1 is the coincidence set, and the free boundary Γ(u) is the topological boundary of Λ(u) in the relative topology of B 1 . Definition 1.1.1. Throughout the paper we denote by S the class of solutions of the normalized Signorini problem (1.1.1)-(1.1.3).
Note that we may actually extend u ∈ S by even symmetry to B 1
Then the resulting function will satisfy
It will also be useful to note the following direct relation between ∆u and ∂ xn u:
Note that here by ∂ xn u on {x n = 0} we understand the limit ∂ x + n u from inside {x n > 0}. We keep this convention throughout the paper. Below we indicate the main steps in the proof of this optimal regularity, by following the approach developed by Athanasopoulos, Caffarelli, and Salsa [ACS07] and Caffarelli, Salsa, and Silvestre [CSS08] . The main analysis is performed by considering the rescalings
, and studying the limits as r → 0+, known as the blowups. We emphasize that from the definition (1.2.2) one has
Note that generally the blowups might be different over different subsequences r = r j → 0+. The following monotonicity formula plays a fundamental role in controlling the rescalings. is nondecreasing for 0 < r < 1. Moreover, N (r, u) ≡ κ for 0 < r < 1 if and only if u is homogeneous of degree κ in B 1 , i.e.
x · ∇u − κu = 0 in B 1 .
In the case of the harmonic functions this is a classical result of Almgren [Alm79] , which was subsequently generalized to divergence form elliptic operators with Lipschitz coefficients in [GL86] , [GL87] . For the thin obstacle problem this formula has been first used in [ACS07] . We will provide a proof of Theorem 1.2.1 in Section 1.4. The reason for doing it is twofold. Besides an obvious consideration of completeness, more importantly we will prove that Theorem 1.2.1 is in essence equivalent to a new one-parameter family of monotonicity formulas similar to that of Weiss in [Wei99] , see Theorem 1.4.1.
The following property of the frequency plays an important role: for any 0 < r, ρ < 1 one has (1.2.4) N (ρ, u r ) = N (rρ, u).
Suppose now u ∈ S and 0 ∈ Γ(u). Consider the rescalings u r as defined in (1.2.2). Using (1.2.3), (1.2.4) and the monotonicity of the frequency N claimed in Theorem 1.2.1, one easily has for r ≤ 1
Now, this implies that there exists a nonzero function u 0 ∈ W 1,2 (B 1 ), which we call a blowup of u at the origin, such that for a subsequence r = r j → 0+ (1.2.5) N (rr j , u) = N (0+, u) for any 0 < r < 1. This implies that N (r, u 0 ) is a constant. In view of the last part of Theorem 1.2.1 we conclude that u 0 is a homogeneous function. The fact that u 0 ≡ 0 follows from the convergence u rj → u 0 in L 2 (∂B 1 ) and that equality ∂B1 u 2 rj = 1, implying that ∂B1 u 2 0 = 1. We emphasize that although the blowups at the origin might not be unique, as a consequence of Proposition 1.2.2 they all have the same homogeneity. Lemma 1.2.3 (Minimal homogeneity). Given u ∈ S one has
Moreover, either
For the proof see [CSS08, Lemma 6.1]. This follows from the classification of the homogeneous solutions of the Signorini problem which are convex in the xvariables. The lower bound is essentially contained in Silvestre's dissertation [Sil07] . The last part of the lemma was first proved in [ACS07] . 
Ultimately, this leads to the optimal regularity of u.
Theorem 1.2.5 (Optimal regularity). Let u ∈ S and 0 ∈ Γ(u).
1.2.2. Regularity of the free boundary. Another aspect of the Signorini problem is the study of the free boundary Γ(u). In fact, the starting point in the study of the regularity of the free boundary is precisely the optimal regularity of u, which we have described in Theorem 1.2.5. First note that Almgren's frequency functional (as well as Theorems 1.2.1-1.2.5) can be defined at any point x 0 ∈ Γ(u) by simply translating that point to the origin:
where r > 0 is such that B r (x 0 ) B 1 . This enables us to give the following definitions. 
Remark 1.2.7. One has to point out that the sets Γ κ (u) may be nonempty only for κ in a certain set of values. For instance, Lemma 1.2.3 implies that Γ k (u) = ∅ whenever 2 − 1 2 < κ < 2. On the other hand, if one considers the functionŝ
then one has 0 ∈ Γ κ (û κ ), and therefore Γ κ (û κ ) = ∅ for any of the above values of κ.
Remark 1.2.8. In dimension n = 2, a simple analysis of homogeneous harmonic functions in a halfplane shows that, up to a multiple and a mirror reflection, the only possible solutions of (1.1.1)-(1.1.2) are the functionsû κ above and
However, we claim that the values κ ∈ {2m+1 | m ∈ N} cannot occur in the blowup for any u ∈ S. Indeed, since 0 ∈ Γ(u) = ∂{u(·, 0) > 0}, we may choose a sequence r = r j → 0+ so that u(
Hence, if u 0 is a blowup over a subsequence of {r j } the C 1 convergence will imply that ∂ x2 u 0 ( 1 2 , 0) = 0. However,v κ do not satisfy this condition. Thus, the only frequencies κ = N (0+, u) that appear in dimension n = 2 are κ ∈ {2m − 1 2 | m ∈ N} ∪ {2m | m ∈ N}. It is plausible that a similar result hold in higher dimensions, but this is not known to the authors at the time of this writing. See also our concluding remarks in the last section of this paper.
Of special interest is the case of the smallest possible value of the frequency κ = 2 − 1 2 . Definition 1.2.9 (Regular points). For u ∈ S we say that
Note that from the Almgren's frequency formula it follows that the mapping Theorem 1.2.10 (Regularity of the regular set). Let u ∈ S, then the free boundary
Singular set: statement of main results
The main objective of this paper is to study the structure of the so-called singular set of the free boundary. In this section we state our main results in this direction, Theorems 1.3.6 and 1.3.8. The proofs of these results will be presented in Section 1.5. Definition 1.3.1 (Singular points). Let u ∈ S. We say that 0 is a singular point of the free boundary Γ(u), if
We denote by Σ(u) the subset of singular points of Γ(u). We also denote
Note that in terms of the rescalings (1.2.2) the condition 0 ∈ Σ(u) is equivalent to lim
The following theorem gives a complete characterization of singular points via the value κ = N (0+, u) as well as the type of the blowups. In particular, it establishes that
Theorem 1.3.2 (Characterization of singular points). Let u ∈ S and 0 ∈ Γ κ (u). Then the following statements are equivalent:
(ii) any blowup of u at the origin is a nonzero homogeneous polynomial p κ of degree κ satisfying
Since |∇u r | are locally uniformly bounded in B 1 by (1.2.5) and H n−1 (Λ(u r )∩B 1 ) → 0, the formula above implies that ∆u r converges weakly to 0 in D(B 1 ) and therefore any blowup u 0 must be harmonic in B 1 . On the other hand, by Proposition 1.2.2, the function u 0 is homogeneous in B 1 and therefore can be extended by homogeneity to R n . The resulting extension will be harmonic in R n and, being homogeneous, will have at most a polynomial growth at infinity. Then by the Liouville theorem we conclude that u 0 must be a homogeneous harmonic polynomial p κ of a certain integer degree κ. We also have that p κ ≡ 0 in R n by Proposition 1.2.2. The properties of u also imply that that p κ (x , 0) ≥ 0 for all x ∈ R n−1 and
(ii) ⇒ (iii) Let p κ be a blowup of u at the origin. If κ is odd, the nonnegativity of p κ on R n−1 × {0} implies that p κ vanishes on R n−1 × {0} identically. On the other hand, from the even symmetry we also have that ∂ xn p κ ≡ 0 on R n−1 × {0}. Since p κ is harmonic in R n , the Cauchy-Kovalevskaya theorem implies that p κ ≡ 0 in R n , contrary to the assumption. Thus, κ ∈ {2m | m ∈ N}.
(iii) ⇒ (ii) The proof is an immediate corollary of the following Liouville type result.
Lemma 1.3.3. Let v be a κ-homogeneous global solution of the thin obstacle problem in R n with κ = 2m for m ∈ N. Then v is a homogeneous harmonic polynomial.
on R n , with ∂ xn v ≤ 0 on {x n = 0}, this is a particular case of the following lemma, which is essentially Lemma 7.6 in Monneau [Mon07] , with an almost identical proof.
Proof. By assumption, µ := ∆v is a nonpositive measure, living on {x n = 0}. We are going to show that µ = 0. To this end, let P be a 2m-homogeneous harmonic polynomial, which is positive on {x n = 0} \ {0}. For instance, take
Further, let ψ ∈ C ∞ 0 (0, ∞) with ψ ≥ 0 and Ψ(x) = ψ(|x|). Then we have
where in the last step we have used that ∆P = 0, x · ∇P = 2mP , x · ∇v = 2mv. This implies that the measure µ is supported at the origin. Hence µ = cδ 0 , where δ 0 is the Dirac's delta. On the other hand, µ is 2(m − 1)-homogeneous and δ 0 is (−n)-homogeneous and therefore µ = 0.
(ii) ⇒ (i) Suppose that 0 is not a singular point and that over some sequence r = r j → 0+ we have H n−1 (Λ(u r ) ∩ B 1 ) ≥ δ > 0. Taking a subsequence if necessary, we may assume that u rj converges to a blowup u 0 . We claim that
But then u 0 vanishes identically on R n−1 × {0} and consequently on R n by the Cauchy-Kovalevskaya theorem. This completes the proof of the theorem. Definition 1.3.5. Throughout the rest of the paper we denote by P κ , κ = 2m, m ∈ N, the class of κ-homogeneous harmonic polynomials described in statement (ii) of Theorem 1.3.2. Theorem 1.3.6 (κ-differentiability at singular points). Let u ∈ S and 0 ∈ Σ κ (u) with κ = 2m, m ∈ N. Then there exists a nonzero p κ ∈ P κ such that
Moreover, if for x 0 ∈ Σ κ (u) the polynomial p x0 κ ∈ P κ is such that we have the Taylor expansion
κ depends continuously on x 0 ∈ Σ κ (u). We want to point out here that the polynomials p κ ∈ P κ can be recovered uniquely from their restriction to R n−1 × {0}. This follows from the CauchyKovalevskaya theorem; see the proof of the uniqueness part of Lemma 2.1.2 in Part 2. Thus, if p κ is not identically zero in R n then its restriction to R n−1 × {0} is also nonzero. Theorem 1.3.6 can be used to prove a theorem on the structure of the singular set, similar to the one of Caffarelli [Caf98] in the classical obstacle problem. In order to state the result we define the dimension d = d x0 κ of Σ κ (u) at a given point x 0 based on the polynomial p x0 κ . Roughly speaking, we expect Σ κ (u) to be contained in a d-dimensional manifold near x 0 . Definition 1.3.7 (Dimension at the singular point). For a singular point x 0 ∈ Σ κ (u) we denote
The following example provides a small illustration of Theorem 1.3.8. Consider the harmonic polynomial u( 
Weiss and Monneau type monotonicity formulas
In this section we introduce two new one-parameter families of monotonicity formulas that will play a key role in our analysis. Before doing so, however, we give a proof of Almgren's frequency formula since the latter has served as one of our main sources of inspiration. We refer the reader to the original paper by Almgren [Alm79] for the case of harmonic functions, to [GL86] , [GL87] for solutions to divergence form elliptic equations, and to Lemma 1 in [ACS07] for the thin obstacle problem.
Proof of Theorem 1.2.1. Let u ∈ S and consider the quantities Denoting by u ν = ∂ ν u, where ν is the outer unit normal on ∂B r , we have
On the other hand, using that ∆(u 2 /2) = u∆u + |∇u| 2 = |∇u| 2 and integrating by parts, we obtain
Further, to compute D (r) we use Rellich's formula
Notice that in view of the fact (x · ∇u)u xn = 0 on B 1 the last integral in the right-hand side vanishes. Hence,
Thus, as in the classical case of harmonic functions we have
where we have let N (r) = N (r, u). The last inequality is obtained form the CauchySchwarz inequality and implies the monotonicity statement in the theorem. Analyzing the case of equality in Cauchy-Schwarz, we obtain the second part of the theorem. For details, see the end of the proof of [ACS07, Lemma 1].
1.4.1. Weiss type monotonicity formulas. Here we introduce a new one-parameter family of monotonicity formulas inspired by that introduced by Weiss [Wei99] in the study of the classical obstacle problem. Given κ ≥ 0, we define a functional W κ (r, u), which is suited for the study of the blowups at free boundary points where
Theorem 1.4.1 (Weiss type Monotonicity Formula). Given u ∈ S, for any κ ≥ 0 we introduce the function
For 0 < r < 1 one has
As a consequence, r → W κ (r, u) is nondecreasing on (0, 1). Furthermore, W κ (·, u) is constant if and only if u is homogeneous of degree κ.
Proof. Using the same notations (1.4.1) as in the proof of Theorem 1.2.1, we have
Using the identities (1.4.2)-(1.4.4), we obtain
Remark 1.4.2. We note that in the statement of Theorem 1.4.1 it is not necessary to assume 0 ∈ Γ κ (u). However, the monotonicity formula is most useful under such assumption. The original formula by Weiss [Wei99] for the classical obstacle problem is stated only for κ = 2. While such limitation is natural in the classical obstacle problem, in the lower dimensional obstacle problem we need the full range of κ's, or at least κ = 2m − 1 2 , 2m, m ∈ N.
1.4.2. Monneau type monotonicity formulas. The next family of monotonicity formulas is related to a formula first used by Monneau [Mon03] in the study of singular points in the classical obstacle problem. Here we derive a κ-homogeneous analogue of his formula, suited for the study of singular points in the thin obstacle problem. Recall that for κ = 2m, m ∈ N we denote by P κ the family of harmonic homogeneous polynomial p κ of degree κ, positive on x n = 0; i.e.
is nondecreasing for 0 < r < 1.
Proof. We note that
The first inequality follows from Almgren's monotonicity formula
The second inequality follows from the identity
Finally, the third equality follows from the identity N (r, p κ ) = κ.
We then follow the proof of [Mon03, Theorem 1.8]. Let w = u − p κ and write 
Singular set: proofs
We now apply the monotonicity formulas in the previous sections to study the singular points; in particular, we give the proofs of Theorems 1.3.6 and 1.3.8. We start with establishing the correct growth rate at such points.
Lemma 1.5.1 (Growth estimate). Let u ∈ S and 0 ∈ Γ κ (u). There exists C > 0 such that
Proof. This is already proved in Caffarelli, Salsa, Silvestre [CSS08, Lemma 6.6] but for the reader's convenience we provide a proof. From (1.4.2), (1.4.3) we have
Hence log
Finally, the L ∞ bound follows from the fact that u + and u − are actually subharmonic, see e.g. [AC04, Lemma 1]. Lemma 1.5.2 (Nondegeneracy at singular points). Let u ∈ S and 0 ∈ Σ κ (u). There exists c > 0, possibly depending on u, such that sup ∂Br |u(x)| ≥ c r κ , for 0 < r < 1.
Proof. Assume the contrary. Then for a sequence r = r j → 0 one has
Passing to a subsequence if necessary we may assume that
for some q κ ∈ P κ , see Theorem 1.3.2. Note that q κ is nonzero as it must satisfy ∂B1 q 2 κ = 1. Now consider the functional M κ (r, u, q κ ) with q κ as above. From the assumption on the growth of u it is easy to realize that
Hence, we have that
Since q κ = 0, we have thus reached a contradiction.
For any u ∈ S, the set Σ κ (u) is of type F σ , i.e., it is a union of countably many closed sets.
Proof. Let E j be the set of points
|u(x)| < jρ κ for 0 < ρ < 1 − |x 0 |. Note that from Lemmas 1.5.1 and 1.5.2 we have that
The lemma will follow once we show that E j is a closed set. Indeed, if x 0 ∈ E j then x 0 satisfies (1.5.1) and we need to show only that x 0 ∈ Σ κ (u), or equivalently that N x0 (0+, u) = κ by Theorem 1.3.2. Since the function x → N x (0+, u) is upper semicontinous, we readily have that N x0 (0+, u) ≥ κ. On the other hand, if N x0 (0+, u) = κ > κ, we would have
which would contradict the estimate from below in (1.5.1). Thus N x0 (0+, u) = κ and therefore x 0 ∈ E j . Theorem 1.5.4 (Uniqueness of the homogeneous blowup at singular points). Let u ∈ S and 0 ∈ Σ κ (u). Then there exists a unique nonzero p κ ∈ P κ such that
loc (R n ) over a certain subsequence r = r j → 0+. The existence of such limit follows from the growth estimate |u(x)| ≤ C|x| κ . We call such u 0 a homogeneous blowup, in contrast to the blowups that were based on the scaling (1.2.2). Note that Lemma 1.5.2 implies that u 0 in not identically zero. Next, we have for any r > 0
In view of Theorem 1.4.1 this implies that the harmonic function u 0 is homogeneous of degree κ. Repeating the arguments in Theorem 1.3.2, we see that u 0 must be a polynomial in P κ . (The same could be achieved by looking at N (r, u 0 ) ).
We now apply Monneau's monotonicity formula to the pair u, u 0 . By Theorem 1.4.3 the limit M κ (0+, u, u 0 ) exists and can be computed by
In particular, we obtain that
Since both u 0 and u 0 are homogeneous of degree κ, they must coincide in R n .
We note explicitly that the conclusion of Theorem 1.5.4 is equivalent to the Taylor expansion
and therefore it proves the first part of Theorem 1.3.6. The next result is essentially the second part of Theorem 1.3.6.
Theorem 1.5.5 (Continuous dependence of the blowups). Let u ∈ S. For x 0 ∈ Σ κ (u) denote by p x0 κ the blowup of u at x 0 as in Theorem 1.5.4, so that
Then the mapping x 0 → p x0 κ from Σ κ (u) to P κ is continuous. Moreover, for any compact K ⊂ Σ κ (u) ∩ B 1 there exists a modulus of continuity σ K , σ K (0+) = 0 such that
Proof. Note that since P κ is a convex subset of a finite-dimensional vector space, namely the space of all κ-homogeneous polynomials, all the norms on such space are equivalent. We can then endow P κ with the norm of L 2 (∂B 1 ). This being said, the proof is similar to that of the last part of the previous theorem. Given x 0 ∈ Σ κ (u) and ε > 0 fix r ε = r ε (x 0 ) such that
There exists δ ε = δ ε (x 0 ) such that if x 0 ∈ Σ κ (u) and |x 0 − x 0 | < δ ε , then
From the monotonicity of the Monneau's functional, we will have that
Letting r → 0, we will therefore obtain
This shows the first part of the theorem. To show the second part, we notice that we have
, where
Now, covering the compact K ⊂ Σ κ (u) ∩ B 1 with finitely many balls B δε(
. . , N , we obtain that (1.5.2) is satisfied for all x 0 ∈ K with r < r κ ∈ S with uniformly bounded C 1,α (B 1 ) norms. The solutions of the Signorini problem (1.1.1)-(1.1.3) enjoy the uniqueness property in the sense that they coincide if they have the same trace on ∂B 1 . Thus, arguing by contradiction and using a compactness argument, we can establish the estimate We are now ready to prove Theorem 1.3.8 on the structure of the singular set.
Proof of Theorem 1.3.8. First, recall that the equality Σ κ (u) = Γ κ (u) for κ = 2m, m ∈ N, is proved in Theorem 1.3.2.
The proof of the structure of Σ d κ (u) is based on two classical results in analysis: Whitney's extension theorem [Whi34] and the implicit function theorem. This parallels the approach in [Caf98] for the classical obstacle problem.
Step 1: Whitney's extension. Let K = E j be the compact subset of Σ κ (u) defined in the proof of Lemma 1.5.3. Write the polynomials p x0 κ in the expanded form
Then the coefficients a α (x) are continuous on Σ κ (u) by Theorem 1.5.5. Moreover, since u(x) = 0 on Σ κ (u), we have
For any multi-index α, |α| ≤ κ, define
We claim that the following compatibility condition is satisfied, which will enable us to apply the Whitney's extension theorem.
Lemma 1.5.6. For any
where σ α = σ K α is a certain modulus of continuity. Proof. 1) Consider first the case |α| = κ. Then we have
and therefore |R α (x, x 0 )| ≤ σ α (|x − x 0 |) from continuity of the mapping x → p x on K.
2) For 0 ≤ |α| < κ we have
Now suppose that there exists no modulus of continuity σ α such that (1.5.4) is satisfied for all x 0 , x ∈ K. Then there exists δ > 0 and a sequence
Consider the rescalings
Without loss of generality we may assume that x i 0 → x 0 ∈ K and ξ i → ξ 0 ∈ ∂B 1 . From Theorem 1.5.5 we have that
and therefore w i (x) converges locally uniformly in R n to p x0 κ (x). Further, note that since x i and x i 0 are from the set K = E j , the inequalities (1.5.1) are satisfied there. Moreover, we also have that similar inequalities are satisfied for the rescaled function w i at 0 and ξ i . Therefore, passing to the limit, we obtain that
This implies that ξ 0 is a point of frequency κ = 2m for the polynomial p However, dividing both parts of (1.5.5) by ρ κ−|α| i and passing to the limit, we obtain that
So in all cases, the compatibility conditions (1.5.4) are satisfied and we can apply Whitney's extension theorem. Thus, there exists a function F ∈ C κ (R n ) such that
for any |α| ≤ κ.
Step 2: Implicit function theorem. Suppose now x 0 ∈ Σ d κ (u) ∩ E j . Recalling Definition 1.3.7 this means that
This implies that there exist multi-indices β i of order
κ )(0) = 0. This can be written as
On the other hand,
Therefore, in view of the implicit function theorem, the condition (1.5.6) implies that Σ d κ (u) ∩ E j is contained in a d-dimensional manifold in a neighborhood of x 0 . Finally, since Σ k (u) = ∞ j=1 E j this implies the statement of the theorem.
Part 2. Nonzero Thin Obstacle

Normalization
We now want to study the Signorini problem with a not necessarily zero thin obstacle ϕ defined on a flat portion of the boundary. More precisely, given a function ϕ ∈ C k,1 (B 1 ), for some k ∈ N, we consider the unique minimizer in the Signorini problem in B 
where (2.1.1) is to be interpreted in the weak sense. The basic idea now is considering the difference u(x , x n ) = v(x , x n ) − ϕ(x ). The complication is that u is no longer harmonic in B + 1 , but instead satisfies ∆u = −∆ x ϕ.
This introduces a certain error in the computations that potentially could prevent us from successfully studying nonregular points. Thus we need a slightly refined argument that will enable us to control the error.
2.1.1. Subtracting the Taylor polynomial.
Lemma 2.1.2 (Harmonic extension of homogeneous polynomials). Let q k (x ) be a homogeneous polynomial of degree k on R n−1 . There exists a unique homogeneous polynomialq k of degree k on R n such that
Proof. 1) Existence. In the simplest case when
k . Arguing in analogy with this situation, for
k , where e ∈ R n−1 , |e | = 1 one can takeq
Now the existence for an arbitrary polynomial of order k follows from the fact that any homogeneous polynomial of degree k is a linear combination of those of the form (2.1.4).
2) Uniqueness. By the linearity of the Laplacian, it is sufficient to show that the only extension of q k = 0 isq k = 0. Note that for any such extension bothq k and ∂ xnqκ will vanish on R n−1 × {0} (the latter following from even symmetry in x n ). Sinceq k is also harmonic, by the Cauchy-Kovalevskaya theorem it must vanish identically.
Assume now that the lower dimensional obstacle is given by ϕ ∈ C k,1 (B 1 ). Let Q k (x ) be the Taylor polynomial of degree k of ϕ at the origin , i.e.,
Moreover, we will also have
Representing Q k = k m=0 q m , where q m are homogeneous polynomials of degree m, by Lemma 2.1.2 we can find a harmonic extensionQ k of Q k into R n . For the solution v of (2.1.1)-(2.1.3) consider the difference
It is easy to see that u satisfies
Definition 2.1.3. We say that u ∈ C 1,α (B + 1 ∪ B 1 ) belongs to the class S k (M ) if it satisfies (2.1.5)-(2.1.7) and moreover
We will use the full notation S k (M ) if the value of the constant M is important. In all other cases we will denote this class simply by S k .
As before, we may assume that u ∈ S k is automatically extended to B 1 by even symmetry
For this extension, the distributional Laplacian ∆u is a sum of a nonpositive measure supported in B 1 and an L ∞ function in B 1 . More precisely, integrating by parts in B ± 1 and using (2.1.5)-(2.1.6), we have
Generalized frequency formula
By allowing nonzero obstacles one sacrifices Almgren's frequency formula in its purest form. However, the following modified version holds. In the case k = 2 Theorem 2.2.1 below has first been established by Caffarelli, Salsa, Silvestre [CSS08] . For their purposes they only needed to consider the class S 2 since it allows to capture the slowest growth rate of the solution at a regular free boundary point and thus establish the optimal regularity. For singular free boundary points, instead, we need to consider the full range of values of k.
Theorem 2.2.1 (Generalized Frequency Formula). Let u ∈ S k (M ). With H(r) as in (1.4.1) there exist r M > 0 and C M > 0 such that
is nondecreasing for 0 < r < r M .
The rest of this section is devoted to proving Theorem 2.2.1 and is rather technical. The reader might want to skip it, at least in the first reading, and proceed directly to the next section. Proof. The proof of these statements is rather standard and is therefore omitted. The reader may consult [GL86] , [GL87] for similar computations.
Remark 2.2.3. Note that both u and x · ∇u vanish continuously on supp ∂ xn u B 1 = supp ∆u B 1 , hence we can discard the integrals of (x · ∇u)∆u and u∆u over B r and ∂B r .
Lemma 2.2.4. For any u ∈ S k (M ) we have the following estimates
Equivalently, we may write these inequalities as
Proof. These inequalities are essentially established in [CSS08] . Below we outline the main steps with references to the corresponding lemmas in [CSS08] . 
This proves (2.2.2). Integrating in r, we obtain (2.2.3).
We are now ready to prove the Generalized Frequency Formula.
Proof of Theorem 2.2.1. 1) First we want to make a remark on the definition of Φ k (r, u). The functions H(r) and r n−1+2k are continuously differentiable and therefore the function max{H(r), r n−1+2k } is absolutely continuous or, equivalently, belongs to the Sobolev space W 1,1 loc ((0, 1)). It follows that Φ k is uniquely identified only up to a set of measure zero. The monotonicity of Φ k should be understood in the sense that there exists a monotone increasing function which equals Φ k almost everywhere. Therefore, without loss of generality we may assume that
on U := {r ∈ (0, 1) | H(r) > r n−1+2k }. Following an idea introduced in [GL86] we now note that it will be enough to check that Φ k (r, u) > 0 in U . Indeed, it is clear that Φ k is monotone on F and if (r 0 , r 1 ) is a maximal open interval in U , then r 0 , r 1 ∈ F and we will have that
Therefore, we will concentrate only on the set U .
2) Now suppose r ∈ (0, 1) is such that H(r) > r n−1+2k . Using (2.2.1) and the second identity in Lemma 2.2.2 we find
Since (n − 1)(1 + C M r) is clearly nondecreasing, it will be enough to show the monotonicity of r(1 + C M r)
H(r) . From Lemma 2.2.2 we now have
The expression in curly brackets in the right-hand side of the latter equation is the same as that in the proof of Theorem 1.2.1 and is nonnegative by the CauchySchwarz inequality. We thus obtain
where we have let
This is the error term that derives from the non-vanishing of ∆u. Since the first term C M /(1 + rC M ) is greater than a positive constant for small r, to complete the proof of the theorem it will be enough to show that E(r) is bounded below.
3) Estimating E(r). We estimate the denominator and the numerator of E separately.
Denominator : Using Cauchy-Schwarz and the inequalities (2.2.4)-(2.2.5), we have Now, collecting the estimates on the denominator and the numerator of E(r) we obtain
Finally, recall that we assume
Then by Lemma 2.2.4 we also have D(r) > c r n−2+2k .
The latter inequality now implies that |E(r)| is uniformly bounded for sufficiently small r. This completes the proof of the theorem.
Growth near the free boundary
To get a better sense of the relation between the frequency function in Theorem 1.2.1, and the generalized frequency in Theorem 2.2.1 above, we note that for u ∈ S k , we have + 2N (r, u) ) if H(r) > r n−1+2k .
So one expects Φ k (0+, u) to behave similarly to n − 1 + 2N (0+, u).
If m = k we obtain in particular,
Proof. 1) We start with the latter inequality. Let κ be such that
We want to show that κ ≤ k. Observe that, in general, if H(r) < r n−1+2k along a sequence r = r j → 0+, then we must have Φ k (0+, u) = n − 1 + 2k. Therefore if κ = k, we must have for small r
Assume now κ > k. Fix some κ ∈ (k, κ). Then for small enough 0 < r ≤ r 0 r H (r) H(r) ≥ n − 1 + 2κ .
Dividing by r and integrating from r to r 0 , we obtain log H(r 0 ) H(r) ≥ (n − 1 + 2κ ) log r 0 r ,
This, however, contradicts the lower bound H(r) ≥ r n−1+2k . We must therefore have κ ≤ k, and this establishes the second part of the lemma.
2) For the first part of the lemma we need to show that if Φ m (0+, u) = n − 1 + 2µ then µ = min{κ, m}. We consider two possibilities: a) κ < m. Fix µ ∈ (κ, m). Since κ < k, we must have H(r) ≥ r n−1+2k for small r and since κ < µ , we must have r H (r) H(r) ≤ n − 1 + 2µ for 0 < r < r 0 . Integrating, we obtain that
for 0 < r < r 0 . In particular, H(r) > r n−1+2m for sufficiently small r and therefore
Hence µ = κ in this case. b) κ ≥ m. We need to show that µ = m in this case. In general, we know that µ ≤ m from part 1) above, so arguing by contradiction, assume µ < m. Fix µ ∈ (µ, m). Then similarly to the arguments above, we will have r H (r) H(r) < n − 1 + 2µ
and consequently there exists c > 0 such that H(r) > c r n−1+2µ , for small 0 < r < r 0 . But then again H(r) > r n−1+2m ≥ r n−1+2k and therefore
which again implies µ = κ. However, as µ < m ≤ κ this is not possible. This contradiction proves that µ = m in this case.
Lemma 2.3.2 (Minimal and maximal frequency). Let u ∈ S k with Φ k (0+, u) = n − 1 + 2κ, then one has
Moreover, one has that either
Proof. For k = 2, it has been proved in [CSS08] that either κ = 2 − 1 2 or κ ≥ 2. The same statement is also true for all k ≥ 2 from the identity
which is a particular case of Lemma 2.3.1 relating values of Φ k (0+, u) for different k. The upper bound is also contained in Lemma 2.3.1.
Lemma 2.3.3 (Growth near the free boundary). Let u ∈ S k (M ) and suppose that Φ k (0+, u) = n − 1 + 2κ with κ ≤ k. Then
for 0 < r < 1/2.
Proof. We first prove the estimate for H(r). 2 ) H (r) H(r) ≥ n − 1 + 2κ, r 1 < r < r 0 .
Dividing both sides by r + Cr 2 and integrating from r to r 0 , we obtain log H(r 0 ) H(r) ≥ (n − 1 + 2κ) r0 r ds s(1 + Cs)
Exponentiation gives
This proves the growth estimate for H(r) and, after integration, for G(r).
To estimate D(r) we note that u satisfies the energy inequality
which is proved exactly as the standard energy inequality in the full ball B r (the boundary term on B r vanishes since u ∂ xn u = 0 there). This gives 
Blowups
The generalized frequency formula in Theorem 2.2.1 above allows to study the blowups. However, the situation is much subtler than in the case of the zero obstacle. For u ∈ S k and r > 0 we consider the rescalings u r introduced in (1.2.2). If it happens that H(r) converges to 0 faster than r n−1+2k , then Φ k (r, u) simply equals (1 + C M r)(n − 1 + 2k) for small r > 0, which does not help to control the Dirichlet integral of u r on B 1 . Thus, we don't know if the blowups exist in that case. On the other hand, the functional Φ k (r, u) does contain enough information to establish the uniform estimates for u r if Φ k (0+, u) < n − 1 + 2k.
Lemma 2.4.1 (Uniform bounds of rescalings). Let u ∈ S k and suppose that Φ k (0+, u) = n − 1 + 2κ with κ < k. Then there exists a sufficiently small r 0 (u) > 0 such that the family {u r } 0<r<r0(u) is uniformly bounded in W 1,2 (B 1 ) ∩ C Proof. We may assume that H(r) > r n−1+2k for 0 < r < r 0 and therefore the inequality Φ k (r, u) ≤ Φ k (r 0 , u) will imply that r H (r) H(r) ≤ C, 0 < r < r 0 .
Using the formula for H (r) in Lemma 2.2.2, we have
From this inequality we obtain for the rescalings u r
The second term in the right hand side can be controlled as follows. On the other hand, for any κ > κ, we have that for sufficiently small r provided we choose
We thus obtain that
Together with 
if one uses the bound H(r) > r n−1+2k . Thus, we obtain that u r is bounded in C 1,α loc (B ± 1 ∪ B 1 ), see e.g. [Caf79] . Remark 2.4.2. Although the extremal case κ = k is not covered by Lemma 2.4.1, it should be considered as a natural limitation that comes from having assumed that the thin obstacle is in the class C k,1 . Indeed, if more regularity of the thin obstacle were assumed, then the consistency Lemma 2.3.1 would allow to study the blowups in the case κ = k as well.
At this point, using Lemma 2.4.1 we see that, under its assumptions, there exists a subsequence r j → 0+ such that (2.4.1)
. We call such u 0 a blowup of u at the origin. 
The free boundary
Suppose now we have a solution v of the Signorini problem (2.1.1)-(2.1.3) with ϕ ∈ C k,1 (B ). If Q k (x ) andQ k (x) are the k-th Taylor polynomial of ϕ and its symmetric harmonic extension to R n , then
More generally, for x 0 ∈ Γ(v) we define
k is the k-th Taylor polynomial of ϕ(· + x 0 ). The functions u x0 k will satisfy the conditions (2.1.5)-(2.1.7) but only in a smaller ball B 1−|x0| instead of the full ball B 1 . So technically speaking u x0 k are not in S k , however, most of the time the results for class S k can be used with insignificant or no modification for functions u x0 k . In particular, Φ k (r, u x0 k ) will be monotone for 0 < r < 1 − |x 0 | and we can use the value Φ k (0+, u k ) to classify the free boundary points.
Definition 2.5.1. For v ∈ S ϕ we say that 0 ∈ Γ (k)
The next lemma shows how this classification of points changes with k.
Lemma 2.5.2. Let v ∈ S ϕ with ϕ ∈ C k,1 (B 1 ). Then for any 2 ≤ m ≤ k one has
Proof. This lemma is a direct consequence of (in fact, it is equivalent to) the consistency Lemma 2.3.1. Let u k ∈ S k be as in (2.5.1) and u m ∈ S m be the function corresponding to an integer 2 ≤ m ≤ k. Then u m − u k = o(|x| m ) and therefore
In fact, to establish the former equality, one has to argue similarly to the proof of Lemma 2.3.1 and just notice that
whenever µ < m. We leave the details to the reader.
Remark 2.5.3. Thanks to Lemma 2.5.2 one can define the sets
κ (v), for κ < m ≤ k, and the latter definition will not depend on the choice of m. On the other hand, the classification obtained by using the functional Φ k could be viewed, loosely speaking, as a "truncation" of a possibly finer classification of points. In particular, the set Γ (k) k can be considered as the bulk of points of frequencies κ ≥ k. More precisely, if one knows higher C k ,1 regularity of the thin obstacle ϕ with k > k, then Γ
As we have already mentioned in the case of the zero thin obstacle, the sets Γ κ (v) are nonempty only for specific values of κ, see Remarks 1.2.7 and 1.2.8. In higher dimensions the only information known is the one contained in Lemma 2.3.2, i.e.
Definition 2.5.4 (Regular points). For v ∈ S ϕ with ϕ ∈ C 2,1 (B 1 ) the free bound-
It is easy to see that the mapping x 0 → Φ k (0+, u Theorem 2.5.5 (Regularity of the regular set). Let v ∈ S ϕ with ϕ ∈ C 2,1 . Then
Singular set: statement of main results
Similarly to the case of the zero obstacle, in this section we state our main results on the structure of the singular set of the free boundary. The proofs will be given in Section 2.8. We begin with the relevant definition.
Definition 2.6.1 (Singular points). Let v ∈ S ϕ . We say that x 0 ∈ Γ(v) is a singular free boundary point if
We denote the set of singular points by Σ(v). If the thin obstacle ϕ is C k,1 regular and κ < k then we also define
It will be convenient to abuse the notation and write 0 ∈ Σ κ (u) for u ∈ S k , whenever Λ(u) satisfies a vanishing condition similar to that for Λ(v) in Definition 2.6.1 above.
We start with a characterization of singular points in terms of blowups at the generalized frequency. In particular, we show that
Theorem 2.6.2 (Characterization of singular points). Let u ∈ S k and 0 ∈ Γ κ (u) for κ < k. Then the following statements are equivalent:
(ii) any blowup of u at the origin is a nonzero homogeneous polynomial p κ of degree κ from the class P κ , i.e.
Proof. The proof is a minor modification of that of Theorem 1.3.2 and is therefore omitted.
The next result is the key step in the study of the singular set.
Theorem 2.6.3 (κ-differentiability at singular points). Let u ∈ S k and 0 ∈ Σ κ (u) for κ = 2m < k, m ∈ N. There exists a nonzero p κ ∈ P κ such that
k is obtained as in (2.5.2), then in the Taylor expansion
the mapping x 0 → p x0 κ from Σ κ (v) to P κ is continuous. Definition 2.6.4 (Dimension at the singular point). For v ∈ S ϕ and a singular point x 0 ∈ Σ k (v) we denote
κ (x , 0) = 0 for every x ∈ R n−1 } the degree of degeneracy of the polynomial p x0 κ , which we call the dimension of Σ κ (v) at x 0 . Note that since p x0 κ ≡ 0 on R n−1 × {0} one has
Singular set: proofs
In this section we prove Theorems 2.6.3 and 2.6.5. The structure of the proofs is essentially the same as for their counterparts in the zero obstacle case, see Theorems 1.3.6 and 1.3.8. The only difference is that they based on the results that have been so far developed for the case of a nonzero obstacle. We start with the nondegeneracy lemma, similar to Lemma 1.5.2 in the zero obstacle case.
Lemma 2.8.1 (Nondegeneracy at singular points). Let u ∈ S k and 0 ∈ Σ κ (u) for κ < k. There exists c > 0 such that
for some nonzero q κ ∈ P κ . Now for such q κ we apply Theorem 2.7.2 to M κ (r, u, q κ ). From the assumption on the growth of u is is easy to recognize that
Therefore, using the monotonicity of M (r, u, q κ ) + C r (see Theorem 2.7.2) for appropriately chosen C > 0, we will have that
After rescaling, we obtain
which we can rewrite as
Now from the arguments in the proof of Lemma 2.3.1 we have H(r) > c r n−1+2κ
for any κ > κ and if we choose κ < κ + 1 we will have that r κ+1 /h r → 0. Thus, passing to the limit over r = r j → 0, we arrive at
which is a contradiction as q κ = 0.
ϕ with ϕ ∈ C k,1 (B 1 ), the set Σ κ (v) with κ = 2m < k, m ∈ N, is of type F σ , i.e., it is a union of countably many closed sets.
Proof. As in the zero-obstacle case (see Lemma 1.5.3) we show that Σ κ (v) is the union of sets E j of points x 0 ∈ Σ κ (v) ∩ B 1−1/j satisfying (2.8.1)
k (x)| < jρ κ for 0 < ρ < 1 − |x 0 |. The proof that E j are closed is almost identical to that in Lemma 1.5.3.
Theorem 2.8.3 (Uniqueness of the homogeneous blowup at singular points). Let u ∈ S k and 0 ∈ Σ κ (u) with κ < k. Then there exists a unique nonzero p κ ∈ P κ such that
r (x) := u(rx) r κ → p κ (x).
Proof. Let u (κ)
r (x) → u 0 (x) in C 1,α loc (R n ) over a certain subsequence r = r j → 0+. The existence of such limit follows from the growth estimate |u(x)| ≤ C|x| κ . Moreover, the nondegeneracy implies that u 0 in not identically zero. Next, we have that W κ (rr j , u) = W κ (0+, u) = 0, for any r > 0, implying that u 0 is homogeneous of degree κ solution of (1.1.1)-(1.1.2). Repeating the arguments in Theorem 2.6.2, we see that u 0 must be a polynomial in P κ .
We now apply Theorem 2.7.2 to the pair u, u 0 . We obtain that the limit M κ (0+, u, u 0 ) exists and can be computed by In particular, we obtain that
r (x) − u 0 ) 2 = M κ (r, u, u 0 ) → 0 as r → 0+ (not just over r = r j → 0+!). Thus, if u 0 is a limit of u (κ) r over another sequence r = r j → 0, we conclude that
Since both u 0 and u 0 are homogeneous of degree κ, they must coincide. This shows the first part of the theorem. To show the second part, we notice that we have for all x 0 ∈ K, r < r K ε and C ε → 0 as ε → 0. It is now easy to see that this implies the second part of the theorem.
At this point we are ready to present the proofs of the main results.
Proof of Theorem 2.6.3. It is obtained by combining Theorems 2.8.3 and 2.8.4 above.
Proof of Theorem 2.6.5. The proof is almost the same as for Theorem 1.3.8, but is now based on Theorem 2.6.3 instead of Theorem 1.3.6.
We give few details. For any x 0 ∈ Σ κ (v) let the polynomial p for a compact subset K ⊂ Σ κ (v). Furthermore, if we define
as in the zero-obstacle case, then we have the following compatibility lemma . m ∈ N} and that u 0 must coincide in R n−1 × [0, ∞) with a harmonic polynomial q κ from the class Q κ = {q κ | ∆q κ = 0, x · ∇q κ − κq κ = 0, q κ (x , 0) = 0, −∂ xn q κ (x , 0) ≥ 0}.
It would be interesting to study the set of such points, provided they exist.
