Most existing AMBTC (absolute moment block truncation coding)-based reversible data hiding (RDH) schemes cannot be decoded by traditional AMBTC decoders, because they change the coding structure of the AMBTC compressed code stream, which is unidentified for decoders. Even if some AMBTCbased RDH methods can be decoded by traditional AMBTC decoders, but the obtained payload is low. To this end, in this paper, a high-capacity and decodable AMBTC-based RDH scheme is presented. It is well observed that an m × n-sized bitmap has 2 m×n combinations of '1' and '0'. However, all the bitmaps of an image occupy only a small part of all the combinations, and a large part are not used in this image. Motivated by this observation, we propose a one-to-many map between the used and unused combinations, in which one used bitmap can be mapped to multiple unused combinations, achieving high payloads (e.g., log 2 25 bits for one bitmap of Lena), and more importantly, completely reserving the coding structure of the AMBTC-compressed code. Unlike existing decodable AMBTC-based RDH methods only capable of achieving a fixed payload for one test image, our method can adjust adaptively payloads according to the required visual quality by introducing a predefined threshold. The experimental results also demonstrate that our proposed scheme can largely increase the payload on the basis of maintaining good visual quality.
methods in the frequency domain are to embed the secret data into frequency parameters obtained by discrete cosine transform (DCT) [11] or discrete wavelet transform(DWT) [12] . Data hiding methods in the compressed domain are to embed secret data in the compressed codes. Effectively, image compression is achieved by the removal of data redundancy, resulting in low embedding capacity compared with the methods in the other two domains. However, in order to save bandwidth and storage space, images are usually compressed and then, transmitted and stored in a compressed format, especially on some mobile devices with weak computing power and limited storage space. Therefore, how to achieve high-capacity data hiding in compressed images has been an urgent issue. To this end, a lot of researchers have been studying new data hiding techniques such as VQ [13] [14] [15] [16] , JPEG [17] , SMVQ [18] and AMBTC [4] , [19] [20] [21] [22] in various compression domains.
Among all these compression technologies, AMBTC has the advantages of simplicity, low computational cost and good image quality. So far, a large amount of research has been carried out on AMBTC-based RDH [24] [25] [26] [27] [28] [29] [30] [31] , and correspondingly, a lot of AMBTC-based RDH works have been presented. All these works can be classified into the following two categories [23] . Type 1 focuses on performing data embedding without changing the structure of AMBTC-compressed codes, and thus, stego AMBTCcompressed codes can be decoded by the standard AMBTC decoders, such as [20] , [24] , [27] [28] [29] . In 2010, Chen et al. [20] proposed a method of Type 1, capable of embedding 1 bit into each block with two unequal quantization levels. Although the introduced payload is relatively low, their method can maintain high visual quality as much as possible. In 2019, Lin et al. designed an improved Chen et al.'s method by combining (7, 4) Hamming code [27] . For a block with two unequal quantization levels, it can be embedded with 1 bit just like in Chen et al.'s method. In order to further improve embedding capacity, Lin et al. utilize (7, 4) Hamming code to embed data into bitmaps with two unequal quantization levels. Since (7, 4) Hamming code is irreversible, in order to ensure reversibility, Lin et al. need to design complex prediction method and judgement mechanism so as to achieve data embedding. During data embedding, only one row of one 2 × 7 -sized bitmap may be used for data embedding, and thus, each row can carry at most 3 bits using (7, 4) Hamming code. Although Lin et al.' s method achieves data embedding, the payload has not been largely improved. Different from the identical coding structure of all Type 1 RDH methods for AMBTC codes, each Type 2 method has its own coding structure [6] , [30] , [31] . In addition, in the encoding process, a large number of additional information such as prediction errors, classification information, etc., is merged into a binary code stream to generate the final stego code. Therefore, this type of methods cannot be decoded directly with standard AMBTC decoders, and thus, a special decoder needs to be designed for each Type 2 method. Moreover, the lengths of stego AMBTC-compressed codes are inconsistent with that of conventional AMBTC codes, easily attracting the attention of attackers and resulting in insecurity.
Based on the above analysis, this paper proposes an AMBTC-based RDH scheme belonging to Type 1. By analyzing the characteristics of bitmaps, we build a simple oneto-many map between the used and unused bitmaps in an image. That is to say, each used bitmap can be mapped to one of multiple unused bitmaps. Thus, for each bitmap with two unequal quantization levels, it can be embedded with multiple bits, e.g., log 2 25 bits for Lena. By means of one-to-many map, our method can achieve higher payload under roughly the same PSNR (peak signal-to-noise ratio), compared with Lin et al.' s and Chen et al.'s methods. Besides, a predefined threshold is introduced into our method to control embedding distortions.
The rest of this paper is organized as follows. Section II briefly introduces the AMBTC compression technique as well as Huang et al.'s work and Lin et al.'s scheme. Section III describes the scenario details of this article, while Section IV gives the result and analysis of the scheme experiment. The final conclusion is given in Section V.
II. RELATED WORK
In the section, we will give a brief introduction for the AMBTC compression method as well as Chen et al.'s [20] and Lin et al.'s works [27] .
A. AMBTC COMPRESSION TECHNIQUE
AMBTC, an improvement of BTC, is a lossy image compression processing method, which was proposed by Lema and Mitchell in 1984 [32] . It is widely used in image compression due to its simplicity and good image quality. The basic idea of AMBTC is to divide a cover image I of size W × H into m × n-sized non-overlapped pixel blocks {I i } N i=1 , and then, process each block separately, where W and H are the width and height of I , respectively, N is the total number of all the blocks. For one block I i , the mean value a i is calculated, and then, the upper quantization H i is calculated as the average value of pixels greater than or equal to a i . In contrast, the lower quantization L i is the average value of pixels smaller than a i . B i , the same size as I i , is formed by assigning '1' to the pixels satisfying I i,j ≥ a i and assigning '0' to the others in I i , where I i,j denotes the j-th pixel of I i and j ∈ {1, · · · , m × n}. By this way, an m × n-sized block can be compressed by AMBTC into a trio. The binary representation of (H i , L i , B i ) is generated by concatenating the binary representations of H i (8 bits), L i (8 bits) and B i (16 bits) . Similarly, the binary bit stream of the image I is formed by concatenating the binary representation of all the trios
. On the decoding side, after the receiver receives the compressed data stream, every 32 bits is recovered as
The AMBTC-compressed image block R i is reconstructed by replacing the pixels corresponding to '1' in B i with H i and the pixels corresponding to '0' in B i with L i . The following is a simple example to describe the process of AMBTC encoding. Suppose a cover image I is divided into non-overlapped blocks of size 4 × 4, one of which in FIGURE 1(a) is selected in this example.
To begin with, a i of this block is calculated as 64.625. Afterwards, according to the AMBTC's rule, we calculate H i = 78, i.e., the average value of all the pixels satisfying [20] . In their method, different embedding ways are adopted based on two quantization levels.
Each image block I i is compressed into a trio (H i , L i , B i ) according to the AMBTC encoding. A block with H i = L i means that it is located in smooth regions, and thus, its B i can be replaced with 16 bits secret data. If H i = L i and the to-be-embedded bit is '1', then the original compressed code (H i , L i , B i ) is transformed to L i , H i ,B i , whereB i is created by flipping each bit of B i . That is, the '0' of B i is toggled to '1' and vice versa. If H i = L i and the to-beembedded bit is '0', then (H i , L i , B i ) is kept unaltered. On the receiving end, every 32 bits are extracted to form one stego AMBTC-compressed trio H i , L i , B i . H i = L i implies that all the bits of B i are used for data embedding, and thus, they are extracted directly as secret data, where H i and L i are the stego values of H i and L i , respectively. If H i < L i , then the embedded bit is '1' and H 
For an image, the blocks with H i = L i only occupies a small part of all N blocks, e.g., the number of blocks with H i = L i , denoted by N e , is 10 for Lena. Therefore, these blocks satisfying H i = L i provide significantly low payload, i.e., 16 N e (bits). In contrast, according to description mentioned above, each of the remaining N − N e blocks can be embedded with one bit. Thus, the total payload provided by all N blocks is N − N e + 16N e = N − 15N e (bits). Although Chen et al.'s method cannot provide high payload, their method can preserve high visual quality of the image as much as possible.
C. LIN ET AL. 'S SCHEME
In 2019, Lin et al. have proposed an AMBTC-based RDH method in combination with (7, 4) Hamming code [27] . Lin et al.'s method adopts the same embedding way as in Chen et al.'s method to embed data based on two quantization levels of a block. Besides, the (7, 4) Hamming code is utilized to achieve data embedment for one bitmap corresponding to H i = L i . Specifically, after AMBTC encoding, a cover image is divided into non-overlapping 2 × 7-sized blocks For one 2×7-sized block satisfying H i = L i , in order to guarantee reversibility, only one 1 × 7-sized sub-blocks located in the odd row of B i (i.e., B i,j 7 j=1 ) may be used for data embedding. Specifically, these sub-blocks are partitioned into two classes: embeddable and unembeddable using a prediction method and a judgement mechanism. And, a location map is generated to record whether each of two sub-blocks can be used for embedding or not. For one embeddable sub-block, its corresponding sub-bitmap (i.e., B i,j 14 j=8 ) is embedded with 3-bit data using (7, 4) Hamming code. In order to blind extraction, this location map is required to be embedded into the cover image along to the payload.
Although Lin et al. achieve data embedding for one bitmap corresponding to H i = L i , the payload has not been greatly improved because at most two sub-blocks are used for embedding data and the location map is required to be embedded into the reconstructed image.
III. PROPOSED SCHEME
According to the aforementioned description, although Lin et al. method achieves a higher payload, compared with Chen et al.'s method, the payload has not still been greatly improved. In additional, in order to utilize (7, 4) Hamming code for embedding data on the basis of ensuring reversibility, Lin et al. need to utilize complex prediction method and judgement mechanism during the data embedding and extraction processes. To this end, we proposed a high-capacity Type 1 AMBTC-based RDH scheme. In our method, by analyzing the characteristics of bitmaps, we build a simple oneto-many map between the used and unused bitmaps in an image. By means of this one-to-many map, each bitmap corresponding to H i = L i is capable of carrying multiple bits, e.g., log 2 25 bits for one bitmap corresponding to H i = L i in Lena. In addition, a predefined threshold is introduced into our method so as to further improve the embedding performance. The detailed techniques used in the proposed method are given in the following subsections.
where B i is of the same size as I i , and thus there are the total N bitmaps. Effectively, bitmaps {B i } N i=1 can provide a large payload because they can offer rich redundancy. To this end, we aim at applying the redundancy among the same bitmaps to hide secret information. Specifically, we focus on designing a RDH method by employing these redundancies on the basis of maintaining the compression rate and achieving high payload.
It is well known that for an m × n-sized binary matrix, it has the total 2 m×n states, each of which corresponds to one of 2 m×n combinations of '1' and '0'. However, for AMBTC coding rules, the state corresponding to the combination of all '0', i.e., an m×n-sized zero matrix, is not generated. Thus, we can conclude that B i obtained by AMBTC compression has only 2 m×n − 1 states. All the bitmaps corresponding to the same state are classified into a class, also called as a used class.
Suppose that the number of all classes is p, and let the r-th class be denoted as T r , where r ∈ {1, 2, · · · , p}. Considering that p ≤ N and N 2 m×n − 1, we know that p 2 m×n − 1 − p and one of 2 m×n − 1 − p states, called as unused states, do not correspond to any one bitmap of
And, the t-th unused state is denoted by z t , where t ∈ 1, 2, · · · , 2 m×n − 1 − p . Data embedding is achieved by building one-to-many map between p used classes and 2 m×n − 1 − p unused classes because of p 2 m×n − 1 − p. To ensure reversibility, the first bitmap of each class cannot be modified during data embedding. Therefore, for one of p used classes, if it only contains a bitmap, it cannot provide any payload and thus, it must be excluded from data embedding. And meanwhile, it is selected and split into another set, denoted by q. In addition, for a special state corresponding to the combination of all '1', i.e., all m × n elements of B i are '1', considering that each B i can provide the payload of 16 bits, it are also excluded from the one-to-many map. Except for this special state and all the classes of q, the remaining p − |q| − 1 classes are selected to form the set p −q , where |·| is used to denote the size of a set. Eq. (1) is used to determine how many unused states one used class is mapped to. That is, each class of p − |q| − 1 can carry log 2 k bits.
From Eq. (1), it is known that each of p −q classes corresponds to k states of 2 m×n − 1 − p. That is, the unused states from z 1 to z k are assigned to T 1 , and the unused states z k+1 to z 2k are assigned to T 2 , and so on, until each class of p −q corresponds to k unused states. Taking T 1 for example, in order to further improve the payload, T 1 can also be included in the one-to-many map. That is to say, T 1 can be mapped to one of T 1 along with its k unused states. In this way, each class of p−|q|−1 can carry log 2 (k + 1) bits, rather than log 2 k. Finally, the one-to-(k + 1) map is formed, as shown in FIGURE 2.
B. A SIMPLE EXAMPLE OF ONE-TO-(k + 1) MAP
Taking the 512 × 512-sized Lena for example, if m × n is set 4 × 4, there are 16,384 (namely N = 128 × 128) bitmaps after AMBTC encoding, and all these bitmaps can be classified into 8,387 used classes, i.e., p = 8387. In the experiments, we know |q| = 6083, implying that 6083 out of the 8387 used classes contain only a bitmap. In contrast, each of 2303 classes (namely p − |q| − 1 = 8387 − 6083 − 1) contains more than one bitmap. According the description mentioned above, we know that a bitmap has the total 2 16 − 1 states, 57148 states of which (i.e., 2 m×n − 1 − p = 2 16 − 1 − 8387) are unused states.
In our proposed scheme, the blocks with H i = L i need to be handled separately. The number of blocks with H i = L i is N e , and N e = 10 for Lena. The first bitmap of each class in p −q cannot be used for data embedding because of reversibility and each class of q are excluded from data embedding because it cannot provide any payload, so the total p bitmaps are not involved in data embedding. Finally, in our method, 7,988 (i.e., N − x − p + 1 = 16384 − 10 − 8387 + 1) bitmaps are used for one-to-(k + 1) map. In addition, for {B 7 , B 9 } ∈ T 2 , they are mapped to z 6 and z 8 , respectively.
C. EMBEDDING PHASE
The data embedding process is composed of two main parts. The first part is the preprocess, and the second part is data embedding. We will separately introduce each part in the following two subsections.
1) PREPROCESS
The main purpose of the preprocess is to make preparations for the following data embedding. It has two tasks. The first task is to construct a location map with the aim of ensuring reversibility. The second one is to achieve exchanging of H i and L i when H i and L i satisfy the following two conditions: H i = L i , and B i is the first bitmap of each class in p −q ∪ q.
In order to guarantee reversible recovery at the decoding end, we need to create a location map with size of p, denoted by A, to identify each class (or bitmap) of q from all the classes. Specifically, in the location map A, we assign '1' to each class belonging to q and '0' to each bitmap in p −q . In order to achieve blind data extraction and image restoration, we need to embed A into the LSBs (Least Significant Bits) of the upper quantization levels. Specifically, all the compressed codes In addition, since A contains p bits, we need p blocks to accommodate A. Specifically, the LSB of each upper quantization level for the first p blocks with H i = L i is collected to form Q, and then, is replaced by each bit of A. Afterwards, Q and secret data S are combined to generate to-be-embedded data S , i.e., S = {Q, S}.
2) DATA EMBEDDING
After preprocess, for a block with H i = L i , 16 bits data extracted from S can be hidden into B i . For the block with H i = L i , data embedding is handled according to the following two cases: H i < L i and H i > L i . For one block H i , L i , B i , if H i < L i and B i is the first bitmap of each class in p −q ∪ q, B i is formed by flipping each bit of B i . In this way, the blocks with H i < L i can be decoded directly at the decoding end without any additional information. When H i > L i and B i is not the first bitmap of each class in p −q ∪ q,then we replace B i with one of z (i−1)×k+1 , z (i−1)×k+2 , · · · , z ik according to the value of the to-be-embedded bit and FIGURE 2, so as to achieve data embedding. The flow chart for the embedding process is shown in FIGURE 4 . VOLUME 8, 2020 The detailed data embedding algorithm is described as follows:
Step 1: Read the compression code
sequentially. r ∈ {1, · · · , p}.Then, T r and the k unused states z (r−1)×k+1 , z (r−1)×k+2 , · · · , z rk construct the mapping set of B i . Case 3: If the to-be-embedded bit s is 0, then B i is mapped to itself; if s = 1, then B i is mapped to z (r−1)×k+1 , and so on; if s = k + 1, then B i is mapped to z rk . Suppose that B i ∈ T 1 and s = 5, and we replace B i with z 5 . Thus, the output is the AMBTC stego code H i , L i , z 5 .
Step 5: Repeat Steps 1-4 are until all bits of secret data are embedded.
Step 6: After data hiding is completed, the stego codes are output. Assuming that the number of blocks with H i = L i is N e , then the capacity of this part is C 1 = 16N e .If the number of blocks with H i > L i is N v ,then the capacity of this part is C 2 = log 2 (k + 1) × N v . The length of Q is p. Therefore, the total amount of payload is
D. EXTRACTION AND RECOVERY PHASE
Once the receiver has the stego codes, the secret data can be correctly extracted and the original AMBTC code can be completely recovered. FIGURE 2 should be reconstructed before extracting secret information. To this end, all AMBTC stego codes are scanned to find all blocks with H i < L i . H i < L i implies that these blocks are not embedded with any secret data, that is to say, B i = B i . By means of these block, we can know that p is equal to the number of these blocks. These blocks are arranged in ascending order to form T 1 , T 2 , · · · , T r , T r+1 , · · · , T p , where r is from 1 to p. The number of unused states is 2 mn − 1 − p. Next, the first p blocks whose H i is not equal to L i are obtained, and then the LSB of each H i is extracted to form the location map A with size of p. |q| is obtained because it is equal to the number of '1' in A. Therefore, the number of used classes is p − |q| − 1. k is calculated by Equation (1). So, FIGURE 2 is generated.
The extracting and recovering procedures are briefly illustrated in FIGURE 5. The proposed data extracting and recovering algorithm is as follows:
sequentially according to the same order as embedding.
Step 2:
are extracted as the secret data, and then, B i is set a matrix whose elements are '1', and
to find which range B i belongs to. For example, if it is the same as z 5 of the range z 1 , z 2 , · · · , z k , then the secret bit is 5, and B i = T 1 .
Step 5: Repeat Steps 1-4 until all bits of secret data S are extracted. The extracted data S consists of two parts: one is the Q with size of p and the other is the secret data S. 
Step 9: Once data extracting is completed, the original AMBTC codes are output.
E. A SIMPLE ESAMPLE
The following is an example containing three blocks after preprocess to show the procedures of embedding and extraction processes of our proposed scheme. As shown in FIGURE 6 (a), H i , L i , B i = (161, 161, [1, 1, 1, 1; 1, 1, 1, 1; 1, 1, 1, 1; 1, 1, 1, 1] ), Since H i = L i , all 16 entities of the bitmap B 1 are replaced with 16 bits data (1101001010101001) 2 shown in FIGURE 6 (b),where (·) 2 is used to denote the binary number. FIGURE 6 (c) gives an example of H i > L i . From FIGURE 6 (c), it is seen clearly that H i = 159, L i = 154 and H i > L i . After preprocess, H i > L i indicates that B 2 (see FIGURE 6 (c)) can be embedded with log 2 25 bits, where k = 24 for Lena. Assume that B 2 ∈ T 1 and the secret data to be embedded is 5. Then, B 2 is mapped to z 5 (see FIGURE 6 (d)), i.e., B 2 = z 5 , as shown in FIGURE 6 (e).
After preprocess, H i < L i implies B 3 ∈ q. Thus, B 3 is generated by flipping each element of B 3 .
In the extraction and recovery process, for the first block, since H i = L i = 161, all bits of B 1 are extracted as secret data and simultaneously, all the elements of B 1 are recovered to '1', as FIGURE 6 (a). H i > L i indicates that B 2 has been embedded with log 2 25 bits. Then, FIGURE 2 is checked one by one to find which one is equal to B 2 . Since z 5 = B 2 , B 2 ∈ T 1 and, the secret data '5' is extracted, and B 2 = T 1 .
IV. EXPERIMENTAL RESULTS
In this section, we conduct several experiments to show the performance of the proposed method. Eight 512 × 512 test images shown in FIGURE 7, including Lena, Jet, Barbara, Goldhill, Wine, Woman, Zelda and Milkdrop. These test images can be obtained from the USC-SIPI image database. All the following performance analysis is based on AMBTC compressed codes. We use a random number generator to generate the secret information of the simulation. For the Type 1 AMBTC-based RDH compression scheme, the primary concern is that data embedding cannot change the size of the carrier data stream.
In TABLE 1, we give the image related parameters. As can be seen from the data in TABLE 1, the smoother an image is, the fewer the p is, the larger the 2 m×n − p − 1 is, the more the C is, such as Wine. Here C is used to indicate the pure embedding capacity of the proposed method.
We usually use PSNR to measure the difference between a stego image and an original image. Smaller PSNR values means greater distortions introduced by data embedding, and vice versa. The PSNR is defined as follows: PSNR = 10 log 10 ( 255 2 MSE )(dB) (2) The mean-square error(MSE) for an W × H image is defined as:
where I i,j and R i,j represents the pixel value of the original and stego images located on the i-th row and j-th column, respectively.
In order to make a balance between the image quality of the stego image and the embedding capacity, a predefined threshold T h is used in our scheme to control the embedding distortion. For a block R i , when H i − L i > T h , it is not used for data embedding. In this way, the PSNR of the stego image can be improved, but the storage capacity can also be reduced. The results are shown in FIGURE 8 and FIGURE 9.
From FIGUREs 8 and 9, it can be seen that our embedding capacity can be adjusted adaptively according to T h . According to aforementioned description, Chen et al. cannot achieve adjustable embedding capacity because their method does not introduce any predefined threshold to effectively control embedding capacity. FIGURE TABLE 4 that the proposed scheme achieves larger embedding capacity than the other four schemes under the condition of roughly the same PSNR. In addition, unlike these four methods, our scheme can adjust the embedding capacity depending on T h . PSNR is the highest. This is because Chen et al. achieve data embedding by swapping two unequal quantization levels or remaining these unchanged. Relative to Chen et al.'s method, Lin et al.'s scheme achieve slight increase of embedding capacity. Our capacity is much larger than that of the other two schemes, and the PSNR is greater than Lin et al.'s scheme under the same payload. Combined with the data in TABLE 1 and FIGURE 10, it can be seen that the smoother the image, the more prominent the advantages of our scheme.
V. CONCLUSION
In this paper, we proposed a Type 1 RDH scheme for the AMBTC compressed code, which can be decoded by a standard AMBTC decoder. In this scheme, we build one-to-(k+1) map to embed log 2 (k + 1) bits in one bitmap belonging to one class of p −q . At the same time, the threshold value T h is used to adjust embedding payload, which can effectively balance the relationship between PSNR and payload.
The experimental results also show that our scheme can not only reversibly restore the original AMBTC code and extract secret information, but also significantly improve the hiding capacity relative to two compared methods. The ability of carrying secret information in the compressed code per bit is improved.
