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РОЗВ’ЯЗАННЯ ЗАДАЧІ КОШІ ДЛЯ СИСТЕМИ ЗВИЧАЙНИХ 
ДИФЕРЕНЦІАЛЬНИХ РІВНЯНЬ ШЛЯХОМ МІНІМІЗАЦІЇ  
ПОХИБКИ ПРАВИХ ЧАСТИН В НОРМІ 2[0,1]L  
 
Запропоновано новий метод знаходження наближеного розв’язку задачі Коші для систем лінійних 
звичайних диференціальних рівнянь. Розв’язок подається у вигляді лінійної комбінації елементів 
деякої системи лінійно-незалежних функцій. Невідомі сталі розкладу знаходяться з умови найкра-
щого наближення правих частин диференціальних рівнянь системи і (можливо) їх похідних за до-
помогою вказаної системи лінійно – незалежних функцій. Наведено приклади. 
Ключові слова: диференціальне рівняння, задача Коші, наближений розв’язок, мінімізація 
похибки. 
 
Вступ. Аналіз відомих методів розв’язання задачі Коші та початково - 
крайових задач для звичайних лінійних диференціальних рівнянь та дифере-
нціальних рівнянь з частинними похідними дозволяє виділити наступні мето-
ди:  
 – класичні методи [1], де наближений розв'язок задачі отримується у 
вигляді скінченних або нескінченних сум відомих функцій (ортогональних 
поліномів, тригонометричних функцій, спеціальних функцій тощо), або у ви-
гляді сингулярних інтегралів тощо; 
 – метод скінченних різниць[2], де наближений розв’язок задачі отриму-
ється у вигляді таблиці значень у заданій системі точок області інтегрування;  
 – оптимальний метод скінченних елементів (ОМСЕ) [3-8], у якому ко-
ординатні функції не задаються заздалегідь, а знаходяться як невідомі сталі в 
МСЕ – методом мінімізації функціоналу енергії, що відповідає поставленій 
крайовій задачі.  
Вказані методи дозволяють знайти наближені розв’язки, що у все біль-
шій мірі залежні від оператора крайовій задачі і правої частини, причому ме-
тод ДР або метод інтегральних співвідношень А.О. Дородніцина можуть бути 
отримані як частинні випадки методу ЛІДР, метод ОМСЕ може розглядатися, 
як частинний випадок методу НІДР. 
В роботі [9] запропоновано метод наближеного розв'язання двоточкової 
крайової задачі для лінійного звичайного диференціального рівняння, згідно 
з  яким наближений розв'язок шукається у вигляді лінійної комбінації систе-
ми лінійно – незалежних функцій, а невідомі сталі знаходяться з умови най-
кращого наближення правої частини рівняння лінійною комбінацією функцій, що  
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отримуються застосуванням диференціального оператора крайової задачі до 
наближеного розв’язку.  
Згідно з відомим правилом обчислювальної математики, наближуючий 
оператор, що враховує більше властивостей наближуваної функції, може 
мати кращі апроксимативні характеристики. Це правило використовуєть-
ся, зокрема, при побудові алгоритмів без насичення [10,11], при інтегруванні 
функцій з особливостями [12], у адаптивних системах методу скінченних 
елементів [13,14] (дивись також у роботі [15]), де базисні функції задаються, 
а вузли елементів згущуються навколо точок з особливостями за деяким за-
коном тощо. 
 
Постановка задачі. Задача полягає у розробці та дослідженні методу 
знаходження наближеного розв’язку задачі Коші для системи звичайних лі-
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у вигляді точного розв’язку задачі Коші (1)-(2) для правих частин, які є на-
ближенням до правої частини системи (1) і залежать від довільних сталих. 
Пропонується метод  знаходження вказаних довільних сталих. 
 
Основні твердження роботи. Пропонується метод розв’язання задачі 
Коші для системи звичайних лінійних диференціальних рівнянь (1)-(2), який 
складається з наступних кроків: 
 – вибір системи лінійно-незалежних функцій ( ), 1, 2,...,k x k N  , які 
задовольняють умову 
(0) 0, 1, 2,...,k k N   ;                                        (3) 
 – знаходження невідомого розв’язку задачі (1)-(2) у вигляді 
, ,
1
( ) ( ), 1,
N
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
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
,                                 (4) 
де невідомі сталі  
, , 1, , 1,iC i n N    
знаходимо з умови найкращого наближення правих частин ( ), 1,if x i n  ди-
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або простору 12 [0,1] :W  
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У випадку системи  звичайних лінійних диференціальних рівнянь вказа-
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При 0r   – отримуємо умову у просторі 2[0,1],L  а при 1r   умова фо-
рмулюється у просторі 12 [0,1].W  
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Так, наприклад, для випадку системи, що складається з одного, двох або 
трьох диференціальних рівнянь, система (6) набуває наступного вигляду, як-
що розглядати задачу у просторі 2[0,1] :L  
 при 1n  (одне диференціальне рівняння) –  
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 при 2n  (система двох диференціальних рівнянь) – 
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 при 3n  (система трьох диференціальних рівнянь) – 
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 Теорема. Наближений розв’язок , ( ), 1,i Ny x i n   має наступні власти-
вості: 
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Теорема доведена. 
Наведена теорема свідчить, що пропонується точний розв’язок задачі (1) 
– (2) наближати точними розв’язками системи (7) при нульовій початковій 
умові.  
Отже, розв'язання початкової задачі (1) – (2) в пропонованому методі 
зведено до мінімізації похибки наближення правих частин  ( ), 1,if x i n  або 
правих частин та їх похідних за допомогою функцій  





i N i i k k
k
d x






   
 
   

. 
Таким чином, похибка наближення ,( ) ( 1, )i i Ny x y i n  повністю ви-
значається похибкою наближення ,( ) ( 1, )i i Nf x f i n   або похибками на-
ближень 
,( )i i Nf x f , 




  . 
 
Аналіз прикладів. Наведемо чисельні приклади, які ілюструють засто-
сування викладеного методу до розв’язання задачі Коші для систем звичай-
них лінійних диференціальних рівнянь, в тому числі і одного диференціаль-
ного рівняння. Зазначимо, що в усіх наведених прикладах невідомі сталі зна-
ходилися з умови найкращого наближення правих частин диференціальних 
рівнянь системи  в нормі простору 2[0,1]L .  
Наближений розв’язок знаходився на відрізку [0,1] . 
Приклад 1. Знайдемо на-
ближений розв’язок запропоно-
ваним методом задачі 
 2 1xy y e x    ,      (9) 
(0) 1y  ,             (10) 
точний розв’язок якої має вигляд  
   2 xy x x x e  , 
використовуючи систему функ-
цій  
( ) , 1, 2,...kk x x k   . 
Наближений розв’язок 
знаходили у вигляді 
1
( ) ( )
N














Рис. 1 – Графічні зображення  точно-
го  yt x  і наближеного  yN x  розв’язків. 
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Сталі розкладу , 1,C N  визначались з умови найкращого наближення 
правої частини рівняння (9): 
21
10















Чисельні розрахунки показали, що при 8N   похибка наближення 
розв’язку задачі (9) – (10) склала 81,560 10   . 
 Порівняння точного і наближеного розв’язків задачі (9)-(10) подано на 
рис.1. 




2 3 6cos 2 6sin 2 6sin3 ,
3 2 4sin 3 9sin 2 6cos3 ,
y y y x x x
y y y x x x
     
      
  1 2(0) 0, (0) 0y y  . 
Точний розв’язок цієї задачі має вигляд 
 1 3sin 2y x x ,  2 2sin 3y x x  . 
Для побудови наближеного розв’язку використовувалась система функ-
цій ( ) sin , 1, 2,..., .k x kx k N    















Рис. 2 – Графічний вигляд точного 1 2( ), ( )y t x y t x  і наближеного 
1 2( ), ( )y N x y N x  розв'язків. 
 
З точністю до 1210  розв'язок, отриманий запропонованим методом при 
3N  , співпадає з точним розв’язком. 
Для порівняння відмітимо, що максимальне відхилення наближеного 
розв’язку, отриманого за методом Рунге – Кутта четвертого порядку з кро-
ком 0,01h  , від точного розв’язку склало відповідно 
7
1 4, 238 10
   для 1( )y x    і   
7
2 4, 239 10
     для 2 ( )y x . 
 Рис.2 ілюструє якість наближення розв’язку розглядуваної задачі; точні 
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значення шуканих функцій і їх наближені значення, знайдені  запропонова-
ним методом, в масштабі цього рисунку співпали. 








y y y x
y y y x
     

     
,   1 2(0) 0, (0) 0y y  . 
Використовувалась система функцій ( ) , 1, 2,..., .kk x x k N    Похибка 
наближення  при 8N  правої частини першого рівняння системи склала 
4
1 1, 434 10
  ; для другого рівняння вона склала 62 7,056 10
  .  
Максимальне відхилення наближеного розв’язку  8N   від розв’язку, 
отриманого за методом Рунге – Кутта з кроком 0,01h  , склало відповідно 
62,229 10  для  1y x    і  82,377 10  для  2y x . 
Рис.3 ілюструє якість наближення правих частин диференціальних рів-
нянь розглядуваної системи. 
 






















Рис. 3 – Графічне зображення правих частин 1 2( ( ), ( ))f x f x рівнянь системи  
і їх наближення 1 2( ( ), ( ))ff x ff x . 
 
Перспективи подальших досліджень. В подальшому автори планують 
узагальнити запропонований метод на випадок розв’язання системи диферен-
ціальних рівнянь з управлінням. 
 
Висновки. Запропоновано   метод  побудови   наближених розв’язків 
задачі Коші для систем звичайних  лінійних диференціальних рівнянь 
/ ( ),dy dx Ay f x 
 
 0 1x  , 
згідно з яким компоненти розв’язку ( ), 1,ky x k n  подаються у вигляді ліній-
ної комбінації елементів деякої системи  лінійно – незалежних функцій 
( ), 0,1,...,k x k N  , які задовольняють початковій умові задачі Коші. Кое-
фіцієнти розкладу знаходяться з умови найкращого наближення (в нормі 
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2[0,1]L  або 
1
2 [0,1]W ) правих частин ( ), 1,if x i n  розглядуваної системи. 
 Приклади демонструють високу точність методу. 
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УДК 519.6 
Розв’язання задачі Коші для системи звичайних диференціальних рівнянь шляхом мі-
німізації похибки правих частин в нормі 2[0,1]L  / О.М. Литвин, Л.С. Лобанова, Г.А. Мірош-
ниченко // Вісник НТУ «ХПІ». Серія «Математичне моделювання в техніці та технологіях». – Ха-
рків: НТУ «ХПІ». – 2012.– №54(960). – С.119-128. – Бібліогр.: 15 назв.  
Предложен новый метод нахождения приближенного решения задачи Коши для систем ли-
нейных обыкновенных дифференциальных уравнений. Решение представляется в виде линейной 
комбинации элементов некоторой системы линейно-независимых функций. Неизвестные постоян-
ные разложения находятся из условия наилучшего приближения правых частей дифференциаль-
ных уравнений системы и (возможно) их производных с помощью указанной системы линейно – 
независимых функций. Приведены примеры. 
Ключевые слова: дифференциальное уравнение, задача Коши, приближённое решение, 
минимизация погрешности. 
 
 A new method for finding approximate solutions of the Cauchy problem for systems of linear ordi-
nary differential equations is offered. The approximate solution is represented as a linear combination of the 
elements of a linearly independent functions system. Unknown constants expansions are found from condi-
tion of the best approximation of the right sides of the differential equations system and (possible) their de-
rivatives with these systems of linear - independent functions. Examples are given. 
Key words: differential equation, Cauchy problem, an approximate solution, minimizing errors. 
 
