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Abstract 
 
Indirect (genetic) benefits to offspring have been proposed as a mechanism for why certain 
traits are preferred in a partner; however, whether this mechanism plays a role in humans is 
currently debated. In this thesis, I aim to address whether women’s preference for masculinity is 
due to indirect benefits, which according to the predominant theory is preferred by women for 
heritable benefits in immune functioning of offspring. 
Before I present the empirical findings of this thesis, I first give an overview of the 
evolutionary approach to human mating and describe sexual selection mechanisms that may drive 
preference for a trait and review the literature on human mate preference for sexual dimorphism 
(i.e., the masculinity of males and the femininity of females). The thesis is then separated into two 
parts: 
In Part 1, I present three studies that investigate the relationship between contextual factors 
and mate preferences. In Study 1, we tested whether individual pathogen avoidance and resource 
scarcity predicted revealed mate preferences for facial attractiveness, facial sexual dimorphism, and 
perceived intelligence based on 689 participants’ attractiveness ratings of manipulated online dating 
profiles. Supporting our predictions, pathogen disgust positively predicted men and women’s 
preferences for facial attractiveness and men’s preference for facial femininity, whereas women’s 
resource scarcity negatively predicted their preference for facial masculinity. Contrary to previous 
results, pathogen disgust was not associated with women’s facial masculinity preferences, and 
unexpectedly, neither pathogen disgust nor resource scarcity predicted preference for greater 
perceived intelligence. In Study 2, we investigated the association between women’s pathogen 
disgust and facial masculinity preferences further by extending previous research that is solely 
based on young adult participants and targets, using forced-choice preference measures, begging the 
question as to whether the findings are generalisable to other adult age groups or other preference 
measures. We conducted three experiments assessing facial masculinity preferences of women of a 
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wider age range rating target faces of a wider age range than previously investigated. In Experiment 
1 and 2, 447 and 433 women respectively made forced choices between two identical faces that 
were manipulated on masculinity/femininity. In Experiment 1, face stimuli were manipulated on 
sexual dimorphism using age-matched templates, while in Experiment 2 young face stimuli were 
manipulated with older templates and older face stimuli were manipulated using young templates. 
In Experiment 3, the facial masculinity preferences of 386 women were revealed through their 
attractiveness ratings of natural (unmanipulated) faces. For Experiment 1, no association was found 
between women’s pathogen disgust and masculinity preference, but when limiting the sample to 
younger women rating younger faces we replicated previous findings of significant association 
between pathogen disgust and preference for facial masculinity. Results for Experiment 2 and 
Experiment 3 found no effect of pathogen disgust sensitivity on facial masculinity preferences 
regardless of participant and stimuli age. In Study 3, across two experiments we investigated the 
effects of pathogen prevalence and resource scarcity on specific body dimensions, such as women’s 
waist size, waist-to-hip-ratio (WHR), men’s shoulder-to-hip ratio (SHR), and body mass index 
(BMI), all of which have also been theorised to be associated with health benefits or ability to deal 
with resource scarcity. Experiment 1 found that pathogen disgust negatively influenced men’s 
WHR preference in female bodies, while SES was negatively associated with women’s SHR and 
BMI preferences in male bodies. Experiment 2 found that pathogen disgust negatively predicted 
men’s WHR preference, and positively predicted women’s SHR preference, while SES negatively 
predicted men’s WHR preference. 
In Part 2 of this thesis, I assess the role of genetics on facial masculinity and preference for 
facial masculinity using biometrical modelling across two studies. In Study 4 we test for genetic 
variation in women’s preference for facial masculinity using a large sample of identical and non-
identical twins and their siblings (N = 2175). We found that 38% of variance in facial masculinity 
preference could be attributed to genes. In contrast, we found no significant association of 
masculinity preference with cycle phase (N = 574), or pathogen disgust or self-rated attractiveness 
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(N = 2175), while sociosexuality showed a significant but weak association (<1% of variance; N = 
2174). In Study 5, we assess crucial assumptions of the predominant theory, namely that variation 
in facial masculinity is due to genetic variation and that genetic factors that increase male facial 
masculinity do not increase facial masculinity in female relatives. We objectively quantified the 
facial masculinity in photos of identical (n = 411) and nonidentical (n = 782) twins and their 
siblings (n = 106). Using biometrical modeling, we found that much of the variation in male and 
female facial masculinity is genetic. However, we also found that the masculinity of male faces is 
unrelated to their attractiveness and that facially masculine men tend to have facially masculine, 
less-attractive sisters.  
In the final section of this thesis, I discuss the implications of my research on current 
theories of human mate preferences. Overall, findings from this thesis provide converging evidence 
that challenges the predominant theory that masculinity is preferred in a partner due to heritable 
immunocompetence benefits to offspring. 
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 1 
GENERAL INTRODUCTION 
 
Evolution dictates that one of life’s fundamental drives is to survive to a reproductive age 
and propagate one’s genes in the following generations. One important predictor of an organism’s 
contribution to the gene pool (i.e., their fitness) for all sexually reproducing species is partner 
choice. This is particular true for monogamous (or mostly monogamous) species such as humans 
where rearing offspring to a reproductive age requires high parental care. However, partner choice 
comes with its own challenges, such as discriminating between high and low quality mates, 
attracting and courting potential partners, and maintaining pair bonds. One proposed mechanism in 
which partner choice could influence an individual’s fitness is through indirect (genetic) benefits 
inherited by mutual offspring. While preference for traits that confer indirect benefits has some 
support in the animal literature, there is current debate as to whether this process occurs in humans. 
In this thesis, I investigate whether human mate preferences for a number of traits could be 
due to indirect benefits, though I particularly focus on women’s preference for masculinity in men. 
First, I give a brief overview of the evolutionary approach to human mating and describe sexual 
selection mechanisms that may drive preference for a trait. I then review the literature on human 
mate preference for sexual dimorphism (i.e., the masculinity of males and the femininity of 
females) and describe theory linking male masculinity to heritable immune functioning. In Part 1 of 
this thesis, I present three studies that investigate the relationship between contextual factors and 
mate preferences. In Part 2, I assess the role of genetics on facial masculinity and preference for 
facial masculinity using biometrical modelling. Finally, I discuss the implications of my research on 
current theories of human mate preferences. 
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Mate Preference Mechanisms 
 
As mentioned, an individual’s contribution to the genetic pool is greatly influenced by mate 
choice. Different partners offer different benefits and costs that lead to increases or decreases to 
fitness respectively. Evolution favours individuals to have preferences for traits that increase their 
own fitness; individuals with preferences that result in a greater likelihood of being successful at 
producing high quality offspring are more likely to pass their genes on to following generations. 
Thus, genes that code for that preference are more likely to be maintained in the population. 
Conversely, individuals with genes that code for preferences that decrease fitness are less likely to 
be successful in mating and these genes are more likely to be selected out. As a result, current mate 
preferences have evolved because they confer (or once conferred) evolutionary advantages that lead 
to a greater genetic contribution to the gene pool in following generations. All potential 
benefits/costs conferred by a mate can be classified as either direct or indirect benefits/costs, which 
are described in detail below. 
 
Direct Benefits 
Direct benefits are conferred when an individual increases the fitness of their partner 
directly via tangible material gains; it can refer to all increases to fitness that does not include 
genetic (indirect) benefits (described in detail below). In animals, direct benefits can include 
increased access to food or resources, increases in territory, or increases in parental investment of 
mutual offspring. In order for a trait to be preferred for direct benefits, it must meet two criteria: 
First, the trait must lead to increases in fecundity or longevity for the choosing individual or 
decreases in the costs associated with reproducing or childrearing. Second, there must be variation 
in the trait that can be reliably detected in the opposite sex. 
Preference for direct benefits in humans is uncontroversial and appears to have good support 
from the research literature. For instance, research has found that individuals show a preference for 
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traits indicative of good parental ability. In humans, rearing an offspring to a reproductive age is 
costly, requiring substantial parental care and resources. Indeed, research has found individuals to 
have preferences that mitigate this cost, such as cues of good parental ability such as kindness (Li, 
Bailey, Kenrick, & Linsenmeier, 2002) and fondness of children (Buss & Barnes, 1986), or signals 
of high parental investment and commitment (Bereczkei, Voros, Gal, & Bernath, 1997). Related to 
this, preference has also been shown for direct material advantages, which is advantageous because 
a greater access to resources mitigates the costs associated with child rearing. This includes cues of 
resource attainment, such as wealth (Li et al., 2002) occupational prestige (Bereczkei et al., 1997), 
and social standing (Hopcroft, 2006), but also cues to potential resource attainment, such ambition 
and industriousness (Buss, 1989), earning potential (Sprecher, Sullivan, & Hatfield, 1994), 
educational attainment (Mare, 1991), or personality traits associated with resource provisioning 
such as intelligence (Li et al., 2002; Miller, 2000). 
Another ability that may have been preferred for direct benefits is the ability to protect the 
choosing individual (and mutual offspring) from physical threats (e.g., from other individuals). In 
our ancestral past, where conditions were more harsh and violent, choosing a partner who was able 
to defend against physical threats would have been advantageous; this would have been particularly 
true for women. While modern Western environments are less harsh, this preference may still be 
reflected in modern preferences, as women have been shown to prefer cues of dominance (Keating, 
1985) and fighting prowess (Llaurens, Raymond, & Faurie, 2009). 
 
Indirect Benefits 
Indirect benefits are increases to genetic fitness that an offspring inherits from their parents. 
This occurs when benefits to viability or fecundity have a genetic component that can be inherited 
by offspring. Therefore, having preference for and mating with individuals with traits associated 
with indirect benefits increases the quality or fitness of mutual offspring. Since offspring inherit 
50% of their segregating genetic material from a parent, in this way they inherited indirect benefits 
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to offspring fitness increases the inclusive fitness for the choosing individual. Traits associated with 
indirect benefits may also incur direct cost to the choosing individual; in this case the indirect 
benefits to offspring fitness must outweigh (or equal) any direct reproductive cost incurred by the 
parent in order for the preference to persist in the population. 
While there appears to be some support for indirect benefits in the animal literature, this is 
mostly in species where direct benefits are absent (e.g., in species with a non-monogamous mating 
system, or when biparental care is absent). For instance, Head, Hunt, Jennions, and Brooks (2005) 
found that in house crickets, females who mate with attractive males incur substantial costs to their 
own survival, but these are outweighed by indirect benefits of producing high quality offspring who 
have high mating success. In humans, there is less empirical support for indirect benefits and it is 
more controversial compared to direct benefits. This is because while some research with humans 
purportedly provides evidence for indirect benefits, these studies are often circumstantial and based 
on assumptions that have not been adequately tested. Also, traits that confer indirect benefits also 
often confer direct benefits and it is difficult to disentangle the two. As a result, there is still much 
debate as to whether preference for traits that confer indirect benefits occurs in humans. 
Below I describe potential mechanisms in which indirect benefits may have evolved; 
however, note that some of these mechanisms may also drive preference for direct benefits. Also 
note that traits that confer indirect benefits can also be driven by more than one of the mechanisms 
listed below. 
Good Genes. Good genes refers to certain traits that confer indirect benefits inherited by 
offspring that improves the offspring’s viability (Huk & Winkel, 2008). To qualify as a good genes 
trait, two conditions must be met: 1) any increase to offspring viability must outweigh or 
compensate for any direct cost incurred to the choosing parent, and 2) the trait must have additive 
genetic variation. For a trait with additive genetic variance, offspring inherit the sum level of the 
separate contribution of the genes inherited from each parent that affect the trait (additive genetics 
is described in further detail in Part 2 of this thesis). Therefore, it is beneficial to mate with 
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individuals high in an advantageous trait associated with additive genetic sources as it increases the 
chance of producing offspring also high in that trait, which increases the choosing individual’s 
inclusive fitness. Note that while good genes is technically specific to increases in viability, the 
term ‘good genes’ is often used in research to represent any genetic quality that improves offspring 
fitness. Also note that this description of good genes refers to genetic quality that leads to improved 
fitness for all offspring regardless of the genetic quality of the choosing individual (i.e., intrinsic 
good genes); indirect benefits garnered from compatible genes from both parents are discussed in 
further detail below. 
The Handicap Principle. The handicap principle with regard to sexual selection is related to 
good genes and is used to explain how reliable or “honest” signals or cues could have evolved 
(Zahavi, 1975). Given that attracting mates leads to greater mating opportunities, organisms would 
be motivated to bluff or deceive their own mate quality (i.e., fake the presence of good genes). The 
handicap principle suggests that signals or cues of mate quality that are reliable must be costly to 
the signaller, and this cost is something that could not be afforded by organisms not possessing the 
signalled quality (if the signal was not costly, then dishonest signalling would evolve). In this way, 
showing preference for honest cues or signals ensures genetic quality that can be inherited by 
mutual offspring. 
The classic example of the handicap principle is the evolution of the peacock’s tail. Male 
peacocks develop exaggerated tails that signals mate quality. The tail of a peacock makes it more 
vulnerable to predators, as the bright colours are highly visible to predators and the additional 
weight of the tail feathers makes fleeing more difficult. Therefore, possessing large tail feathers 
potentially signals to peahens that these peacocks are of high quality as they have managed to 
survive despite the cost associated with large tail feathers. Indeed, peahens reliably show greater 
preference for peacocks with larger tail feathers (Petrie, Halliday, & Sanders, 1991). 
Note that the handicap principle is not restricted to genetic quality and may also be used to 
honestly signal direct benefits; an example of this in humans is conspicuous consumption. 
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Conspicuous consumption is the purchase of expensive items that are not necessary to survival and 
are readily displayed (e.g., luxury cars, expensive jewellery) that may be used as a signal of quality 
to potential mates of wealth and status (Griskevicius et al., 2007; Sundie et al., 2011). However, 
modern use of credit cards has led to dishonest signalling as it allows individuals to spend money 
they do not have and a study has found that men who spend beyond their means report greater 
mating success (Kruger, 2008). 
A specific version of the handicap principle is the Hamilton-Zuk hypothesis (Hamilton & 
Zuk, 1982). The distinguishing feature of the Hamilton-Zuk hypothesis is that the genetic quality is 
specific to indicators of parasite, pathogen, and disease resistance (i.e., immunocompetence). The 
idea is that parasites and/or pathogens affect the development and appearance of certain traits, and 
these can be used as cues by the opposite sex to determine the heritable immunocompetence of an 
individual. Here, it is beneficial for individuals to have a preference for traits associated with honest 
signals of heritable immunocompetence, so that these health benefits are inherited by mutual 
offspring. 
While the above description is the standard interpretation of the handicap principle and the 
Hamilton-Zuk hypothesis, some have noted that this description is inexact and misleading (Getty, 
2002, 2006). Alternatively, rather than high quality individuals being able to afford the high costs 
associated with honest signals, high quality individuals may instead bee more efficient at converting 
energy into fitness-enhancing traits. In this way, they are able to invest in honest signals without 
compromising investment in the trait the signal advertises. While I refer to the former interpretation 
throughout this thesis, note that the implications drawn from this thesis apply equally to both 
interpretations. 
Fisherian Runaway Selection. Also related to good genes, Fisherian runaway selection (R. 
A. Fisher, 1915) assumes indirect genetic benefits. Fisherian runaway selection occurs when both a 
trait that confers indirect benefits and the preference for that trait are associated with additive 
genetic sources. Individuals with genes that code for the preference of an advantageous trait are 
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more likely to mate with individuals with genes that code for that trait; therefore, their offspring 
inherits both sets of genes. Since high quality individuals inherit both the genes that code for the 
trait and preference for the trait, they are more likely to prefer mates who also possess both sets of 
genes, which in turn leads to offspring will greater levels of and stronger preference for that 
phenotype. The linkage of these genes results in a continual increase in their frequency with each 
resulting generation leading to two outcomes. First, with every generation the preference for that 
trait intensifies. Second, the trait becomes indefinitely exaggerated until any cost associated with 
the trait outweighs the benefits. As this occurs, preference for the good genes effect can lose its 
importance in comparison to the preference for the mere presence of the trait, thus, Fisherian 
runaway selection can help explain preference for a trait that no longer confers indirect benefits to 
offspring viability. 
The Sexy Son Hypothesis. The sexy son hypothesis also assumes indirect benefits and is 
closely related to the good genes effects (Huk & Winkel, 2008). The main difference between the 
good genes and the sexy son hypothesis is that while good genes focuses on the viability of 
offspring, the sexy son hypothesis postulates that the indirect benefits increases offsprings’ 
attractiveness. Sexy sons traits also includes traits that increase the fecundity of male offspring, as 
highly successful promiscuous sons are the most beneficial at increasing the choosing individual’s 
inclusive fitness. Sexy sons traits can arise through Fisherian runaway selection, and, similar to 
good genes, any benefits inherited by offspring must outweigh the costs to the parent. 
While the above description distinguishes between good genes and sexy son mechanisms, 
more recent interpretations have suggested that the two are part of a continuum and represent 
differential allocation of effort into viability and mating (Kokko, Brooks, Jennions, & Morley, 
2003; Kokko, Brooks, McNamara, & Houston, 2002). According to this theory (known as the 
sexual selection continuum), allocation of energy during development is strategic with high and low 
quality individuals garnering differential advantages in investing in viability or signalling 
(attractive) traits. For high quality individuals, due to the factors that make them high quality (e.g., 
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greater pathogen resistance) they are able to better effectively convert energy into fitness-enhancing 
traits; as such, these individuals can 1) invest in costly signalling traits without compromising 
investment in other traits, and 2) have more energy to invest in a host of other fitness-enhancing 
traits (thus, in this way individuals with sexy sons traits may also possess good genes traits). 
However, for low quality individuals, who are less effective at converting energy into fitness-
enhancing traits, it may be more beneficial to focus developing traits critical for survival. 
Intralocus Sexual Conflict. Intralocus sexual conflict is a form of sexually antagonistic 
coevolution that occurs when a trait with a genetic basis is beneficial for one sex, but incurs a cost 
to fitness for the other sex (Garver-Apgar, Eaton, Tybur, & Thompson, 2011; Parker & Partridge, 
1998). As a result, preference for a high quality partner for traits associated with intralocus sexual 
conflict may not result in an overall net increase in fitness in mutual offspring, as high fitness males 
produce low fitness daughters and high fitness females produce low fitness sons. In these instances, 
intralocus sexual conflict can be resolved two ways: the first is by the sexes reaching a compromise, 
such that expression of that trait is not optimal for either sex; the second is by restricting the gene 
expression to only the sex that it benefits, leading to increased sexual dimorphism. An example of 
intralocus sexual conflict in humans is hip size. For women larger hips are more advantageous to 
aid in childbirth, while smaller hips are more advantageous in men as it is optimum for walking 
large distances, presumably important in our ancestral past. In this case, a compromise is made 
where neither the female nor male optimum hip size is met (Rice & Chippindale, 2001). In some 
instances, the benefits conferred to one sex can far exceeds the cost imposed on the other; in these 
cases sexual selection due to indirect benefits will continue to persist (as opposed to being restricted 
as described above) as, overall, there is a net increase in offspring fitness. 
Another implication of intralocus sexual conflict is that it can lead to antagonistic selection 
(Holland & Rice, 1998). This is where one sex (for instance, males) evolves traits that benefit their 
own fitness but is costly to females, and in response females evolve counter-adaptations to negate 
this. In turn, males evolve counter-counter-adaptations, and so on. This can lead to the evolution of 
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traits that once were sexually selected for but are no longer preferred as it does no longer benefits 
females to attend to those traits. 
Note that while intralocus sexual conflict occurs within genes, it can also occur between 
genes (interlocus sexual conflict) where one sex develops a separate trait to counteract the cost of 
the initial trait. Sexual conflict can also occur for direct benefits, for instance, given the differential 
levels of minimal investment required to produce offspring in humans it is more beneficial for 
males relative to females to have high investment in mating effort and low investment in parental 
effort (Trivers, 1972). 
Compatible Genes. While not a focus in this thesis, ‘compatible genes’ is another proposed 
mechanism that may drive mate preferences. Where good genes and sexy sons traits generally lead 
to positive effects to offspring for any individual (and thus generally preferred by all members of 
the opposite sex), compatible genes may only lead to indirect benefits to specific individuals 
depending on their own genes (Havlicek & Roberts, 2009; Roberts & Little, 2008). That is, indirect 
benefits to offspring due to compatible genes may depend on an interaction between the inherited 
genes from both parents. Thus, for compatible genes traits, there can be substantial variation in 
preferences between individuals as there is not one phenotype that leads to indirect benefits for 
every individual. 
Sensory Bias. Also not a focus of this thesis, sensory bias (also called sensory drive) 
describes preferences that initially evolved for functions outside of mating contexts (i.e., reflect pre-
existing biases; Endler, 1992). In response to this, organisms may develop traits that take advantage 
of this pre-existing sensory bias in the opposite sex to increase their own mating success. Sensory 
biases are thought to be a starting point for selection driven by Fisherian processes (Kokko et al., 
2003). For instance, guppies are attracted to the colour orange regardless of stimuli – this bias is 
thought to have evolved because historically orange food is particularly nutritional. In response, 
male guppies have developed orange colouration in order to exploit this pre-existing bias in female 
guppies and increase their own mating opportunities (Rodd, Hughes, Grether, & Baril, 2002). 
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Sensory biases have also been proposed in humans. For instance, humans have a general 
preference for prototypicality or symmetry regardless of the stimuli; this may also be reflected in 
preferences for faces, and has been proposed as an explanation for mate preference for averageness 
and bilateral symmetry in human faces (Halberstadt, Pecher, Zeelenberg, Wai, & Winkielman, 
2013; Halberstadt & Rhodes, 2003; Koehler, Rhodes, & Simmons, 2002). 
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Sexual Dimorphism 
 
Sexual dimorphism is the difference between males and females of a species. This can 
manifest in many ways, including physical, behavioural, or psychological differences. In the animal 
kingdom, sexual dimorphism can be quite pronounced. For instant, male peacocks have large 
ornamentation for tail feathers, while female peahens do not. Another example is in deer, where the 
male stag possess large antlers, while female deer are comparatively smaller and do not possess 
antlers. In humans, physical sexual dimorphism is relatively less pronounced, though differences 
between men and women exist, such as men, on average, being taller than women, and also have 
larger muscle mass. On a physiological level, men produce higher levels and have greater exposure 
to testosterone (Bardin & Catterall, 1981), which can manifest in behavioural sexual dimorphism 
such as risk-taking (Stenstrom, Saad, Nepomuceno, & Mendenhall, 2011). 
Sexual dimorphism also exists in the morphology of human faces. During childhood there is 
little sexual dimorphism between males and females, but as we mature, male faces become more 
pronounced compared to female faces. On average, male faces develop more prominent features, 
such as more pronounced brow ridge, squarer jaws, and purportedly enhanced upper and total face 
height (but see Kramer, Jones, & Ward, 2012; Lefevre et al., 2012). These developments are 
associated with greater exposure to the primary male sex hormone, testosterone, during 
development (Bardin & Catterall, 1981; Penton-Voak & Chen, 2004; Swaddle & Reierson, 2002), 
which has been found to enhance craniofacial growth in men in ways consistent with facial 
masculinity (Verdonck, Gaethofs, Carels, & de Zegher, 1999). Individuals appear to be sensitive to 
this and perceive men with greater testosterone levels as more masculine (Penton-Voak & Chen, 
2004; Roney, Hanson, Durante, & Maestripieri, 2006). Women, on the other hand, who are not 
exposed to the same levels of testosterone, retain softer, neonatal features, such as larger eyes and 
rounder faces. Facial femininity is also associated with exposure to the primary female sex 
hormone, oestrogen (Law Smith et al., 2006). 
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Sexual dimorphism also refers to variation in masculinity/femininity within each sex. That 
is, men high in sexual dimorphism are more masculine than men low in sexual dimorphism, while 
women high in sexual dimorphism are more feminine than women low in sexual dimorphism. 
When applied to human faces, individuals of each sex can also vary along the sexual dimorphic 
axis. Between and within sex variation in facial sexual dimorphism is demonstrated in Figure 1. 
 
 
Low Sexual Dimorphism                     Average Face                    High Sexual Dimorphism 
 
Figure 1. Examples of low, average, and high facial sexual dimorphism in male (top) and female 
(bottom) faces. 
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Men’s Preference For Sexual Dimorphism 
There is a general consensus among men that femininity in women is attractive; this has 
been demonstrated between individuals (Perrett et al., 1998; Rhodes, Hickford, & Jeffery, 2000) as 
well as between societies (D. Jones & Hill, 1993; but see Scott et al., 2014; Scott, Swami, 
Josephson, & Penton-Voak, 2008). This universal preference is thought to be because femininity in 
women is associated with a number of benefits (Rhodes, 2006). First, femininity is associated with 
youth, which may be used as a cue by males of reproductive potential. Men would evolve a 
preference for cues to fertility, as this would directly benefit their own fitness. Indeed, increases in 
fertility are associated with more feminine body shapes (Jasienska, Ziomkiewicz, Ellison, Lipson, 
& Thune, 2004; Kaye, Folsom, Prineas, Potter, & Gapstur, 1990; Wass, Waldenstrom, Rossner, & 
Hellberg, 1997; Zaadstra et al., 1993) and faces (Johnston, 2000), and femininity in women is also 
associated with maternal tendencies (Law Smith et al., 2012). Femininity has also been proposed as 
a cue to good health in women (F. R. Moore, Law Smith, & Perrett, 2011; Thornhill & Gangestad, 
2006); however, the exact link is unclear, as some studies have failed to find this link (Rhodes, 
Chan, Zebrowitz, & Simmons, 2003). Assuming facial femininity is associated with health (and if 
those benefits are heritable), this could confer indirect benefits to offspring health. 
 
Women’s Preference For Sexual Dimorphism 
Compared to men’s preference for femininity in women, women’s preference for male 
sexual dimorphism is much more complex. Much more variation exists in women’s preference for 
masculinity, with some studies showing greater preference for facial masculinity (DeBruine et al., 
2006; Johnston, Hagel, Franklin, Fink, & Grammer, 2001; Komori, Kawamura, & Ishihara, 2009), 
others femininity (Boothroyd, Jones, Burt, & Perrett, 2007; Perrett et al., 1998), while others show 
no strong preference for either (Said & Todorov, 2011; Swaddle & Reierson, 2002). This variation 
has not only been found between studies, but also between societies (DeBruine, Jones, Crawford, 
Welling, & Little, 2010; Penton-Voak, Jacobson, & Trivers, 2004), between individuals within 
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studies (DeBruine, Jones, Tybur, Lieberman, & Griskevicius, 2010), and also within individuals 
based on context (Little, Jones, Penton-Voak, Burt, & Perrett, 2002; Penton-Voak et al., 1999). 
Until recently, the predominant theory to explain this variation in women’s preference was that 
women face a trade-off when considering a masculine male as a partner between indirect benefits 
associated with good immunocompetence and direct costs associated with poor paternal quality. 
The notion that sexual dimorphism in men represents good genes associated with 
immunocompetence stems from non-human research. Based on the Hamilton-Zuk hypothesis 
(described above), the expression of sexually dimorphic characteristics for the males of many 
species depends on the health and vigour of the individual possessing them; this is because the 
primary androgenic hormone, testosterone, is thought to be both an immunosuppressant (Folstad & 
Karter, 1992; Grossman, 1985) and also important in the development of sexually dimorphic traits 
(Folstad & Karter, 1992). For example, in many species of birds, testosterone is directly associated 
with developing bright plumage in males. Therefore, only males with genes associated with good 
immune functioning are able to withstand the immunosuppressant effects of high exposure to 
testosterone that is required to develop bright plumages. In this way, bright plumages acts as an 
honest signal to good health which is then preferred by females (Evans, Goldsmith, & Norris, 2000; 
Peters, Astheimer, Boland, & Cockburn, 2000). In the same way, masculinity in men is thought to 
be an honest cue to good immunocompetence, as the development of masculine facial features is 
also associated with exposure to testosterone (as described above). Consistent with this notion, 
some evidence has found a link between health and facial masculinity. For instance, more 
masculine men self-report better health outcomes (Thornhill & Gangestad, 2006), score better on 
objective health measures (Gangestad, Merriman, & Thompson, 2010; Rantala et al., 2012), and are 
perceived as healthier (Rhodes et al., 2003). Note, however, the links between testosterone and 
immunosuppression are far from simple. Some studies have failed to replicate this link between 
facial masculinity and certain health outcomes (Thornhill & Gangestad, 2006), while evidence for 
an association between testosterone and immunocompetence is mixed, with some studies finding 
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null (van Anders, 2010) or negative results (i.e., decreased health; Booth, Johnson, & Granger, 
1999; Muehlenbein & Bribiescas, 2005).  
While I mostly focused on facial masculinity representing good genes through heritable 
benefits to immunocompetence, an alternative (or additional) explanation of the relevance of male 
facial masculinity to genetic quality involves the sexy-son hypothesis (discussed in greater detail 
above). Here, instead of the indirect benefits being associated with immunocompetence, the indirect 
benefits to offspring are in the form of greater attractiveness of male offspring. This situation can 
create a self-reinforcing ‘runaway’ effect, exaggerating both the preference and the preferred trait 
(R. A. Fisher, 1915; Huk & Winkel, 2008). 
If masculinity were solely linked to indirect benefits to offspring health or attractiveness, 
then we would expect that women would show an overall preference for masculinity in men. Since 
there is substantial variation in women’s masculinity preferences, choosing a masculine partner 
must also be associated with some cost to fitness (Frederick & Haselton, 2007). Indeed, masculinity 
is thought to be associated with the direct cost of poor parental quality. More masculine males have 
been found to be less likely to be sexually faithful and tend to prefer short-term relationships 
(Boothroyd, Jones, Burt, DeBruine, & Perrett, 2008), are less nurturing (Cunningham, Barbee, & 
Pike, 1990), and are rated as more dominant (Watkins, DeBruine, Little, Feinberg, & Jones, 2012). 
As a result, the predominant theory suggests that women face a trade-off when selecting a 
masculine partner as a mate between good heritable immunocompentence and poor parental ability.  
This proposed trade-off produces variation in women’s preferences as different women 
place varying levels of importance on health and parental quality depending on context; this theory 
predicts that women would show a greater preference for masculinity in circumstances where 
indirect benefits are more advantageous. Indeed, women in the follicular phase of their menstrual 
cycle (when women have a higher risk of conception compared to other phases) show an increased 
preference for masculinity compared to when in other phases of the cycle (Gildersleeve, Haselton, 
& Fales, 2014; Penton-Voak et al., 1999). This is thought to be because indirect benefits can only 
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be realised during conception; therefore, it is advantageous to show an increase in preference for 
traits that confer indirect benefits at this time. Also, women who perceive themselves as more 
physically attractive also show greater preference for facial masculinity (Little, Burt, Penton-Voak, 
& Perrett, 2001). Here it is thought that women who perceive themselves as more attractive are 
more able to secure investment for high quality males. In this way, women who perceive 
themselves as attractive can gain the benefits of good health from a facial masculine partner while 
securing investment from these males, mitigating the associated long-term costs. Further examples 
of contextual factors that may influence women’s masculinity preferences, such as pathogen 
avoidance and length of relationship, are discussed in Part 1 of this thesis.  
 
Is Sexual Dimorphism Preferred in a Partner for Indirect Benefits? 
The aim of this thesis is to assess the predominant theory that sexual dimorphism, especially 
male facial masculinity, is preferred for indirect benefits. This thesis is separated into two parts; in 
Part 1, I present three studies investigating the influence of contextual factors (such as pathogen 
prevalence and resource scarcity) on the purported trade-off between heritable immunocompetence 
and parental quality associated with male masculinity. In Part 2, I will assess key assumptions of 
the predominant theory surrounding women’s preference for facial masculinity by using biometrical 
modelling of twin data to assess whether genetic sources contribute to variation in preference for 
facial masculinity, and whether the genetic sources that code for facial masculinity itself meet the 
necessary requirements for selection as a good genes or sexy sons trait. 
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PART 1 – CONTEXTUAL EFFECTS 
 
Based on the notion that masculinity in men represents heritable immunocompetence, 
previous theory has proposed that women may have evolved a mechanism where preference for 
masculinity is facultatively calibrated according to circumstances such that women show a greater 
preference for masculinity when a potential partner’s health is more important. These circumstances 
include when pathogen prevalence is high, when individuals are sensitive to pathogens, and when 
individuals are cued to pathogen contagions; this is thought to be because in these circumstances the 
benefits of having a partner with good heritable immunity outweighs the cost of decreased parental 
investment. Indeed, these predictions are supported across numerous levels of analyses and are 
described in more detail below. 
 
Regional Differences in Women’s Masculinity Preferences 
Women in societies with increased health risks or pathogen prevalence have been found to 
have a greater preference for facial masculinity compared to societies with lower health risks or 
pathogen prevalence. This was first assessed in Penton-Voak et al. (2004) which measured 
preference for sexual dimorphism in 74 women in Jamaica and the UK. Facial masculinity was 
measured using a forced-choice task, where participants were presented with two images of the 
same individual side-by-side, with one being manipulated to be more masculine while the other 
more feminine. Faces were of Jamaican, British (Caucasian), and Japanese (as a control) men to 
control for in-group/out-group effects. Penton-Voak et al. (2004) hypothesised that women in 
Jamaica would show a higher preference for facial masculinity because presumably in Jamaica 
pathogen prevalence is higher, medical care is scarcer, and intentions of parental investment from 
males is lower compared to that of the UK, and this would lead Jamaican women to favour genetic 
quality over parental quality. In line with these predictions, women in Jamaica reported a greater 
preference for facial masculinity on all three types of faces than women from the UK. 
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The influence of regional health factors on women’s preference for facial masculinity was 
further demonstrated in DeBruine, Jones, Crawford, et al. (2010) where the average facial 
masculinity preference of 4,794 women from 30 countries was correlated with a composite health 
index for that country, which included mortality rates, life expectancy, and years of life lost to 
communicable diseases. Facial masculinity was measured using the forced-choice task as used in 
Penton-Voak et al. (2004). As predicted, mean facial masculinity preference of a country was 
significantly correlated with the health of the country. This result was replicated in a subsequent 
analysis with 8,338 women where an association was also found between health indices of states 
within the US and the average facial masculinity preference of that state (DeBruine, Jones, Little, 
Crawford, & Welling, 2010). 
Results from Penton-Voak et al. (2004), DeBruine, Jones, Crawford, et al. (2010), and 
DeBruine, Jones, Little, et al. (2010) are thought to be evidence that women in regions with 
increased health risks showing a greater preference heritable immunocompetence associated with 
facial masculinity. This is similar to other findings of regional pathogen prevalence predicting a 
country’s mean preference for other traits that may also be associated with health, such as 
preference for physical attractiveness (Gangestad & Buss, 1993; Park, van Leeuwen, & Stephen, 
2012). 
Note, however, that the association between regional masculinity preferences and societal 
health risk is currently debated. In a recent paper, Scott et al. (2014) measured facial masculinity 
preferences using a three option forced-choice paradigm (where participants were presented with a 
masculinised, feminised, and original average male face from 5 separate ethnic groups) of 582 
women from 12 societies, including non-Western, small-scale societies. They found (among other 
findings) that societal levels of facial masculinity preference were negatively associated with 
disease burden, directly contradicting findings discussed above. Scott et al. (2014) speculated that 
the discrepancy in findings might be due to the inclusion of participants from a wider range of 
societies, including non-developed societies. Also, Brooks et al. (2011) has suggested that regional 
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variation in women’s preference for facial masculinity may be better explained through covarying 
aspects of life, such as indices of intra-sexual competition (e.g., homicide rate, or gender inequality, 
but see DeBruine, Jones, Little, et al., 2010). 
 
Between-Individual Variation in Masculinity Preference 
Several studies have also demonstrated that individual differences in women’s pathogen 
disgust sensitivity are associated masculinity preferences. For instance, in DeBruine, Jones, Tybur, 
et al. (2010) women’s preference for facial masculinity was found to be associated with individual 
sensitivity to pathogen contagions; this was assessed across two experiments. In Experiment 1, 
facial masculinity preferences of 345 women were measured using the forced-choice task (as 
described above). Participants’ pathogen disgust sensitivity, that is their aversion to pathogen 
contagions that could threaten their health, was measured by the Three Domain Disgust Scale 
(Tybur, Lieberman, & Griskevicius, 2009). As predicted, a significant positive correlation was 
found between women’s pathogen disgust sensitivity and their preference for facial masculinity. In 
Experiment 2, masculinity preferences of 74 women were measured using a forced-choice task 
between unmanipulated faces that had been pre-chosen based on rated facial 
masculinity/femininity. Consistent with Experiment 1, women with high pathogen disgust were 
more likely to prefer masculine faces. In both experiments, no association was found with other 
domains of disgust, such as moral or sexual disgust, suggesting that this effect is specific to 
pathogen disgust. DeBruine, Jones, Tybur, et al. (2010) concluded that women high in pathogen 
disgust sensitivity place greater importance on heritable immune functioning compared to women 
with low pathogen disgust sensitivity, and therefore show a greater preference for facial 
masculinity. 
The association between pathogen disgust and women’s preference for masculinity was 
further demonstrated in B. C. Jones, Fincher, Little, and DeBruine (2013) across three experiments. 
In Experiment 1, 291 women’s rated their preference for male voices that were manipulated to be 
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more masculine or feminine (by lowering or raising the pitch). As predicted, women’s pathogen 
disgust was significantly associated with their preference for more masculine voices. Experiment 2 
found that 48 women’s pathogen disgust was positively associated with preference for faces and 
bodies pre-rated to be high or low on masculinity. Finally, in Experiment 3, 1498 partnered and 
1349 unpartnered women rated either the masculinity of their actual partner or ideal partner 
respectively. Consistent with previous findings, a positive correlation was found between women’s 
pathogen disgust and the masculinity ratings of current and ideal partners. These results 
demonstrate that individual differences in pathogen disgust may not only be associated with facial 
masculinity, but masculinity in other domains as well, and these effects translate to actual partner 
choice. 
Between-individual variation on masculinity preferences may also sensitive to frequency of 
childhood illness, which is thought act as an ecological cue to pathogen prevalence or individual 
immunological functioning. In de Barra, DeBruine, Jones, Mahmud, and Curtis (2013) 150 women 
from a rural subdistrict of Bangladesh were assessed on health based on frequency of illnesses such 
as diarrhoea and pneumonia during childhood. Facial sexual dimorphism preferences were 
measured by the forced-choice task using faces of Bangladeshi men and women. They found that 
women’s frequency of childhood illness was positively correlated with preference for masculinity 
in male faces, but not female faces. De Barra et al. (2013) concluded that with greater frequency of 
childhood illness women would place greater importance of health in a partner and show a greater 
preference for cues to health, such as masculinity. This further supports the notion that individual 
health conditions influence preference for sexual dimorphism. 
While environmental pathogen prevalence and individual sensitivity to pathogens may 
influence preference for sexual dimorphism in consistent ways, it is not necessarily the case that 
individuals in high pathogen prevalent environments also experience higher pathogen disgust 
sensitivity. Rather, both factors increase the salience of pathogen threats, either through increased 
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exposure (for societal differences) or increased sensitivity to cues of pathogens (for individual 
differences). 
 
Within-Individual Variation in Masculinity Preference 
Preference for masculinity appears also to vary within individual women depending on 
immediate pathogen contagion information. For instance, Little, DeBruine, and Jones (2011) found 
that cues to pathogen contagion can shift women’s preference for facial masculinity. Sexual 
dimorphism preference of 124 women for both male and female faces was assessed pre- and post-
exposure to a slideshow of images depicting either high or low pathogen contagions (e.g., a white 
cloth with a stain resembling bodily fluid vs. a stain of a blue liquid). Preference for facial sexual 
dimorphism was measured using the forced-choice task. As predicted, compared to the low 
contagion group, women in the high contagion condition increased their preference for facial 
masculinity in opposite-sex faces. Exposure had no influence on preference for facial sexual 
dimorphism on same-sex faces, suggesting that this mechanism may be specific to mating contexts. 
Also, Lee and Zietsch (2011) tested whether priming women with contextual factors, such 
as pathogen prevalence or resource scarcity, influenced their preference for traits associated with 
good genes or parental quality. Sixty women first completed a questionnaire designed to prime 
either pathogen threats, resource scarcity, or an irrelevant threat as a control. Participants’ mate 
preferences were then measured using a trade-off task where participants were asked to construct 
their ideal partner by investing a limited number of points in traits associated with good genes or 
parental quality. As predicted, we found that women who completed the questionnaire on pathogens 
before completing the preference task showed a greater preference for good genes traits, providing 
further evidence that women’s mate preferences can shift according to salient environmental 
information. 
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Results from Little et al. (2011) and Lee and Zietsch (2011) suggest that women have plastic 
preferences for sexual dimorphism which is sensitivity to cues to pathogen contagions, and they 
facultatively calibrate their preference according to the immediate environment. 
 
The Effect of Resource Scarcity on Women’s Masculinity Preferences 
Given that masculinity in men is also associated with poor parental quality, the predominant 
theory also predicts that women’s preference for masculinity would decrease in circumstances 
where it is more beneficial to select a partner with good parental quality. This is thought to be 
because these women are prioritising good parental investment associated with femininity over any 
benefits to heritable immunocompetence conferred by choosing a masculine mate. 
Little, Cohen, Jones, and Belsky (2007) predicted that environmental harshness (i.e., the 
availability/access to resources) and relationship type (e.g., long-term vs, short-term) would 
influence women’s preference for facial masculinity; when conditions are harsh or for long-term 
relationships they thought it may be more beneficial for women to choose a partner with good 
parental ability who is committed to providing resources. Conversely, facial masculinity may be 
preferred when conditions are safe, or for short-term relationships, as the costs of poor parental 
quality are less severe in these circumstances. Sixty-four women were first given one of four 
scenarios to read that varied two factors: scenarios either depicted a harsh or safe environment, and 
either considering a long- or short-term relationship. After reading a scenario, the women were 
given a forced-choice task of measuring facial masculinity preferences. As predicted, women were 
found to show a greater preference for facial masculinity when considering a short-term partner, 
and also when conditions were safe, supporting the notion that women’s preferences vary according 
to resource availability (Little et al., 2007). 
Research corroborating this finding includes further evidence that women prefer more 
facially masculine men when considering short-term relationships (Little et al., 2002; Penton-Voak 
et al., 1999), an extra-pair partner (Little et al., 2002), or when they have a more unrestricted 
 23 
sociosexuality (Provost, Kormos, Kosakoski, & Quinsey, 2006), that is, a higher willingness to 
engage in short-term, uncommitted sex (Penton-Voak et al., 1999; Provost et al., 2006). Similarly, 
Lee and Zietsch (2011) found that women who were given the financial concerns questionnaire 
(designed to prime resource scarcity) showed a greater preference for traits indicative of good 
parental quality over good genes traits. Results from these studies, and Little et al. (2002) suggest 
that, similar to the effects of pathogen contagion, women are sensitive to resource availability and 
increase their preference for femininity when securing parental investment becomes more 
advantageous. 
 
Contextual Influences on Men’s Preference for Femininity 
Because men are not predicted to face a trade-off between good genes and parental quality 
when considering sexual dimorphism in a partner, it is less clear how contextual factors influence 
men’s preference for femininity. Previous studies have often focused on women’s preferences and 
not tested men’s preferences, and those that have report mixed results. Some studies have reported 
no differences, for instance, when investigating regional differences in sexual dimorphism 
preferences, Penton-Voak et al. (2004) tested the preference of 52 men in Jamaica and the UK, but 
found no overall difference between the two groups. Scott et al. (2014) also tested 380 men from 12 
societies and found no effect of societal disease burden on femininity preferences. This evidence 
would suggest that societal health risk and sexual dimorphism preferences might be specific to 
women’s preferences for facial masculinity. 
However, other studies have also found that men do shift their preference according to 
pathogen prevalence. Across four studies, B. C. Jones, Fincher, Welling, et al. (2013) consistently 
found that men’s pathogen disgust was found to be associated with facial femininity preferences. 
De Barra et al. (2013) also tested the facial sexual dimorphism preferences of 90 Bangledeshi men 
and compared it to their frequency of childhood illness and found a significant association in female 
faces but not male faces. Little et al. (2011) assessed whether 117 men’s preference for facial sexual 
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dimorphism shifted due to exposure to a slideshow of pathogen contagions. Like women, compared 
to the low contagion group, men in the high contagion group showed an increased preference for 
facial femininity in opposite-sex faces. Given the inconsistencies in results, it is unclear whether 
men show facultative calibration on facial femininity preferences according to environmental health 
threats. 
 
Summary of Part 1 
While numerous studies discussed above support the link between pathogen avoidance (and 
other contextual factors) and sexual dimorphism preferences, these studies often investigate this 
link under narrow parameters. For instance, many previous studies have relied on the forced choice 
design to measure preference where two very similar, artificial composite faces that vary solely on 
sexual dimorphism are presented. This method is useful for detecting hypothesized effects in tightly 
controlled settings, but it is unclear if the same effects generalise to other conditions or emerge 
when people assess realistic potential mates, which is an important prerequisite for establishing 
evolutionary significance (Scott, Clark, Boothroyd, & Penton-Voak, 2013). Indeed, Scott et al. 
(2014) found no relationship between contextual factors and masculinity preferences outside these 
parameters, suggesting that contextual factors may be more specific than previously implied. 
Therefore, in Part 1 of this thesis I present three studies that continue to investigate the relationship 
between contextual factors and mate preferences aiming to address several limitations of previous 
research. 
First, previous studies measure preference where only the trait of interest varies. This does 
not reflect mating in reality where targets vary on multiple dimensions (including non-facial traits). 
Therefore, it is unclear whether contextual effects can generalise to these conditions and how 
different mate preferences relate to each other. I address this in Study 1 where I assess the effect of 
pathogen avoidance and resource scarcity on preferences for facial attractiveness, perceived 
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masculinity/femininity, and perceived intelligence of dating profiles (also included in the appendix 
is an additional paper that reports a large multivariate analysis using this data). 
Second, previous research solely tests young adult samples rating young adult stimuli. 
Therefore, it remains unclear whether effects of pathogen avoidance on women’s masculinity 
preferences generalise to older stimuli or raters. This is addressed in Study 2, in which I assess 
whether the relationship between pathogen disgust sensitivity applies when a wider age range of 
participants and stimuli are included, and also whether this effect extends to study designs beyond 
the forced-choice task.  
Finally, while some studies have investigated preference for non-facial traits (e.g., B. C. 
Jones, Fincher, Little, et al., 2013), the majority of studies discussed above solely investigate facial 
masculinity. Therefore, to assess whether contextual factors extend to preference for 
masculinity/femininity in general, in Study 3 I investigated preference for other sexually dimorphic 
traits, namely men’s waist-to-hip ratio preferences, women’s shoulder-to-hip ratio preferences, and 
both sex’s body mass index preferences. 
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STUDY 1 
 
Text presented here is adapted from a published article: 
Lee, A. J., Dubbs, S. L., Kelly, A. J., von Hippel, W., Brooks, R. C., & Zietsch, B. P. (2013) 
Human facial attributes, but not perceived intelligence, are used as cues of health and 
resource provision potential. Behavioral Ecology, 24, 779-787. 
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Introduction 
 
As discussed earlier in this thesis, women when considering a facially masculine man as a 
mate potentially face a trade-off between good genetic quality associated with good 
immunocompetence and good parental quality. Similarly, facial attractiveness has also been 
suggested as an indicator of good health. According to this theory, individuals in good health during 
development are able to withstand environmental stressors (e.g., pathogens) that would otherwise 
cause developmental deviations that are perceived as unattractive (Thornhill & Moller, 1997). 
Consistent with this possibility, facially attractive individuals report better health (Thornhill & 
Gangestad, 2006), are perceived by others as more healthy (Rhodes et al., 2001), and show better 
health on objective measures (Rhodes et al., 2001). However, studies have also failed to replicate 
this latter link, and its existence and relation to evolved mate preferences remain subject to 
considerable debate (Weeden & Sabini, 2005). If attractive faces do indicate good health, there are 
at least two ways it could be evolutionarily advantageous to prefer partners with attractive faces. 
First, facially attractive partners will be less likely to succumb to disease and less likely to infect 
their partner and offspring. Second, a facially attractive partner may confer genetic benefits to 
mutual offspring, in terms of both better health and greater mating success. 
Because of its putative association with good health, physical attractiveness (similar to 
sexual dimorphism) may be expected to be more highly valued in environments of high pathogen 
prevalence or with resource availability. Consistent with this possibility, cross-cultural research has 
shown that individuals in countries with greater pathogen prevalence report greater preference for 
physical attractiveness (Gangestad & Buss, 1993). Corroborating this correlational research, women 
primed with pathogen-related cues show a stronger preference preferences for symmetrical faces (a 
trait associated with facial attractiveness; Young, Sacco, & Hugenberg, 2011), and women with 
high pathogen disgust assign lower attractiveness ratings to unattractive targets (Park et al., 2012). 
Conversely, studies have also found that when women have a greater access to resources in terms of 
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increased status, preference for physical attractiveness increases (F. R. Moore & Cassidy, 2007; F. 
R. Moore & Cassidy, 2010; F. R. Moore, Cassidy, & Perrett, 2010).  
While facial attributes are important in mate selection, mental traits such as intelligence are 
self-reported as even more important (Buss & Barnes, 1986), and we could also expect preference 
for these traits to be influenced by contextual factors. For instance, intelligence is thought to be an 
indicator of both ‘good genes’ and resource provision potential (Miller, 2000; Prokosch, Coss, 
Scheib, & Blozis, 2009; Prokosch, Yeo, & Miller, 2005; Rozsa, 2008; Yeo, Gangestad, Liu, 
Wassink, & Calhoun, 2011). High intelligence is associated with good health even when controlling 
for various possible confounds, purportedly because health and intelligence both reflect the same 
‘good genes’ (Arden, Gottfredson, & Miller, 2009). Furthermore, across 184 countries and among 
states within the U.S., average intelligence scores are strongly linked to local pathogen prevalence 
(Eppig, Fincher, & Thornhill, 2010, 2011). It has been proposed that intelligence is used in mate 
assessment as a cue of health in a similar manner to facial attributes (Rozsa, 2008); accordingly, 
cross-cultural research has found that preference for intelligence increases with pathogen 
prevalence (Gangestad, Haselton, & Buss, 2006). High intelligence is also associated with greater 
socioeconomic success (Strenze, 2007) and lower likelihood of divorce (von Stumm, Batty, & 
Deary, 2011), suggesting that intelligence enables greater resource provision. If intelligence were 
used in mate assessment as a cue of potential for resource provision, we would expect preference 
for intelligence to increase with greater resource concerns.   
Research discussed thus far suggests that human mate preferences shift in order to optimise 
mate choice in given environments. However, existing research leaves important questions 
unanswered. An issue with previous research is that it is unclear if the same effects emerge when 
people assess realistic potential mates who vary on multiple dimensions (including non-facial 
traits), which is more ecologically valid. It is also unknown how preference functions for different 
cues of mate quality relate to each other. Whether correlations between preferences for independent 
traits are positive, zero, or even negative would be crucial evidence in understanding the role of 
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multiple traits in mate assessment and thus in inferring the selective forces acting on choice. If 
facial attractiveness, facial sexual dimorphism, and intelligence are all used as cues that increase the 
accuracy of judgements of the same underlying qualities (e.g., back up cues for good health), we 
would expect preferences for each to positively correlate. If they are used because they reflect 
uncorrelated or negatively correlated underlying qualities (‘multiple messages’), zero or negative 
correlations would be expected (for a review of possible functions for preferences for multiple cues, 
see Candolin, 2003).  
In the current research, we addressed these questions by having participants rate the 
attractiveness of online dating profiles that systematically varied on facial attractiveness (based on 
pre-ratings of the profile photos), facial sexual dimorphism (based on masculinised or feminised 
versions of these photos), and perceived intelligence (based on self-descriptions manipulated to 
vary in apparent intelligence). From participants’ attractiveness ratings, we were able to “reveal” 
their preferences for each trait, addressing issues of ecological validity of previous work that use 
explicitly stated preference (i.e., self-reported preferences) or forced-choice tasks. We then tested 
for an association between participants’ revealed preferences and individual differences in pathogen 
concerns (as measured by pathogen disgust sensitivity) and resource scarcity (as measured by 
socioeconomic status; SES). Sensitivity to sexual and moral disgust was also investigated to ensure 
any effect of pathogen disgust was not due to disgust in general. Regarding facial attributes we test 
two main hypotheses: 1) for both men and women, higher pathogen disgust (but not moral or sexual 
disgust) should predict stronger revealed preferences for facial attractiveness and sexual 
dimorphism, if in fact either are used as signals for health; and 2) for women, greater resource 
concerns should predict stronger revealed preference for feminine male faces (i.e., a negative 
association with SES). We also hypothesized that 3) both pathogen and resource concerns should 
positively predict revealed preference for perceived intelligence. Lastly, we hypothesized that 4) to 
some degree facial attractiveness, facial sexual dimorphism, and perceived intelligence are all used 
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as cues of the same underlying qualities (i.e., good health, and underlying genetic quality), and so 
expect preferences for each to positively inter-correlate. 
 
Methods 
 
Participants 
Participants were 430 males (Mean± SD = 23.07± 4.86 years) and 422 females (M± SD = 
24.07± 6.80 years) who were recruited from an online surveying website 
(http://www.socialsci.com) in return for redeemable online store credit. Participation was 
conditional on being heterosexual and not currently in a long-term relationship. Participants who 
completed the incorrect survey (i.e. males who completed the female survey and vice versa; 33 
males, 5 females), did not identify as being heterosexual (34 males; 71 females), or did not report 
their age (6 males; 2 females) were removed from analyses. A further 1 male and 6 females were 
removed for completing the survey in an unrealistic time (< 5 minutes), which suggested a lack of 
attention to the questions. This reduced the sample size to 356 males (Mean± SD = 23.27± 4.93 
years) and 338 females (Mean± SD = 24.15± 6.18 years).  
 
Stimuli 
Participants were asked to rate the attractiveness of a series of individuals in ostensible 
online dating profiles. Each profile consisted of a facial photo, as well as a short personal 
description embedded into a realistic dating profile template. These profiles varied across three 
dimensions: facial attractiveness, facial sexual dimorphism, and perceived intelligence. 
Facial photos were taken from stock image websites (e.g., http://www.gettyimages.com) and 
pre-rated (in the absence of other stimuli) for facial attractiveness on a 100-point scale (0 = very 
unattractive; 100 = very attractive) by 75 male and 65 female volunteers recruited via SocialSci. 
Each photo contained one target, facing the camera with a neutral expression. Thirty-two photos of 
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each sex were chosen to equally represent the full spectrum of facial attractiveness based on the 
pre-ratings (Mean attractiveness ± SD = 47.21± 13.91 and Mean attractiveness ± SD = 57.87± 
13.68 for male and female images respectively). The target in each photo was then 30% morphed 
with either a masculine facial template or a feminine facial template developed through a 
combination of averaged male and female faces and perceived masculine and feminine caricatures 
(Johnston et al., 2001), effectively masculinising or feminising the target (see Electronic 
Supplementary Material for further details on the morphing process). 
To vary the apparent intelligence of the individuals, real self-descriptions were adapted from 
dating websites, and then pre-rated (in the absence of other information) for intelligence by 136 
male and 131 female volunteers recruited via Facebook. Because we adapted the self-descriptions 
from real dating websites, we were unable to measure the actual intelligence of those who wrote 
them; however, our use of real self-descriptions had the advantage of preserving realism. Also, 
previous research has shown that intelligence can be accurately perceived at greater than chance 
(Murphy, Hall, & Colvin, 2003). Based on these perceived intelligence ratings, 64 self-descriptions 
(32 for each sex) were chosen to equally represent the full spectrum of perceived intelligence (Mean 
intelligence ± SD = 54.97± 20.21 and Mean intelligence ± SD = 49.46± 20.59 for male and female 
descriptions respectively).  
Photographs of attractive and less attractive individuals were morphed to be more masculine 
or more feminine and then randomly paired with statements that conveyed high or low perceived 
intelligence, which produced 128 profiles of each sex. Participants rated a subset of 32 of these 
profiles, such that they rated each individual photo once, with the target photo either masculinised 
or feminised, and paired with either an intelligent or less intelligent personal description. Thus, each 
participant rated 16 masculinised and 16 feminised targets, as well as 16 intelligent and 16 less 
intelligent self-descriptions. Participants rated the profiles in a random order and did not rate the 
same individual or personal description more than once. For example profiles, see Figure 1. 
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Figure 1. Examples of dating profiles with male (top) and female (bottom) profile pictures, as well 
as masculinised and intelligent (left) and feminised and less intelligent (right) pictures and personal 
descriptions. Note varying degrees of facial attractiveness and intelligence were used, and all three 
dimensions were counterbalanced when shown to participants. 
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Procedure and Measures 
The survey was completed online, with participants choosing the time and location, but with 
the condition that it was to be completed in one sitting. Participants first rated a set of 32 ostensible 
personal ads of members of the opposite sex (as described above) on a 100-point sliding scale 
(0=very unattractive; 100=very attractive). Participants were told that the personal ads were taken 
from a dating website. 
Next, participants completed a questionnaire that included the Three Domain Disgust Scale 
(Tybur et al., 2009), which is a 21-item questionnaire in which participants rate the degree to which 
they find statements disgusting on a 7-point scale (0=not disgusting at all; 6=extremely disgusting). 
Three domains of disgust are assessed: pathogen, moral, and sexual disgust. Pathogen disgust refers 
to aversion to exposure to pathogen contagions that could threaten one’s health, such as “Accidently 
touching a person’s bloody cut”. Moral disgust refers to aversion to social transgressions, such as 
“Intentionally lying during a business transaction”. Sexual disgust measured aversion to sexual 
deviance or unwanted sexual contact, such as “A stranger of the opposite sex intentionally rubbing 
your thigh in an elevator”. Participants’ score on the pathogen disgust scale was used as a proxy for 
pathogen concerns. Participants who were missing data for more than one item for any disgust scale 
were removed from further analysis. This reduced the female sample size to 333 participants (no 
cases required removal from the male dataset). For participants who had missing data for only 1 
item, the missing item was replaced with the grand mean of that item from participants of the same 
sex. 
Also included was a 1-item SES measure (Adler, Epel, Castellazzo, & Ickovics, 2000) that 
asked participants to rate their perceived standing compared to others on the three dimensions of 
SES: income, education, and occupation, on a 10 point scale (10=best off, 1=worst off). Although 
only a single item, this measure has previously been shown to correlate with more objective 
measures of SES (Adler et al., 2000). SES was used as a proxy for resource concerns, such that 
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individuals who report lower SES were assumed to have less access to resources due to lower social 
and financial standing. 
The questionnaire also included demographic information and brief measures of personality 
and sexual behaviour and attitudes, which were not directly relevant to the hypotheses in this study, 
and so are not described further here.  
 
Analyses 
Each participant rated 32 profiles, resulting in 11,391 and 10,656 observations for males and 
females respectively. These data are hierarchical in nature, such that each of the 32 attractiveness 
ratings of each profile made by each participant (Level 1) are nested within the participants 
themselves (Level 2). As such, the data were analysed using Hierarchical Linear Modelling in the 
HLM software package (for an explanation of this technique and its advantages over other 
apporaches to analysing hierachical data, see Raudenbush & Bryk, 2002). On Level 1, participants’ 
preferences for each trait were revealed by the associations between their attractiveness ratings of 
the profiles and the profiles’ facial attractiveness (based on pre-ratings), perceived intelligence 
(based on pre-ratings), and facial sexual dimorphism (based on whether the photo was masculinised 
or feminised). We tested our hypotheses by determining whether Level 2 predictors (participants’ 
SES and pathogen disgust) moderate these associations. Participants’ age was also included as a 
Level 2 predictor to take into account any effect age may have on revealed preferences, while 
sexual and moral disgust were included to check that the effect of pathogen disgust did not simply 
reflect an effect of general disgust. All predictors were included simultaneously in one model, 
which allowed us to assess the unique contribution of each predictor on revealed preferences. 
Separate analyses were conducted for men and women. To facilitate interpretation, all predictors 
were standardised except for the dichotomous Level 1 predictor of facial sexual dimorphism, which 
was coded 0 (morphed in the direction of the opposite sex) or 1 (morphed in the direction of the 
same sex). See Electronic Supplementary Material for additional detail on the analyses conducted.  
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Results 
 
An empty model of participants’ attractiveness ratings of the dating profiles with no 
predictors showed that the intra-class correlation (i.e., the proportion of the total variance that is 
between-individual variance) was .25 and .22 for males and females respectively. This indicates 
that variance in participants’ attractiveness ratings of the dating profiles existed at both levels 
(i.e., profile attractiveness ratings varied due to differences between profiles and due to 
differences between participants). This confirms that HLM is appropriate for analysis of this 
data. Comparing a model including all predictors with the empty model revealed that, for males 
and females respectively, 34% and 42% of the within-individual variation in attractiveness 
ratings could be accounted for by the facial attractiveness, facial sexual dimorphism, and 
perceived intelligence of the profiles. The variance components from the HLM analysis are 
reported in the Electronic Supplementary Material. 
The γ coefficients from the HLM analysis are reported in Table 1. The intercept refers to 
the average slope between the Level 1 predictor and participants’ ratings of attractiveness. For 
instance, for every standard deviation increase in a female profile’s pre-rated facial 
attractiveness, male participants rated that profile 6.43 units more attractive. All Level 1 slopes 
were significant and in the expected directions, such that participants preferred facially 
attractive, intelligent, and sexually dimorphic profiles.  
The γ coefficients for Level 2 predictors (age, SES, and pathogen, moral, and sexual 
disgust) refer to the change in Level 1 slope given 1 unit change in the Level 2 predictor; these 
coefficients represent the effect of the Level 2 predictors on revealed preferences for each trait 
and include most of our main hypothesis tests (boldface type in Table 1).  
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Table 1. HLM (γ) coefficients (and standard errors) and associated t statistics for age SES, pathogen 
disgust, moral disgust, and sexual disgust in the model predicting revealed preference slopes for 
facial attractiveness, facial sexual dimorphism, and perceived intelligence. 
 Male 
raters 
   Female 
raters 
  
 γ (S.E.) t Approx. 
d.f. 
 γ (S.E.) t Approx. 
d.f. 
Revealed Preference 
for Facial 
Attractiveness 
       
  Intercept 6.43 (.29) 22.23*** 350  7.93 (.31) 25.47*** 327 
    Age -.90 (.29) -3.07** 350  -.51 (.33) -.56 327 
    SES .41 (.30) 1.41 350  .51 (.31) 1.63 327 
    Pathogen Disgust 1.42 (.31) 4.64*** 350  .96 (.33) 2.88** 327 
    Moral Disgust -1.05 (.30) -3.44** 350  -1.18 (.33) -3.55** 327 
    Sexual Disgust .15 (.31) .50 350  .06 (.33) .18 327 
Revealed Preference 
for Facial Sexual 
Dimorphism  
       
  Intercept 4.44 (.45) 9.72*** 350  2.68 (.40) 6.73*** 327 
    Age -.51 (.46) -1.15 350  -.02 (.42) -.05 327 
    SES .46 (.46) 1.00 350  .95 (.40) 2.38* 327 
    Pathogen Disgust 1.35 (.49) 2.78** 350  .43 (.43) 1.01 327 
    Moral Disgust -.20 (.48) -.42 350  -.82 (.42) -2.38 327 
    Sexual Disgust -.57 (.49) -1.18 350  .04 (.42) .09 327 
Revealed Preference 
for Perceived 
Intelligence 
       
  Intercept 8.15 (.37) 22.09*** 350  10.13 (.41) 24.71*** 327 
    Age -.92 (.35) -2.60** 350  -.85 (.43) -2.00* 327 
    SES -.19 (.35) -0.24 350  .45 (.41) 1.10 327 
    Pathogen Disgust -.74 (.37) -2.01* 350  -.74 (.44) -1.70 327 
    Moral Disgust 1.66 (.37) 4.53*** 350  1.55 (.43) 3.57** 327 
    Sexual Disgust -1.00 (.37) -2.68** 350  -1.04 (.43) -2.42* 327 
* p < .05, ** p < .01, *** p < .001. Associations relevant to the main hypotheses are in bold. Note 
that predictors have been standardised to increase interpretability. 
 
Associations of SES and disgust scores with revealed mate preferences for facial attributes 
The hypothesized association involving SES and facial preferences was supported, such that 
women with lower SES (i.e., higher resource concerns) showed weaker preference for masculinised 
male faces than women with higher SES.  
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As hypothesized, pathogen disgust was a significant, positive predictor of revealed 
preference for facial attractiveness in both men and women. Also consistent with hypotheses, men’s 
pathogen disgust significantly predicted their preference for facial sexual dimorphism, such that 
men with higher pathogen disgust showed greater preference for feminised female faces. However, 
contrary to expectations, women’s pathogen disgust was not significantly associated with their 
revealed preference for facial sexual dimorphism, though the effect was in the predicted direction. 
To ensure that these preferences were specifically associated with pathogen disgust, rather 
than with disgust in general, moral disgust and sexual disgust were also analysed. These three 
disgust domains are positively inter-correlated (Tybur et al., 2009), but pathogen disgust alone was 
a significant predictor of preference for facial attractiveness in the expected direction (indeed, the 
significant effect of moral disgust was in the opposite direction), and pathogen disgust was also the 
only predictor of preference for facial sexual dimorphism. This pattern indicates a specific effect of 
pathogen disgust on revealed preferences for facial attractiveness and female facial sexual 
dimorphism, and is consistent with these facial attributes being used as cues of a potential mate’s 
health. See Figure 2. for graphical representations of our main significant results (i.e. those in bold 
in Table 1). 
 
 38 
 
Figure 2. A. The effects of male participants’ pathogen disgust (± 1 S.D.) on their revealed 
preference for facial attractiveness. B. The effect of female participants’ pathogen disgust (± 1 S.D.) 
on their revealed preference for facial attractiveness. C. The effects of male participants’ pathogen 
disgust (± 1 S.D.) on their revealed preference for facial sexual dimorphism. D. The effects of 
female participants’ SES (± 1 S.D.) on their revealed preference for facial sexual dimorphism. 
 39 
Associations of SES and disgust scores with revealed mate preferences for perceived intelligence 
We predicted that preference for perceived intelligence would be positively associated with 
pathogen and resource concerns (i.e., a negative association with SES). For both men and women, 
the effect of pathogen disgust on revealed preference for perceived intelligence trended in the 
opposite direction from predictions, with male rater’s pathogen disgust significantly associated with 
weaker preference for female intelligence. This finding is inconsistent with intelligence being used 
as a cue of a mate’s health. The association between SES and preference for perceived intelligence 
was also non-significant, which is inconsistent with the idea that intelligence is used as a cue for 
likely resource provisioning. In contrast, and unexpectedly, both moral and sexual disgust was 
significantly associated with preference for perceived intelligence in men and women.  
 
Inter-correlations between revealed mate preferences for different traits 
To represent the relationships between revealed preferences for different traits in an easily 
interpretable manner, difference scores were created for each participant for each trait by 
subtracting their mean rating of the 16 least facially attractive/intelligent/sexually dimorphic 
profiles (based on pre-ratings for the former two traits, or whether the photo had been masculinised 
or feminised in the case of sexual dimorphism) from their mean rating of the other 16 profiles. As 
such, a greater difference score indicated greater revealed preference for that trait. As can be seen in 
Table 2, correlations between preferences for facial attractiveness and facial sexual dimorphism 
were substantial and positive in both men and women, as would be expected if the two traits were 
used as cues of the same underlying factor (e.g., health). Contrary to expectations, preference for 
perceived intelligence correlated substantially and negatively with preference for facial 
attractiveness in both men and women, and in women, it also correlated negatively with preference 
for masculine faces. These results are inconsistent with the possibility that intelligence is used in 
mate assessment primarily as a cue of the same underlying factor as facial attractiveness and sexual 
dimorphism (i.e., health).  
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Table 2. Correlations and 95% confidence intervals between revealed mate preferences for facial 
attractiveness, facial sexual dimorphism, and perceived intelligence. 
Sex of rater  Facial Attractiveness Intelligence 
Male (N = 356) Perceived intelligence r = -.26 (-.36, -.16)  
 Facial sexual dimorphism r = .27 (.37, .17) r = -.07 (-.04, .17) 
Female (N = 338) Perceived intelligence r = -.29 (-.39, -.19)  
 Facial sexual dimorphism r = .45 (.35, .55) r = -.13 (-.24, -.02) 
 
It should be noted that there are necessary trade-offs for extreme preferences in our study 
design. A participant cannot exhibit maximal preferences for all three traits simultaneously because 
the traits varied independently. To assess whether this inherent constraint in the design could 
explain the negative correlation between preferences for perceived intelligence and facial 
attractiveness, we examined the effect of excluding participants with strong preferences for either 
trait (>1.5 standard deviations above the mean). This analysis revealed that the negative correlation 
remained similar in magnitude and significant (p < .001) in both men and women when extreme 
raters were excluded, suggesting that design constraints were not driving the observed negative 
correlation between these preferences.  
 
Discussion 
 
In the current study we tested whether pathogen and resource concerns could predict 
revealed mate preferences for facial attractiveness, facial sexual dimorphism, and perceived 
intelligence, and also whether these different trait preferences were inter-correlated.  
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Associations of SES and disgust scores with revealed mate preferences for facial attributes 
Consistent with evolutionary hypotheses, women with greater resource concerns showed 
weaker preference for facial masculinity, and both men and women with greater pathogen concerns 
showed stronger preference for facial attractiveness. The predicted positive association between 
pathogen disgust and preference for facial sexual dimorphism was partially supported, as men with 
greater pathogen disgust showed a relative preference for feminised women, but the corresponding 
association was not significant in women.  
These findings provide evidence from a naturalistic mate assessment setting that perception 
of facial attractiveness may be amplified by an individual’s pathogen concerns. This result dovetails 
with other research suggesting that physical attractiveness is associated with good health 
(Gangestad & Buss, 1993; Rhodes et al., 2001; Thornhill & Gangestad, 2006; Young et al., 2011). 
Both pathogen disgust and preference for attractive mates may be phenotypically plastic responses 
to high pathogen risk, in which case pathogen-sensitive people who choose healthy, attractive mates 
could avoid becoming infected (but see Boots & Knell, 2002) and/or procure heritable immunity for 
their offspring. Although other links between pathogen sensitivity and preference strength remain 
possible, for now the evidence favours avoidance of infection, genetic benefits to offspring, or a 
combination thereof. 
These findings also support the notion that facial sexual dimorphism is similarly used by 
men as a cue of health or genetic quality in women, consistent with previous research using 
different methodology (DeBruine, Jones, Crawford, et al., 2010; DeBruine, Jones, Tybur, et al., 
2010; Little et al., 2011). It is unclear why women did not show a similar effect for sexual 
dimorphism of male faces, given the strong cross-cultural and experimental findings supporting this 
association (DeBruine, Jones, Crawford, et al., 2010; Lee & Zietsch, 2011; Little et al., 2011); 
however, the effect was in the predicted direction, so it is possible that the lack of statistical 
significance is a false-negative. Importantly, women’s preference for facial masculinity 
significantly correlated with their SES as hypothesized, such that women with greater resource 
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concerns showed a relative preference for feminised male faces. This finding suggests that women 
may use the masculinity of male faces as a cue to likelihood of resource provision, perhaps because 
more feminine men tend to be more faithful and committed in relationships than more masculine 
men (McIntyre et al., 2006; van Anders, Hamilton, & Watson, 2007). Previous findings of a 
positive relationship between women’s SES and explicit preference for physical attractiveness (F. 
R. Moore & Cassidy, 2007; F. R. Moore & Cassidy, 2010; F. R. Moore et al., 2010) were not found 
in our revealed preferences data. The fact that preference for masculinised versus feminised male 
faces was the only significant correlate of SES suggests that facial sexual dimorphism is perceived 
as a particularly relevant cue to a man’s likelihood of resource provision. Despite our interpretation, 
we note that the links between fitness and masculinity, a man’s ability to procure and defend 
resources, and tendency to invest resources in his partner and offspring have yet to be resolved. An 
alternative interpretation could be that lower SES women might have lower self-perceptions of their 
own mate value and might, then, be less ambitious in the priority they place on a mate’s 
masculinity. Further research is needed to understand the role of facial cues on mate preferences, 
and how these preferences benefit fitness. 
 
Associations of SES and disgust scores with revealed mate preferences for perceived intelligence 
Unexpectedly, the association of perceived intelligence preferences with pathogen concerns 
trended in the opposite direction to our hypotheses for both men and women, such that greater 
pathogen and predicted weaker preference for perceived intelligence. In particular, the negative 
effects of pathogen concerns were relatively strong (indeed, statistically significant in the case of 
men), so we can be reasonably certain that there is no underlying positive association. The 
association between perceived intelligence preferences and resource concerns were also non-
significant for both men and women. These findings are inconsistent with the notion that 
intelligence is primarily used as a cue of good health or resource provision and with previous cross-
cultural findings (Gangestad et al., 2006). Given the many findings showing that intelligence is 
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valued in a mate, it is likely that intelligence is used not as an additional indicator of health or 
provisioning potential, but rather as a cue of other, distinct qualities. One possibility is that 
intelligence is a marker of low overall genetic mutation-load (Miller, 2000; Prokosch et al., 2005; 
Yeo et al., 2011) rather than of health via immunocompetence.  
 
Inter-correlations between revealed mate preferences for different traits 
The correlations between mate preferences for different cues revealed a positive relationship 
between preferences for facial attractiveness and facial sexual dimorphism in both men and women. 
Because facial sexual dimorphism was manipulated independent of the variation in facial 
attractiveness, this finding suggests that these two cues are used in part to assess the same 
underlying factor of mate quality. This finding complements cross-cultural evidence that 
individuals’ facial symmetry (a component of attractiveness) and sexual dimorphism covary within 
African hunter-gatherer and European populations (Little et al., 2008), which is consistent with the 
possibility that the two traits to some extent reflect the same underlying factor. Although the two 
cues may act as indicators of the same underlying quality, one or both cues could also indicate other 
qualities; for example, it is possible that health is indicated by both facial sexual dimorphism and 
facial attractiveness while likelihood of resource provision is only indicated by facial sexual 
dimorphism (of men), as suggested by our results involving pathogen and resource concerns.  
Surprisingly, preference for perceived intelligence was negatively correlated with men and 
women’s preference for facial attractiveness, and women’s preference for sexual dimorphism. 
These findings further suggest that cues of intelligence are not used to judge the same mate quality 
as indicated by facial attributes (i.e., health). Intelligence may primarily be used as a cue of largely 
distinct aspects of mate quality.  
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Limitations 
Certain considerations warrant caution when interpreting these results. First, the dating 
profiles varied in numerous ways that were not strictly controlled (e.g., extraneous personality 
information in the personal descriptions). While this variation had the important advantage of 
preserving realism, it also introduced noise into the data that could have obscured true associations 
between the variables of interest. We attempted to minimise this problem through the use of a large 
sample, and as such we were able to detect even small associations. Second, our profile 
manipulations and individual difference measures could potentially covary with other unmeasured 
factors that influence the observed effects. As such, we cannot rule out other, more complex 
explanations for the documented effects. Third, although online dating is a common mode of mate 
choice in modern Western societies (Morgan, Richards, & VanNess, 2010), and thus of interest in 
its own right, it remains unclear to what extent mate preferences exhibited in this format generalise 
to in-person mate assessment, which is the ancestral norm and remains by far the most common 
form of mating assessment to this day. On the other hand, the fact that we found effects derived 
from evolutionary theory in this adaptively novel setting could be interpreted as an indication of the 
robustness of the effects. 
 
Conclusions 
Our findings suggest that facial attributes are used as cues of mate quality in terms of both 
health and likelihood of resource provision in a realistic mate assessment setting. Our findings 
further suggest that intelligence is not primarily used as a cue of these same qualities, indicating that 
intelligence may be used as a cue of different aspects of mate quality. 
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Appendices 
 
Appendix A. 
Supplementary material for: Lee, A. J., Dubbs, S. L., Kelly, A. J., von Hippel, W., Brooks, 
R. C., & Zietsch, B. P. (2013) Human facial attributes, but not perceived intelligence, are used as 
cues of health and resource provision potential. Behavioral Ecology, 24, 779-787. 
 
Appendix B. 
Text from published article: Lee, A. J., Dubbs, S. L., von Hippel, W., Brooks, R. C., & 
Zietsch, B. P. (2014) A multivariate approach to human mate preference. Evolution and Human 
Behavior 35(3), 193-203. 
 
Appendix C. 
Supplementary material for: Lee, A. J., Dubbs, S. L., von Hippel, W., Brooks, R. C., & 
Zietsch, B. P. (2014) A multivariate approach to human mate preference. Evolution and Human 
Behavior 35(3), 193-203. 
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STUDY 2 
 
Text presented here is adapted from a published article: 
Lee, A. J., & Zietsch, B. P. (2015) Women’s pathogen disgust predicting preference for facial 
masculinity may be specific to age and study design. Evolution and Human Behavior, 36(4), 
249-255. 
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Introduction 
 
As discussed, despite several studies finding a link between contextual factors and 
preference for sexual dimorphism, the research has some limitations; Study 2 of this thesis address 
two such limitations involving the effect of pathogen disgust on women’s preference for facial 
masculinity. First, previous studies supporting this association solely rely on a forced-choice task 
(i.e., participants are required to choose between two targets that differ on the trait of interest which 
is more attractive; DeBruine, Jones, Crawford, et al., 2010; DeBruine, Jones, Tybur, et al., 2010; B. 
C. Jones, Fincher, Little, et al., 2013; Little et al., 2011; Penton-Voak et al., 2004). This raises the 
question of whether the influence of pathogen avoidance on facial masculinity preferences is 
generalisable to paradigms outside the forced-choice study design. Indeed, in Study 1 of this thesis, 
which used a ratings paradigm, we found no association between women’s pathogen disgust and 
revealed preference for facial masculinity. 
Second, research in this area has also focused on young adults and often neglects older 
individuals. To illustrate this, the range of mean participant age of studies investigating the link 
between pathogen avoidance and preference for masculinity is 18.6 to 25.3 years (DeBruine, Jones, 
Crawford, et al., 2010; DeBruine, Jones, Tybur, et al., 2010; B. C. Jones, Fincher, Little, et al., 
2013; Lee et al., 2013; Lee & Zietsch, 2011; Little et al., 2011; Penton-Voak et al., 2004). Also, 
when reported, the age of facial stimuli used to assess masculinity preference is of young adults. 
Research investigating the link between health and facial masculinity has also been limited to 
participants in early adulthood or late adolescence (Gangestad, Merriman, et al., 2010; Rantala et 
al., 2012; Rhodes et al., 2003; Thornhill & Gangestad, 2006). Such an overrepresentation of young 
adults is problematic for several reasons: First, it is unclear if facial masculinity remains a cue to 
health in older men even though facial masculinisation, and hence the purported link with 
immunocompetence, occurs primarily during adolescence. Although evidence for a link between 
facial masculinity and health has been drawn only from samples of younger men, it has been 
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implicitly assumed that facial masculinity indicates good health in male faces in general. If this 
were the case, we would expect that women’s pathogen disgust should predict preference for facial 
masculinity regardless of age of the male. Second, restricting assessment of masculinity preferences 
to samples of young adults might obscure important evidence regarding the underlying mechanism 
for preferring facial masculinity. Young adults differ in motivations and priorities in mate 
preference compared to older individuals; for example, younger women within the reproductive age 
range may place greater importance on genetic quality compared to older women (Little et al., 
2010). Therefore, we may expect a different pattern of results when testing different age groups, 
which in turn has implications for understanding the underlying mechanisms for preferring facial 
masculinity. 
To address these limitations, we conducted three experiments investigating the association 
between women’s pathogen disgust and their preference for facial masculinity. In all three 
experiments we include a much wider age of participants and target faces than has been included in 
previous studies. Experiment 1 and 2 used a force-choice design with target faces manipulated on 
sexual dimorphism. Experiment 1 manipulated sexual dimorphism using morphological differences 
between male and female faces that matched the age of the stimuli, while in Experiment 2 younger 
stimuli were manipulated on sexual dimorphism based on differences between older faces and older 
stimuli were manipulated based on differences between younger faces. Experiment 3 revealed 
preference for facial masculinity through attractiveness ratings (as opposed to using a forced-choice 
design) in natural (unmanipulated) faces. 
 
Experiment 1 
 
In Experiment 1, we expand upon the first experiment presented in DeBruine et al. (2011). Here we 
assessed the association between the women’s pathogen disgust on preference for facial masculinity 
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in manipulated faces using a forced-choice paradigm with a wider range of ages for both 
participants and targets. 
 
Method 
 
Participants 
A total of 478 women were recruited from https://www.MTurk.com, an online crowd-
sourcing website in return for online credit. Participation was conditional on being female, 
heterosexual and residing in the United States. Participants missing data on any variable (N = 12), 
or who fell outside the selection criteria (N = 19) were removed from analysis; reducing the sample 
size to 447 (N = 36.79 years, SD = 10.52, age range = 20-66 years). 
 
Stimuli 
Participants first completed a task measuring their preference for facial masculinity. 
Participants were randomly assigned to rate either the young or middle-aged male faces with neutral 
expressions from the FACES database (Ebner, Riediger, & Lindenberger, 2010). The young stimuli 
(aged between 19-31 years) set contained 27 faces, while the middle-aged (aged between 29-55) set 
contained 24 faces. Preference for facial masculinity was measured using a forced-choice task 
where participants were presented with two images of the same face side-by-side: one had been 
manipulated to be more masculine while the other more feminine. Participants were asked to rate 
which face they found more attractive on an 8-point scale (1 = Left is much more attractive; 8 = 
Right is much more attractive). 
The masculinity/femininity of each photo was manipulated by morphing each individual 
face with a masculine or feminine template (similar to that used in Lee et al., 2013). To create the 
template faces, separate average faces for each sex and age group were made from 25 male and 25 
female faces. Seventy facial landmarks were then manually placed on symmetrised versions of each 
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averaged face, and the linear differences between facial landmarks for males and females within the 
same age group were calculated. These differences were then extended past the average face by 
200% to produce a hyper-masculine/feminine template for each age group. To produce the 
masculinised face, each individual was morphed by 50% with the hyper-masculine template, while 
morphing each face by 50% with the hyper-feminised template produced the feminised image. This 
effectively manipulated face shape and colour along the dimension of objectively defined sexual 
dimorphism. All manipulation of images was conducted in the Fantamorph 5 software package. See 
Figure 1. for example stimuli. The order in which face pairs were presented and the location of the 
masculinised face in each pair (left or right) was randomised for each participant. 
 
 
Figure 1. Feminised (left) and masculinised (right) faces of young (top) and middle-aged (bottom) 
male targets. 
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Measures 
Pathogen disgust. The Three-Domain Disgust Scale (Tybur et al., 2009) contains 21 items 
measuring disgust across three factors, being moral, sexual, and pathogen disgust. While all three 
subscales were administered, here we focus on the pathogen disgust subscale (seven items), which 
refers to aversion to pathogen contagions that could threaten one’s health. Participants rated their 
level of disgust on a 7-point scale (0 = Not at all disgusting; 6 = Extremely disgusting) on 
statements such as “Accidently touching a person’s bloody cut.” The Three Domain Disgust Scale 
was administered as part of a larger set of questionnaires aimed at assessing preference for facial 
masculinity across a wide age group. Additional measures not focal to the hypothesis included 
measures of sociosexual orientation, participants’ own masculinity/femininity, and information on 
contraception use and menstrual cycle. 
 
Analysis 
Each participant rated the total number of faces in either the young (27 faces) or old (24 
faces) stimuli condition; this resulted in 11,332 observations. These data are hierarchical, such that 
each face pair rated by each participant (Level 1) are nested in the participant themselves (Level 2). 
As such, we analysed the data using multilevel package in the R software package (for an 
explanation of this technique and its advantages over other approaches to analysing hierarchical 
data, see (Raudenbush & Bryk, 2002). In the model, the outcome variable was the rated preference 
for the masculinised face compared to the feminised face for each face pair. At Level 2, pathogen 
disgust and participants’ age was entered as continuous predictors with stimuli age as a 
dichotomous variable (0 = young stimuli; 1 = middle-aged stimuli). All interaction terms between 
Level 2 predictors were also included. To aid interpretation, all continuous variables were 
standardised before being entered into the model. See the Supplementary Material for additional 
detail on the analyses conducted. 
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Results 
 
The intra-class correlation (i.e., the proportion of the total variance that is between-rater 
variance) for masculinity preferences was .37. For full information on the random effects from the 
HLM analysis, see the Supplementary Materials. Participants reported whether they used hormonal 
contraception (“Do you currently use hormonal contraception, such as birth control pills, a 
contraceptive injection, or a contraceptive implant?”) as well as their menopause status (“Have you 
gone through menopause?”). While we found a significant difference in age between women that 
used and did not use hormonal contraception (t(469) = 7.17, p < .001), and menopause status 
(t(468) = -17.82, p < .001), the pattern of results did not differ in models controlling for these 
variables. Therefore, we only report the original analyses here. 
The fixed effects from the HLM analysis are reported in Table 1. Despite the masculine face 
being randomly presented on either the right or left side, participants showed a preference for faces 
on the right; therefore, we included presentation side as a Level 1 predictor to control for this (0 = 
Masculine face presented on the left; 1 = Masculine face presented on the right). The only other 
significant predictor was stimuli age group, such that preference for facial masculinity increased 
when participants were rating the older stimuli set. Contrary to previous findings, there was no 
significant positive association between pathogen disgust and preference for facial masculinity. No 
interaction terms between predictors were significant.  
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Table 1. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects. 
 γ (SE) t (Approx. df) p-value 
Intercept .02 (.03) .51 (439) .61 
Pathogen Disgust .01 (.03) .27 (439) .788 
Participant’s Age -.04 (.03) -1.30 (439) .200 
Stimuli Age Group .23 (.06) 3.91 (439) < .001*** 
Pathogen Disgust x Participant’s 
Age  
-.04 (.03) -1.40 (439) .16 
Pathogen Disgust x Stimuli Age 
Group 
.01 (.06) .22 (439) .819 
Participant’s Age x Stimuli Age 
Group 
.07 (.06) 1.21 (439) .228 
Pathogen Disgust x Participant’s 
Age x Stimuli Age Group 
.06 (.06) 1.00 (439) .319 
Presentation Side .07 (.02) 3.37 (446) .001** 
 
Previous findings that women more sensitive to pathogen disgust prefer more masculine 
faces were derived from samples of only young women rating young stimuli. As a comparable 
analysis, we reran the above while only including young participants (<35 years old) who rated the 
young stimuli set (N = 92); we found a significant positive effect of pathogen disgust on preference 
for facial masculinity (Table 2). This may suggest that the influence of women’s pathogen disgust 
on facial masculinity preferences in the forced choice design is limited to young people rating 
young stimuli. While we only report results from pathogen disgust here, we note that we did not 
find the same pattern of results with moral or sexual disgust. 
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Table 2. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects when only including young participants rating young stimuli. 
 γ (SE) t (Approx. df) p-value 
Intercept -.02 (.06) -.36 (90) .721 
Pathogen Disgust .13 (.06) 2.04 (90) .044* 
Presentation Side .08 (.05) 1.41 (90) .157 
 
Experiment 2 
 
In Experiment 1, we manipulated facial sexual dimorphism using templates that matched the 
age of the individuals in the stimuli. Given that there may be morphological differences between 
younger male and female faces compared to older male and female faces, an alternative 
interpretation may be that the effect of pathogen disgust on masculinity preferences may be specific 
to the morphological differences between younger male and female faces rather than the age of 
participants. We test this alternative in Experiment 2, which is identical to Experiment 1 except that 
older faces were manipulated using templates derived from younger faces, while younger stimuli 
were manipulated using templates derived from older faces. 
 
Method 
 
Participants 
A total of 433 women were recruited from https://www.MTurk.com in return for online 
credit. Identical to Experiment 1, participation was conditional on being female, heterosexual and 
residing in the United States. Participants missing data on any variable (N = 22), or who fell outside 
the selection criteria (N = 16) were removed from analysis; reducing the sample size to 395 (N = 
38.55 years, SD = 12.67, age range = 18-75 years). 
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Stimuli 
 The faces and method of manipulating facial sexual dimorphism was identical to 
Experiment 1, except for the templates used to manipulate sexual dimorphism of the young and 
older stimuli. While we used age-matched templates to manipulate facial masculinity/femininity in 
Experiment 1, here we used the older templates to manipulate the younger faces, and the younger 
template to manipulate the older faces. 
 
Procedure 
The procedure for Experiment 2 was identical to Experiment 1. 
 
Analysis 
 Each participant rated the total number of faces in either the young (27 faces) or old (24 
faces) stimuli condition; this resulted in 10,093 observations. Analysis conducted was identical to 
Experiment 1. See the Supplementary Material for additional details. 
 
Results 
 
The intra-class correlation (i.e., the proportion of the total variance that is between-rater 
variance) for masculinity preferences was .39, indicating there was significant variation in 
preferences between participants. Similar to Experiment 1,we found a significant difference in age 
between women that used and did not use hormonal contraception (t(392) = 6.67, p < .001), and 
menopause status (t(393) = 22.42, p < .001). Also similar to Experiment 1, the pattern of results did 
not differ in models controlling for these variables. Therefore, we only report the original analyses 
here. 
The fixed effects from the HLM analysis are reported in Table 3. No significant effects of 
participant or stimuli age, or pathogen disgust were found on masculinity preference, and there 
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were no significant interactions. This suggests that the null finding with older adults in Experiment 
1 is not due to a difference in morphology between older male and female faces and younger male 
and female faces. It also suggests that the effects of pathogen disgust on young participants’ 
preference for facial masculinity may only exist for young faces when the sexual dimorphism 
manipulation is also based on young faces. 
 
Table 3. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects. 
 γ (SE) t (Approx. df) p-value 
Intercept .01 (.04) .06 (387) .953 
Pathogen Disgust .04 (.03) 1.36 (387) .176 
Participant’s Age .05 (.03) 1.55 (387) .123 
Stimuli Age Group -.07 (.07) -.09 (387) .278 
Pathogen Disgust x Participant’s 
Age  
-.02 (.03) -.68 (387) .496 
Pathogen Disgust x Stimuli Age 
Group 
.02 (.07) .32 (387) .752 
Participant’s Age x Stimuli Age 
Group 
-.10 (.07) -1.55 (387) .123 
Pathogen Disgust x Participant’s 
Age x Stimuli Age Group 
.04 (.07) .67 (387) .503 
Presentation Side -.01 (.02) -.14 (387) .892 
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Experiment 3 
 
In Experiment 3, we use a different paradigm to test for the same associations between 
pathogen disgust and preference for facial masculinity. Here, participants rated the attractiveness of 
individually presented facial photos of males that naturally varied on facial masculinity and age in 
two face sets. From these attractiveness ratings we were able to infer preference for facial 
masculinity and test for any association with pathogen disgust. 
 
Method 
 
Participants 
Participants were 486 females recruited from MTurk in return for online store credit. 
Participants who did not identify as a heterosexual female (N = 31), were missing data on any 
variable (N = 60), did not pass control questions that indicated paying attention to items (N = 4), or 
fell outside the age range of 18-50 years (N = 5) were removed from analysis. This reduced the 
sample to 386 (M = 34.99, SD = 8.23). 
 
Stimuli 
Participants rated faces from two stimuli sets for a total of 91 faces. The order in which 
stimuli sets were presented and also the order of faces within each set was randomised. Participants 
rated each face on attractiveness of a 100-point slide scale (0 = very unattractive; 100 = very 
attractive). 
Face Set 1. The first face set was the FACES database used in Experiment 1 (Ebner et al., 
2010). Precise ages of each target face were not provided, but instead were separated two age 
groups. As in Experiment 1, there were 27 faces between the ages of 19 and 31 years, and 24 faces 
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between the ages of 39 and 55 years (coded as 0 = younger group, 1 = older group). Online 
volunteers (17 males, 21 females, M = 26.00, SD = 7.27) pre-rated each face on facial masculinity. 
Face Set 2. The second set contained 40 faces evenly ranging in age from 18 to 55 years 
collected from an online database. Precise ages of the individuals when photographs were taken 
were known for this set, so it was possible to include stimuli age as a continuous variable. These 
faces were also pre-rated on facial masculinity by 54 online volunteers (M = 23.69, SD = 9.21). 
 
Measures 
 After rating faces on attractiveness, participants completed the Three Domain Disgust Scale 
as described in Experiment 1. No other measures were included in the survey. 
 
Analysis 
Similar to Experiment 1, a Hierarchical Linear Model was used to analyse the data where 
each face rated (Level 1) was nested in the participants themselves (Level 2). For Face Set 1, there 
were 15,440 observations, while there were 19,686 observations for Face Set 2. As with Experiment 
1, we analysed the data using Hierarchical Linear Modelling using the multilevel package in the R 
software package. In the model, the outcome variable was the ratings of attractiveness. At Level 2, 
participants’ age and pathogen disgust were entered as predictors, while Level 1 predictors included 
pre-rated facial masculinity and stimuli age. All interaction terms between predictors were also 
included in analysis. To aid interpretation, all continuous variables were standardised before being 
entered into the model. See the Supplementary Material for additional detail on the analyses 
conducted. 
 
 59 
Results 
 
We first analysed the two face sets separately; however, the pattern of results of both sets 
was fairly similar, so we report here an analysis that combined both face sets (for the results of the 
analyses where face sets were kept separate, see the Supplementary Materials). In order to combine 
face sets, stimuli ages from Face Set 2 were dichotomised to as closely match Face Set 1 as possible 
(0 = 18-35 years; 1 = 36-55 years). The intra-class correlation (i.e., the proportion of the total 
variance that is between-rater variance) for attractiveness rating was .29. For full information on the 
random effects from the HLM analysis for the combined face sets, see the Supplementary 
Materials. 
The fixed effects from the HLM analysis are reported in Table 4. We found main effects of 
all predictors; overall, older participants and those with lower pathogen disgust gave higher 
attractiveness ratings. Younger and more feminine stimuli also received higher attractiveness 
ratings. Importantly, and contrary to previous work, we did not find an overall significant 
interaction between pathogen disgust and facial masculinity on attractiveness ratings, and the 
association was not significantly moderated by either participants’ age or stimuli age. Also, contrary 
to the results from Experiment 1, the relationship between pathogen disgust and preference for 
facial masculinity remained non-significant when only looking at younger participants’ (< 35 years 
old) ratings of younger stimuli (< 35 years old). Thus, when not using the forced-choice paradigm, 
we find no evidence for an association between pathogen disgust and preference for facial 
masculinity regardless of the age of the participants or stimuli.  
There were also three significant two-way interactions; as these are not pertinent to the main 
hypotheses the nature of these interactions are only described briefly here. First, older participants 
rated older faces significantly less negatively compared to younger participants. There was also a 
significant interaction between stimuli age and facial masculinity, such that facial masculinity was 
not associated with attractiveness in older faces, but was negatively associated with attractiveness in 
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younger faces. Finally, there was a significant interaction between participants’ age and pathogen 
disgust, such that younger participants with high pathogen disgust gave higher attractiveness ratings 
compared to all older participants, or young participants with low pathogen disgust. This pattern of 
results is specific to pathogen disgust, and not sexual or moral disgust. 
 
Table 4. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects. 
 γ (SE) t (Approx. df) p-value 
Intercept -.01 (.03) -.23 (382) .820 
Pathogen Disgust -.14 (.03) -5.24 (382) < .001*** 
Participant’s Age .10 (.03) 3.60 (382) .004** 
Facial Masculinity -.03 (.01) -4.51 (382) < .001*** 
Stimuli Age Group -.82 (.02) -39.28 (382) < .001*** 
Participant’s Age x Facial 
Masculinity 
.004 (.01) .56 (382) .572 
Participant’s Age x Stimuli Age 
Group 
.07 (.03) 3.33 (382) .009** 
Pathogen Disgust x Participant’s 
Age  
-.06 (.03) -2.21 (382) .028* 
Pathogen Disgust x Facial 
Masculinity 
.003 (.01) .40 (382) .686 
Pathogen Disgust x Stimuli Age 
Group 
.004 (.02) .22 (382) .823 
Facial Masculinity x Stimuli Age 
Group 
.03 (.01) 2.49 (382) .013* 
Pathogen Disgust x Participant’s 
Age x Facial Masculinity 
.01 (.01) 1.38 (382) .168 
Pathogen Disgust x Participant’s 
Age x Stimuli Age Group 
.000 (.02) .02 (382) .983 
Pathogen Disgust x Facial 
Masculinity x Stimuli Age Group 
.003 (.01) .30 (382) .767 
Participant’s Age x Facial 
Masculinity x Stimuli Age Group 
-.01 (.01) -1.26 (382) .206 
Pathogen Disgust x Participant’s 
Age x Facial Masculinity x Stimuli 
Age Group 
.01 (.01) .63 (382) .530 
 
 
Some evidence to suggested perceived masculinity from subjective ratings might measure a 
different construct to objective structural masculinity (Scott, Pound, Stephen, Clark, & Penton-
Voak, 2010). To address this we ran an additional analysis using objectively derived facial 
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masculinity scores from landmark coordinates. Here, we found a significant positive correlation 
between rated masculinity and objective masculinity in men (r = .38, p < .001). The pattern of 
results for objective masculinity, pathogen disgust, participant age and stimuli age was the same 
pattern found with rated masculinity reported above, which suggests that results are not specific to 
subjectively rated masculinity. For full details of analyses conducted with objective facial 
masculinity see the Supplementary Materials. 
 
Discussion 
 
Contrary to predictions based on previous research, we did not find an overall link between 
women’s pathogen disgust and preference for facial masculinity in any of the three experiments. 
Previous research that found a link between pathogen avoidance and masculinity preferences used 
only young adult participants assessing young adult targets, and relied solely on the forced-choice 
design. We replicated that specific effect in Experiment 1 when we only considered younger 
women who rated younger male targets in the forced-choice design (as per previous studies in 
which the effect was found), but despite large samples the association was not observed in older 
participants, or for older stimuli, or in Experiment 2 when younger faces were manipulated using 
sexual dimorphism based on older faces. Also, there were no significant effects of pathogen disgust 
for any participants or stimuli when the forced-choice design was not used. Our results suggest that 
the association between women’s pathogen avoidance and preference for masculinity may be quite 
age- and methodology-specific. 
The results from Experiment 1 suggest that any association between pathogen disgust and 
women’s masculinity preference is age-dependent (though, given that we were unable to find such a 
pattern in Experiment 2 and 3, any claim of an age-dependent link is tentative). If an age-dependent 
link does exist, it implies that the inferences normally drawn from the link – i.e., that facial 
masculinity indicates good health in men and that women have evolved mate preferences that are 
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calibrated to their degree of pathogen avoidance – may not apply to older adults. First, it needs to be 
established whether masculinity is associated with health in older men as well as younger men. The 
studies which found a link between male facial masculinity and health used young samples 
(Gangestad, Merriman, et al., 2010; Rantala et al., 2012; Rhodes et al., 2003; Thornhill & 
Gangestad, 2006), though even then the link is controversial as other studies have found null effects 
(Thornhill & Gangestad, 2006; van Anders, 2010) or even negative association (Booth et al., 1999; 
Muehlenbein & Bribiescas, 2005) – but future studies should endeavour to investigate older as well 
as younger men. 
If any link between facial masculinity and health is age-dependent, one possible explanation 
could be that, because testosterone-dependent masculinisation of face shape occurs primarily during 
adolescence, facial masculinity best indicates immunocompetence during adolescence and the 
period immediately following (young adulthood), whereas by later-adulthood the link has 
deteriorated. This is supported by results from Experiment 2, where pathogen disgust did not 
influence sexual dimorphism differences based on older faces, even with young participants rating 
young stimuli. In later-adulthood, characteristics other than facial masculinity might better indicate 
current health in men – this may include facial skin colour or texture, or facial symmetry, as these 
may be traits more readily influenced by health perturbations faced in adulthood compared to facial 
sexual dimorphism. 
As for why older women might not show an effect, this could be because older women are 
less likely to reproduce and so heritable immunocompetence is of less relevance (assuming facial 
masculinity is associated with good genes). This explanation is congruent to findings that women’s 
facial preferences can differ according to reproductive capability, such as between childhood and 
adolescence (Saxton, Caryl, & Roberts, 2006), or between pre-menopausal and post-menopausal 
women (B. C. Jones, Vukovic, Little, Roberts, & DeBruine, 2011; Vukovic et al., 2009), and is 
consistent with the finding that the association between women’s pathogen avoidance is also 
specific to male faces (Little et al., 2011). Alternatively, older women’s preferences may be 
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primarily calibrated for choosing older male partners in whom the link between facial masculinity 
and health has deteriorated, or perhaps the null effect is a side-effect of hormonal changes that 
occur during women’s later-adulthood. Changes to hormonal levels due to the menopause process 
can begin around age 35 years (Al-Assawi & Palacios, 2009), and hormone status, which can be 
influenced by contraception use or the menstrual cycle, has also been associated with changes in 
women’s facial masculinity preferences (Little, Burriss, Petrie, Jones, & Roberts, 2013; Welling et 
al., 2007). However, the relationship between hormones and our findings is unclear, as while we 
found significant associations between age, and hormonal contraception use and rate of menopause 
in Experiment 1 and 2, controlling for these did not influence the pattern of results. 
Results from Experiment 2 suggest that the age-dependent effect in Experiment 1 is not 
solely due to different sexual dimorphism transforms being applied to older and younger face (i.e., 
the sexual dimorphism templates used for the manipulation matched that of the age group). In 
addition, in Experiment 1 we found no relationship of pathogen disgust on masculinity preference 
for older participants rating the younger faces (which we would expect if the effect was based 
solely on the younger manipulation; the effect with older participants rating younger faces in fact 
trends in the opposite direction). Thus, these results may further suggest the sexual dimorphism 
between younger faces and not between older faces may be a cue to health. Given that previous 
studies that have purported a link between pathogen avoidance and masculinity preference often use 
a sexual dimorphism transform based on young faces, this raises further issues if the effect cannot 
generalise to other sexual dimorphism manipulations.  
In addition, contrary to findings from forced-choice studies of young participants rating 
young stimuli in previous papers and here in Experiment 1, we did not find any association between 
pathogen disgust and revealed preference for facial masculinity in Experiment 3. Experiment 3 used 
a standalone-rating design in which participants’ preferences are inferred from their rating of each 
standalone facial photo, rather than a forced choice between two photos. Studies that have found an 
association of pathogen disgust with masculinity preference have exclusively used the forced-
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choice design (DeBruine, Jones, Crawford, et al., 2010; DeBruine, Jones, Tybur, et al., 2010; B. C. 
Jones, Fincher, Little, et al., 2013; Little et al., 2011), while another study using a different 
paradigm failed to replicate the association (Lee et al., 2013). This may suggest that the effect is 
specific to the forced-choice design. 
One possible explanation for this specificity is that the forced-choice design is more 
sensitive at detecting a true association, and that associations tested via standalone attractiveness 
ratings lacks sufficient power. This possibility is made less likely by the fact that studies using the 
ratings paradigm have used unusually large sample sizes to compensate for this (studies using a 
rating paradigm now have an average N = 362, compared to previous forced-choice studies that 
have an average N = 133; DeBruine, Jones, Tybur, et al., 2010; B. C. Jones, Fincher, Little, et al., 
2013; Lee et al., 2013; Little et al., 2011; Penton-Voak et al., 2004) and that we would expect 
results to at least trend in the predicted direction for Experiment 3 (N = 386), which they do not. 
Alternatively, the forced-choice design may tap slightly different construct than the ratings 
paradigm — for example, a forced choice between two adjacent faces seems more likely to be 
affected by conscious awareness of differences in masculinity than standalone ratings of random 
faces. However, it should be noted that previous research has found that masculinity preference 
measured by a forced-choice design is associated with masculinity preference measured using other 
methods (DeBruine et al., 2006). We also note that when we refer to the literature relying on the 
forced-choice paradigm, we are specifically discussing the effect of women’s pathogen avoidance 
on facial masculinity preferences. Associations have been found between pathogen avoidance and 
women’s preferences in other domains that are measured using other paradigms; for instance, 
pathogen avoidance has been shown to influence stated masculinity preferences (B. C. Jones, 
Fincher, Little, et al., 2013), preference for adiposity (C. I. Fisher, Fincher, Hahn, DeBruine, & 
Jones, 2013), and preference for physical attractiveness (Gangestad & Buss, 1993; Lee et al., 2013) 
when they are measured using a ratings paradigm. 
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Regardless, these results question the generality of the association between pathogen disgust 
and facial masculinity preferences, and further research is needed using other methodologies, as 
well as participants and stimuli of a wider range of ages. These experiments highlight the 
complexities of human mate choice, particularly surrounding pathogen avoidance and preference 
for facial masculinity. Individual differences in pathogen disgust sensitivity might be important in 
the quest to understand the interrelation of sexual selection and facial masculinity, but to this 
purpose it is important to establish the generality or specificity of any association with women’s 
facial masculinity preferences. Our findings point towards a quite specific association for young 
people judging young stimuli in a forced-choice design, but further research is needed to interrogate 
this further.  
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disgust predicting preference for facial masculinity may be specific to age and study design. 
Evolution and Human Behavior.  
 66 
STUDY 3 
 
Text presented here is adapted from a submitted article: 
Lee, A. J., Brooks, R. C., Potter, K. J., & Zietsch B. P. (Submitted) Individual differences in 
pathogen avoidance and resource scarcity is associated with mate preference for different 
waist-to-hip ratios, shoulder-to-hip ratios, and body mass index. 
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Introduction 
 
As previously discussed, contextual factors, such as pathogen prevalence and resource 
scarcity, have been proposed to influence mate preferences for a variety of traits, including physical 
attractiveness (Gangestad & Buss, 1993; Lee et al., 2013; Young et al., 2011) sexual dimorphism 
(i.e., the masculinity of men and the femininity of women; DeBruine, Jones, Crawford, et al., 2010; 
B. C. Jones, Fincher, Little, et al., 2013; Little et al., 2007; Little et al., 2011), and resource 
provisioning potential (Lee et al., 2013; Lee & Zietsch, 2011). While previous research has focused 
on specific facial cues (DeBruine, Jones, Crawford, et al., 2010; Little et al., 2011), recent work 
suggests that these effects may generalise to more specific cues, such as voices and body shapes (B. 
C. Jones, Fincher, Little, et al., 2013). Much like with faces, the dimensions of an individual’s body 
may be used as a cue to relevant information regarding an their suitability as a potential mate 
(Gaullup & Frederick, 2010). B. C. Jones, Fincher, Little, et al. (2013) found that women’s 
pathogen disgust influenced their preference for bodies rated on masculinity, though it is unclear 
what specific body indices this included. Here, we investigate whether sensitivity to contextual 
factors, such as pathogen prevalence and resource scarcity, can influence preferences for specific 
body indices previously purported to be important in mate choice, namely women’s waist-to-hip 
ratios (WHR), men’s shoulder-to-hip ratios (SHR), and body mass index (BMI). 
 
Waist-to-Hip Ratio 
WHR is the circumference of the waist measured at its narrowest point, divided by the 
circumference of the hips measured at their widest point. WHR is highly sexually dimorphic, with 
women typically having a lower WHR that indicates wider hips and narrower waists compared to 
men. Traditionally, WHR has been used as a measure of female body shape as it represents the 
relative distribution of body fat on the body, which is indicative of hormonal levels in the body. A 
lower WHR indicates greater levels of circulating oestrogen, which stimulates fat deposits around 
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the thighs and buttocks, while higher WHR is associated with higher levels of testosterone, which 
encourages fat deposits in the abdomen (DeRidder et al., 1990; Elbers, Asscheman, Seidell, 
Megens, & Gooren, 1997; Furnham, Tan, & McManus, 1997). 
WHR has been found to influence ratings of attractiveness, with initial studies finding men 
preferred line-drawings of women with lower WHR (Singh, 1993; Singh & Young, 1995). Studies 
have since shown that this is a robust effect, with this preference also found in photographs (Henss, 
2000; Tovee & Cornelissen, 2001), as well as videos of women’s bodies (Smith, Cornelissen, & 
Tovee, 2007). Low WHRs are preferred even with minimal visual exposure (Schutzwohl, 2006), or 
no visual input at all (Karremans, Frankenhuis, & Arons, 2010), and have also been found using 
non self-report data, such as brain activity (Platek & Singh, 2010) and eye gaze patterns (Dural, 
Cetinkaya, & Guelbetekin, 2008). This preference remains even when controlling for correlates of 
WHR, such as BMI (Platek & Singh, 2010; Singh & Randall, 2007). Also in support of the notion 
that low WHR are more attractive, women with low WHR report having more interest from the 
opposite sex, and more sexual opportunities (Hughes & Gallup, 2003).  
While most research in this area focuses on WHR, it remains controversial whether the ratio 
itself conveys any special information. Recent studies suggest that WHR actually explains less 
variation in attractiveness than does waist circumference alone (Brooks, Shelly, Jordan, & Dixson, 
In Press). Other research suggests that other body measures better explain attractiveness than WHR 
(Brooks, Shelly, Fan, Zhai, & Chau, 2010), or that the influence of WHR is mainly accounted for 
by confounds with BMI (Tovee, Maisey, Emery, & Cornelissen, 1999), which we discuss in more 
detail below. 
Men may use waist size or WHR as a cue to a number of evolutionarily beneficial traits. 
First, low WHR may be a cue for good health, since lower WHR predicts better health outcomes 
including lower risk of chronic diseases and premature death (Singh, 1993; Singh & Singh, 2006), 
but see (Pawlowski, Nowak, Borkowska, & Drulis-Kawa, 2014). Lower WHR may also be a cue of 
higher fertility, with low WHR women reporting less difficulty in conceiving (Jasienska et al., 
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2004; Kaye et al., 1990), more regular menstrual cycles (van Hooff et al., 2000), and more likely to 
be successful in artificial insemination and in vitro fertilisation (Wass et al., 1997; Zaadstra et al., 
1993). Offspring of women with a lower WHR may also benefit indirectly, as low WHRs predict 
better infant health (Pawlowski & Dunbar, 2005), and better cognitive ability (Lassek & Gaulin, 
2008). Due to any number of these potential benefits, it is likely to be advantageous for men to mate 
with a woman with a low WHR, and thus find lower WHRs more attractive. 
Despite these potential benefits, preferences across history and cultures have varied 
considerably, which contradicts the notion that men have evolved a consistent preference for an 
optimum WHR. While the majority of studies have been conducted with participants from modern 
Western societies, participants from non-Western backgrounds have shown a preference for higher 
WHR compared to Western participants (Sugiyama, 2004; Swami, Jones, Einon, & Furnham, 2009; 
Tovee, Swami, Furnham, & Mangalparsad, 2006; Wetsman & Marlowe, 1999; Yu & Shepard, 
1998). Historical evidence also shows that WHR preferences change across time, with higher WHR 
more preferred in the past compared to contemporary preferences (Lamb, Jackson, Cassiday, & 
Priest, 1993; Swami, Gray, & Furnham, 2007). 
A potential explanation for this discrepancy could lie in a trade-off men face when choosing 
a partner. While women with narrow waists or a low WHR may confer indirect or direct health 
benefits, women with larger waists or a higher WHR may be better equipped to compete for 
resources and deal with food scarcity (Cashdan, 2008). Higher exposure to testosterone, which 
results in deposition of fat around the waist, is associated in women with traits beneficial in 
acquiring resources, such as being more career oriented (Udry, Morris, & Kovenock, 1995), more 
aggressive (Dabbs & Hargrove, 1997; J. A. Harris, Rushton, Hampson, & Jackson, 1996), and more 
likely to express competitive feelings (Cashdan, 2003). As a result, men could face a trade-off when 
choosing a mate between a low WHR indicative of genetic health, compared to one with a higher 
WHR who are better equipped for competing and acquiring resources. 
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Shoulder-to-Hip Ratio 
SHR refers to the relative size of the shoulders compared to the hips. Similar to WHR, SHR 
is a signal for of hormonal levels in the body, as the development of a higher SHR is dependent on 
exposure to high levels of testosterone, which both stimulates the development of upper body 
muscle (Bhasin, 2003), and structural growth in the shoulders (Kasperk et al., 1997). While not as 
widely studied as WHR, SHR has been shown to influence women’s mate preferences; women rate 
wedge shaped bodies (high SHR) as more attractive (Dijkstra & Buunk, 2001). Consistent with this 
notion, men with a high SHR report greater interest from women as well as more sexual 
opportunities (Hughes & Gallup, 2003). 
Similar to low WHR women, high SHR men may convey many evolutionary benefits to 
women who prefer them. First, a higher SHR is a sexually dimorphic trait. As discussed previously, 
sexual dimorphism has previous been associated with numerous health benefits (Gangestad, 
Merriman, et al., 2010; Rhodes et al., 2003; Thornhill & Gangestad, 2006). Because of their 
putative association with good health, sexually dimorphic traits may be expected to be more highly 
valued in environments of high pathogen prevalence. Assuming a similar link between SHR and 
health, women could benefit directly by choosing a higher SHR partner, either through avoidance of 
pathogen transmission or having a partner who is less likely to succumb to disease, or indirectly, 
through producing offspring that would inherit these health benefits (see Frederick & Haselton, 
2007; Tybur & Gangestad, 2011). 
If high SHR is associated with the same benefits as facial masculinity, then high SHR may 
also be associated with similar costs (i.e., high SHR may be associated with poor parental quality). 
However, the opposite could also be predicted; SHR is positively correlated with upper body 
strength, and in ancestral times, men with greater SHR would be better equipped to provide 
adequate protection or be more competitive against other males for resources (Gaullup & Frederick, 
2010; Lassek & Gaulin, 2009; Puts, 2010). These in turn would allow a better chance of survival for 
the choosing female and her offspring. 
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Body Mass Index 
BMI refers to the weight of an individual scaled by height and has been used as an indicator 
of the fat stores on one’s body. Possessing fat stores is highly adaptive – during ancestral times 
when food was not always plentiful, the ability to store energy in the form of body fat was highly 
adaptive in order to bridge periods when food was scarce (Gaullup & Frederick, 2010). Body fat 
stores also help in reducing the energetic demands of pregnancy and lactation production (Dufour & 
Sauther, 2002) and appear to be beneficial for fertility as thin women show greater reproductive 
impairments compared to overweight (but not obese) women (Frisch, 1984). However, despite these 
potential advantages, body fat appears to be disadvantageous for health, particularly in fighting 
infection and disease with high body weight associated with impaired immunocompetence response 
(Pawlowski et al., 2014; Rantala et al., 2013; Tanaka et al., 1993; Tanaka, Isoda, Ishihara, Kimura, 
& Yamakawa, 2001). 
Contemporary Western societies (or WEIRD societies, Henrich, Heine, & Norenzayan, 
2010) possess a preoccupation with maintaining a slender figure; individuals report slender bodies 
as ideal body shape for themselves and as preferred in partners (Swami et al., 2010). But 
preferences for low BMIs are not as strong, and high BMIs are sometimes preferred, in non-
Western cultures compared to Western ones (Swami et al., 2010). The contemporary WEIRD 
aversion to body fat remains unexplained in the evolutionary psychology literature (Gaullup & 
Frederick, 2010). A potential explanation could come from variation in pathogen prevalence and 
resource scarcity between societies. Body fat may serve a less adaptive role in current Western 
societies compared to non-Western societies as resources are often plentiful and pathogen 
prevalence lower, decreasing the necessity for stored energy or the importance of choosing a partner 
with good health. Supporting the notion that BMI preference may be facultatively calibrated 
according to the surrounding environment, preference for BMI appears to be malleable depending 
on cultural factors; (Tovee et al., 2006) found that African Zulus adopt Western preferences for 
body fat (i.e., thinner bodies) moving to the United Kingdom. One interpretation of these findings is 
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that individuals may merely adopt the local cultural standards of beauty, but another non-exclusive 
alternative is that BMI preferences shift plastically in response to local environmental factors, such 
as pathogen prevalence and/or resource scarcity. 
 
Current Research 
The current research aims to investigate whether individual differences in sensitivity to 
pathogens or resource scarcity influences mate preference for different body shapes. We investigate 
this by testing the association of individual levels of pathogen disgust sensitivity and 
socioeconomic status (SES; a negative proxy for resource scarcity) with preference for different 
body shapes across two experiments. Experiment 1 measures body preferences via attractiveness 
ratings, while Experiment 2 uses a forced-choice paradigm. We predict that men with greater 
pathogen disgust will favour bodies with narrower waists and thus lower WHRs (we will refer to 
WHR throughout), while those with greater resource scarcity will prefer higher WHRs. We also 
predict that women with greater pathogen disgust will prefer males with broader shoulders and thus 
higher SHRs, while previous theory and findings do not lead to unambiguous predictions of what 
effect (if any) resource scarcity will have on women’s SHR preference. We also predict that BMI 
preference will be negatively influenced by sensitivity to pathogens, but positively influenced by 
resource scarcity, and that these effects will be independent of those on WHR and SHR preferences. 
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Experiment 1 
 
Method 
 
Participants 
Participants were 300 male and 287 female volunteers from an online surveying site 
(www.socialsci.com) who participated in return for redeemable store credit. Participation was 
conditional on being heterosexual and not currently in a long-term relationship. Responses from 8 
males and 2 females were removed due to completion of the survey in an unrealistic time (<5 
minutes), suggesting a lack of attention to the survey items. An additional 15 male and 19 female 
responses were removed for not providing their age. For participants who had missing data for only 
1 item, the missing item was replaced with the grand mean of that item from participants of the 
same sex. For participants who were missing data for more than one item on the disgust measure 
were removed from further analysis (14 males, 10 females). The final samples included in analyses 
were to 263 males (M = 23.81, SD = 6.42) and 256 females (M = 23.61, SD = 6.65), which included 
a wide participant age range (18-59 years, though majority of participants were under 40 years). 
 
Stimuli 
Participants were asked to rate opposite-sex, computer generated bodies that were based on 
real body measurements (for more detail, see Brooks et al., In Press). For each sex, there were 5 
source bodies that differed naturally within the “normal” (i.e. neither underweight nor obese) in 
BMI. For the female bodies, we manipulated waist size of each source body by either subtracting or 
adding one or two inches. These, together with the original (unmanipulated) body, created 5 levels 
of waist size (and thus WHR) for each body. Similarly with male bodies, shoulder width was 
manipulated by either adding or subtracting one or two inches to the width of the shoulders of each 
of 5 normal weight-range bodies.  
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This created 25 bodies of each sex for each opposite sex participant to rate. For each female 
body, WHR was calculated by dividing the circumference around the hips from the circumference 
of the waist, while SHR was calculated for each male body by dividing the circumference around 
the hips from the width of the shoulders. BMI for each body was also calculated using area-
perimeter ratios (APRs) from 2D images of the bodies. APR has previously been shown to be a 
good proxy for BMI from a 2D image (Tovee et al., 1999), and involves dividing the distance of the 
outline of the body from the area the body takes up. The perimeter and area were measured in pixels 
and pixels2 respectively and were calculated using the GIMP software package. Bodies were 
presented in a pseudo-random order in which two bodies derived from the same source body were 
not presented consecutively. Participants rated each body on a 100-point sliding scale (0 = very 
unattractive, 100 = very attractive). For example of bodies, see Figure 1. 
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 -1 inch to waist or shoulders Source Body +1 inch to waist or shoulders 
Female body with 
high BMI 
   
Male body with low 
BMI 
   
Figure 1. Examples of bodies used in Experiments 1 and 2. Note there was a total of 5 source bodies 
that varied on BMI. For Experiment 1 WHR/SHR manipulation varied across 5 levels (-2, -1, 0, +1, 
or +2 inches to waist girth or shoulder width respectively). 
 
Measures 
The procedure used in this experiment mirrored a previous study investigating the effect of 
sensitivity to pathogen and resource scarcity on mate preferences for facial attractiveness, sexual 
dimorphism, and intelligence (Lee et al., 2013). Following the presentation of bodies, participants 
were given the Three Domain Disgust Scale (Tybur et al., 2009), which is a 21-item questionnaire 
measuring participant’s disgust sensitivity across three domains: moral, sexual, and pathogen 
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disgust. Moral disgust refers to aversion towards social transgressions, such as “Intentionally lying 
during a business transaction”. Sexual disgust measured aversion towards sexual deviance or 
unwanted sexual contact, such as “Hearing two strangers having sex”. Pathogen disgust refers to 
aversion to exposure to pathogen contagions that could threaten one’s health, such as “Accidently 
touching a person’s bloody cut”. Participants rated the degree to which they found these statements 
disgusting on a 7-point scale (0=not disgusting at all; 6=extremely disgusting).  
Participants were also given a 1-item SES measure (Adler et al., 2000), which asked 
participants to rate their perceived standing compared to others on the three dimensions of SES: 
income, education, and occupation, on a 10 point scale (10=best off, 1=worst off). While only one 
item, this measure has previously been shown to correlate with more objective measures of SES 
(Adler et al., 2000). SES is used as a negative proxy for resource scarcity. 
 
Analysis 
Each participant rated 25 bodies, resulting in 6,575 and 6,400 observations for males and 
females respectively. This data are hierarchical in nature, as each of the 25 attractiveness ratings 
made by each participant (Level 1) are nested within the participant themselves (Level 2). As such, 
we analysed the data using Hierarchical Linear Modelling (HLM) in the R software package. By 
using HLM, we can assume that associations between attractiveness ratings and level 1 predictors 
(the WHR/SHR, and the BMI of each body) differ for each participant, and can control for this (for 
further description of the advantages of this technique, see Raudenbush & Bryk, 2002). We can also 
test our hypothesis by determining whether the level 2 predictors (pathogen disgust and SES) 
moderate these preferences. Separate analyses were conducted for men and women. The body 
dimensions SHR/WHR (depending on sex) and BMI were entered as Level 1 predictors, while 
participants’ age, SES, and pathogen, moral and sexual disgust were entered at Level 2. Moral and 
sexual disgust were included into the model in order to test whether any effect of disgust was 
uniquely attributable to pathogen disgust. Participant age was also included in the model as a 
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control variable. To improve interpretability, all predictors were standardised before being entered 
into the model. See the Supplementary Material for additional detail on the analyses conducted. 
 
Results 
 
The intra-class correlation (i.e., the proportion of the total variance on attractiveness 
ratings that is between-raters as oppose to within-raters) on attractiveness rating was .31 and .36 
for males and females respectively. For full information on the random effects from the HLM 
analysis, see the Supplementary Materials. 
The fixed effects from the HLM analysis are reported in Table 1. The intercept refers to 
the average slope between the Level 1 predictors and participants’ ratings of attractiveness. 
Overall, men rating female bodies showed a preference for lower WHR, consistent with previous 
findings. Also consistent with previous studies, women overall preferred men with higher SHR. 
BMI preference differed as a function of sex. Overall, men preferred bodies with lower BMIs, 
but women showed greater preference for men with higher BMIs. 
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Table 1. HLM (γ) fixed effects coefficients (and standard errors) and associated t statistics for age 
SES, pathogen disgust, moral disgust, and sexual disgust in the model predicting preference slopes 
for WHR, SHR, and BMI. 
 Males rating 
females 
  Female rating 
males 
 
 γ (S.E.) t (df = 257)  γ (S.E.) t (df = 250) 
Intercept 49.09 (.86) 57.12***  50.39 (.94) 53.50*** 
Age .50 (.89) .56  -.51 (1.00) -.51 
SES 1.25 (.87)  1.44  .64 (.97) .66 
Pathogen Disgust -.85 (.93) -.91  -1.35 (1.04) -1.30 
Moral Disgust 3.77 (.91) 4.14***  .74 (1.02) .72 
Sexual Disgust .79 (.92) .86  1.13 (1.04) 1.09 
WHR/SHR Preferences      
  Intercept -4.15 (.29) -14.37***  2.83 (.29) 9.70*** 
    Age .09 (.30) .29  .35 (.31) 1.13 
    SES .35 (.29) 1.21  -.78 (.30) -2.59** 
    Pathogen Disgust -.84 (.31) -2.68**  .28 (.32) .87 
    Moral Disgust .28 (.31) .91  .12 (.32) .72 
    Sexual Disgust .59 (.31) 1.89  -.20 (.32) -.61 
BMI Preferences       
  Intercept -10.26 (.49) -20.90***  3.20 (.57) 5.57*** 
    Age -.17 (.51) -.34  .55 (.61) .90 
    SES 0.50 (.45) 1.01  -1.42 (.59) -2.39* 
    Pathogen Disgust -.65 (.53) -1.21  .53 (.63) .84 
    Moral Disgust -.29 (.52) -.55  1.49 (.63) 2.38* 
    Sexual Disgust -.17 (.53) -.33  .01 (.63) .01 
* p < .05, ** p < .01, *** p < .001. Associations relevant to the main hypotheses are in bold. Note 
that predictors have been standardised to increase interpretability. 
 
Association of pathogen disgust scores on WHR, SHR, and BMI preferences 
The hypothesised association between pathogen disgust and men’s WHR preference was 
supported, such that men with greater pathogen disgust showed a greater preference for bodies with 
lower WHRs. This is specific to pathogen disgust, as no relationship was found with moral or 
sexual disgust. However, the relationship between pathogen disgust and women’s preference for 
bodies with greater SHR, while in the predicted direction, was not significant. Pathogen disgust also 
failed to have an association in BMI preference for both men and women. Interestingly, women’s 
moral disgust significantly positively predicted preference for higher BMI. 
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Association of SES with WHR, SHR, and BMI preferences 
For men, SES did not significantly predict WHR or BMI preferences. However, women’s 
SES was significantly associated with preference for higher SHR, such that women with greater 
resource scarcity (i.e., lower SES) preferred bodies with higher SHR. Further, women with greater 
resource scarcity preferred bodies with a higher BMI, consistent with our predictions. 
 
Experiment 2 
 
Method 
 
Participants 
Participants were 150 male and 150 female volunteers recruited from www.socialsci.com, 
who participated in return for redeemable store credit. Participation was conditional on being 
heterosexual and not currently in a long-term relationship. Data was handled identically to 
Experiment 1; that is participants who completed the survey in an unrealistic time (<5 minutes; 2 
males) or were missing data on more than one of the disgust scale items were removed from 
analysis (10 males, 26 females), while participants who had missing data for only 1 item, that 
missing item was replaced with the grand mean of that item from participants of the same sex. This 
reduced the sample to 138 males (M = 23.07 years, SD = 9.27 years) and 124 females (M = 24.78 
years, SD = 7.20 years). 
 
Stimuli 
Experiment 2 used a forced-choice paradigm where participants were shown pairs of bodies 
side-by-side and asked to rate which body they found more attractive. Participants were shown the 
opposite-sex, computer generated bodies used in Experiment 1. Each trial consisted of one of the 
five source bodies paired with the same body that had been manipulated on WHR for female bodies 
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or SHR for male bodies. The manipulated bodies had either one inch added or subtracted from the 
circumference of the waist for female bodies, or one inch added or subtracted from the width of the 
shoulders for male bodies. This resulted in 10 trials where participants were asked to rate which 
body they found more attractive on an 8-point scale (1 = right body is much more attractive, 8 = left 
body is much more attractive). The order in which choices was presented, and whether the source 
body was presented on the left or right side was randomised. Participants’ preference for higher 
WHR/SHR was calculated as the mean preference across all 10 trials. 
 
Materials 
As with Experiment 1, after completing the forced-choice task participants were given the 
Three Domain Disgust Scale (Tybur et al., 2009) and the 1-item SES measure (Adler et al., 2000). 
 
Results 
 
Participants’ age, SES, and pathogen, moral and sexual disgust were entered as predictors 
into a regression with SHR/WHR preference as the outcome variable. Men and women were 
analysed separately. The results from the regression are reported in Table 2. 
 
Association of pathogen disgust scores with WHR and SHR preferences 
For both men rating female bodies and women rating male bodies, we found an association 
with pathogen disgust and body preferences as predicted. Replicating key effects in Experiment 1, 
we found that men higher in pathogen disgust preferred lower WHR, while women higher in 
pathogen disgust preferred higher SHR. There was no effect of moral or sexual disgust on body 
shape preferences for either sex, suggesting that this effect was specific to pathogen disgust. 
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Association of SES scores with WHR and SHR preferences 
Men’s SES was significantly associated with WHR preference, such that men with greater 
resource scarcity (i.e., lower SES) preferred higher WHR. While women’s SES influenced their 
SHR preferences in the same direction found in Experiment 1 (i.e., women with greater resource 
scarcity preferring higher SHR), this relationship was non-significant. 
 
Table 2. β coefficients and associated t statistics for age, SES, pathogen disgust, moral disgust, and 
sexual disgust in the regression model predicting preference for men’s WHR preference, and 
women’s SHR preference . 
 Males rating 
female bodies 
  Females rating 
male bodies 
 
 β t (df = 137)  β t (df = 123) 
Age -.08 -.97  .09 .95 
SES -.19 -2.17*  -.09 -.98 
Pathogen Disgust -.19 -2.07*  .23 2.15* 
Moral Disgust .05 .54  -.14 -1.40 
Sexual Disgust .04 .47  -.10 -1.02 
* p < .05 
 
Discussion 
 
In the current study, we tested whether pathogen avoidance or resource scarcity influenced 
preferences in body shapes. Overall, we found that individual differences in pathogen disgust and 
SES were significantly associated with preferences for relatively narrow female waists (low WHR), 
broad shoulders relative to male waist circumference (high SHR), and lower body mass (BMI) in 
both sexes. This is in line with previous findings of contextual factors influencing preference for 
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cues in other domains, such as facial cues, and also supports recent work suggesting that these 
effects extend to body cues (B. C. Jones, Fincher, Little, et al., 2013). 
 
Men’s WHR preferences  
Across both experiments, we found the predicted association between men’s pathogen 
disgust and their preference for lower WHR (or, simply, smaller waists) in female partners. Since 
lower WHR is associated with a number of health or fertility benefits (Jasienska et al., 2004; Kaye 
et al., 1990; Pawlowski & Dunbar, 2005; Singh, 1993; Singh & Singh, 2006; van Hooff et al., 2000; 
Wass et al., 1997; Zaadstra et al., 1993), this result may indicate that men use the distribution of 
body fat on a woman’s body as a cue to health and men high in pathogen avoidance are placing 
greater importance on these benefits. We note that these effects cannot be explained by WHR 
covarying with BMI, as we don’t find the same effect when BMI was manipulated in Experiment 1. 
We also find some evidence that resource scarcity may influence men’s WHR preference in 
the predicted direction in Experiment 2, such that a higher WHR is preferred in harsh environments. 
Assuming that this relationship exists, this may be because women with higher WHR have higher 
levels of testosterone and are therefore better equipped to compete and acquire resources to deal 
with scarcity (Cashdan, 2008). This would be advantageous for men partnered with high WHR 
women, as well as for any mutual offspring during harsh times. However, the relationship between 
men’s resource scarcity and WHR preference was non-significant in Experiment 1, therefore, we 
only provide partial support for this hypothesis.  
Assuming such a relationship exists, our data could suggest that men face a trade-off 
between women with a low WHR indicative of good health (which may benefit men directly or 
indirectly), compared to women with a higher WHR that is better equipped for competing and 
acquiring resources. This facultative calibration of preferences according to environmental cues is 
similar to those found in other domains, such as preference for facial cues (Little et al., 2007; Little 
et al., 2011), or explicitly stated traits (Lee & Zietsch, 2011). These findings could also explain 
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inconsistencies within the literature regarding historical and cultural variation on men’s WHR 
preferences. Fluctuations in environmental conditions (e.g., pathogen prevalence, resource scarcity, 
or other factors not investigated here) shift the optimum WHR that is most evolutionarily beneficial, 
which contribute to findings of higher WHR being preferred in non-Western participants 
(Sugiyama, 2004; Swami et al., 2009; Wetsman & Marlowe, 1999; Yu & Shepard, 1998) or in the 
past (Lamb et al., 1993; Swami et al., 2007), presumably because these environments were more 
resource-scarce compared to modern WEIRD societies. 
 
Women’s SHR preferences 
We also find evidence that contextual factors may influence women’s SHR preference, but 
this effect is less clear. While both experiments found that pathogen disgust and SES influenced 
SHR preference in the same directions, the pattern of significance was different between studies. In 
Experiment 1, SHR preference was significantly, negatively associated with SES, while the effect 
of pathogen disgust was non-significant. In Experiment 2, the reverse was true, where pathogen 
disgust significantly, positively influence SHR preference, while the effect of SES was non-
significant. Because of this, discussion below that contextual factors may influence women’s SHR 
preferences is made tentatively. 
If contextual factors do influence women’s SHR preference, this may suggest that women 
use SHR as a cue to evolutionarily beneficial traits. First, results from Experiment 2 suggest that 
women may use high SHR as a cue to health; this is consistent with recent work that found an 
association between women’s facial masculinity preference and pathogen avoidance (DeBruine, 
Jones, Crawford, et al., 2010; DeBruine, Jones, Tybur, et al., 2010; B. C. Jones, Fincher, Little, et 
al., 2013; Little et al., 2011; Penton-Voak et al., 2004), and also recent work suggesting that this 
effect may also generalise to masculine body shape preferences (B. C. Jones, Fincher, Little, et al., 
2013). In combination with previous results, our data suggests that masculine facial and body 
information may act as back-up cues to health. 
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Existing theory and research was ambiguous with regard to the expected direction of 
association between resource scarcity and SHR preference. On the one hand, women may use SHR 
as a cue of ability to acquire or compete for resources, which could be beneficial for women high in 
resource scarcity (Gaullup & Frederick, 2010; Lassek & Gaulin, 2009; Puts, 2010). Our results are 
consistent with this idea, since women in more resource-scarce circumstances (i.e. low SES) 
preferred higher SHR male bodies. However, our results directly oppose theory and prior research 
pointing in the other direction: masculine traits have been associated with poor parental attributes in 
men (Boothroyd et al., 2008; Watkins et al., 2012), and this has been used to successfully predict 
negative associations between resource scarcity and preference for facial masculinity (Lee et al., 
2013; Little et al., 2007; Watkins et al., 2012) and for other masculine traits (Lee & Zietsch, 2011). 
Given that high SHR is a masculine trait and is correlated with facial masculinity (Windhager, 
Schaefer, & Fink, 2011), the opposing findings raise questions regarding how body masculinity 
combines with other masculine traits to inform mate choice decisions. 
 
BMI preferences  
Experiment 1 found that pathogen disgust was not associated with BMI preferences in either 
men or women. This suggests that BMI is not used as a cue to immunocompetence, despite 
previous work finding an association between high body weight and impaired immune functioning 
(Pawlowski et al., 2014; Rantala et al., 2013; Tanaka et al., 1993; Tanaka et al., 2001). We also 
found that SES significantly influenced women’s BMI preference consistent with the prediction that 
higher BMI bodies would be preferred when resources are scarce, when fat stores are more 
valuable. This may help explain Western societies’ modern preoccupation with maintaining a 
slender figure presumably because resources are plentiful in these environments, and thus the 
potential health costs of fat storage may outweigh the benefits. However, as there was no significant 
influence of SES on men’s BMI preference, we only provide partial support for this theory. 
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Conclusion 
Our findings provide some support to the notion that body shape is used as cues to health 
and/or likelihood of resource provision. We note that some associations must be interpreted 
cautiously; despite all associations being in predicted directions across both experiments, the 
significance of some effects was not consistent over the two experiments. Also, we note that when 
manipulating WHR and SHR, we only altered waist circumference for WHR and shoulder width for 
SHR (as opposed to also altering hip circumference for both ratios); therefore, it could be the case 
that our findings reflect the importance of aspects of shape, including absolute waist girth or 
shoulder width, other than the ratios we use throughout this study. Indeed, recent work on female 
body attractiveness that suggests that waist width is a better predictor of female body attractiveness 
than WHR (Brooks et al., In Press), and reanalysis of our results (provided in the supplementary 
materials) using only waist circumference yielded similar results. However, reanalysis of our data 
on women’s preferences for men suggests stronger associations between individual differences and 
preference for SHR than mere preference for shoulder width. Further work is needed to clarify more 
completely how individual differences alter preferences for other body shape attributes that have 
been found to be important in attractiveness judgements, such as bust, or limb length and girth 
(Brooks et al., 2010). 
 
Appendices 
 
Appendix E. 
Supplementary material for: Lee, A. J., Brooks, R. C., Potter, K. J., & Zietsch B. P. 
(Submitted) Individual differences in pathogen avoidance and resource scarcity is associated with 
mate preference for different waist-to-hip ratios, shoulder-to-hip ratios, and body mass index. 
 
 86 
PART 2 – GENETIC FACTORS 
 
Genetics play an essential role in indirect benefits. However, previous research has only 
provided circumstantial evidence that human mate preferences have evolved to exploit indirect 
benefits. In Part 2, I will give an overview of genetics and the classical twin design, and how they 
can be used to inform our understanding of indirect benefits and mate preferences for traits that may 
signal them. 
 
Genes 
Genes are the basic units of heredity. Genes occupy regions (loci) in the genomic sequence 
(DNA), and influence the functioning of an organism at all levels. As a result, genes are a 
fundamental component to evolution as genes that improve an organism’s viability or fecundity are 
more likely to contribute to the gene pool in the following generations. Individual’s inherit their 
genes from their parents following Mendelian inheritance; that is, in specific, discrete variants of 
genes called alleles. Individuals have two copies of each gene where each parent contributes one 
allele. These alleles can interact in different ways to produce variation in a phenotype (the 
observable characteristics of an individual). Some phenotypes are coded by a single gene (e.g., the 
shape of an individual’s earlobe), but for most quantitative traits variation is influenced by a 
combination of many different genes. 
Genetic effects can be categorised as either additive or nonadditive depending on how 
individual alleles, or genes, interact. Additive genetic effects can occur within genes (i.e., between 
the alleles inherited from each parent), but also between genes. Within genes additive effects 
operates such that the total gene effect is the sum of the effects from the two alleles; for instance, if 
one allele codes for high levels of a phenotype, while the other allele codes for low levels, the effect 
of the heterozygote genotype (i.e. one of each allele is present) is exactly intermediate of those 
produced by each allele separately. Similarly, additive effects between genes operate such that 
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different genes that influence the same phenotype also combine effects in the same way. In order to 
be considered a good genes or sexy son trait, that trait must exhibit additive genetic variation. Thus, 
mating with an individual high in a beneficial trait is also more likely to produce offspring high in 
that trait. 
Nonadditive genetic variance results from dominance and epitasis, which are allelic 
interactions within and between genes respectively. Dominance occurs when a gene’s expression 
depends on the presence of a dominant allele - that is when the dominant allele is present the 
dominant phenotype is expressed regardless of the presence of another dominant or recessive allele. 
The recessive phenotype is only expressed when both alleles of a gene are recessive. Similarly, 
epitasis occurs when the effect of one gene depends on genotypes at other loci. This could manifest 
as a modifier gene that increases/decreases the expression of another gene, changes the direction of 
expression of a gene, or turns a gene on/off. 
Apart from genes, other major sources of variation in a phenotype are environmental factors. 
This includes experiences or exposure to factors that influence a phenotype post-conception, 
including in utero, during development, or throughout the lifespan. Variation in some traits is solely 
accounted for by genetic factors (e.g., eye colour), others solely by environmental factors (e.g., the 
language an infant learns during development, which is solely based on exposure), but generally a 
combination of both sources contribute to phenotypic variation. Other sources of variation in a 
phenotype are non-hereditary epigenetic factors, which can themselves be influenced by the 
environment, and random mutations in genes that are not inherited but instead are produced through 
errors in replication of the genome. 
 
The Classical Twin Design 
When distinguishing between genetic and environmental effects on a given phenotype, the 
perfect natural experiment is that of twins. Identical (monozygotic; MZ) and nonidentical 
(dizygotic; DZ) twin pairs are the same age and typically develop in a similar environment (e.g., by 
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sharing a womb, growing up in the same household, being raised by the same parents). However, 
only MZ twins share 100% of their genetic material, while DZ twins, on average, share 50% of 
their segregating genes (the same amount as ordinary siblings or between parents and offspring). 
Therefore, if variation in a phenotype is due to genes, we could predict greater correspondence of 
that trait between MZ twin pairs compared to that between DZ twin pairs. 
Given that MZ twins share 100% of their genetic material, we expect the total genetic 
correspondence (both additive and nonadditive components) between MZ twins to equal 1. 
However, for DZ twins, if we expect contributing alleles to act additively (i.e., no interactions 
between alleles), and since DZ twins share 50% of their segregating genes, we expect the 
correlation of effects due to A to be on average equal to .5. The correlation of effects due to 
nonadditive genetic components between DZ twins on average equals .25, which is lower than the 
correlation between additive genetic effects because the combination of alleles must be inherited to 
result in the same phenotype. Since the common environmental component is completely shared 
between both MZ and DZ twins, the correlation for both groups equals 1. This basic model is 
shown in Figure 2. The differences in correlations between MZ and DZ twins on each component 
allows us to partition variance of a phenotype into additive genetic (A), nonadditive genetic (D), 
common environmental (C), or residual (E) sources. Residual sources include variation not 
explained by A, D, or C, and can include idiosyncratic environmental influences, as well as error in 
measurement of phenotype. 
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Figure 2. The classical twin design. 
 
Modern methods of estimating A, D, C, and E use structural equation modelling (SEM). 
SEM allows for creation of latent variables for A, D, C, and E and estimates the values that best fit 
the observed data. Using SEM also allows us to compute confidence intervals to assess their 
significance. Note, however, that in the classical twin model only one of D or C can be estimated in 
a model; this is because these factors are negatively confounded as they have opposite effects on 
DZ twin pair correlations. SEM also allows for more complicated models, such as including 
siblings (which, assuming there is no difference between twins and the general population on the 
phenotype, have the same genetic and environmental correspondence as DZ twins). We are also 
able to control for covariates such as age, and estimating separate genetic or environmental variance 
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components for sex (sex limitation models). Each of these is used in the studies presented in this 
thesis.  
 
Summary of Part 2 
As mentioned previously, the predominant theory stipulates that male masculinity is used as 
a cue to genetic quality associated with good health. Therefore, it is important to assess the 
influence of genes, both on preference for masculinity but also on masculinity itself, to evaluate this 
notion. Part 2 of this thesis presents two studies that use the quantitative genetic approach to assess 
the possibility that women’s preference for facial masculinity is due to heritable health benefits. 
First, we assess the contributions that genes have on women’s preference for facial masculinity and 
compare this effect with that of contextual factors, such as the association between pathogen disgust 
sensitivity as covered in Part 1. Second, we assess whether the genetic sources that code for facial 
masculinity itself meet the necessary requirements for selection as a good genes or sexy sons trait. 
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STUDY 4 
 
Text presented here is adapted from an article currently In Press: 
Zietsch, B. P., Lee, A. J., Sherlock, J. M., & Jern, P. (In Press) Genetic variation in women’s facial 
masculinity preferences dwarfs the variation explained by context-dependent factors. 
Psychological Science. 
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Introduction 
 
As discussed previously in this thesis, considerable variation exists in women’s preference 
for facial masculinity. The predominant theory explaining this variation surrounds a proposed trade-
off women face when considering a masculine man as a mate between indirect benefits and direct 
costs. Previous research has hypothesised that this trade-off (and therefore a women’s preference 
for masculinity) is influenced by context. Examples of when preference for masculinity is thought 
to increase are when considering a short-term partner over a long-term partner, when pathogen 
avoidance is salient, when women perceive themselves as attractive, and when conception risk is 
high. 
One source of variation in women’s preference for facial masculinity that has not been 
investigated is genetic influences. Previous studies (Verweij, Burri, & Zietsch, 2012; Zietsch, 
Verweij, & Burri, 2012) have demonstrated heritable variation in mate preferences for various 
traits, including specific sexually dimorphic physical traits (Verweij et al., 2012). However, 
preferences for different traits varied significantly in heritability (i.e., the proportion of variation 
that is due to genetic variation); some traits were estimated to be not heritable at all, while others 
exhibited substantial heritability of up to 50%. It is unknown whether or to what extent genetic 
variation between women influences their preference for facial masculinity, nor how this would 
compare to the variation attributable to contextual factors. This knowledge is crucial in weighing 
the merits of the adaptive theory around context-dependent variation in women’s facial masculinity 
preferences. If individual differences in preferences in masculinity preferences were due largely to 
contextual effects and only modestly to genetic effects, it would give weight to the idea of 
adaptively important context-dependent shifts. On the other hand, if individual differences in 
masculinity preferences largely reflect stable genetic variation, with context-dependent effects 
being comparatively very small, it is harder to make a case for the adaptive importance of the latter.    
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Therefore, the aim of the current study is to assess the genetic contribution to women’s 
variation in preference for facial masculinity. In service of this goal, we conducted a quantitative 
genetics study with a large sample of female twins and their female siblings. This allows us to 
partition the variance in facial masculinity preference into genetic and residual sources. We also 
compare the magnitude of any genetic contribution to variation in facial masculinity preference to 
that of the four contextual factors mentioned above. We did this by testing the phenotypic 
correlation between women’s masculinity preference with sociosexual orientation (i.e., willingness 
to engage in uncommitted sex), pathogen disgust sensitivity, self-perceived attractiveness, and 
conception risk. 
 
Method 
 
Participants 
Participants were 2,160 female identical and non identical twins and their female siblings 
from 1729 families in Finland (M = 33.11 years, SD = 5.00 years). This is a subsample of the 
population-based Genetics of Sexuality and Aggression twin sample (Johansson et al., 2013). Data 
were collected in the fall of 2013 where invitations were sent by post to 5,197 women who 
indicated they were interested in participate in future studies during a similar data collection in 
2006. If no response was received, reminder letters were sent after two weeks and again two weeks 
later. In total, 2,249 women responded, 73 individuals did not wish to participate, and 23 women 
could not be reached. Thus, the final response rate was 43.5%. Participants responded to an online 
questionnaire that contained the following measures of interest. 
 
Measures 
Preference for facial masculinity. Preference for facial masculinity were measured using a 
standard forced-choice task, a well-established paradigm used in previous research (e.g., Perrett et 
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al., 1998). Participants were shown two images of the same face side-by-side, with one image 
manipulated to be more masculine and the other to be more feminine. Participants were asked to 
rate which face they found more attractive on an 8-point scale (1 = Left is much more attractive, 8 = 
right is much more attractive). Facial images were manipulated in the Psychomorph Online 
software package (DeBruine & Tiddeman, 2014). Images were taken from the FACES database 
(Ebner et al., 2010) where we used the young male faces with neutral expressions (aged between 
19-31). To manipulate face shape, we first created composite male and female faces from 25 young 
adults of each sex. The linear difference between the composite male and female face shape was 
then computed. This difference, representing the sexual dimorphism dimension, was then applied to 
each male face at ±50%. Effectively, this manipulated each face along the sexual dimorphism axis 
(either by increasing masculinity or femininity), while retaining the identity of each face. This 
manipulation of facial sexual dimorphism is standard and used in previous research investigating 
women’s preference for facial masculinity (for further detail see Benson & Perrett, 1993; Perrett et 
al., 1998). Participants were shown 21 pairs of faces presented in a random order, where the 
masculine face was also randomly presented on either the right or left side. Facial masculinity 
preference score was calculated as the mean across all trials. 
Sociosexual Orientation Inventory. The sociosexual orientation inventory  (SOI; Simpson & 
Gangestad, 1991) measures the willingness of participants to engage in uncommitted sexual 
relations. This measure included items measuring behavioural sociosexuality, such as “With how 
many different partners have you had sex within the past year?” and items on attitudinal 
sociosexuality, with participants asked to rate their agreement to statements such as “Sex without 
love is OK”. All items on the SOI were standardised and outliers were windsorised (±3 SD). 
Participants’ SOI score was calculated as the mean of the standardised, windsorised items. 
Three Domain Disgust Scale. The Three Domain Disgust Scale (Tybur et al., 2009) asks 
participants to rate the degree to which they find 21 statements disgusting on a 7-point scale (0 = 
not disgusting at all; 6 = extremely disgusting). Items measured disgust across three domains, being 
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pathogen, moral, and sexual disgust. Here, we focused on pathogen disgust, which refers to 
aversion to exposure to pathogen contagions that could threaten one’s health and includes items 
such as “Sitting next to someone who has red sores on their arm”. 
Self-Perceived Attractiveness. Self-perceived attractiveness was measured using a single 
item previously used in (Lukaszewski & Roney, 2011). Participants asked to complete the 
following sentence: “If you were to take a random sample of 100 other people from your area of 
your age and sex, you would be more physically attractive than ___% of them”. This effectively 
measured participants’ perceptions of their own attractiveness on a 100-point scale. 
Conception Risk. Conception risk was estimated based on a number of items on 
contraception use and menstrual cycle. This included whether women used hormonal-based 
contraceptives, whether they had started or stopped using hormonal contraceptives in the past two 
months, the date of last menstrual blood flow, average number of days between menstrual blood 
flow (menstrual cycle length), and regularity of cycle length. For analyses that included conception 
risk, we only used a subset of 574 women from the total sample. In order to be included in the 
subset women had to be naturally cycling (i.e., not using hormonal contraceptives) and have regular 
menstrual cycle lengths as per previous studies (Penton-Voak et al., 1999). 
Given that there are a number of ways to calculate conception risk from self-report data used 
in the literature, we calculated conception risk scores and report results from four commonly used 
methods. First, we calculated cycle day by using either the count-forward and count-back method. 
The count-forward method involved computing cycle day by counting forward the number of days 
from the start of last menses. The count-back method involved computing cycle day by counting 
back the numbers of days from the predicted date of next menses. From these computed cycle days, 
we calculated conception risk in two ways. The first method was as a dichotomous variable where 
“high conception risk” was operationalised as an 8-day window before mean ovulation (days 6-14, 
i.e., the follicular phase, coded as 1), while all other times were considered as “low conception risk” 
(days 0-5 and 15-28, i.e., menses and the luteal phase respectively, coded as 0). This method was 
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used in (Penton-Voak & Perrett, 2000). The second method was to convert cycle day into a 
conception risk percentage according to (Wilcox, Dunson, Weinberg, Trussell, & Baird, 2001), 
resulting in a continuous variable. 
 
Analysis 
We used structural equation modelling to partition the variance in facial masculinity 
preference into additive genetic (A), nonadditive genetic (D), and residual (E) sources. While twin-
sibling data can estimate variation due to shared environmental sources (C), this is not estimated 
here as twin correlations suggested negligible shared environmental effects, and C cannot be 
estimated concurrently with D (Neale & Cardon, 1992; Posthuma et al., 2003). As standard for 
twin-family designs, we used maximum-likelihood modelling, which determines the best 
combination of A, D, and E that fits the observed twin-pair correlations (for further detail on the 
type of twin analysis used, see Neale & Cardon, 1992; Posthuma et al., 2003). All analyses were 
conducted in the OpenMx software package (Boker et al., 2011). Age was included as a covariate in 
all analyses, effectively partialling out any effects of participant age on facial masculinity 
preferences. 
 
Results 
 
Overall, mean preference for facial masculinity was 5.26 (SD = .89), indicating that there 
was a slight overall preference for facial masculinity. 
 
Genetic Analysis 
Preliminary tests found that mean facial masculinity preferences did not significantly differ 
between identical and nonidentical twins (χ² (1) = 2.70, p = .10) nor from the mean for siblings (χ² 
(1) = .02, p = .88), suggesting there was nothing unusually different between groups. The 
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correlations between nonidentical twins and sibling pairs on facial masculinity preferences did not 
significantly differ from each other (χ² (1) = .05, p = .82) as would be expected given their 
equivalent genetic association and similar environmental influences; therefore, these correlations 
were equated in subsequent modelling. 
Twin pair correlations are reported in Table 1. The correlation between identical twins was 
significantly greater than correlations between nonidentical twins/siblings (χ² (1) = 8.55, p = .003), 
which suggests that a genetic component for facial masculinity preference exists. 
 
Table 1. Intraclass twin/sibling pair correlations (and 95% confidence intervals) for facial 
masculinity preference. 
Zygosity Group r (95% CI) 
Identical twins (n = 131 pairs) .38 (.22, .54) 
Nonidentical twins (n = 100 pairs) .10 (-.10, .30) 
Sibling pairs (n = 248 pairs) .13 (.00, .25) 
Nonidentical twins & sibling pairs .11 (.01, .22) 
 
The estimated genetic and residual sources are reported in Table 2. Here, we find that genes 
(A+D) explained 38% of the total variance in women’s facial masculinity preference. An alternative 
explanation of the heritability of masculinity preference in these data are that, because there is a 
mean preference for masculinised faces, the between-individual variation may partly reflect 
strength of preference for masculine faces, or ‘choosiness’, rather than direction of preference 
towards masculine versus feminine faces. To address this possibility we ran the modelling again 
using dichotomised face preferences – that is, for each face pair we coded preferences as 0 
(feminised face preferred) or 1 (masculinised face preferred). This analysis revealed a slightly 
higher heritability (42%). These finding suggests that a large proportion of variation in masculinity 
preference is due to genetic factors, and that this is not due to general choosiness. Table 2 also 
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provides estimates from a model that assumes all the genetic variation is additive (AE model). 
While the genetic component of variation was estimated slightly lower at 33%, this model did not 
fit significantly worse than the full model (χ² (1) = 1.56, p = .21) and does not impact the 
implications of the findings. 
 
Table 2. Proportion of variance of facial masculinity preferences estimated by genetic (additive and 
nonadditive, A and D respectively) and residual (E) sources with 95% confidence intervals. 
Continuous preferences retain information about the strength of preference for the masculinised or 
feminised face of each pair, while dichotomised preferences only retain information on which face 
in each pair was preferred.  
 A D A+D E 
Continuous preferences     
ADE model .07 (.00, .42) .31 (.00 .50) .38 (.24, .50) .62 (.50, .76) 
AE model .33 (.21, .44)   .67 (.56, .79) 
Dichotomous preferences     
ADE model .00 (.00, .37) .42 (.00, .53) .42 (.29, .53) 58 (.47, .71) 
AE model .35 (.22, .47)   .64 (.53, .78) 
 
Contextual Factors 
To compare the genetic influence to that of contextual factors we also assessed the 
association between participants’ facial masculinity preference and their SOI, pathogen disgust, 
self-perceived attractiveness, and conception risk. The phenotypic correlations (which control for 
the relatedness between twins) between women’s facial masculinity preference with SOI, pathogen 
disgust, self-perceived attractiveness, and conception risk are reported in Table 3. Consistent with 
previous research, we found a small, though significant positive correlation between SOI and facial 
masculinity preference. However, contrary to previous research, we found no significant correlation 
for pathogen disgust or self-perceived attractiveness with facial masculinity preference. For 
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conception risk, regardless of the method used to calculate the conception risk score, we found a 
trending (and in one case significant) negative association with facial masculinity preference, such 
that women with high conception risk preferred greater facial femininity. This is in the opposite 
direction to previous research. Overall, the total variation explained by these contextual variables 
equates to less than 1% of the variation in women’s preference for facial masculinity. 
 
Table 3. Phenotypic correlations with 95% confidence intervals between women’s preference for 
facial masculinity and contextual variables, including SOI, pathogen disgust, self-perceived 
physical attractiveness, and conception risk. 
 n r (95% CI) 
SOI 2160 .07 (.03, .11) 
Pathogen Disgust 2160 -.01 (-.05, .03) 
Self-perceived Physical Attractiveness 2160 .03 (-.01, .08) 
Conception Risk   
   Dichotomous (Count Forward) 590 -.09 (-.17, -.01) 
   Dichotomous (Count Backward) 574 -.05 (-.14, .02) 
   Percentage (Count Forward) 590 -.08 (-.16, .01) 
   Percentage (Count Backward) 574 -.08 (-.16, .00) 
 
Discussion 
 
This study aimed to estimate the magnitude of genetic variation in women’s preferences for 
male facial masculinity and compare it to the magnitude of variation accounted for by several 
previously established contextual factors. Our results indicated that genetic factors explained much 
more variation in masculinity preference (38%) compared to the combined total variance explained 
by the contextual variables (< 1%). Prior human research on preferences for other sexually 
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dimorphic physical traits had shown a wide range in heritability, including no heritability (Verweij 
et al., 2012), so there was no clear prior expectation as to the presence or magnitude of genetic 
effects. Our finding that a large proportion of women’s facial masculinity preferences are due to 
genetic differences between individual women gives new perspective to the size and importance of 
contextual effects which are so tiny in comparison.   
Indeed, the contextual effects in most cases were not detected at all, despite power ranging 
from .89 to > 99%. Only women’s sociosexual orientation was significantly associated with facial 
masculinity preference in the predicted direction, and even then it only explained a small amount of 
variance. If contextual effects were adaptively important, we would expect that selection would 
strengthen any adaptive contextual effects while depleting genetic variation (R. A. Fisher, 1930), 
which our findings suggest is not the case with the context-dependent variables examined here. This 
questions the evolutionary significance of these contextual effects, as it is unclear how they would 
persist and be so miniscule against the background of large genetic effects. 
Consistent with previous research, we found that more sociosexually unrestricted women 
had a greater preference for facial masculinity in men. Previous explanation for this finding was 
that these women show a greater preference for facial masculinity due to the decreasing importance 
of associated long-term costs and increased value placed on purported indirect benefits. However, 
given recent suggestions that facial masculinity may not be associated with indirect benefits (Lee et 
al., 2014; Scott et al., 2013), other possibilities for this finding include that unrestricted women may 
feel men high in facial masculinity may be more willing to engage in short-term relationship or 
masculine men are better at sex (and therefore more enjoyable), or that facially masculine men 
confers other direct benefits, such as increase in social status or access to resources. 
Contrary to some previous research (DeBruine, Jones, Tybur, et al., 2010; B. C. Jones, 
Fincher, Little, et al., 2013), we did not find a significant correlation between women’s pathogen 
disgust and facial masculinity preferences. However, this is in line with the findings with pathogen 
disgust and masculinity preferences presented in Part 1 of this thesis. Results from Study 2 
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suggested that the relationship between pathogen disgust and preference for facial masculinity 
might be specific to young adult women assessing young adult men; given that participants here 
were older than the conventional sample (M = 33.11 years), this may have offered an explanation 
for why we did not detect this effect here. However, restricting the sample to participants less than 
35 years of age did not reveal a significant correlation between pathogen disgust and facial 
masculinity preferences either (r = .01, p = .690). 
Similarly, we did not find an association between women’s self-perceived attractiveness and 
preference for facial masculinity, contrary to previous research (Little et al., 2001). This does not 
support the notion that women who perceive themselves as more attractive would show a greater 
preference for facial masculinity because they are more able to secure long-term investment from 
these males. 
While the effect of conception risk on women’s preference for masculinity is currently 
debated (Gildersleeve et al., 2014; Wood, Kressel, Joshi, & Louie, 2014), our results do not support 
the notion that conception risk is associated with facial masculinity preference. This result is 
consistent with other failures to find conception risk effects on women’s preference for facial 
masculinity that uses large samples (C. R. Harris, 2011; Munoz-Reyes et al., 2014; Scott et al., 
2014). We note that the ideal standard when investigating conception risk effects would be to use a 
within-subjects design and confirmed menstrual phase using hormonal testing (as these would 
increase the power to detect an effect). Also, a between-subjects designed that relies on self-report 
data may mask a true effect as between-individual differences in hormonal levels can overshadow 
within-individual shifts. However, we were restricted to this design due to the online survey nature 
of our study. This reduction in power may have hindered the detection any potential effect (a power 
analysis found that power = .36 using effect size g = .13 from Gildersleeve et al., 2014). 
While it is possible that women may gain a slight advantage in fitness by having facultative 
preference for facial masculinity, this assumes that such contextual effects exist. One caveat to this 
is that some contextual factors may themselves be heritable, in which case genetic variation in the 
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trait may persist despite selection pressure to depleting genetic variation if the trait was adaptive. 
Also, we have not investigated an exhaustive list of potential context-dependent variables here and 
as such there may be others that explain more variation on facial masculinity preferences. Another 
consideration is that the imprecision of measuring of contextual factors via questionnaire may 
attenuate estimated effects on facial masculinity preferences, as such we could expect that 
contextual factors may explain more variation if estimates were based on “true scores”. These being 
noted, our data uses a much larger sample size compared to previous studies that find contextual 
effects; therefore, our study has more power to give precise effect size estimates compared to 
previous research which has less power and can potentially inflate their estimates. However, even if 
we compared these (potentially inflated due to sampling error) effect sizes from previous work, the 
variation explained is still much smaller than the variation explained by genetic factors, thus our 
interpretation remains unchanged (for examples of effect sizes found by previous research, see 
Table 4.). 
 
Table 4. Examples of effect sizes of variance in facial masculinity preferences explained by 
contextual variables from previous research. 
Contextual Variable Variance in Facial Masculinity 
Preference Explained 
Source 
SOI 14% Provost et al. (2006) 
Pathogen Disgust 11% B. C. Jones, Fincher, Little, et 
al. (2013) 
Conception Risk 2% Gildersleeve et al. (2014) 
Note: An estimate of variation in facial masculinity preferences explained by women’s self-
perceived attractiveness could not be calculated from the information provided in previous research 
articles. 
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Limitations of our study include standard caveats of the classical twin design. In particular, 
estimates of A and D can be imprecise as they are in part negatively confounded; however, 
estimates of the total genetic effect (A + D) should be robust (Keller & Coventry, 2005; Keller, 
Medland, & Duncan, 2010). Additionally, mathematical modelling has shown that in highly 
polygenic traits, nonadditive genetic variance is likely to be small relative to additive variance 
(Mäki-Tanila & Hill, 2014), so our high estimate of the nonadditive component of genetic variance 
should be treated with caution.  
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STUDY 5 
 
Text presented here is adapted from a published article: 
Lee, A. J., Mitchem, D. G., Wright, M. J., Martin, N. G., Keller, M. C., & Zietsch, B. P. (2014) 
Genetic factors increasing male facial masculinity decrease facial attractiveness of female 
relatives. Psychological Science 25(2), 476-484. 
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Introduction  
 
Despite the evidence presented thus far in this thesis, if we assume facial masculinity signals 
heritable genetic quality, either by being associated with immunocompetence and/or sexy sons 
genes, then it depends on two key assumptions that have not been adequately tested. First, it is 
assumed that male facial masculinity is substantially heritable (i.e. a substantial proportion of the 
variation is due to additive genetic variation) – otherwise, it could not be inherited by offspring and 
could not signal good genes. Second, it has been assumed that the genes that increase male facial 
masculinity are not detrimental to females (e.g. by increasing their facial masculinity, which has 
been previously shown to decrease female attractiveness) – otherwise, any genetic benefits to male 
offspring would be counteracted by the detriment to female offspring (this is termed intralocus 
sexual conflict, which is discussed earlier in the general introduction of this thesis).  
Only one previous study has empirically addressed these assumptions (Cornwell & Perrett, 
2008), by analysing ratings of masculinity and attractiveness ratings of the faces in family 
photographs. However, there were no objective masculinity measures, and heritability could not be 
estimated because members of a standard nuclear family equally share both genes and family 
environment, which are therefore completely confounded. Additionally, a study presently under 
review used facial photos of identical and nonidentical twins to distinguish the influence of genes 
and family environment on facial masculinity and attractiveness but, again, no objective measures 
were employed (Mitchem et al., 2013). It has previously been shown that subjective ratings of 
masculinity are based on additional factors other than morphological masculinity, changing the 
association with traits such as attractiveness (Scott et al., 2010). 
Here we use geometric morphometrics, the statistical analysis of shape, to objectively 
quantify the masculinity of facial shape in photographs of a large sample of identical and 
nonidentical (same-sex and opposite-sex) twins and siblings. Using biometrical modelling we 
estimate the heritability of male and female facial masculinity. Finally, we test for intralocus sexual 
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conflict by assessing the correlation in facial masculinity between opposite-sex twins/siblings, and 
we investigate the relationship in each sex between the objective masculinity and rated 
attractiveness of the photographs.  
 
Method 
 
Participants 
Participants were 1193 twin individuals and 106 of their siblings from 575 families who 
took part in the Genes for Cognition study and part of the Brisbane Adolescent Twin Studies 
(Wright & Martin, 2004). Twins were tested (and photographs taken) as close as possible to their 
16th birthday (M = 16.03±.47 years) and their siblings as close as possible to their 18th birthday (M 
= 17.80±.46). See Table 1 for more details on the sample. 
 
Photographs 
Photographs of participants were taken between the years of 1996 to 2010. In the earliest 
waves of data collection, photographs were taken using film cameras, and later scanned to digital 
format. Photographs from later waves were taken on digital cameras. Each photograph was taken 
under standard indoor lighting conditions. Objective masculinity and subjective ratings of 
masculinity and attractiveness were obtained from these photographs.  
Ten independent raters identified a total of 18 landmarks on each face. Raters were trained 
for several weeks in hour-long sessions where landmarks were defined using anatomical definitions. 
See Figure 1 for descriptions of each landmark. Two raters were randomly chosen for each 
landmark, and the coordinates were calculated as the mean pixel location from these two raters. 
We note that photographs of participants were not originally taken for shape analysis. As 
such, variation existed between photographs that could alter the shape information captured by the 
landmarks (e.g., the participant’s head angle facing the camera, or the participant’s facial 
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expression). We assume most of this type of variation is idiosyncratic between photographs and 
would therefore simply add error variance rather than biasing the results in any particular direction. 
However, to avoid the potential for smiling biasing the measures we did not use landmarks around 
the mouth, and we subsequently confirmed that controlling for rated degree of smiling did not affect 
the results (data not shown).  
 
 
Figure 1. Facial landmarks used to compute facial masculinity. 
 
Facial Masculinity Scores 
Geometric morphometrics was used to analyse the facial landmark coordinates. Geometric 
morphometrics is the statistical analysis of shape through landmark coordinates (Zelditch, 
Swiderski, Sheets, & Fink, 2004). Shape is defined as differences between objects that are not due 
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to translation, size, or rotation, and therefore encapsulates all other information such as distances 
and angles between different landmarks. 
In order to extract shape information from raw facial landmarks, a Generalised Procrustes 
Analysis (GPA; see Zelditch et al., 2004) was conducted on raw x- and y-coordinates. This 
procedure removes translation effects (position of the object in the shape space) by standardising to 
a common shape space, size effects by standardising centroid size to one, and rotational effects by 
minimising the summed squared distances between homologous landmarks between faces. This 
produces new coordinates (Procrustes coordinates) that purely represent shape information. The 
Procrustes coordinates were then transformed into shape variables via a Principal Components 
Analysis. Shape variables are a decomposition of the original Procrutes coordinates, and completely 
maintain the shape information. Shape variables also have the advantage of being compatible with 
conventional statistical techniques without the need for adjustments. For full details of GPA and 
shape analysis via geometric morphometrics, see (Zelditch et al., 2004). 
In order to compute a data-driven single measure of facial masculinity, a discriminant 
function analysis (DFA) was conducted with sex as the grouping variable (females = 0, males = 1). 
DFA produces a discriminant function, which is the linear combination of shape variables that best 
discriminates between male and female landmark configurations. As such, the discriminant function 
from this analysis represents the sexual dimorphism dimension (see Figure 2 for distribution of 
scores on the discriminant function). Related analyses have previously been used to compute data-
driven scores of facial masculinity (Gangestad, Thornhill, & Garver-Apgar, 2010; Scott et al., 
2010). The DFA was performed in the twins, yielding a point-biserial correlation of .66 between 
participant sex and the discriminant scores, slightly higher than the corresponding value reported in 
(Gangestad, Thornhill, et al., 2010). The discriminant function correctly classified the sex of 81% of 
participants – this is lower than the corresponding value reported in Scott et al. (2010), but their 
high ratio of predictors to participants (which can cause model-overfitting) and lack of cross-
validation make it difficult to interpret their very high rate of correct-classification. To cross-
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validate our measure, we  applied this same function to the siblings – this yielded a point-biserial 
correlation between sex and masculinity of .65 and a correct-classification rate of 80%, indicating 
that the masculinity measure discriminated between the sexes equally as well in the ~18 year old 
siblings as in the ~16 year old twins, further validating our measure. The discriminant scores were 
standardised by sex in order to produce a facial masculinity score for each individual in relation to 
others of their own sex. Five outliers on facial masculinity (± 3 SD from the mean) were omitted 
from all analyses, although note an analysis retaining these outliers yielded virtually identical 
results (data not shown). 
 
  
Figure 2. Distribution of objective facial masculinity scores from the Discriminant Function 
Analysis for men (M = .92 ± .94) and women (M = -.80 ± .97), before standardization separately by 
sex. 
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Observer Ratings of Facial Attractiveness and Masculinity 
Photographs were also rated by observers on a number of traits. For this study, we are 
primarily interested in the attractiveness ratings, but also report on the facial masculinity ratings to 
check whether face shape masculinity scores calculated from landmark coordinates correlated with 
subjective perceptions of facial masculinity. Eight undergraduate research assistants (four males, 
four females; different individuals from those who identified the facial landmarks) were presented 
the photos in a random order and rated all faces on attractiveness and facial masculinity. Ratings 
were given on a 7-point scale (1 = low attractiveness, 7 = high attractiveness and 1 = very feminine, 
7 = very masculine for attractiveness and masculinity respectively). Raters were not given 
instructions on how to judge attractiveness, though were informed of facial features that are 
considered to be sexually dimorphic in humans. Inter-rater agreement for attractiveness was 
moderate (intraclass correlation=.44, p < .001;  = .87). Separate composite (averaged) scores 
comprising raters of each sex correlated very highly with a composite score comprising all raters (r 
= .94 for male raters and r = .92 for females), so the combined composite score was  used for all 
analyses since it contained substantially less measurement error. Inter-rater agreement was low for 
masculinity (ICC=.19;  = .66). Nevertheless, there was still a significant (though modest) 
correlation between objective and rated masculinity (r = .23, p < .001 in males, r = .25, p < .001 in 
females). Note also that objective masculinity was based only on shape, and was not associated with 
ratings of grooming or acne, whereas masculinity ratings were associated with ratings of grooming 
(females: r = -.44, p < .001; males: r = -.05, p=.29) and acne (females: r = .29, p < .001; males: r = 
.21, p < .001)  and were presumably influenced by other cues such as skin colour and tone, 
heaviness of brow and face hair, etc., as well as shape. Consistent with this, our objective 
masculinity measure correlated much more strongly with the component of the masculinity ratings 
that is captured by the landmark-based shape variables (r = .53, p < .001 for males, r = .57, p < .001 
for females) than with the raw masculinity measure – see online Supplemental Material for details 
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of the analysis. For more detail on the rating process and genetic analyses of observer ratings, see 
Mitchem et al. (2013).  
 
Statistical Analysis 
Identical twins share all their genes whereas nonidentical twins share on average half of 
their segregating genes, and all twins completely share the family environment; as such, we were 
able to partition the variation in scores into three sources: additive genetic (A), shared 
environmental (C), and residual (E) sources. As is standard for twin-family designs, biometrical 
modelling was conducted using maximum likelihood modelling, which determines the combination 
of A, C, and E that best matches the observed data (i.e. means, variances, and twin/sibling pair 
correlations. For further detail of twin analysis, see Neale & Cardon, 1992; Posthuma et al., 2003). 
All analyses were conducted in the Mx software package (Neale, Boker, Xie, & Maes, 2006). As is 
standard in twin modelling, differences between the means and correlations of different zygosity 
groups were tested by equating the relevant parameters in the model and testing the change in 
model fit (distributed as χ²) against the change in degrees of freedom (which equals the change in 
the number of parameters estimated).  
 
Results 
 
 Preliminary testing found that mean facial masculinity did not significantly differ between 
identical and nonidentical twins of the same sex (χ² (2) = 2.48, p = .29); importantly, means of 
female (or male) members of same-sex pairs did not differ significantly from female (or male) 
members of opposite-sex pairs (χ² (2) = .31, p = .85), suggesting no influence on this trait of any 
prenatal hormone-transfer from one twin to the other. Means of twins did not significantly differ 
from means of other siblings (χ² (2) = 3.60, p = .17) suggesting nothing unusual about the facial 
masculinity of twins. Furthermore, correlations between nonidentical twin pairs (male-male, 
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female-female, and male-female) did not significantly differ from the correlations between 
corresponding non-twin sibling pairs (χ² (3) = 2.18, p = .54), as expected given equivalent genetic 
and environmental similarity of nonidentical twin and sibling pairs; these correlations were equated 
in subsequent modelling. There was no significant effect of age on facial masculinity in males (χ² 
(1) = .04, p = .85) or females (χ² (1) = .63, p = .43). Intraclass correlations are shown in Table 1. 
Correlations between identical twins were markedly greater than correlations between same-sex 
nonidentical twins/siblings for both males (χ² (1) = 11.92, p < .001) and females (χ² (1) = 4.93, p = 
.03), suggesting an important genetic component for facial masculinity in both sexes. The estimated 
proportions of variation in facial masculinity due to genetic and environmental sources are reported 
in Table 2. For both males and females, around half of the variation in facial masculinity was 
attributed to additive genetic factors, while virtually no variation was attributed to shared 
environmental influences. This is consistent with the assumption that variation in facial masculinity 
is substantially heritable, which is a necessary condition for facial masculinity to serve as a signal 
for good genes. 
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Table 1. Intraclass twin/sibling pair correlations (and 95% confidence intervals) for objective facial 
masculinity. 
Zygosity r (95% CI) 
Identical female twins (N pairs = 110) .50 (.36, .61) 
Identical male twins (N pairs = 88) .50 (.34, .62) 
          All identical twins .50 (.39, .59) 
Nonidentical female twins (N pairs = 113) .30 (.11, .45) 
Female siblings (N pairs=55) .20 (-.16, .46) 
     All nonidentical female twins/siblings .28 (.11, .42) 
Nonidentical male twins (N pairs = 93) .16 (-.04, .35) 
Male siblings (N pairs=39) -.09 (-.38, .22) 
     All nonidentical male twins/siblings .09 (-.08, .26) 
          All nonidentical same-sex twins/siblings .23 (.10, .35) 
Nonidentical opposite-sex twins (N pairs = 171) .23 (.09, .36) 
Opposite-sex siblings (N pairs=120) .23 (.04, .39) 
     Opposite-sex twins/siblings .23 (.12, .33) 
NB: Means and variances were equated across zygosity (within sex). Sibling pairs are not 
independent, e.g. one non-twin sibling can have a sibling relationship with each member of a twin 
pair.  
 
Table 2. Proportions of variance (and 95% confidence intervals) of objective facial masculinity 
estimated to be accounted for by A (additive genetic), C (shared environmental), and E (residual) 
influences 
 A C E 
Female .48 (.11, .61) .03 (.00, .34) .49 (.39, .62) 
Male .46 (.20, .59) .00 (.00, .17) .54 (.41, .71) 
Overall .49 (.28, .57) .00 (.00, .17) .51 (.43, .61) 
NB: Opposite-sex twins contributed to means and variances, but not to variance components (i.e. 
genetic correlation between opposite-sex twins was left free to vary in the model). The genetic 
correlation between opposite-sex twins  was estimated in the model at .50, the same as same-sex 
nonidentical twins, implying no sex-limitation in facial masculinity, i.e. a perfect genetic correlation 
(rg=1.0) between male and female facial masculinity.  
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One of the main goals of our analysis was to determine the degree to which genes that affect 
masculinity in males have that same effect in females. The significant positive association of facial 
masculinity between opposite-sex twins and siblings (r = .23, p < .001, see Table 1) suggests that 
heritable factors that increase male facial masculinity also increase female facial masculinity. In 
fact, the opposite-sex twin/sibling pair correlation was of similar magnitude to that of the same-sex 
nonidentical twin/sibling pairs, suggesting that the same genes influence male and female facial 
masculinity (accordingly, modelling showed a genetic correlation between the sexes of 1.0 (p=.02), 
see footnote to Table 2). Masculine female faces were rated as less attractive than feminine female 
faces by observers (r = -.17, p < .001). This suggests that the heritable factors underlying male 
facial masculinity reduce female attractiveness. Accordingly, the correlation between brother 
masculinity and sister attractiveness was r =-.13 (p =.03); that is, sisters of more facially masculine 
men are less facially attractive. Therefore, any genetic benefits to male offspring associated with 
choosing a facially masculine partner would be countervailed by reduced attractiveness of female 
offspring. In contrast, and unsurprisingly, there was no association between sister facial masculinity 
and brother facial attractiveness (r = -.02, p=.72). 
 Furthermore, in contrast to females, male facial masculinity was not associated with rated 
attractiveness (r = .01, p=.84), calling into question the ‘sexy sons’ hypothesis whereby male facial 
masculinity is preferred for heritable attractiveness.  
 
Discussion 
 
Despite the large proportion of variation in facial masculinity that we estimated to be due to 
additive genetic influences (49%), our other findings do not support the widely held framework that 
male facial masculinity is a signal for heritable genetic benefits, for two reasons. First, there was no 
association between male facial masculinity and rated attractiveness, contrary to the ‘sexy sons’ 
explanation of facial sexual dimorphism. This is by far the largest sample that has been used to 
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assess how natural variation in objective facial masculinity affects individuals’ attractiveness, and 
the finding accords with the overall picture from previous experimental and correlational research 
showing mixed findings as to whether male facial masculinity is attractive, unattractive, or neutral 
(DeBruine, Jones, Smith, & Little, 2010; Perrett et al., 1998; Rhodes, 2006; Scott et al., 2013).  
Second, we found that the same genetic factors increased male and female facial 
masculinity. Combined with the negative association of female facial masculinity and 
attractiveness, this suggests the genetic factors increasing male facial masculinity decrease facial 
attractiveness in female relatives. Accordingly, more facially masculine males had less facially 
attractive sisters. A sister shares the same proportion (50%) of segregating genes as a daughter, 
suggesting that choosing a facially masculine male as a mate will tend to decrease the attractiveness 
of resulting daughters. It is possible that yet-to-be-established genetic benefits to sons outweigh 
these genetic detriments to daughters – however, any such genetic benefits would need to outweigh 
not only the detriment of masculinity to female facial attractiveness as found here, but perhaps also 
apparent detriments to female fertility (Pfluger, Oberzaucher, Katina, Holzleitner, & Grammer, 
2012) and health (Thornhill & Gangestad, 2006).  
The existence of facial sexual dimorphism suggests there have been different selection 
pressures on male and female facial shape, and that masculine male faces have (had) a selective 
advantage of some kind. Our results are difficult to reconcile with the notion that the selective 
advantage of masculine male faces comes from female preference for facially masculine men for 
genetic benefits to offspring, but our results do not preclude this type of explanation. For example, 
it is possible that masculine faces, while not judged as being more attractive by raters overall, are 
judged as more attractive by females who are ovulating or in certain contexts or populations. 
Another alternative is that female choice does not act on facial masculinity per se, but on correlated 
traits such as body muscularity or assertive behavioural tendencies.  
Moreover, the advantages of male facial masculinity may stem from enhanced fitness from 
factors that do not have to do with female choice. For example, facially masculine men might gain a 
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survival or reproductive advantage through intrasexual competition by being more robust to 
physical damage or by signalling formidability and dominance to male competitors (Puts, 2010). In 
contrast to the findings for masculine male faces, female facial femininity (i.e. low masculinity) is 
heritable, is associated with attractiveness, and does not affect brother facial attractiveness, so a 
male choosing a feminine mate would increase the attractiveness of daughters with no detriment to 
sons’ attractiveness (although there could be disadvantages in terms of body morphology or 
behavioural assertiveness – the corollary of the caveats mentioned above). Unlike masculine male 
faces, feminine female faces are robustly preferred across studies and have been shown to be even 
more strongly preferred after exposure to pathogen cues and by males with high levels of pathogen 
sensitivity (Lee et al., 2013; Little et al., 2011), perhaps suggesting a pathogen-related advantage of 
feminine faces. All this warrants more research into male choice of facially feminine females and 
the possible direct or indirect (genetic) benefits to offspring. 
 A potential limitation of our study is that the facial photographs of twins were taken when 
they were 16-years-old, at which time facial masculinity might not have yet fully developed. 
However, the following observations suggest the findings would likely hold in an older sample: a) 
facial dimensions are more than 94% of their adult sizes by age 16 in both males and females 
(Edwards et al., 2007), b) there was no mean effect of age on the facial masculinity measure in the 
sample including older siblings, c) the facial masculinity measure derived from the 16-year-old 
twins discriminated the sexes equally as well in the 18-year-old siblings, and d) correlations 
between twins and older siblings showed the same pattern as within the twins. Other limitations 
include standard caveats of the classical twin design – in particular, we need to keep in mind the 
possibility that our biometrical modelling could have overestimated additive genetic effects and 
underestimated shared environmental and nonadditive genetic effects, because these two latter 
effects are negatively confounded when they are estimated using only twins (Keller & Coventry, 
2005; Keller et al., 2010). Future research could overcome this issue by adding other members of 
twins’ families, especially parents.  
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Assuming our results are generalisable, how might we explain the findings in light of 
aforementioned research showing greater preference for masculine faces in (for example) contexts 
of disease threat (DeBruine, Jones, Crawford, et al., 2010; Little et al., 2011)? It has recently been 
suggested that male facial masculinity may signal direct benefits (Scott et al., 2013) rather than 
indirect (genetic) benefits. Other authors have suggested that male facial masculinity may be a 
signal for ability to compete intrasexually for resources or mates (Little, DeBruine, & Jones, 2012; 
Puts, 2010; Scott et al., 2013). How these various explanations might be distinguished has not been 
fully resolved (Gangestad & Eaton, 2013; Little, 2013), and are discussed in detail in the General 
Discussion of this thesis, but the findings reported here call into question the predominant 
theoretical framework that explains preferences for male face shape masculinity in terms of genetic 
benefits for offspring.  
 
Acknowledgements 
 
We thank our twin sample for their participation; Ann Eldridge, Marlene Grace, Kerrie 
McAloney, Daniel Park, Maura Caffrey, and Jacob McAloney for photograph collection and 
processing; David Smyth for IT support; and Bill von Hippel and Patrik Jern for helpful comments 
on an earlier draft. We acknowledge support from the Australian Research Council (A7960034, 
A79906588, A79801419, DP0212016, DP0343921, DP0664638, DP1093900, FT0991360) and 
National Health & Medical Research Council (900536, 930223, 950998, 981339, 983002, 961061, 
983002, 241944, 389875, 552485, 613608). AJL is supported by an Australian Postgraduate Award 
and BPZ a Discovery Early Career Research Award, both from the Australian Research Council.  
 
 118 
Ethical Statement 
 
All participants gave informed written consent, and approval to code and analyze this data 
was obtained from the Human Research Ethics Committee at the Queensland Institute of Medical 
Research. 
 
Appendices 
 
Appendix F. 
Supplementary material for: Lee, A. J., Mitchem, D. G., Wright, M. J., Martin, N. G., 
Keller, M. C., & Zietsch, B. P. (2014) Genetic factors increasing male facial masculinity decrease 
facial attractiveness of female relatives. Psychological Science 25(2), 476-484. 
 119 
GENERAL DISCUSSION 
 
While the implications of individual studies presented in this thesis have been discussed, this 
final section will elaborate on the theoretical implications of the studies as a whole, particularly in 
regard to the predominant theory for human mate preference for sexual dimorphism. 
 
Implications for the Predominant Theory for Preference for Sexual Dimorphism 
Overall, results presented in this thesis provide converging evidence that challenges the 
predominant theory that women prefer masculinity for indirect benefits to immunocompetence. 
First, results presented in Part 1 suggest that the association between pathogen avoidance and 
women’s preference for facial masculinity may not be as robust as previously implied. Second, in 
Part 2, genetic analyses suggest that the importance of contextual shifts on women’s preference for 
facial masculinity may not be important compared to genetic influences, and also that facial 
masculinity itself may not reflect a good genes or sexy-sons trait. 
In the studies presented in Part 1, we did not find an association between facial masculinity 
and pathogen disgust sensitivity in the presence of multiple cues, nor when using a wider range of 
ages of participants’ and stimuli, nor when using a study design outside the forced-choice paradigm. 
In fact, we were only able to replicate this link under the narrow conditions used in previous 
research supporting this link (i.e., when young-adult women rated young-adult stimuli using a 
forced-choice design). These results challenge the generalisability of context-dependent shifts in 
response to pathogen avoidance on preference for facial masculinity thereby calling into question 
whether preference for facial masculinity due to heritable immunocompetence (assuming the two 
are in fact associated) has had a meaningful impact on human sexual selection. While we were 
unable to support a robust link between pathogen disgust and masculinity preference in faces, we 
were able to find an effect of pathogen disgust on both men and women’s body shape preferences. 
This disassociation between facial and body preferences is peculiar, especially given that facial and 
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bodily information are often correlated (Fink, Neave, & Seydel, 2007; Windhager et al., 2011), and 
warrants further research in understanding how body and facial attractiveness interact in response to 
health or other context cues.  
Across the studies presented in Part 1, we also consistently found that resource scarcity 
influenced women’s masculinity preference for faces and bodies. However, while we found that 
resource scarcity decreased preference for facial masculinity, it increased preference for bodily 
masculinity (i.e., larger SHR). Given that high SHR is correlated with facial masculinity 
(Windhager et al., 2011), these opposing findings further highlights the need for research to 
investigate how body and facial information interact to inform mate choice decisions. 
Note that the results presented in this thesis only investigated contextual effects on 
masculinity preference at a between-individuals level – pathogen avoidance or resource scarcity 
may influence preferences differently at the between societies or within individual levels. Also, 
while the results presented in this thesis question whether masculinity is used as a cue to health, 
further evidence is needed to confirm whether masculinity is actually associated with health. 
In Study 4 we found that contextual factors (including sociosexual orientation, self-reported 
attractiveness, conception risk, and pathogen avoidance) only explained a very small amount of 
variance in women’s preference for facial masculinity compared to genetic factors. This further 
questions the importance of context-dependent shifts on human mate preferences and whether 
selection for any meaningful effect of context-dependent shifts on fitness could have actually 
occurred.  
In addition, genetic analysis of facial masculinity itself presented in Study 5 challenges 
whether facial masculinity could be preferred for indirect benefits. While results indicated that even 
though there is substantial additive variance in facial masculinity (a necessary condition for it to be 
considered a good genes or sexy sons trait), the genetic components that lead to greater facial 
masculinity in men also increase facial masculinity in women. Because masculinity in women is 
considered unattractive, facial masculinity is costly for women. This suggests that facial 
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masculinity is under intralocus sexual conflict, as any benefits conferred to offspring by choosing a 
facially masculine partner (if any) would be offset by costs conferred to female offspring. In order 
to be considered a good genes or sexy-sons trait, that trait must confer an overall net benefit to all 
offspring; therefore, these findings directly conflict with the notion that facial masculinity could be 
preferred for genetic quality. 
Given that facial masculinity may benefit men but disadvantage women, one explanation for 
the evolution of facial sexual dimorphism may be through antagonistic selection (Holland & Rice, 
1998). In this instance, facial masculinity may have first evolved to signal some genetic quality, and 
thus it became beneficial for women to attend to it. However, men may have since evolved counter-
adaptations to take advantage of this bias (e.g., through dishonest signalling); this shifts facial 
masculinity preferences from being advantageous to costly for women. As such, evolution begins to 
select against this preference and, in turn, male facial masculinity becomes a ‘graveyard’ trait, 
where it is still present in the current population but women show no strong preference for it as it no 
longer signals a fitness-enhancing trait. 
While Studies 4 and 5 indicate that the genetic contribution to masculinity and masculinity 
preferences is large, the exact mechanisms in which genes influences these are unclear. One 
possibility is that genes may mediate production and/or reception of hormones such as estrogens 
and testosterone, which have been found to influence mate preferences and facial development. 
Another possibility is that these genes may share genetic effects with traits favours certain sexual 
strategies (e.g., genes that code for traits associated with high quality in women may also code for 
greater masculinity preferences, as these women may be able to garner both genetic quality and 
parental investment from a masculine partner). These possibilities are purely speculative, however, 
and require further investigation. 
In summary, this thesis presented several lines of research that challenge the predominant 
theory. If masculinity is not associated with indirect benefits, then how can we reconcile previously 
findings that women’s masculinity preferences are highest in circumstances where indirect benefits 
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would be most advantageous? This evidence could be explained via other means that do not resort 
to indirect benefits. 
 
Alternative Theories of Preference for Sexual Dimorphism 
If masculinity is not preferred for heritable immunocompetence, then alternative 
explanations are needed to explain the variation in women’s preferences for masculinity. Assuming 
that masculinity is associated with good immunocompetence, it is not necessarily the case that it is 
preferred for indirect benefits, but instead could be preferred for more direct health benefits. For 
instance, given that individuals are in close proximity with their sexual partner, choosing a mate 
with good health is beneficial as they are less likely to succumb to disease and transmit pathogens 
to the choosing individual. In long-term contexts, partners who readily succumb to sickness also 
require additional care and resources to be nursed back to health, which is costly to the choosing 
individual, and these partners are less capable of procuring resources when sick. For these reasons 
we may still see an association between pathogen avoidance and masculinity preference but 
masculinity may not be associated with indirect benefits to offspring immunocompetence. 
Another possibility is that masculinity may be preferred for benefits not associated with 
health but instead with other benefits associated with masculinity. For instance, 
masculinity/testosterone is also associated with traits such as dominance (Watkins, DeBruine, 
Feinberg, & Jones, 2013), aggressiveness (Scott et al., 2013), and risk-taking (B. C. Jones et al., 
2007), which are traits are thought to be beneficial for men when competing intrasexually (Pound, 
Penton-Voak, & Surridge, 2009; Puts, 2010; Scott et al., 2010). Indeed, some findings support this 
claim; phenotypically, masculinity appears to be designed for intrasexual competition (Puts, 2010). 
Increases in muscle mass, size, and aggression would have helped males win physical contests 
directly (Sell et al., 2009), while facial masculinity also appears well equipped for physical 
confrontation (e.g., low brow for better protection of the eyes, pronounced jaw for better ability to 
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weather hits, facial hair for displays of dominance). Also, masculinity in men is a better predictor of 
dominance ratings than attractiveness ratings (Dixson & Vasey, 2012; Windhager et al., 2011).  
As a result, more masculine ancestral men may have been better at competing for and 
procuring resources, or protecting their partners from physical threats from other men. If this were 
the case, then we would predict that women would show a greater preference for masculinity in 
contexts where intrasexual competition is salient. Indeed, in a reanalysis of DeBruine, Jones, 
Crawford, et al. (2010)’s cross cultural data, Brooks et al. (2011) found that national indices of 
intrasexual competition (such as measures of income inequality, or homicide rate) are better 
predictors of women’s preference for facial masculinity that health indices (but see DeBruine, 
Jones, Little, et al., 2010). At an individual level, recent evidence has also suggested that preference 
for facial masculinity increases when women are cued to male intrasexual competition (Little et al., 
2012). However, a problem with this interpretation is the conflicting result (both in Study 1 of this 
thesis and found previously) that facial femininity is preferred in men when resources are scarce. 
This may reflect a modern dissociation between physical intrasexual competition and ability to 
procure resources. 
The data presented in Part 2 of this thesis may suggest a third possibility for the evolution of 
women’s facial masculinity preference. Given the findings that both facial masculinity and 
preference for facial masculinity is heritable, as well as previous findings that facial masculinity 
preference is linked with the facial masculinity of actual partner choice (DeBruine et al., 2006), it is 
possible that genes that code for facial masculinity and genes that code for the preference for facial 
masculinity have become linked (i.e., offspring that inherit the genes for the preference of facial 
masculinity also inherit the genes that code for facial masculinity). If facial masculinity was once 
preferred on average, we could expect that this would have led to Fisherian runaway selection (R. 
A. Fisher, 1915). If this were the case then preference for facial masculinity may be driven solely 
by selection for the phenotype and not for any good genes effect. This preference may then be 
counteracted by associated costs of choosing a masculine mate, such as indirect costs to female 
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offspring (Lee et al., 2014; Pfluger et al., 2012; Thornhill & Gangestad, 2006), or direct costs of 
reduced parental investment (Boothroyd et al., 2008) leading to variation in women’s preferences 
for facial masculinity. However, this possibility makes several assumptions that are yet to be tested 
and warrant future investigation. First, whether women high in facial masculinity also have a 
greater preference for facial masculinity in men needs to be directly tested. Second, it is unclear if 
genes that code for women’s preference for facial masculinity also code for men’s preference for 
facial masculinity, as it is possible that these genes could instead code for increased men’s 
preference in facial femininity (i.e. code for increased preference for sexual dimorphism in both 
sexes, which would work against linkage between genes that code for facial masculinity and 
preference for facial masculinity) or simply be inactive in men. 
More speculatively, if facial masculinity were preferred for indirect benefits, then our results 
would indicate that it must operate under mechanisms other than simply good genes or sexy-sons. 
One possibility is that women’s masculinity preferences may be based on their own 
masculinity/femininity. If we assume that an intermediate level of genes coding for masculinity is 
overall most advantageous (for both male and female offspring), then we could expect compatible 
genes effects, where more masculine women may prefer more feminine men, or conversely more 
feminine women prefer more masculine men. If this were the case, then we would expect 
disassortative mating on sexual dimorphism (though current evidence suggests that this is not the 
case; Burriss, Roberts, Welling, Puts, & Little, 2011). 
Another possibility is that women may show a greater preference for masculinity in 
circumstances where having high quality male offspring is more advantageous. Since males can 
potentially produce many more offspring than can females, choosing a mate with masculine genetic 
quality in these circumstances could lead to higher inclusive fitness for the parent, and could offset 
the indirect costs conferred to female offspring. One context where women may invest in masculine 
genetic quality is when they are in good condition (analogous to the Trivers-Willard hypothesis; 
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Trivers & Willard, 1973); this possibility is consistent with the finding that women high in SES 
show a greater preference for masculinity. 
If masculinity is not preferred for indirect benefits, one finding that is difficult to reconcile is 
that women’s masculinity preferences shift across the menstrual cycle, as preference for masculinity 
have been found to increase when women are in the fertile phase of their menstrual cycle 
(Gildersleeve et al., 2014; Penton-Voak et al., 1999). One possibility is that this association does 
not exist - as noted earlier, there is considerable debate regarding the existence of menstrual cycle 
effects (Wood et al., 2014), and we do not find effects of conception risk in either Study 2 or Study 
4 of this thesis, further questioning its existence. However, if we assume such a relationship exists, 
one alternative possibility is the influence of conception risk is a side effect of other evolved 
processes. Women’s menstrual cycles involve great fluctuations in hormones, of which the primary 
function is in aiding the production of eggs and preparing the uterus for pregnancy. Sex hormones, 
however, also have a wide range of other side effects, and their fluctuation can also cause complex 
mood effects (Kiesner, 2011) and increased migraines (Brandes, 2006). Changes in women’s 
preferences across the cycle may also reflect side effects that serve limited evolutionary function, 
and would explain the current debate in the literature (see Gildersleeve et al., 2014; Wood et al., 
2014). Note that we also did not find an effect of conception risk in any of the studies presented, 
despite the large sample sizes; however, such an effect may have been masked by relying on self-
reported, between-individual measures of conception risk. 
 
Mate Preference vs. Other Selection Processes 
While mate preference is the focus of this essay, it is important to note that mate choice is 
not the only mechanism by which sexual selection can act. For instance, Puts (2010) proposed that 
intrasexual competition between men for access to women as mates better adheres to theoretical 
predictions and the available evidence (e.g., Hodges-Simeon, Gaulin, & Puts, 2011). In this 
instance, ancestral men that were better able to physically compete intrasexually would have been 
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able to exclude other less capable males from access to mates. As detailed above, masculine men 
would be more likely to be successful at competing intrasexually, and therefore more successful at 
this endeavour. This male monopolisation of mates (or of high quality mates) by a few masculine 
men precludes female mate choice, as there would be an absence of alternative available male 
mates. As a result, masculine men are more likely to pass on their masculinity genes to following 
generations. Conversely, male monopolisation of mates would also influence male mate choice; 
women would also be competing for investment from these masculine men, which in turn places 
selection pressure on women to develop attractiveness associated with youth and reproductive value 
that lead to greater investment from males, or neotenous features designed to exploit male’s evolved 
tendency to protect and provide for infants. 
Another similar alternative that would also mitigate the influence of female mate choice on 
sexual selection is if some men did not accept mate rejection from women and were persistent at 
pursuing mates in the face of rejection. Males would be motivated to engage in these behaviours, as 
successfully pursuing mates and engaging in sexual coercion leads to increases in mating success 
(Feldblum et al., 2014; Lalumiere, Chalmers, Quinsey, & Seto, 1996). This would also lead to 
sexual dimorphism if engaging in these behaviours and/or success in this strategy varied as a 
function of male masculinity. If masculine men were more likely to engage in these behaviours 
and/or be more successful in pursuing women who have rejected them, this would lead to them 
having a higher mating success compared to more feminine men who may perhaps be more 
accepting of mate rejection and/or are less successful in pursuing a mate after rejection. Assuming 
this occurs, then initial mate preferences of women would have less influence on fitness and be 
under less selection pressure. Indeed, some evidence supports this notion; male sexual coercion has 
a significant genetic component (Johansson et al., 2008), and masculinity in men predicts social 
dominance orientation (Price, Kang, Dunn, & Hopkins, 2011), which in turn predicts persistence in 
pursuing a mate in the face of rejection and also intent of/engaging in sexual coercion (Kelly, 
Dubbs, & Barlow, 2014). 
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In both instances above, female mate choice for masculinity would be under less selection 
pressure as it is precluded by other sexual selection mechanisms. This provides an explanation for 
the variance found in female mate preferences for masculinity as there would be less selection 
pressure to push women to prefer an ‘optimal’ level of masculinity in a partner. In reality, it is 
unlikely that intrasexual competition between males or sexual coercion would totally preclude 
female mate choice; what is more likely is that the evolution of human sexual dimorphism is a 
complex interplay of mate choice and other mechanisms. 
 
Directions for Future Research 
While results presented in this thesis suggest that the predominant theory of female mate 
preference for masculinity may need revising, further research is needed to fully understand the 
mechanisms that maintain variation and that drive sexual dimorphism in humans. Apart from those 
already discussed, below are some suggestions of directions for future research. 
Research presented in this thesis directly conflicts with previous findings in regard to an 
association between pathogen avoidance and preference for masculinity; therefore, it is still unclear 
the extent to which pathogen avoidance influences female preferences (assuming it does) and how 
that influences sexual selection in reality. Given that multiple studies have now been conducted, the 
existing body of research may be appropriate for a meta-analysis to determine overall patterns 
between studies and sources of disagreement. 
Furthermore, to evaluate the predominant theory further research is needed to determine 
whether masculinity is in fact associated with immunocompetence or other health benefits. While 
some evidence has supported this link, often this is with research that relies on self-reported health 
from young males (e.g., Thornhill & Gangestad, 2006) and studies looking at objective measures 
(e.g., Gangestad, Merriman, et al., 2010; Rantala et al., 2012) are limited. This is an issue because 
masculine males may be less likely to report health concerns or more likely to over-estimate their 
health, which confounds the results. Also, it is debated whether the immunocompetence handicap 
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principle would in fact predict an association between facial masculinity and health, since 
testosterone impairs immune functioning, potentially cancelling any association of health with the 
products of testosterone, such as facial masculinity. Second, research is only conducted with young 
males and it is unclear whether this is generalised to older males. Indeed, indications from results 
reported in Study 2 indicate that facial masculinity may not be used as a health cue in an older 
sample of men. Future research should assess this link using objective health measures with men 
from a wider range of demographics. 
Finally, while this thesis focused on male masculinity, other traits have also been associated 
with good genes. For instance, facial averageness and facial bilateral symmetry have both been 
linked to genetic quality associated with immune functioning and developmental instability 
(Grammer & Thornhill, 1994). Similar to the twin analyses on facial masculinity presented here, 
these facial traits could also be evaluated to assess whether these traits are preferred for indirect 
benefits in humans. 
 
Conclusion 
Overall, findings from this thesis provide converging evidence that challenges the 
predominant theory that masculinity is preferred in a partner due to heritable immunocompetence 
benefits to offspring. 
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Appendix F.: Supplementary material for: 
 
Lee, A. J., Mitchem, D. G., Wright, M. J., Martin, N. G., Keller, M. C., & Zietsch, B. P. (2014) 
Genetic factors increasing male facial masculinity decrease facial attractiveness of female 
relatives. Psychological Science 25(2), 476-484. 
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Lee, A. J., Dubbs, S. L., Kelly, A. J., von Hippel, W., Brooks, R. C., & Zietsch, B. P. (2013) 
Human facial attributes, but not perceived intelligence, are used as cues of health and 
resource provision potential. Behavioral Ecology, 24, 779-787. 
 
 
Supplementary Material 
 
Sexual Dimorphism Manipulation: Morphing Process Details 
In order to manipulate the facial sexual dimorphism of the profile photos, the target in each 
photo was morphed with a masculine or feminine facial template (for further detail, see Johnston et 
al., 2001). Specific templates were chosen along this sexual dimorphism spectrum in order to 
produce perceivable, but realistic differences in the target photo (see Figure below for chosen 
templates). 
Each target photo was used as the reference for each manipulation. Template pictures were 
translated, re-sized, and rotated to match the reference, such that templates differed only in shape 
information from the target photo. The morphing process was conducted in the Fantamorph 4 
software package. For each stimuli, a minimum of 36 pre-defined landmarks (located around the 
brow, eyes, noes, mouth, and jaw line) were manually located on the target photo. Corresponding 
landmarks were also identified on the template. Each landmark on the target photo was then 
transformed in the direction of the corresponding landmark on the template picture at 30% of the 
total difference between the landmarks. Such a manipulation morphed the original image shape 
marginally in either the masculine or feminine direction according to the template used (see Figure 
below for graphical representation of morphing process). 
 
Analyses 
The following equations were tested using Hierarchical Linear Modelling (HLM). Formally, 
the Level 1 no-intercept model can be expressed as: 
 
yij = β1j (facial attractiveness) + β2j (facial sexual dimorphism) + β3j ( intelligence) + rij  
(1) 
where yij represents the attractiveness rating of the ith profile made by the jth participant, β1j,  
β2j, and β3j represent the average association between attractiveness ratings for pre-rated facial 
attractiveness, sexual dimorphism and intelligence respectively, and rij represents the Level 1 error. 
Level 2 models are expressed as: 
 
β1j (facial attractiveness) = γ10 + γ11 (SES) + γ12 (pathogen disgust) + γ13 (moral disgust) 
+ γ13 (sexual disgust) + u1j 
β2j (facial sexual dimorphism) = γ20 + γ11 (SES) + γ22 (pathogen disgust) + γ23 (moral 
disgust) + γ23 (sexual disgust) + u2j 
            β3j (intelligence) = γ30 + γ11 (SES) + γ32 (pathogen disgust) + γ33 (moral disgust) 
+ γ33 (sexual disgust) + u3j 
(2) 
where, for example, γ10 represented the intercept for the revealed preference for facial 
attractiveness, γ11, γ12, γ13, and γ14 were the coefficients that tested whether individuals who were 
high in self-perceived SES, or scored high in pathogen, moral, or sexual disgust, respectively, rated 
facially attractive profiles more highly, and u1j represents the level 2 error within facial 
attractiveness. 
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Variance Components from the HLM analysis 
The variance components from the HLM analysis are reported in Table S1., which include 
values from both an empty model (with no predictors), and a model where all Level 1 and 2 
predictors are entered into the model simultaneously. The variance between individual participants’ 
intercepts refers to the variance in mean attractiveness ratings of the dating profiles between 
participants. Residual variance at Level 1 refers to variance in participants’ attractiveness ratings of 
the dating profiles that are unaccounted for by the model. Variance in slope refers to the variance in 
strength of relationship between a Level 1 predictor and participants’ attractiveness ratings of the 
dating profiles between individual participants. 
 
Table S1. Variance components for HLM analysis. 
  Empty 
Model 
Model with 
all predictors 
Male Variance between individual participants’ intercepts 179.23 185.13 
 Residual variance at level 1 534.60 354.66 
 Variance in slope between facial attractiveness and 
participants’ attractiveness ratings of the dating 
profiles 
 18.83 
 Variance in slope between sexual dimorphism and 
participants’ attractiveness ratings of the dating 
profiles 
 28.32 
 Variance in slope between perceived intelligence and 
participants’ attractiveness ratings of the dating 
profiles 
 37.25 
Female Variance between individual participants’ intercepts 170.92 178.62 
 Residual variance at level 1 585.97 339.71 
 Variance in slope between facial attractiveness and 
participants’ attractiveness ratings of the dating 
profiles 
 21.57 
 Variance in slope between sexual dimorphism and 
participants’ attractiveness ratings of the dating 
profiles 
 7.44 
 Variance in slope between perceived intelligence and 
participants’ attractiveness ratings of the dating 
profiles 
 45.25 
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Figure S1. Details of the morphing process for both male (1) and female (2) profile pictures. Original greyscale images (a) were morphed with either a 
masculine (b) and feminine (c) template images, which had been cropped, resized, and positioned to match the original image (d and e). 
Transformation added 30% of the templates face shape to the original image, producing the final profile images (f – masculinised, and g - feminised).
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Appendix B. 
 
Research article: 
 
Lee, A. J., Dubbs, S. L., Von Hippel, W., Brooks, R. C., & Zietsch, B. P. (2014) A multivariate 
approach to human mate preference. Evolution and Human Behavior 35(3), 193-203. 
 
 
Abstract 
 
Human mate choice is complicated, with various individual differences and contextual factors 
influencing preferences for numerous traits. However, focused studies on human mate choice often 
do not capture the multivariate complexity of human mate choice. Here, we consider multiple 
factors simultaneously to demonstrate the advantages of a multivariate approach to human mate 
preferences. Participants (N=689) rated the attractiveness of opposite-sex online dating profiles that 
were independently manipulated on facial attractiveness, perceived facial masculinity/femininity, 
and intelligence. Participants were also randomly instructed to either consider short- or long-term 
relationships. Using fitness surfaces analyses, we assess the linear and non-linear effects and 
interactions of the profiles’ facial attractiveness, perceived facial masculinity/femininity, and 
perceived intelligence on participants’ attractiveness ratings. Using Hierarchical Linear Modeling, 
we were also able to consider the independent contribution of participants’ individual differences on 
their revealed preferences for the manipulated traits. These individual differences included 
participants’ age, socioeconomic status, education, disgust (moral, sexual, and pathogen), 
sociosexual orientation, personality variables, masculinity, and mate value. Together, our results 
illuminate various previously undetectable phenomena, including nonlinear preference functions 
and interactions with individual differences. More broadly, the study illustrates the value of 
considering both individual variation and population-level measures when addressing questions of 
sexual selection, and demonstrates the utility of multivariate approaches to complement focused 
studies. 
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1.0 Introduction 
 
Mate choice is complicated. In even the simplest of animal mating systems, the outcome of 
mate choice can depend on a suite of variables (Brooks & Endler, 2001b; Moller & Pomiankowski, 
1993). Mate choice among humans is more complex than in almost any other species, with studies 
showing mate preferences for a large range of traits. This includes effects on attractiveness of 
wealth (Henrich, Boyd, & Richerson, 2012), status (Li et al., 2002), intelligence (Miller, 2000), 
strength (Puts, 2010), smell (Wedekind, Seebeck, Bettens, & Paepke, 1995), facial masculinity or 
femininity (Little et al., 2002; Perrett et al., 1998), voice pitch (Puts, 2005), stature (Kurzban & 
Weeden, 2005), body shape (Singh, 1993), kindness (Li et al., 2002), and personality (Botwin, 
Buss, & Shackelford, 2006). This list of features considered cues for mate choice is not exhaustive 
and is still growing rapidly. 
In addition, variation among individuals has also been shown to be important when choosing 
a mate. This includes whether an individual is considering a short- or long-term partner (Buss, 
1989), their physical attractiveness - both self-rated (Little et al., 2001) and other-rated (Montoya, 
2008) - their age (Buss & Barnes, 1986), personality (Buss & Barnes, 1986), pathogen disgust 
sensitivity (DeBruine, Jones, Tybur, et al., 2010; B. C. Jones, Fincher, Little, et al., 2013), 
sociosexual orientation (Provost et al., 2006; Simpson & Gangestad, 1992; Waynforth, Delwadia, & 
Camm, 2005), education (Mare, 1991), and, for women, whether they are at the fertile phase of the 
menstrual cycle (Penton-Voak et al., 1999). Adding to the complexity, contextual factors or 
environmental influences also play a role in moderating the strength and direction of mate 
preferences. Factors such as local aggregate and individual economic circumstances (Stone, 
Shackelford, & Buss, 2008), health conditions (DeBruine, Jones, Crawford, et al., 2010; F. R. 
Moore et al., 2013), sex-ratio (Stone, Shackelford, & Buss, 2007), and gender parity (Zentner & 
Mitura, 2012) can influence the weighting given to different mate choice criteria. Many other 
individual differences or contextual effects no doubt remain to be discovered. 
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In addition to the multivariate nature of mate choice, individuals in search of a mate can 
vary in their motivation to choose, and in the strength and direction of their preferences (Jennions & 
Petrie, 1997). Some of this variation can arise due to genetic variation between individuals (Verweij 
et al., 2012; Zietsch et al., 2012), idiosyncratic issues of adaptive compatibility (e.g. genetic 
compatibility; (Roberts & Little, 2008), or as a plastic response to the context in which individual 
“choosers” find themselves (Lee & Zietsch, 2011; Little et al., 2007; Little et al., 2011). 
Previous studies on human mate choice have predominantly focused on one or two mate 
choice criteria at a time, which are useful for identifying potential effects or testing specific 
hypotheses, but often over-simplify the multivariate complexity of mate choice. Such a picture 
could be incomplete for several reasons: Firstly, multiple mate choice criteria may interact with 
each other in ways that cannot be detected by experimental tests of mate preferences under tightly 
controlled conditions. Most studies also further simplified mate choice by focusing on linear 
relationships, ignoring the possibility of nonlinear effects on mate preferences (such as exponential 
or quadratic relationships).  
Multivariate studies of animal mate choice have shown that interactions between traits can 
add important non-linearity to the overall pattern of selection (Blows & Brooks, 2003; Blows, 
Chenoweth, & Hine, 2004; Brooks et al., 2005; A. J. Moore, 1990). Interactions among colour 
pattern traits in guppies (Blows & Brooks, 2003; Blows, Brooks, & Kraft, 2003) revealed selection 
on those patterns and a complex multi-peak fitness surface that linear selection analyses failed to 
detect (Brooks & Endler, 2001a). Likewise, simultaneous manipulations of suites of acoustic traits 
in crickets (Bentsen, Hunt, Jennions, & Brooks, 2006; Brooks et al., 2005) and frogs (Gerhardt & 
Brooks, 2009) revealed strong stabilizing selection and exponential (positive quadratic) selection 
that univariate manipulations had not exposed. Studies on human mate preferences have also 
revealed non-linear effects; for example, men’s body preferences for intermediate shoulder, hip, and 
waist widths over larger or smaller widths (Donohoe, von Hippel, & Brooks, 2009). Other studies 
of human mate preferences have also found complex interactions among a handful of factors; for 
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example (Penton-Voak et al., 2003) found that women’s preference for facial sexual dimorphism 
was influenced by an interaction between their condition and whether they were rating for short- or 
long-term attractiveness. (Brooks et al., 2010)) found that multivariate non-linear selection analyses 
consistently outperformed indices and ratios such as Body Mass Index (BMI), waist-to-hip ratio and 
age in predicting the attractiveness of scanned images of female bodies. These examples further 
emphasise the need to look beyond focused studies. 
In addition, the different properties that alter the value of a potential mate are often 
correlated – sometimes positively but also sometimes negatively. Positively correlated preferences 
could indicate that traits are preferred because they reflect the same underlying quality (e.g., cues 
for the same trait). However, preference for correlated traits may also solely be driven by one of the 
traits (e.g., preferences for facial symmetry could be driven by preference for a correlated trait such 
as facial sexual dimorphism; (Scheib, Gangestad, & Thornhill, 1999). Conversely, unrelated or 
negatively correlated traits (e.g. between a potential mate’s attractiveness and faithfulness) can turn 
choice into an exercise in optimisation. Such possibilities cannot be captured in studies that assess 
effects in isolation. 
The multivariate complexity of mate choice and the many sources of variation among 
individual choosers combine to make mate choice more complex and varied than it might appear 
from the experiments often used to test focused hypotheses. Fortunately, evolutionary biology has 
well-established multivariate methods for estimating linear and non-linear selection (fitness 
surfaces) on suites of correlated traits (Lande & Arnold, 1983; Phillips & Arnold, 1989), for 
comparing fitness surfaces among groups or experimental treatments (Chenoweth & Blows, 2005), 
and for visualising complex fitness surfaces (Blows & Brooks, 2003; Brodie III, Moore, & Janzen, 
1995). It is also possible to combine multivariate response surface analysis with independent 
manipulations of suites of continuous traits that are ordinarily correlated in order to establish how 
each trait contributes to selection (Brooks et al., 2005; Donohoe et al., 2009; Gerhardt & Brooks, 
2009; Mautz, Wong, Peters, & Jennions, 2013).  
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Here we use a large dataset generated from an experiment testing the factorial effects of 
facial attractiveness, facial masculinisation or feminisation, and intelligence on the attractiveness 
ratings participants gave to online dating profiles. These three traits have received much attention in 
the mate preference literature as putative fitness indicators; it is unknown if they contribute 
additively or non-additively (i.e. interactively) to overall attractiveness. We also measured 
individual variation on 17 traits of the profile-raters and entered these traits simultaneously in a 
hierarchical linear model to determine how these could independently affect preference for facial 
attractiveness, perceived facial masculinity/femininity, and perceived intelligence of the dating 
profiles.  
 
2.0 Methods 
 
2.1 Participants 
 Participants were 430 men (M ± SD = 23.07 ± 4.86 years) and 422 women (M ± SD = 24.07 
± 6.80 years) who were recruited from an online survey website (http://www.socialsci.com) in 
return for online store credit. Participation was conditional on being heterosexual and not currently 
in a long-term relationship. Participants who completed the incorrect survey (i.e., males who 
completed the female survey and vice versa; 33 males, 5 females), did not identify as being 
heterosexual (34 males; 71 females), or did not report their age (6 males; 2 females) were removed 
from analyses. A further 1 male and 6 females were removed for completing the survey in an 
unrealistic time (<5min), which suggested a lack of attention to the questions, and a further 5 
females were removed for substantial missing data. This reduced the sample size to 356 men (M ± 
SD = 23.27 ± 4.93 years) and 333 women (M ± SD = 24.15 ± 6.18 years). The study was 
administered online and participants completed it in one sitting. 
 
2.2 Stimuli 
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Participants were first asked to rate the attractiveness of a series of individuals in ostensible 
online dating profiles. Each profile consisted of a facial photo, as well as a short personal 
description embedded in a realistic dating profile template. These profiles varied independently 
across three dimensions: facial attractiveness, perceived facial masculinity/femininity, and 
perceived intelligence. Facial images were collected from stock image websites, while profile 
descriptions were adapted from self-descriptions obtained on real dating websites. Independent 
online volunteers recruited from SocialSci.com evaluated the facial attractiveness of the individuals 
in the photos (75 males and 65 females) and the perceived intelligence of the personal descriptions 
(136 males and 131 females) in the absence of other stimuli. From these ratings, 32 facial 
photographs and personal descriptions of each sex were chosen to represent the full spectrum of 
facial attractiveness and perceived intelligence (mean facial attractiveness ± SD = 47.21 ± 13.91 and 
57.87 ± 13.68 for male and female images respectively; mean perceived intelligence ± SD = 54.97 ± 
20.21 and 49.46 ± 20.59 for male and female descriptions respectively). Inter-rater reliability was 
high for both traits (α = .87 and .91 for facial attractiveness of male and female photographs 
respectively; α = .86 and .87 for perceived intelligence of the descriptions for male and females 
respectively). Perceived facial masculinity/femininity was manipulated by morphing each facial 
photograph with either a masculine or feminine template, which was developed through a 
combination of averaged male and female faces and perceived masculine and feminine caricatures 
as developed by (Johnston et al., 2001). Facial photographs were morphed with the template by 
30% in shape and colour in the Fantamorph 4 software package, effectively 
masculinizing/feminizing each photograph while still maintaining each individual’s identity. 
Photographs of attractive and less attractive individuals were morphed to be more masculine or 
more feminine and then randomly paired with statements that conveyed high or low perceived 
intelligence, which produced a total of 128 profiles of each sex. All profiles were presented in 
greyscale. Participants rated a subset of 32 of these profiles, such that they rated each individual 
only once, with the target photo either masculinized or feminized, and paired with either an 
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intelligent or less intelligent personal description. Thus, each participant rated 16 masculinised and 
16 feminised targets, as well as 16 intelligent and 16 unintelligent self-descriptions. There were no 
significant differences between stimuli sets on facial attractiveness, perceived masculinity/ 
femininity, or perceived attractiveness. Participants rated the profiles in a random order and were 
instructed to either rate the set of profiles’ attractiveness for a long-term or short-term relationship. 
Thus, there were four independent manipulations: facial attractiveness of the profile picture, 
perceived facial masculinity/femininity of the profile picture, perceived intelligence of the profile 
description, and whether participants were instructed to consider the profiled individual in the 
context of a long-term or short-term relationships. For further details see (Lee et al., 2013), and for 
example profiles see Figure 1. 
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Figure 1. Examples of dating profiles with male (top) and female (bottom) profile pictures, as well 
as masculinized and intelligent (left) and feminized and less intelligent (right) pictures and personal 
descriptions. Note varying degrees of facial attractiveness and intelligence were used, and all 3 
dimensions were counterbalanced when shown to participants. 
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2.3 Measures 
Participants first provided demographic information, including age and sex. After rating the 
dating profiles on attractiveness, they were given the following measures in a randomised order.  
The Three-Factor Disgust Scale. The Three-Factor Disgust Scale (Tybur et al., 2009) asked 
participants to rate the degree to which they find 21 statements disgusting on a 7-point scale (0 = 
not disgusting at all; 6 = extremely disgusting). Three domains of disgust were assessed: pathogen, 
moral, and sexual disgust. Pathogen disgust refers to aversion to exposure to pathogen contagions 
that could threaten one’s health, moral disgust refers to aversion to social transgressions, and sexual 
disgust measured aversion to sexual deviance or unwanted sexual contact. Items for each subscale 
were summed to produce a score for each disgust domain. 
Socioeconomic Status (SES). SES was measured via a single item (Adler et al., 2000) that 
asked participants to rate their perceived standing compared to others on the three dimensions of 
SES: income, education, and occupation, on a 10 point scale (1 = worst off; 10 = best off). Although 
only a single item, this measure has previously been shown to correlate with more objective 
measures of SES (Adler et al., 2000). 
Level of Education. Educational attainment was measured via a single item that asked 
participants to nominate their level of education. Participants responded on a 5-point scale where 1 
= No previous qualification; 2 = Completed secondary education; 3 = Undergraduate diploma; 4 = 
Undergraduate degree; and 5 = Postgraduate degree or diploma.  Educational attainment is 
strongly correlated with IQ (Baker, Treloar, Reynolds, Heath, & Martin, 1996; Johnson, Deary, & 
Iacono, 2009; Lynn & Mikk, 2007), and so was used as a proxy measure for intelligence. 
The Ten Item Personality Inventory (TIPI). The TIPI, a short-form of the Big Five 
Personality Inventory (Gosling, Rentfrow, & Swann, 2003; Rammstedt & John, 2007), was used to 
measure personality on five dimensions – extraversion, agreeableness, conscientiousness, 
neuroticism, and openness to experience. Each personality dimensions were measure by two items, 
where participants rate their agreement to statements about their personality on a 5-point scale (1 = 
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disagree strongly; 5 = agree strongly). Appropriate items were reversed coded and summed to 
produce scores on the 5 personality factors. Although only 10-items, this short-form has been 
shown to have reliability and external validity comparable to the 44-item Big Five Inventory 
(Rammstedt & John, 2007). 
The Revised Sociosexual Orientation Inventory (SOI). The SOI (Penke & Asendorpf, 2008) 
measured participants’ orientation towards uncommitted sex in three domains: past behavioural 
experiences, attitudes towards uncommitted sex, and desire for sex. The behavioural subscale asked 
participants to select the number of previous short-term sexual partners across three items, each 
coded on a 9-point scale. The attitude subscale asked participant to rate their agreement to three 
statements regarding short-term sexual encounters (1 = strongly disagree; 9 = strongly agree). The 
desire subscale asked participants to rate the frequency of sexual fantasies or arousal when around 
someone with whom they do not have a committed romantic relationship. This included three items 
measured on a 9-point scale (1 = never; 9 = at least once a day). The items of each subscale were 
summed to produce a SOI behaviour, SOI attitude, and SOI desire score. 
Masculinity Scale. We developed a masculinity scale to assess the masculinity/femininity of 
participants. Participants were asked to rate themselves compared to others of their age and gender 
on 19 traits that have been previously found to be sexually dimorphic on either physical (e.g., 
muscular) or psychological domains (e.g., verbally orientated). Each trait was accompanied with a 
short description to aid participants in rating themselves on a 5-point scale (1 = lowest 5%; 2 = 
lower 30%; 3 = middle 30%; 4 = higher 30%; 5 = highest 5%).  For traits that were either clearly 
measuring sexual dimorphism, or described as being “typical of men” or “typical of women”, men 
and women were given different items asking them to rate themselves on the same trait at the 
opposing end of the sexual dimorphism dimension (e.g., when men rated the degree to which they 
have the trait “deep voice”, women rated the degree to which they have the trait “high-pitched 
voice”). Appropriate items were reversed scored and summed, such that a higher score indicated 
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greater physical and psychological masculinity. Further detail regarding the reliability and validity 
of this measure and provided in the supplementary materials. 
Perceived Mate Value and Attractiveness. Three measures were included that assessed 
participants’ mate value and self-perceived attractiveness. Given the conceptual similarity of the 
measures, and the high correlation between them, they were combined to produce an overall 
Perceived Mate Value and Attractiveness score. First, the Mate Value Inventory (Kirsner, 
Figueredo, & Jacobs, 2003) asked participants to rate themselves on 17 traits that are typically 
desirable in a mate on a 7-point scale (-3 = extremely low in this trait; 3 = extremely high in this 
trait). Also included was a 6-item scale that assessed participant’s self-perceived success with 
members of the opposite-sex. This involved participants rating their agreement to items such as “I 
am likely to date people I am interested in” on a 7-point scale (1 = strongly disagree; 7 = strongly 
agree). Finally, a single item measure was included that assessed participant’s self-perceived 
attractiveness (Lukaszewski & Roney, 2011). This item asked participants to rate the percentage of 
people of the same sex and age in their area whom they are more attractive than. Participants were 
given a sliding bar ranging from 0 to 100 with which they could indicate their response. Scores on 
these three measures were combined by standardising each measure within sex, then computing the 
mean across the three standardised scores. 
 
2.4 Analyses 
Overall response surfaces. For each profile, we conducted separate sequential model-
building exercises for each sex. First we fitted the identity of the rater as a random effect. Then, we 
sequentially added terms as follows: the two experimental manipulations (i.e., whether the profiles 
were masculinized or feminized, and whether participants were asked to rate profiles for short or 
long-term relationships) as fixed factors; their interaction; linear (βi) terms for the pre-rated facial 
attractiveness and the pre-rated intelligence of the profile descriptions as linear covariates; the 
interactions between the manipulations and the linear covariates; the non-linear effect of the 
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covariates (squared terms of each covariate and cross-product of the two covariates) and the 
interactions between manipulations and the non-linear terms. At each stage we tested whether the 
added terms significantly enhanced the model using partial F-tests (Chenoweth & Blows, 2005). 
Hierarchical Linear Modelling. For the HLM analysis missing values were replaced with 
the grand mean for that scale from other the participants of the same sex. There were a total of 
11391 and 10656 observations for males and females, respectively. These data are hierarchical in 
nature, such that each of the 32 attractiveness ratings of each profile made by each participant 
(Level 1) are nested within the participants themselves (Level 2). Therefore, to assess participants’ 
individual differences on preferences for facial attractiveness, perceived facial 
masculinity/femininity, and perceived intelligence, we used Hierarchical Linear Modeling using the 
HLM software package (see (Raudenbush & Bryk, 2002). On Level 1, participants’ preferences for 
each trait were revealed by the associations between their attractiveness ratings of the profiles and 
the profiles’ facial attractiveness (based on pre-ratings), perceived intelligence (based on pre-
ratings), and whether the photograph had been masculinised or feminised. We tested whether Level 
2 predictors (individual differences between participants) moderate these associations.  
A total of 17 Level 2 predictors were included: Participants’ age, SES, education, moral 
disgust, sexual disgust, pathogen disgust, sociosexual behaviour, sociosexual attitudes, sociosexual 
desires, extraversion, agreeableness, conscientiousness, neuroticism, openness, masculinity, 
perceived attractiveness and mate value, and whether participants rated profiles for short-term vs. 
long-term relationships. Separate analyses were conducted for men and women. A sequential 
approach to model building was also conducted; however, all random effects were found to be 
significant or close to significance (<.07), so all Level 1 predictors were retained, and removing 
Level 2 predictors that did not significantly explain variability did not change the pattern of results. 
Therefore, here we report models where all predictors are included simultaneously, which also 
allowed us to assess the unique contribution of each predictor on revealed preferences. To facilitate 
interpretation, all predictors were z-standardized except for the dichotomous predictors (at Level 1, 
 174 
whether dating profiles were masculinized or feminized, and at Level 2, whether participants were 
rating for short-term or long-term attractiveness). See Electronic Supplementary Material for 
additional detail on the analyses conducted. We also tested a model including interaction terms 
between whether participants’ were instructed to consider short-term or long-term relationships and 
all remaining Level 2 factors on participants’ attractiveness ratings of Level 1 characteristics of the 
profiles. In this latter model, no significant interactions were found; therefore, these interaction 
terms were dropped from the model reported here. The mean long-term and short-term ratings of 
the same dating profile were highly correlated (r = .94, p < .001 for male profiles, r = .82, p < .001 
for female profiles). 
 
3.0 Results 
 
3.1 Overall response surface – men rating women’s dating profiles 
The best model for how male participants rated female profiles included the two 
manipulations (whether the face was masculinized or feminized, and whether participants rated 
profiles for short- or long-term relationships), their interaction, the linear (β) and non-linear (γ) 
effects of pre-rated intelligence and attractiveness, and the interactions between each manipulation 
and the linear and non-linear components of the response surface (Table 1). There was no statistical 
support for complex interactions between the response surface and the interaction between the 
manipulations. This result indicates that although each of the manipulations altered the response 
surface, these effects were independent of one another. 
The response surfaces describing the relationship between pre-rated facial attractiveness, 
perceived intelligence, and participants’ attractiveness ratings for each of the four manipulation 
combinations are shown in Figure 2. When participants were asked to rate profiles for short-term 
attractiveness their responses were typically more positive (i.e., male participants were less choosy 
when considering a short-term relationship).  In all treatments facial attractiveness and perceived 
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intelligence enhanced the ratings given to profiles, but the rise due to intelligence was much more 
dramatic when participants were asked to rate profiles for long-term mating prospects than for 
short-term mating prospects (Table 2, Figure 2). Feminization improved the attractiveness of faces, 
but the effects were more dramatic when the profile suggested high intelligence and when the pre-
rated facial attractiveness was low. 
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Table 1: Summary of Sequential Model Building approach to for best response surface for men rating female profiles and women rating male profiles. 
   Men rating female 
profiles 
   Women rating male 
profiles 
  
Model Terms added Comp model Partial F df p  Partial F df p 
1 Treatments (MvF, SvL) 0 55.18 2, 11580 0.000  60.54 2, 10845 0.000 
2 MvF x SvL 1 2.74 1, 11579 0.098  0.668 1, 10844 0.413 
3 Linear covariates (βi )  2 1041.43 2, 11577 0.000  1512.40 2, 10842 0.000 
4 βi x MvF; βi x SvL  3 28.99 4, 11573 0.000  27.35 4, 10838 0.000 
5 βi x MvF x SvL 4 0.34 2, 11571 0.717  1.62 2, 10836 0.196 
6 Non-linear covariates (γ i,j )  4 45.31 3, 11570 0.000  10.37 3, 10835 0.000 
7 γ i,j  x MvF; γ i,j  x SvL  6 5.27 6, 11564 0.000  0.71 6, 10829 0.638 
8 γ i,j  x MvF x SvL 7 0.26 3, 11561  0.857  1.37 3, 10826 0.249 
MvF = Facial Masculinisation vs. Feminisation Manipulation; SvL = Short-term vs. Long-term Attractiveness Manipulation 
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Figure 2. The response surfaces describing the relationship between participants’ attractiveness 
ratings of the online profiles (contour lines) and the four manipulations: 1) the pre-rated facial 
attractiveness (x-axis); 2) The pre-rated perceived intelligence (y-axis); 3) the facial masculinization 
(blue and green contours) or feminization (red or yellow contours); and 4) whether participants 
were instructed to consider a short-term (left) or long-term (right) relationship. 
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Table 2: Individual significance tests for terms in the final response surface for men rating female 
profiles and women rating female profiles. 
 Men rating female 
profiles 
  Women rating male 
profiles 
 
Term F1, 1156 p  F1, 10835 p 
MvF 6.66 0.010  2.11 0.147 
SvL 3.98 0.046  2.74 0.098 
MvF x SvL 4.95 0.026  1.24 0.265 
Attractiveness (β) 5.75 0.017  25.87 0.000 
Intelligence (β) 128.70 0.000  6.14 0.013 
Attractiveness2  (γ) 0.04 0.841  4.75 0.029 
Intelligence2  (γ) 115.53 0.000  1.00 0.316 
Attract. x Intel. (γ) 19.15 0.000  22.78 0.000 
Attractiveness x MvF 10.46 0.001  0.00 0.969 
Intelligence x MvF 1.37 0.242  2.02 0.901 
Attractiveness x SvL  .94 0.334  48.72 0.000 
Intelligence x SvL 4.32 0.038  59.07 0.000 
Attractiveness2 x MvF 9.08 0.003    
Intelligence2 x MvF .05 0.816    
Attr. x Intel. x MvF 3.88 0.049    
Attractiveness2 x SvL  5.25 0.022    
Intelligence2 x SvL 6.48 0.011    
Attr. x Intel. x SvL 5.36 0.021    
MvF = Facial Masculinisation vs. Feminisation Manipulation; SvL = Short-term vs. Long-term 
Attractiveness Manipulation 
 
3.2 Overall response surface – women rating men’s dating profiles 
The analysis of male profiles rated by women was somewhat simpler. Again, the 
manipulation effects and the covariates (both linear and non-linear terms) significantly affected 
attractiveness. Only the linear parts of the response surface interacted with whether women were 
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considering long-term or short-term relationships. There was no interaction between linear or non-
linear terms with the perceived facial masculinity/femininity manipulation of the dating profiles 
(See Tables 1 and 2). 
Both manipulations influenced attractiveness but their effects did not interact (Table 1). 
Instead they were additive (note the parallel contours within each panel of Figure 2). 
Masculinization raised attractiveness by up to 5 points at some places, and women gave slightly 
higher ratings for the same profile when asked to consider short-term (as opposed to long-term) 
attractiveness. Intelligence and facial attractiveness both increase attractiveness ratings of male 
profiles.  
The only differences in slopes of the fitness surfaces in Figure 2 are differences in the linear 
slopes of the preferences for attractiveness and intelligence between raters asked to evaluate profiles 
for short-term and long-term relationships (Table 2). The intelligence slope is steeper and the 
attractiveness slope less steep when women are asked to rate males for long-term matings. This 
suggests a straightforward shifting of priorities from facial attractiveness in short-term matings to 
intelligence in long-term matings. While masculinisation or feminisation affected the attractiveness 
of a given face, the effect was additive: the slope did not differ between surfaces with masculinized 
or feminized faces (Figure 2). The non-linear selection gradients were not significant, nor did they 
differ between the levels of the two manipulated factors or with the interaction between those 
factors. 
 
 
 
3.3 Hierachical Linear Modelling – Men’s ratings of women’s profiles 
An empty model of male participants’ attractiveness ratings of women’s dating profiles with 
no predictors found that the intra-class correlation (i.e., the proportion of the total variance 
accounted for by between-individual variance) was .25. This indicates that variance exists at both 
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levels, further confirming that HLM is the appropriate analysis of this data. Analysis of variance 
components suggest that 35% of variance can be explained by Level 1 predictors (i.e., variation 
between dating profiles). See the Electronic Supplementary Material for variance components. 
The γ coefficients from the HLM analysis are reported in Table 3. For each trait, the 
intercept indicates the main effect of that trait on participants’ attractiveness ratings; thus, increased 
facial attractiveness, perceived intelligence, and feminization of profile pictures led to increased 
attractiveness ratings from male participants. A significant t-statistic indicates that the Level 2 
predictor moderated the relationship between the Level 1 predictor and participants’ attractiveness 
ratings of the dating profiles. The results show that male preference for facial attractiveness was 
significantly greater in participants with higher pathogen disgust, unrestricted sociosexual desire, 
and neuroticism, and decreased in participants who were older, more sensitive to moral disgust, 
more open to new experiences, and in participants who were rating profiles for short-term 
attractiveness. Preference for feminized profiles increased when men reported more unrestricted 
sociosexual desire and higher perceived mate value, and decreased only when men reported more 
restricted sociosexual attitudes. Men’s preference for perceived intelligence was stronger in 
participants more sensitive to moral disgust and more open to new experiences, and in participants 
who were rating profiles for a long-term relationship. However, preference for perceived 
intelligence was significantly lower in younger participants, and in participants low in self-reported 
masculinity. No other effects were significant for men. 
 
 
 
3.4 Hierarchical linear modeling – Women’s ratings of men’s profiles 
An empty model of women’s attractiveness ratings of men’s dating profiles with no 
predictors found that the intra-class correlation (i.e., the proportion of the total variance accounted 
for by between-individual variance) was .22. Analysis of variance components suggest that 42% of 
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the variance can be explained by Level 1 predictors (i.e., variation between dating profiles). See the 
Electronic Supplementary Material for variance components. 
The γ coefficients from the HLM analysis are reported in Table 3. Significant intercepts 
were found for all three traits, such that women’s attractiveness ratings increased when profiles 
were higher in facial attractiveness, perceived intelligence, or had been facially masculinized. 
Women’s preference for facial attractiveness was higher in women more sensitive to pathogen 
disgust, less sensitive to moral disgust, and high in neuroticism. Preference for masculinized 
profiles was higher in participants who reported high subjective SES, and low sociosexual attitudes. 
Women’s preference for perceived intelligence was higher in participants more sensitive to moral 
disgust, and less sensitive to sexual disgust. No other effects were significant for women. 
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Table 3. HLM (γ) coefficients (and standard errors) and associated t statistics for the 17 individual 
differences in the model predicting revealed preference slopes for facial attractiveness, facial sexual 
dimorphism, and perceived intelligence. 
 Male raters    Female raters   
 γ (S.E.) t df  γ (S.E.) t df 
Revealed Preference for 
Facial Attractiveness 
       
  Intercept 6.43 (.28) 23.37*** 338  7.92 (.30) 25.61*** 315 
    SvL -1.84 (.57) -3.26** 338  -.55 (.64) -.87 315 
    Age -.65 (.32) -2.03* 338  -.58 (.33) -1.77 315 
    SES -.11 (.31) -.36 338  .45 (.32) 1.41 315 
    Education -.19 (.32) -.59 338  -.25 (.32) -.77 315 
    Moral Disgust -1.25 (.30) -4.19*** 338  -1.23 (.33) -3.68*** 315 
    Sexual Disgust .48 (.31) 1.41 338  -.07 (.33) .21 315 
    Pathogen Disgust 1.17 (.30) 3.83*** 338  1.02 (.33) 3.05** 315 
    Sociosexual Behaviour -.31 (.32) -.96 338  -.30 (.35) -.85 315 
    Sociosexual Attitude -.08 (.32) -.25 338  -.22 (.35) -.63 315 
    Sociosexual Desire 1.01 (.33) 3.08** 338  .57 (.35) 1.63 315 
    Extraversion .48 (.33) 1.45 338  -.07 (.35) -.19 315 
    Agreeableness -.31 (.30) -1.04 338  .27 (.33) .79 315 
    Conscientiousness .20 (.31) .66 338  -.31 (.34) -.89 315 
    Neuroticism .89 (.31) 2.86** 338  -.79 (.34) -2.28* 315 
    Openness -.88 (.30) -2.90** 338  .01 (.33) .04 315 
    Masculinity .46 (.31) 1.46 338  .41 (.35) 1.17 315 
    Mate Value .48 (.34) 1.40 338  .60 (.38) 1.59 315 
Revealed Preference for 
Perceived Sexual Dimorphism  
       
  Intercept 4.45 (.45) 9.92*** 338  2.68 (.39) 6.80*** 315 
    SvL -1.53 (.92) -1.65 338  74 (.81) .91 315 
    Age -.48 (.52) -.91 338  -.06 (.42) -.15 315 
    SES -.02 (.50) -.04 338  .82 (.41) 2.03* 315 
    Education -.46 (.52) -.88 338  -.51 (.41) -1.24 315 
    Moral Disgust -.47 (.49) -.96 338  -.73 (.43) -1.73 315 
    Sexual Disgust -.15 (.56) -.27 338  -.04 (.42) .10 315 
    Pathogen Disgust .93 (.50) 1.88 338  .41 (.43) .96 315 
    Sociosexual Behaviour .45 (.53) .86 338  .68 (.45) 1.52 315 
    Sociosexual Attitude -1.29 (.52) -2.48* 338  -1.19 (.44) -2.67** 315 
    Sociosexual Desire 1.56 (.53) 2.92** 338  .01 (.45) -.03 315 
    Extraversion -.23 (.54) -.42 338  .28 (.45) .63 315 
    Agreeableness .34 (.49) .71 338  -.18 (.43) -.44 315 
    Conscientiousness .47 (.50) .93 338  .06 (.44) .14 315 
    Neuroticism -.03 (.51) -.05 338  -.27 (.44) -.61 315 
    Openness .04 (.50) -.08 338  -.82 (.42) -1.93 315 
    Masculinity .14 (.51) .28 338  .17 (.45) .39 315 
    Mate Value 1.93 (.56) 2.13* 338  .77 (.48) 1.61 315 
Revealed Preference for 
Perceived Intelligence 
       
  Intercept 8.12 (.35) 23.52*** 338  10.13 (.41) 24.61*** 315 
    SvL 4.09 (.71) 5.76*** 338  -1.40 (.85) -1.65 315 
    Age -1.16 (.40) -2.89** 338  -.79 (.44) -1.81 315 
    SES .11 (.39) .30 338  .27 (.43) .64 315 
    Education -.01 (.40) -.03 338  .02 (.43) .06 315 
    Moral Disgust 1.56 (.38) 4.15*** 338  1.43 (.44) 3.23** 315 
    Sexual Disgust -.31 (.43) -.72 338  -.89 (.44) -2.04* 315 
    Pathogen Disgust -.68 (.38) -1.78 338  -.78 (.46) -1.75 315 
    Sociosexual Behaviour .23 (.41) .56 338  -.38 (.47) -.81 315 
    Sociosexual Attitude .36 (.40) .91 338  -.15 (.46) -.32 315 
    Sociosexual Desire -.24 (.41) -.57 338  .32 (.47) .70 315 
    Extraversion -.48 (.41) -1.16 338  -.53 (.47) -.81 315 
    Agreeableness -.48 (.37) -1.17 338  .10 (.45) .22 315 
    Conscientiousness .22 (.39) .56 338  -.30 (.46) -.66 315 
    Neuroticism .40 (.39) 1.03 338  .62 (.46) 1.35 315 
    Openness .90 (.38) 2.34* 338  .40 (.44) .90 315 
    Masculinity -1.20 -3.05** 338  -.57 (.47) -1.20 315 
    Mate Value -.26 -.61 338  .23 (.50) .46 315 
* p < .05, ** p < .01, *** p < .001. SvL = Short-term vs. Long-term Attractiveness Manipulation. 
Note that predictors that were not dichotomous have been standardised to increase interpretability. 
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4.0 Discussion 
 
Our experiment is unusual in that it combines factorial manipulations (facial masculinity/femininity 
and whether we were asking participants to rate profiles for short-term or long-term mating) and 
continuous variation in the independently rated attractiveness of faces and intelligence of profile 
descriptions. This combination allowed us to infer, with some of the precision inherent to 
experimental methods, the complex interactions between various determinants of attractiveness 
inherent in mate choice decisions. We were also able to test how individual differences influenced 
these nuanced and complex choices. We found an intermediate level of complexity in the 
preferences we measured: there were significant linear and non-linear preference functions, and in 
some cases these were altered between levels of the manipulated factors. But the highest-order 
interactions between combinations of factors and preference functions were generally not 
significant. The preferences involving men choosing women were slightly more complex than those 
involving women choosing men.    
 
4.1 Overall response surfaces 
The results of our overall response-surface analysis suggest that the kind of relationship 
(short vs long) participants were asked to consider, the experimental masculinization or 
feminization of the face, the pre-rated attractiveness of the face before experimental 
masculinization/feminization, and the perceived intelligence of the profile statement all contributed 
to the rating participants gave a particular profile. Moreover these factors interacted in interesting 
ways with one another. There were some informative similarities and some equally revealing 
differences between the sexes in these effects. 
Experimental masculinization of male faces and feminization of female faces increased 
participants’ ratings of attractiveness, effecting an increase of five or more points – this effect was 
more pronounced for men rating profiles of women. These results support the view that male facial 
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masculinity can influence attractiveness when present with other information (e.g., information in 
the dating profile, or other aspects of the facial photograph), contrary to recent suggestions that 
masculine characteristics in men’s faces only matter when they are considered in isolation (Scott, 
Clark, Boothroyd, & Penton-Voak, 2012). Similarly, profiles tended to get higher ratings when 
participants were asked to rate profiles for a short-term relationship than when participants rated 
profiles for a long-term relationship, indicating increased choosiness when considering long-term 
partners.  
The overall response surface analyses reveal that both men and women show an increase in 
attractiveness ratings for intelligent, facially attractive profiles of the opposite sex members. By 
manipulating the perceived intelligence of the profile statement independent of the facial 
attractiveness of the picture, we showed that both traits contribute to the perceived attractiveness of 
a profile. While both facial attractiveness and perceived intelligence elevated ratings that male faces 
received from females, the effects were linear and did not interact. Thus, a given increment in either 
intelligence or attractiveness raised the rating by a predictable amount independent of the effects of 
the other trait. However, the effect of facial attractiveness and perceived intelligence on the 
attractiveness ratings of the female profiles by male raters was non-linear, and this non-linearity 
included interactions (i.e., correlational selection) between the two traits. This interaction indicated 
that women in the upper half of the distribution of pre-rated attractiveness enjoyed a greater 
elevation in their ratings when paired with an intelligent profile statement than did women with less 
attractive faces. This could represent a threshold effect, where men first look to secure an 
acceptable level of physical attractiveness before considering perceived intelligence when making 
attractiveness judgements – a prediction that could be tested in the future. 
Experimentally feminized female faces receive comparable ratings to masculinized faces 
when those faces were high in pre-rated facial attractiveness, but ratings for the masculinized faces 
drop off far more rapidly as pre-rated facial attractiveness drops off. Given the tight association 
between facial femininity and attractiveness in women (Perrett et al., 1998), presumably the women 
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with high pre-rated facial attractiveness were more feminine to begin with, and this may have 
reduced the effect of masculinization on participants’ attractiveness ratings. On the other hand, 
masculinized male faces received higher ratings, but the effects of manipulated perceived facial 
masculinity/femininity were independent (additive) of the effects of pre-rated facial attractiveness 
and perceived intelligence. 
In both sexes, participants asked to consider a long-term relationship weighted perceived 
intelligence more heavily than those asked to rate profiles for a short-term liaison, which is 
consistent with previous research using self-reported preferences (Prokosch et al., 2009). For 
women rating men, the greater weighting on perceived intelligence accompanied a simple reduction 
in the weighting on pre-rated facial attractiveness, perhaps reflecting a trade-off or optimisation 
process between the two preferences. 
These interactions between the facial attractiveness/perceived intelligence response surface 
and the two experimental conditions (masculinization/feminization and short vs long-term mating) 
reveal shifts in the relative importance of facial attractiveness and perceived intelligence. The two 
manipulations, however, did not interact with one another to change the response surface, 
suggesting that the effects of the manipulations were independent. 
 
4.2 Hierarchical Linear Modelling 
Using HLM, we were able to consider the unique contribution of 17 individual difference 
variables on preferences for facial attractiveness, perceived intelligence, and perceived facial 
masculinity/femininity. Here, we replicated several previous findings, even when considering 
multiple variables. We found an association between pathogen disgust and preference for facial 
attractiveness in both men and women (Park et al., 2012; Young et al., 2011), and with stronger 
male preference for facial femininity (B. C. Jones, Fincher, Welling, et al., 2013; Little et al., 2011). 
However, no relationship was found between women’s pathogen disgust and preference for male 
facial masculinity, in contrast with the findings of a number of recent studies (DeBruine, Jones, 
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Crawford, et al., 2010; DeBruine, Jones, Tybur, et al., 2010; B. C. Jones, Fincher, Little, et al., 
2013; Little et al., 2011; F. R. Moore et al., 2013). Also, women who reported low subjective SES 
significantly preferred more feminine male faces, which is thought to be associated with good 
parental ability (Little et al., 2007). While more focused analyses of pathogen disgust and SES 
using this dataset were presented in Lee et al. (2013), here we show that the observed associations 
with mate preferences were not due to confounds involving other personality, mating, or 
demographic variables. Women’s preference for facial masculinity is complex and potentially 
influenced by multiple factors, of which the underlying mechanisms are not yet understood (Lee et 
al., In Press; Scott et al., 2012), thus, further multivariate investigation into preference for facial 
masculinity is required. 
In turn, some associations identified in previous research failed to replicate in our analysis. 
We failed to find homophily for intelligence (Watson et al., 2004), as no association was found 
between participants’ education (a proxy measure for their intelligence) and a preference for 
perceived intelligence. While this lack of association in our analysis does not indicate that 
homophily for intelligence does not exist, further research is needed to explore how strong 
homophily is in more complex choice scenarios such as the one we present here, or whether this 
relationship could be explained by a third variable. 
Additionally, our analyses were able to identify possible relationships that potentially could 
be fruitful for further investigations. For instance, research has focused on the influence of pathogen 
disgust on mate preferences; however, we find that moral disgust has as much, or even more 
influence in preference for facial attractiveness and perceived intelligence. Perhaps those with 
higher moral disgust place more importance on intrinsic traits such as intelligence than on more 
superficial traits such as physical appearance, but further research would be needed to test this.  
For women, we found a negative relationship between unrestricted sociosexual attitudes and 
preference for facial masculinity of male profiles. This is contrary to previous findings that suggest 
more masculine men are preferred for short-term relationships (Little et al., 2007; Provost et al., 
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2006; Waynforth et al., 2005). For men, we also found that unrestricted sociosexual attitudes were 
associated with lower preference for facial femininity; however, we also found a positive 
relationship between unrestricted sociosexual desire and preference for facial physical attractiveness 
and facial femininity. These seemingly contradictory findings, in combination with previous 
research suggest a need for further research to clarify the effects of sociosexual attitudes on desire 
on preferences.  
Associations were also found between Big Five personality traits and preference for facial 
attractiveness; specifically, neuroticism was associated with preference for facial attractiveness, but 
the relationship was positive for men and negative for women. In addition, men’s openness to 
experience was associated with less importance placed on facial attractiveness and more importance 
on perceived intelligence, perhaps suggesting shifting values among men who are more open to new 
experience. Previous findings that extraversion and openness to experience influenced women’s 
preference for facial sexual dimorphism (Welling, DeBruine, Little, & Jones, 2009) were not 
supported. 
Men’s masculinity was also negatively associated with preference for perceived intelligence. 
Given that men place less importance on intelligence in a partner compared to women (evident in 
the current data as well as the findings of (Li et al., 2002), the association between men’s 
masculinity and intelligence preferences may reflect within-sex variation in sexual dimorphism in 
mate preference for intelligence. Individual levels of physical or psychological sexual dimorphism 
and associations with sex-typical preferences have rarely been investigated, and present another 
avenue for possible research. 
The complex ways in which individual differences altered the preferences we observed 
suggest that variation among individuals in mate choice might be an important source of variation 
in sexual selection, as it is thought to be in other animals (Brooks & Endler, 2001b; Chaine & Lyon, 
2008; Forsgren, Amundsen, Borg, & Bjelvenmark, 2004; Jennions & Petrie, 1997). Further, the 
pattern of sexual selection inferred from the overall response surface analysis above is an aggregate 
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outcome of the individual ratings of different participants. Changes in the composition of the 
population sampled or in the environmental factors (e.g. triggers of moral disgust, or economic 
inequality) could alter the overall pattern of sexual selection. 
 
4.3 Conclusion 
Several considerations warrant caution when interpreting these results. First, the dating 
profiles varied in numerous ways that were not strictly controlled for (e.g., extraneous information 
in personal descriptions or profile photographs). Also, recent work has suggested that facial 
appearance from unstandardized images, such as images used in this study, may not reflect as stable 
of a representation of a person’s attractiveness compared to more standardised images (Jenkins, 
White, Van Montfort, & Burton, 2011; Morrison, Morris, & Bard, 2013). Although these variations 
had the advantage of enhancing realism, they also introduced noise that could have obscured subtle 
associations. We attempt to minimise this issue by testing a large sample, such that even small 
associations could be detected, although we note that this may have also increased the chances of 
detecting artefacts of subtle confounds that could have been introduced by idiosyncrasies of the 
stimuli – future research could address this by using a larger stimuli set. Also, we did not consider 
an exhaustive list of variables that could influence preference for facial attractiveness, perceived 
facial masculinity/femininity, or perceived intelligence. However, these analyses include many 
more factors than have previously investigated in human mate choice, and demonstrate the value of 
considering multiple preferences simultaneously and allowing for nonlinear preference functions 
and moderating effects of individual differences. This approach allowed us to identify relationships 
previously undetectable by more focused studies that investigate linear relationships. Our results 
also illustrate the value of considering both individual variation and population-level measures of 
likely sexual selection. Because mate choice in humans is so complex, the current findings suggest 
that we should complement focused studies with multivariate approaches. 
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Supplementary Materials 
 
Masculinity Scale 
In order to measure masculinity, we developed a 16-item self-report measure asking 
participants to rate themselves on traits previously found to be sexually dimorphic. Cronbach’s 
alpha was .66 for the overall sample, suggesting relatively low internal consistency. 
To assess the construct validity of our masculinity scale, we administered it to an 
independent sample of university students (20 men and 70 women, M ± SD = 20.93 ± 6.20 years), 
and measured a number of objective physical measures known to be sexually dimorphic. This 
included grip strength, shoulder-to-hip ratio (SHR), waist-to-hip ratio (SHR), flexed bicep 
circumference, and height. 
Grip strength was measured via a dynamometer, a machine specifically designed to measure 
grip strength. Grip strength was measured for both right and left hand and averaged to produce the 
final score. Three body measurements were used to calculate shoulder-to-hip (SHR) and waist-to-
hip (WHR) ratios as per convention. These measurements were the widest circumference around the 
shoulders, the smaller circumference around the middle of the body, and the widest part around the 
hips. For flexed bicep circumference, participants were asked to flex their bicep with their dominant 
arm, with the widest circumference being measured. For height, participants were asked to give an 
exact measurement of their height. Participants unsure of their exact height were able to measure 
themselves against a height chart with the aid of the experimenter. 
Here we report combined results for males and females, though we note that patterns of 
results were in the same direction for males and females. Cronbach’s Alpha for our masculinity 
scale for the independent sample was .81, which is considered good. 
Correlations between participants’ masculinity score and objective measures of physical 
masculinity are reported in Table S1. Overall, our masculinity measure was significantly correlated 
with four of the five physical measures, including grip strength, shoulder-to-hip ratio, flexed bicep 
circumference, and height, suggesting good construct validity for our masculinity measure. 
 
 Grip Strength SHR WHR Flexed Bicep 
Circumference 
Height 
Masculinity 
Scale 
.634*** .22* .12 .577*** .612*** 
* p < .05, ** p < .01, *** p < .001 
 
Analyses 
The following equations were tested using Hierarchical Linear Modelling (HLM). Formally, 
the Level 1 no-intercept model can be expressed as: 
 
yij = β1j (facial attractiveness) + β2j (perceived facial masc/fem) + β3j (perceived intelligence) 
+ rij  
(1) 
 
where yij represents the attractiveness rating of the ith profile made by the jth participant, β1j,  
β2j, and β3j represent the average association between attractiveness ratings for pre-rated facial 
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attractiveness, perceived facial masculinity/feminity and perceived intelligence respectively, and rij 
represents the Level 1 error. 
 
The Level 2 models are expressed as: 
 
         β1j (facial attractiveness) = γ10 + γ101 (x01) + γ102 (x02) + γ103 (x03) … + γ117 (x17) + 
u1j 
 
β2j (perceived facial masc/fem) = γ200 + γ101 (x01) + γ202 (x02) + γ203 (x03) … + γ217 (x17) + 
u2j 
 
     β3j (perceived intelligence) = γ300 + γ101 (x01) + γ302 (x02) + γ303 (x03) … + γ317 (x17) + 
u3j 
 
(2) 
 
where, for example, γ100 represented the intercept for the revealed preference for facial 
attractiveness, γ101, γ102, γ103, … γ117 were the coefficients that tested whether individuals who 
scored highly on the 17 individual difference measures (x01, x02, x03, … x17) rated facially attractive 
profiles as more attractive. u1j represents the level 2 error within facial attractiveness for the jth 
participant. 
 
Variance Components from the HLM analysis 
The variance components from the HLM analysis are reported in Table S2., which include 
values from both an empty model (with no predictors), and a model where all Level 1 and 2 
predictors are entered into the model simultaneously. The variance between individual participants’ 
intercepts refers to the variance in mean attractiveness ratings of the dating profiles between 
participants. Residual variance at Level 1 refers to variance in participants’ attractiveness ratings of 
the dating profiles that are unaccounted for by the model. Variance in slope refers to the variance in 
strength of relationship between a Level 1 predictor and participants’ attractiveness ratings of the 
dating profiles between individual participants. 
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Table S2. Variance components from HLM analysis. 
  Empty 
Model 
Model with 
all predictors 
Male Variance between individual participants’ intercepts 179.23 165.56 
 Residual variance at level 1 534.60 354.66 
 Variance in slope between facial attractiveness and 
participants’ attractiveness ratings of the dating 
profiles 
 16.00 
 Variance in slope between sexual dimorphism and 
participants’ attractiveness ratings of the dating 
profiles 
 25.62 
 Variance in slope between perceived intelligence and 
participants’ attractiveness ratings of the dating 
profiles 
 31.19 
Female Variance between individual participants’ intercepts 170.92 179.39 
 Residual variance at level 1 585.97 339.70 
 Variance in slope between facial attractiveness and 
participants’ attractiveness ratings of the dating 
profiles 
 21.21 
 Variance in slope between sexual dimorphism and 
participants’ attractiveness ratings of the dating 
profiles 
 7.56 
 Variance in slope between perceived intelligence and 
participants’ attractiveness ratings of the dating 
profiles 
 45.65 
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STUDY 1 AND STUDY 2 
 
Analysis 
For Study 1 and Study 2 the following equations were tested using Hierarchical Linear 
Modelling (HLM). Formally, the Level 1 no-intercept model can be expressed as: 
 
yij = β0j (Intercept) + β1j (Presentation side) + rij  
(1) 
 
where yij represents the facial masculinity preference rating of the ith face pair made by the 
jth participant, β1j represent the average association between presentation side on facial masculinity 
preference, and rij represents the Level 1 error. 
Level 2 models can be expressed as: 
 
β1j (Intercept) = γ10 + γ11 (Pathogen disgust) + γ12 (Participants’ age) + γ13 (Stimuli age 
group) + γ14 (Pathogen disgust x Participants’ age) + γ15 
(Pathogen disgust x Stimuli age group) + γ16 (Participants’ 
age x Stimuli age group) + γ17 (Pathogen disgust x 
Participants’ age x Stimuli age group) + u1j 
β2j (Side presentation) = γ20 + u2j 
(2) 
 
where, for example, γ10 represented the intercept for the preference for facial masculinity; 
γ11, γ12, and γ13 were the coefficients that tested the direct effect of pathogen disgust, participants’ 
age, and stimuli age group, respectively, on facial masculinity preference;, γ14, γ15, γ16, and γ17 
represent the coefficients for the interaction terms; and u1j represents the level 2 error. Level 1 
predictors were group mean centred, while Level 2 predictors were grand mean centred. 
 
Random Effects (Variance Components) from the HLM analysis 
The variance components from the HLM analysis for Study 1 and 2 are reported in Table S1 
and Table S2 respectively, which includes values from both the empty model (with no predictors), 
and a model that includes all predictors. The variance between participants’ intercepts refers to the 
variance in mean facial masculinity preference between participants, the variance in slope refers to 
the variance in strength of relationship between presentation side on masculinity preference 
between participants, while residual variance at Level 1 refers to variance in masculinity preference 
unaccounted for by the model. 
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Table S1. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Variance between participants’ intercepts .61 .59 
Variance in slope of masculinity side on 
masculinity preference between participants 
 .30 
Residual variance at Level 1 .80 .78 
 
Table S2. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Variance between participants’ intercepts .63 .63 
Variance in slope of masculinity side on 
masculinity preference between participants 
 .25 
Residual variance at Level 1 .78 .77 
 
STUDY 3 
 
Analysis 
For Study 3 we first conducted separate analyses for each of the face sets. Since the patterns 
of results were similar across both studies, we report the analyses in which face sets are combined 
in the main article. The following equations were tested using Hierarchical Linear Modelling 
(HLM) for all three analyses. Note that Stimuli Age for Face Set 2 was a continuous variable, while 
Face Set 1 and the combined analyses stimuli age was split into a dichotomous variable (0 = 18-35 
years; 1 = 36-55 years old). Formally, the Level 1 no-intercept model can be expressed as: 
 
yij = β0j (Intercept) + β1j (Facial Masculinity) + β2j (Stimuli Age) + β3j (Facial Masculinity x 
Stimuli Age) + rij  
(3) 
 
where yij represents the attractiveness rating of the ith face made by the jth participant, β1j 
represent the average association between facial masculinity and attractiveness rating, β2j represent 
the average association between stimuli age and attractiveness rating, β3j the interaction between 
facial masculinity and stimuli age on attractiveness rating, and rij represents the Level 1 error. 
Level 2 models can be expressed as: 
 
β0j (Intercept) = γ00 + γ01 (Pathogen disgust) + γ02 (Participants’ age) + γ03 (Pathogen 
disgust x Participants’ age) + u0j 
 
β1j (Facial Masculinity) = γ10 + γ11 (Pathogen disgust) + γ12 (Participants’ age) + γ13 
(Pathogen disgust x Participants’ age) + u1j 
 
β2j (Stimuli Age) = γ20 + γ21 (Pathogen disgust) + γ22 (Participants’ age) + γ23 (Pathogen 
disgust x Participants’ age) + u2j 
 
 β3j (Facial Masculinity x Stimuli Age) = γ30 + γ31 (Pathogen disgust) + γ32 (Participants’ 
age) + γ33 (Pathogen disgust x Participants’ age) + u3j 
 (4) 
 
where, for example, γ10 represented the intercept for the preference for facial masculinity; 
γ11, γ12, and γ13 were the coefficients that tested the effect of pathogen disgust, stimuli age, and their 
 203 
interaction, respectively, on the effect of facial masculinity on attractiveness rating, and u1j 
represents the level 2 error within facial masculinity preferences. Similar to Study 1, Level 1 
predictors were group mean centred, while Level 2 predictors were grand mean centred. 
 
Results 
 
We first analysed the two face sets separately; however, the patterns of results were similar 
in both sets; therefore, we report a combined analysis in the main article. Here, we report the results 
when the two face sets were analysed separately, as well as the random effects of the combined 
model. 
 
Face Set 1 
The intra-class correlation for masculinity preferences was .27, indicating there was 
significant variation in preferences between participants. The variance components for both the 
empty and predicted models are reported in Table S3. 
 
Table S3. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Variance between participants’ intercepts .53 .51 
Variance in slope of facial masculinity on 
attractiveness preference between 
participants 
 .01 
Variance in slope of stimuli age on 
attractiveness preference between 
participants 
 .39 
Residual variance at Level 1 .85 .64 
 
The fixed effects from the HLM analysis for Face Set 1 are reported in Table S4. For Face 
Set 1, all predictors produced a significant main effect – participants’ age was positively associated 
with attractiveness ratings, though pathogen disgust, stimuli age, and stimuli masculinity were 
negatively associated. Also, there were three significant 2-way interactions. Participants’ age and 
stimuli age significantly interacted, such that stimuli age has a greater influence on attractiveness 
ratings for older participants than younger participants, such that older participants are more likely 
to rate older faces as attractive than younger participants. Also, pathogen disgust and participants’ 
age significantly interacted such that younger participants with higher pathogen disgust rated 
profiles as more attractive than younger participants with lower pathogen disgust or older 
participants regardless of pathogen disgust. There was also a significant 3-way interaction between 
participants age, stimuli age, and pre-rated facial masculinity. No significant two-way interaction 
was found between pathogen disgust and facial masculinity. Both participants’ age and stimulus age 
did not significantly moderate this interaction. 
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Table S4. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects. 
 γ (SE) t (Approx. df) p-value 
Intercept .00 (.03) .11 (382) .910 
Pathogen Disgust -.12 (.03) -4.69 (382) < .001*** 
Participant’s Age .10 (.03) 3.63 (382) < .001*** 
Facial Masculinity -.01 (.00) -16.88 (382) < .001*** 
Stimuli Age Group -.83 (.02) -36.01 (382) < .001*** 
Participant’s Age x Facial Masculinity -.000 (.001) -.06 (382) .952 
Participant’s Age x Stimuli Age Group .07 (.02) 3.04 (382) .002** 
Pathogen Disgust x Participant’s Age  -.06 (.03) -2.25 (382) .025* 
Pathogen Disgust x Facial Masculinity -.000 (.001) -.05 (382) .958 
Pathogen Disgust x Stimuli Age Group .003 (.02) .16 (382) .866 
Facial Masculinity x Stimuli Age Group -.001 (.001) -.48 .629 
Pathogen Disgust x Participant’s Age x 
Facial Masculinity 
.06 (.06) 1.00 (382) .319 
Pathogen Disgust x Participant’s Age x 
Stimuli Age Group 
.001 (.025) .23 (382) .819 
Pathogen Disgust x Facial Masculinity x 
Stimuli Age Group 
-.000 (.001) -.20 (382) .840 
Participant’s Age x Facial Masculinity x 
Stimuli Age Group 
-.004 (.001) -2.60 (382) .009** 
Pathogen Disgust x Participant’s Age x 
Facial Masculinity x Stimuli Age Group 
.000 (.002) .17 (382) .861 
 
 
Face Set 2 
The intra-class correlation for masculinity preferences was .34, indicating there was 
significant variation in preferences between participants. The variance components for both the 
empty and predicted models are reported in Table S5. 
 
Table S5. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Variance between participants’ intercepts .58 .56 
Variance in slope of facial masculinity on 
attractiveness preference between 
participants 
 .18 
Variance in slope of stimuli age on 
attractiveness preference between 
participants 
 .02 
Residual variance at Level 1 .81 .70 
 
The fixed effects from the HLM analysis for Face Set 1 are reported in Table S6. There were 
significant main effects of all predictors – higher participants’ age and stimuli masculinity was 
associated with greater attractiveness ratings, though higher pathogen disgust and stimuli age were 
associated with lower attractiveness scores. Significant two-way interactions were found between 
participants’ and stimuli’s age, such that older participants rated older profiles less harsh. Also, an 
interaction between facial masculinity and stimuli age was found such that facial masculinity did 
not influence attractiveness ratings in older faces, though in younger faces facial masculinity was 
negatively associated with attractiveness ratings. No significant two-way interaction was found 
between pathogen disgust and facial masculinity. Both participants’ age and stimulus age did not 
significantly moderate this interaction. 
These results suggest that not only including greater age ranges of participants and stimuli 
does not reveal an association between pathogen disgust and preference for facial masculinity, but 
that even in younger age groups rating younger stimuli no association was found. 
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Table S6. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects. 
 γ (SE) t (Approx. df) p-value 
Intercept .04 (.03) 1.38 (382) .166 
Pathogen Disgust -.16 (.03) -5.54 (382) < .001*** 
Participant’s Age .09 (.03) 3.13 (382) .002** 
Facial Masculinity .15 (.01) 10.11 (382) < .001*** 
Stimuli Age -.04 (.001) -32.69 (382) < .001*** 
Participant’s Age x Facial Masculinity .003 (.01) .23 (382) .818 
Participant’s Age x Stimuli Age .003 (.001) 3.08 (382) .002** 
Pathogen Disgust x Participant’s Age  -.07 (.03) -2.05 (382) .041* 
Pathogen Disgust x Facial Masculinity .02 (.01) 1.13 (382) .259 
Pathogen Disgust x Stimuli Age -.000 (.001) -.33 (382) .743 
Facial Masculinity x Stimuli Age -.01 (.001) -8.53 (382) < .001*** 
Pathogen Disgust x Participant’s Age x 
Facial Masculinity 
.02 (.02) 1.25 (382) .212 
Pathogen Disgust x Participant’s Age x 
Stimuli Age Group 
-.000 (.001) -.46 (382) .647 
Pathogen Disgust x Facial Masculinity x 
Stimuli Age Group 
.001 (.001) 1.05 (382) .295 
Participant’s Age x Facial Masculinity x 
Stimuli Age Group 
.001 (.001) 1.58 (382) .113 
Pathogen Disgust x Participant’s Age x 
Facial Masculinity x Stimuli Age Group 
.001 (.001) 1.14 (382) .252 
 
Random Effects (Variance Components) from Combined Face Sets Analysis 
The variance components from the HLM analysis that combined both face sets are reported 
in Table S7, which includes values from both the empty model (with no predictors), and a model 
that includes all predictors. The variance between participants’ intercepts refers to the variance in 
mean attractiveness ratings between participants, the variance in slope refers to the variance in 
strength of relationship between the Level 1 predictor and attractiveness ratings, while residual 
variance at Level 1 refers to variance in attractiveness ratings unaccounted for by the model. 
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Table S7. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Variance between participants’ intercepts .54 .59 
Variance in slope of rated facial masculinity 
on attractiveness preference between 
participants 
 .11 
Variance in slope of stimuli age on 
attractiveness preference between 
participants 
 .36 
Residual variance at Level 1 .84 .69 
 
Analysis using Objective Facial Masculinity 
Objective facial masculinity was calculated using concepts from geometric morphometrics, 
the statistical analysis of shape through landmark coordinates (Bookstein, 1991; Zelditch et al., 
2004). This method has been used to calculate facial masculinity scores based on objective 
phenotypic differences between male and female faces (Gangestad, Thornhill, et al., 2010; Lee et 
al., 2014; Scott et al., 2010). One hundred and sixty four landmarks were manually placed on 
photographs of the males from both face sets, and equivalent females from the same face sets (55 
women from Face Set 1 ranging from 19 to 55 years, and 40 women from Face Set 2 ranging from 
18 to 53 years). To extract shape information from raw facial landmarks, we conducted a 
generalised Procrustes analysis including all male and female faces from both Face Sets (Zelditch et 
al., 2004) on raw x- and y-coordinates. This procedure removes effects not due to shape (i.e., 
translation, rotation, and size), thus reducing facial configurations to purely shape information. The 
coordinates are then transformed into shape variables via a principal components analysis. Shape 
variables are a decomposition of the landmark coordinates, completely maintain shape information, 
and can be used in conventional statistical tests. To compute a data-driven measure of facial 
masculinity, we conducted a discriminant-function analysis (DFA) with sex as the grouping 
variable (male = 0, female = 1). The DFA produces a linear combination of shape variables that best 
discriminates between male and female configurations. Thus, the discriminant function from this 
analysis represents the sexual-dimorphism dimension. To reduce the risk of model overfitting, we 
only included shape variables that explained more than 1% of total shape variation in faces into the 
DFA (16 shape variables). 
The point-biserial correlation between participant’s sex and the discriminant score was .81, 
which is slightly higher than previous studies (Gangestad, Thornhill, et al., 2010; Lee et al., 2014). 
The correct classification rate of sex by the DFA was 91%, which is between levels previously 
reported (Lee et al., 2014; Scott et al., 2010). For men, the correlation between rated masculinity 
and objective masculinity score was r = .38, which is higher than that found in previous research 
(Lee et al., 2014). 
Once objective masculinity was computed, we ran the same multilevel model as described 
for Study 3, except rated masculinity scores were replaced with objective masculinity scores. The 
variance components from the HLM analysis that combined both face sets are reported in Table S8, 
which includes values from both the empty model (with no predictors), and a model that includes 
all predictors. The variance between participants’ intercepts refers to the variance in mean 
attractiveness ratings between participants, the variance in slope refers to the variance in strength of 
relationship between the Level 1 predictor and attractiveness ratings, while residual variance at 
Level 1 refers to variance in attractiveness ratings unaccounted for by the model. 
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Table S8. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Variance between participants’ intercepts .54 .52 
Variance in slope of objective facial 
masculinity on attractiveness preference 
between participants 
 .04 
Variance in slope of stimuli age on 
attractiveness preference between 
participants 
 .39 
Residual variance at Level 1 .84 .69 
 
The fixed effects from the HLM analysis are reported in Table S9. The pattern of results is 
identical to that of rated masculinity. The pattern of results was the same here than with the analysis 
using rated masculinity, which suggests that results are not specific to subjectively rated 
masculinity. 
 
Table S9. HLM (γ) coefficients (with standard errors) and associated t statistics for estimated fixed 
effects. 
 γ (SE) t (Approx. df) p-value 
Intercept -.01 (.03) -.28 (382) .777 
Pathogen Disgust -.14 (.03) -5.18 (382) < .001*** 
Participant’s Age .09 (.03) 3.46 (382) <.001*** 
Objective Facial Masculinity -.04 (.004) 10.51 (382) < .001*** 
Stimuli Age -.04 (.02) -39.95 (382) < .001*** 
Participant’s Age x Objective Facial 
Masculinity 
.01 (.004) -1.34 (382) .178 
Participant’s Age x Stimuli Age .07 (.03) 3.36 (382) <.001*** 
Pathogen Disgust x Participant’s Age  -.06 (.03) -2.13 (382) .031* 
Pathogen Disgust x Objective Facial 
Masculinity 
-.01 (.02) -1.73 (382) .084 
Pathogen Disgust x Stimuli Age .01 (.02) .50 (382) .614 
Objective Facial Masculinity x Stimuli Age .11 (.01) 14.09 (382) < .001*** 
Pathogen Disgust x Participant’s Age x 
Objective Facial Masculinity 
.01 (.005) 1.49 (382) .135 
Pathogen Disgust x Participant’s Age x 
Stimuli Age Group 
.01 (.02) .48 (382) .628 
Pathogen Disgust x Objective Facial 
Masculinity x Stimuli Age Group 
.005 (.01) .65 (382) .513 
Participant’s Age x Objective Facial 
Masculinity x Stimuli Age Group 
-.01 (.01) -1.12 (382) .262 
Pathogen Disgust x Participant’s Age x 
Objective Facial Masculinity x Stimuli Age 
Group 
.001 (.01) .15 (382) .877 
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Appendix E. 
 
Supplementary material for: 
 
Lee, A. J., Brooks, R. C., Potter, K. J., & Zietsch B. P. (Submitted) Individual differences in 
pathogen avoidance and resource scarcity is associated with mate preference for different 
waist-to-hip ratios, shoulder-to-hip ratios, and body mass index. 
 
 
Supplementary Material 
 
Analysis for Study 1 
For Study 1 the following equations were tested using Hierarchical Linear Modelling 
(HLM). Formally, the Level 1 no-intercept model can be expressed as: 
 
yij = β0j (Intercept) + β1j (WHR/SHR) + β2j (BMI) + rij  
(1) 
 
where yij represents the attractiveness rating of the ith body made by the jth participant, β1j 
represents the average association between WHR (for males rating female bodies) or SHR (for 
females rating male bodies) on attractiveness rating, β2j represents the average association between 
BMI and attractiveness rating, while rij represents the Level 1 error. 
Level 2 models can be expressed as: 
 
β1j (Intercept) = γ10 + γ11 (Age) + γ12 (SES) + γ13 (Pathogen disgust) + γ14 (Moral 
disgust) + γ15 (Sexual disgust) + u1j 
β2j (WHR/SHR) = γ20 + γ21 (Age) + γ22 (SES) + γ23 (Pathogen disgust) + γ24 (Moral 
disgust) + γ25 (Sexual disgust) + u2j 
β3j (BMI) = γ30 + γ31 (Age) + γ32 (SES) + γ33 (Pathogen disgust) + γ34 (Moral disgust) + 
γ35 (Sexual disgust) + u3j 
(2) 
 
where, for example, γ10 represents the intercept for attractiveness rating; γ11, γ12, γ13, γ14, and 
γ15 are the coefficients that tested the main effect of particiant’s age, SES, pathoge disgust, moral 
disgust, and sexual disgust, respectively, on attractiveness rating; γ21, γ22, γ23, γ25, and γ25 represents 
the interaction between WHR/SHR with the Level 2 predictors; and u1j represents the level 2 error. 
Level 1 predictors were group mean centred, while Level 2 predictors were grand mean centred. 
 
Random Effects (Variance Components) of Main Analysis for Study 1 
The variance components from the HLM analysis are reported in Table S1, which includes 
values from both the empty model (with no predictors), and a model that includes all predictors. 
The variance between participants’ intercepts refers to the variance in attractiveness ratings between 
participants, the variance in slope refers to the variance in strength of relationships between Level 1 
predictors (body shape indices) on attractiveness ratings between participants, while residual 
variance at Level 1 refers to variance in masculinity preference unaccounted for by the model. 
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Table S1. The variance components (in standard deviations) for estimated random effects of the 
HLM model. 
 Empty Model Predicted Model 
Men rating women’s bodies   
Variance between participants’ intercepts 13.76 13.58 
Variance in slope of WHR on attractiveness 
ratings between participants 
 3.46 
Variance in slope of BMI on attractiveness 
ratings between participants 
 7.30 
Residual variance at Level 1 20.69 15.63 
Women rating men’s bodies   
Variance between participants’ intercepts 14.72 14.63 
Variance in slope of SHR on attractiveness 
ratings between participants 
 2.53 
Variance in slope of BMI on attractiveness 
ratings between participants 
 8.31 
Residual variance at Level 1 19.79 17.85 
 
Reanalysis of Study 1 using Actual Waist/Shoulder Width 
To test whether effects found in Study 1 were specific to WHR/SHR ratios, or simply the 
manipulation of waist girth/shoulder width, we reanalysed the data replacing WHR/SHR ratios in 
the multilevel model with actual waist circumference/shoulder width (for female and male bodies 
respectively), and hip circumference of the bodies. The fixed effects from the HLM analysis are 
reported in Table S2. 
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Table S2. HLM (γ) fixed effects coefficients (and standard errors) and associated t statistics for age 
SES, pathogen disgust, moral disgust, and sexual disgust in the model predicting preference slopes 
for waist circumference/shoulder width, hip circumference, and BMI. 
 Males rating 
females 
  Female rating 
males 
 
 γ (S.E.) t (df = 257)  γ (S.E.) t (df = 250) 
Intercept 49.09 (.86) 57.16***  50.39 (.94) 53.56*** 
Age .50 (.89) .56  -.51 (1.00) -.51 
SES 1.25 (.87)  1.44  .64 (.97) .66 
Pathogen Disgust -.85 (.93) -.91  -1.35 (1.04) -1.30 
Moral Disgust 3.77 (.91) 4.15***  .74 (1.02) .72 
Sexual Disgust .79 (.93) .86  1.13 (1.04) 1.09 
Waist 
Circumference/Shoulder 
Width Preference 
     
  Intercept -2.32 (.11) -21.21***  3.58 (.20) 18.15*** 
    Age .05 (.11) .48  .04 (.21) .21 
    SES .20 (.11) 1.85  -.31 (.20) -1.52* 
    Pathogen Disgust -.37 (.12) -3.15**  .30 (.22) 1.40 
    Moral Disgust .04 (.12) .36  .21 (.22) .32 
    Sexual Disgust .23 (.12) 1.98*  -.11 (.22) -.49 
Hips Circumference 
Preference 
     
  Intercept -2.39 (.17) -13.96***  -7.26 (.45) -16.04*** 
    Age .07 (.18) .38  .62 (.48) 1.30 
    SES .19 (.17) 1.11  -.51 (.47) -1.09 
    Pathogen Disgust -.07 (.19) -.36  -.49 (.50) -.98 
    Moral Disgust -.32 (.18) -1.74  -.52 (.49) -1.04 
    Sexual Disgust -.08 (.18) -.43  -.05 (.50) -.09 
BMI Preferences       
  Intercept 2.06 (.60) 3.43***  17.65 (1.14) 15.50*** 
    Age -.49 (.62) -.79  -1.08 (1.21) -.89 
    SES -.53 (.61) -.87  .22 (1.18) .19 
    Pathogen Disgust .37 (.65) .61  1.45 (1.26) 1.15 
    Moral Disgust .55 (.64) .87  2.57 (1.24) 2.06* 
    Sexual Disgust -.46 (.65) -.72  .24 (1.26) .19 
 
These results indicate that result that pathogen disgust moderated WHR preference reported 
in the analysis in the main text may be explained more simply by manipulation of waist girth. 
However, we did not find any associations with shoulder width in line with what was found with 
SHR preferences in the main text; therefore, this could suggest that those findings are specific to the 
ratio between shoulder and hip measurements. 
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Appendix F. 
 
Supplementary material for: 
 
Lee, A. J., Mitchem, D. G., Wright, M. J., Martin, N. G., Keller, M. C., & Zietsch, B. P. (2014) 
Genetic factors increasing male facial masculinity decrease facial attractiveness of female 
relatives. Psychological Science 25(2), 476-484. 
 
 
Supplementary Information 
 
In the main article, we reported a modest (but significant) association between our objective 
face shape masculinity measure and observer-rated facial masculinity (r = .23, p < .001 for men, r = 
.25, p < .001 for women). As noted, the modest size of these correlations is in part because the 
observer-ratings of masculinity are influenced by non-shape facial information whereas the 
objective scores are not.   
To demonstrate this, we report supplementary analyses showing that the correlation of our 
objective face shape masculinity measure with the shape component of the rated masculinity 
measure is much stronger than with the overall rated masculinity measure. To extract the shape 
component of the rated measure, all shape variables (i.e. principle components of Procrustes 
coordinates, see Methods in main text) were entered simultaneously as predictors in a regression 
with rated masculinity as the dependent variable. Regressions were conducted separately for males 
and females. Overall, these regression equations significantly predicted rated masculinity (R2 = .21, 
p < .001 for males, R2 = .21, p < .001 for females) showing that the shape information is 
significantly influencing the ratings of facial masculinity. These regression equations also allow 
computation of each individual’s predicted observer-rated masculinity based on the individual’s 
landmark-based shape variables. This score represents the shape component of individuals’ 
observer-rated facial masculinity.  
The association of objective face shape masculinity with the face shape component of 
observer-rated facial masculinity (r = .53, p < .001 for males, r = .57, p < .001 for females) was 
much stronger than with overall observer-rated facial masculinity, consistent with the proposition 
that the latter association is reduced by the influence of non-shape information on the ratings.  
A mediation analysis (Figure S1) shows that the shape component of observer-rated facial 
masculinity completely mediates the association between objective face shape masculinity and 
overall observer-rated facial masculinity (Sobel’s Ζ = 8.81, p < .001 and Sobel’s Ζ = 9.43, p < .001 
for males and females respectively).  
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Figure S1. The association between objective face shape masculinity and observer-rated facial 
masculinity is completely mediated by the shape component of observer-rated facial masculinity 
(i.e. the relationship is zero with mediator is in the model).  
 
 
