Conditions of coercive solvability of third-order differential equation with unbounded intermediate coefficients
Introduction and Main Theorems
We consider the following linear differential equation: where x ∈ R = (−∞, +∞) and f ∈ L 2 := L 2 (R). By C (j) loc (R) (j = 0, 1, 2, ...) we denote the set of the j-times continuously differentiable functions in the every compact, C (0) loc (R) = C loc (R) is the set of the continuous functions. We assume that r ∈ C (2) loc (R), q ∈ C (1) loc (R), s ∈ C loc (R) in (1.1) are real functions, in general, they are unbounded. We denote by L the closure in L 2 of the operator L 0 defined on the set of three times continuously differentiable functions with compact support C (3) 0 (R). Definition 1.1. The function y ∈ L 2 is called a solution of the equation (1.1), if y ∈ D(L) and Ly = f . In future, by C, C 1 , C 2 and etc. we will denote the positive constants, which, generally speaking, are different in the different places.
Definition 1.2. The solution y of the equation (1.1) is called a maximally L 2 -regular, if the following estimate holds:
2)
where · 2 is a norm in L 2 . The inequality (1.2) is called the maximal L 2 -regularity estimate. If (1.2) holds, then the operator L is said to be separable in L 2 . The purpose of this work is to find the sufficient conditions for correct solvability of the equation (1.1) and the fullfilment of the estimate (1.2) for a solution of the equation (1.1). The important examples of the equation (1.1) are the Korteweg-de Vries equation (linearized) and its modifications that describe the wave propagation and are used in the problems of a gas dynamics (see [1] and the references therein), as well as the composite type equations that are used in the hydrodynamics and hydromechanics [2] . Furthermore, the equation (1.1) appear in the case that we apply the Fourier method to the partial differential equations of mathematical physics. The other applications of the third-order differential equations can be seen in [3] [4] [5] [6] .
The smoothness problems for solutions of the equation (1.1) are of a great interest. The case of the bounded domains and smooth scalar coefficients are well understood and sufficiently well described in the known literature. In the case that the domain is unbounded, although the solution of the odd-order equation (1.1) is local smooth, but it may not belong to the Sobolev spaces. This fact causes some difficulties for study of (1.1).
The estimate (1.2) is very important for the study of singular nonlinear differential equations [7] . The maximal regularity problem for the second-order partial differential equations were investigated by P.C. Kunstmann, W. Arendt, M. Duelli, G. Metafune, D. Pallara, J. Prüss, R. Schnaubelt, A. Rhandi [7] [8] [9] [10] in the case that their intermediate coefficients are unbounded, although they were controlled by the potential. This problem for a degenerate second-order differential operator was studied in [11] .
The maximal regularity (separability) problem for a singular third-order equation has been investigated, mainly, for the following two-terms equation (see [12] [13] [14] [15] [16] [17] [18] [19] and the references therein)
In [12] [13] [14] [15] [16] [17] [18] [19] were obtained conditions for the continuous invertibility and separability of the operator K in L p (R) (1 < p < +∞). However, we can not use their results to investigate of the equation ( .3) are different. For example, the solution of (1.1) belongs to L 2 in the case only that the functions r and q satisfy some additional conditions. The question of maximum regularity for other elliptic and parabolic equations defined in infinite domains has been investigated in many papers [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] .
In the present paper, we consider the following two cases for the intermediate coefficients r and q of (1.1): a) the growth of the function r does not depend on q and s; b) the growth of the function q does not depend on r and s.
For continuous functions p and v = 0, we denote
β p,v, j (τ ) (j = 0, 1), Theorem 1.1. Assume that the functions r, q and s satisfy the following conditions:
Then for any right-hand side f ∈ L 2 there exists a unique solution y of the equation (1.1). Moreover, for y the estimate (1.2) holds.
In the theorem the growth of coefficients q and s are controlled by r. Remark 1.1. The condition |r| ≥ 1 in (1.4) can be replaced by the inequality |r| ≥ δ > 0. To show this statement it is enough to put x = √ δt in (1.1), where t ∈ R. The following equation:
satisfies (see Example 2.1 below) the conditions of Theorem 1.1, consequently, the equation (1.7) is uniquely solvable, and for its solution y the following estimate holds:
In the following theorem the growth of r and s are controlled by coefficient q. Theorem 1.2. Assume that the functions r ∈ C
loc (R) and s ∈ C loc (R) satisfy the following conditions:
Then for any f ∈ L 2 there exists a unique solution y of the equation (1.1). Moreover, for y the estimate (1.2) holds. Remark 1.2. In Theorem 1.2 the condition q ≥ 1 can be replaced by q ≥ δ > 0. To show this statement it is enough to put x = δt in the equation (1.1).
The conditions of Theorem 1.2 satisfy the coefficients of the following equation:
The case that the coefficient r is growing independently
In this section we investigate the equation (1.1) in the case that the growth of the function r does not depend on q and s. First, we consider the following linear two term differential equation:
loc (R). We denote by l the closure in L 2 of the operator l 0 defined on the set of three times continuously differentiable functions with compact support C The following statement is proved in [36] . Lemma 2.1. Let the function r be a twice continuously differentiable function and it satisfies the following conditions:
Then for any right hand side h ∈ L 2 there exists a unique solution y of the equation (2.1). Moreover, for y the following estimate holds (i.e. y is maximally L 2 -regular):
Proof of Theorem 1.1. We put x = at (0 > 0, t is new variable) in the equation (1.1). Then (1.1) become the following form:L
where y (at) =ỹ (t), r (at) =r (t), q (at) =q (t), s (at) =s (t), a 3 f (at) =f (t) and a 3 L a y =L aỹ . First, we consider the following equation:
We denote by l a a closure in L 2 of the operator l 0a defined in C
0 (R). We have a −1r (t) ≥ δ > 0. By Remark 1.1 and Lemma 2.1, for any functionh ∈ L 2 there exists a unique solutionỹ of the equation (2.3) and forỹ the following estimate holds: 
Then by Lemma 2.1 and the well-known perturbation theorem [38; 196] , there exists a unique solution of the equation (2.2). Now, we show the maximal L 2 -regularity estimate for a solution of the equation (2.2). By (2.7),
(2.8)
By the estimates (2.4), (2.7) and (2.8),
(2.9) (2.9) is the desired estimate for a solutionỹ of the equation (2.2). By replacing t = x a , we get that there exists a unique solution y of the equation (1.1), moreover, for it the estimate (1.7) holds.
Example 2.1. We consider the following equation for any x > 0
Analogously, we obtain α q, r, 0 (x) = β q, r, 0 (−x) ≤ 
For any x, η ∈ R such that |x − η| ≤ 1 In this section we consider the equation (1.1) in the case that the function q is fast growing function. First, we consider the following differential equation:
(3.1)
We denote byl a closure in L 2 of the operatorl 0 y = −y + q (x) y defined in C
0 (R). The element y ∈ D(l) such asly = u, is called a solution of the equation (3.1) .
then for any u ∈ L 2 there exists a unique solution y of the equation (3.1). Moreover, for y the following estimate holds:
Proof. Let y ∈ C Taking into account the condition (3.2), by the Holder inequality, we obtain
Then by (3.2) and (3.4), and
0 (R) with respect to the norm y W = √ q y 2 + y 2 . According to (3.8) 
is a Banach space, therefore there exists an element z such as y n − z W → 0 (n → ∞). Then by (3.6), z ∈ D(l), furthermore, z is a solution of (3.1). Passing to the limit at n → ∞ in (3.7), we obtain the inequality (3.3) for z with C = 2γ 1, √ q,0 + 1.
By (3.3) and Definition 2.1, there exists the inversel −1 to the operatorl. So, a solution of the equation (3.1) is unique.
We show, that for any u ∈ L 2 there exists a solution of the equation (3.1). By Definition 2.1, it is sufficient to prove that R(l) = L 2 . Assume the contrary, let R(l) = L 2 . Then there exists the non-zero element z (x) ∈ R(l) ⊥ : l y, z = 0 for any y ∈ C 
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From (3.9), taking into account that q (x) ∈ C (1)
loc (R). We consider two cases with respect to C 1 .
1. C 1 = 0. Then, we can assume, that C 1 = 1:
The general solution z of this equation belongs to C
loc (R) and is represented in the following form:
where z 1 (x) and z 2 (x) are two linearly independent solutions of the homogeneous equation z − q(x)z = 0 and
is the Green function of the Sturm-Liouville operator. It is known that z 1 (x) > 0 and z 2 (x) > 0. By well-known comparison theorem and maximum principle, for any x ∈ R the following estimates hold: So, z / ∈ L 2 . 2. Let C 1 = 0. Then the solution z of the equation (3.9) is represented as follows:
As mentioned above, z 1 (x) → +∞, z 2 (x) → 0 (x → +∞), and z 2 (x) → +∞, z 1 (x) → 0 (x → −∞). We have C 4 = 0 and C 5 = 0. So z (x) = 0, x ∈ R.
We have obtained contradictions, which show that R(l ) = L 2 . Lemma 3.2. Assume that the function q satisfies conditions of Lemma 3.1 and
Then for the solution y of the equation (3.1) the following estimate holds:
Proof. Let y be a solution of the equation (3.1). By (3.3), y ∈ L 2 . Assume, that y = z, then we obtain the following Sturm-Liouville equation:
By conditions of Lemma, the solution z of the last equation satisfies the following estimate [39; 199] :
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Proof. In (3.13) we put x = at, where a > 0 and t ∈ R. Then a 3l y = −y ttt (at) + a 2 q (at) y t (at) + a 3 s (at) y (at) = a 3 u (at).
If we introduce the notations y (at) =ỹ (t) , q (at) =q (t) , s (at) =s (t) , a 3 u (at) =ũ (t) a 3l y =lỹ, then (3.13) become the following form:lỹ
We denote byl a a closure in L 2 of the differential expressionl 0aỹ = −ỹ + a 2qỹ defined on C
0 (R). Since a 2q (t) ≥ δ > 0, by Lemma 3.1 and Remark 1.1, the operatorl a is continuously invertible and the following estimate holds: (3.20)
The estimates (3.19) and (3.20) imply
By replacing t = a −1 x, we obtain the estimate (3.15) . is continuously invertible, and for any y ∈ D(l) the following estimate holds:
(3.21)
Taking into account the condition (1.11), for any y ∈ C Then, by (3.15) , . so,
It is clear that this inequality holds for any y ∈ D(l). Then by Theorem 1.16 [38; 196] the operator Ly =ly +ry is closed and invertible, and its inverse L −1 is defined in all of L 2 . By (3.22) , for any y ∈ C
Then, by (3.21) and (3.22) , for any y ∈ C
Taking into account that the operator L is closed, we obtain that the last estimate holds for a solution of the equation (1.1).
Example 3.1. We consider the following equation 
For any x, η ∈ R such that |x − η| ≤ 1 we obtain
Further, 
