Abstract. In the framework of an explicitly correlated formulation of the electronic Schrödinger equation known as the transcorrelated method, this work addresses some fundamental issues concerning the feasibility of eigenfunction approximation by hyperbolic wavelet bases. Focusing on the two-electron case, the integrability of mixed weak derivatives of eigenfunctions of the modified problem and the improvement compared to the standard formulation are discussed. Elements of a discretization of the eigenvalue problem based on orthogonal wavelets are described, and possible choices of tensor product bases are compared especially from an algorithmic point of view. The use of separable approximations of potential terms for applying operators efficiently is studied in detail, and estimates for the error due to this further approximation are given.
Introduction
The Schrödinger equation is the basic equation of non-relativistic quantum physics. In its time-dependent form, it describes the time evolution of quantum states; in the stationary case considered here, it is an eigenvalue problem which has as its solutions the possible quantum states the physical system can attain.
For the description of molecular systems, it is usually sufficient to only describe the electrons by the Schrödinger equation and model the nuclei as classical particles. Assuming a system of n electrons and some given nuclei, indexed by ν, of charges Z ν clamped at positions a ν ∈ R 3 , this so-called Born-Oppenheimer approximation leads to the electronic Schrödinger equation for the wavefunction u : (R
For each electron, we have coordinates (x, σ) ∈ R 3 × {− (x j , σ j ) for any i = j. Due to the symmetry properties of the Hamiltonian, the problem reduces to solving (1.1) on R 3n for n/2 different fixed spin configurations, where each of the resulting spatial components needs to be antisymmetric under exchange of spatial coordinates of electrons that have equal spin; in what follows, by a solution of (1.1) we always mean such a spatial component for a certain spin configuration.
Without the two-electron interaction potentials |x i −x j | −1 , these solutions would be antisymmetrized products of single-electron orbitals, i.e., of functions on R 3 . This is the approximation made in the Hartree-Fock method, which gives surprisingly good results for many systems, but only gives strict upper bounds for the energies λ in the presence of two-electron interaction terms.
Post-Hartree-Fock methods such as configuration interaction or coupled cluster aim to improve the HartreeFock approximation by combining several antisymmetrized products. Although these standard methods based on expansions into products of one-electron orbitals can give good first approximations, the actual convergence towards the exact solution is very slow. The main reason is that the solution is nonsmooth at singularities of potentials. The cusps arising from the nuclear potentials are quantitatively stronger, but can be approximated very efficiently using standard methods based on Gaussian-type basis functions, whereas the correlation cusps at two-electron coalescence points turn out to be the most problematic aspect.
The simplest system where this can be observed is Helium, consisting of one nucleus of charge Z = 2 and two electrons, where (1.1) becomes
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The first-order behavior at the cusp was characterized by [34] ; in the form given in [20] it amounts to the assertion that eigenfunctions u of (1.2) can be written as
with w ∈ C 1,α (R 3n ) for α ∈ (0, 1) -in other words, in the vicinity of two-electron coalescence points, u looks essentially like 1 + 1 2 |x 1 − x 2 |. It was shown in [18] that approximation of such a function by a sum of N products of one-electron functions can at best give an H 1 -error that decays almost as N −1/2 , and available Post-Hartree-Fock methods based on this type of approximation actually perform worse.
Methods that aim to improve on this situation have a long history, starting with the work of Hylleraas in 1929 [33] , who provided the first accurate calculations of the ground state of Helium. Exploiting symmetries of this particular situation, he used an expansion of the form ψ ≈ exp (−ζs)
with coordinates s = |x 1 | + |x 2 |, t = |x 1 | − |x 2 |, u = |x 1 − x 2 | and unknowns ζ and C ijk . Despite the excellent results this method yields for Helium and, in a much more complicated form, for three-or four-electron atomic systems, the approach is very difficult to adapt to more electrons or more complicated molecular geometries. It was observed, however, that including terms that are linear in |x 1 − x 2 | into standard orbital expansions already yields significantly improved results, which leads to the class of R12 methods. The factors depending on |x 1 − x 2 | that are included in the expansion are referred to as correlation factors or Jastrow factors in this context; when combined with standard methods that use a small set of Gaussian-type basis functions, the particular choice of such factors can have considerable influence on the quality of the results, cf. [47] .
Despite the success and versatility of quantum chemical methods based on Gaussian basis sets, their mathematical understanding remains limited, and they do not offer a systematic way of controlling errors and refining approximations. The eigenfunction regularity results of Yserentant [48, 49] show that it is in principle possible to obtain a discretization with controlled error based on sparse grid-or hyperbolic wavelet-type approximation schemes. For practically relevant problems, there is a lot of work to be done before such generic methods can be expected to be competitive with optimized, problem-specific Gaussian methods, but they offer a starting point for electronic structure methods that facilitate a rigorous analysis. Our objective is to advance in this direction.
In the regularity results for n-electron eigenfunctions of (1.1) collected in [49] , and the recent improvement in [37] , the obstacle for higher regularity -and thus for a further reduction of approximation complexity -lies in the electron-electron cusp. In the present work, we use an explicitly correlated ansatz to arrive at a modified problem where the electron-electron singularities are eliminated. We adapt the basic argument of [48] to quantify the resulting improvement in regularity of solutions, which allows to reduce the complexity of representing a twoelectron wavefunction using sparse tensor products of wavelets down to almost that of a one-electron problem, hence approaching practical feasibility.
In Section 2, we discuss a particular explicitly correlated formulation known in the computational chemistry literature as the transcorrelated method. In Section 3, a regularity result for the correspondingly modified eigenfunctions in the two-electron case is proven, and some basic consequences for approximation by wavelets are discussed in Section 4. The actual aim is of course not only to represent a solution, but to solve an eigenvalue problem; therefore in Section 5, we discuss some important prerequisites for computational schemes. This concerns in particular the efficient approximate application of operators, and the related question of suitable tensor product wavelet bases.
After completion of the regularity results in Section 3, we have become aware of the recent work by Yserentant [50] that contains these results as a special case. Since it allows some substantial simplifications as compared to the general proof for n electrons in [50] , and highlights the role of explicit correlation more clearly for our further discussion, we include our short proof for the two-electron case.
Transcorrelated formulation
In this section, we consider a specific way of incorporating information on the electron-electron cusp into approximations of wavefunctions: the electron-electron singularities are eliminated at the price of introducing additional nonsymmetric first-order two-electron terms and symmetric zero-order three-electron terms, whereas the single-electron parts of the Hamiltonian are unchanged.
For the weak formulation of the eigenvalue problem, we define the bilinear form a for u, v ∈ H 1 (R 3n ) as
with the potential terms
where ·, · denotes the duality pairing induced by the L 2 -inner product. In explicitly correlated methods, an ansatz for u is made that explicitly includes the correct first-order behavior of the electron-electron cusp, and v is chosen accordingly to obtain a favorable modified bilinear form. For the further discussion, let
A first option, related to the mentioned R12 methods, would be an ansatz u = (1 + F )ϕ, v = (1 + F )τ . This preserves symmetry of the Hamiltonian, but leads to rather complicated four-electron integrals.
The approach we will follow here corresponds to taking u = exp(F )ϕ, v = exp(−F )τ instead, which can be interpreted as a similarity transformation and in the computational chemistry literature is referred to as a transcorrelated method. Although it entails loss of symmetry of the bilinear form, it completely eliminates the two-electron singularities and avoids four-electron integrals.
It is also possible to modify the correlation factor exp(F ) to a uniformly bounded function and still achieve the same effect. This is important for modelling the correct decay behaviour when using Gaussian basis sets, but especially for the two-electron case is not a major issue in our setting. Therefore, and to avoid more complicated expressions, we use the unbounded correlation factor exp(F ) in what follows.
For ϕ, τ ∈ H 1 (R 3n ), the modified bilinear form is given bỹ
Written out in full, we havẽ
The strong form of the modified problem (2.3) was also used to obtain the regularity results in [20] already mentioned above. In the quantum chemistry literature, the formulation seems to appear first in [32] ; it was used in computational schemes for Gaussian-type orbitals for instance in [6, 41, 46, 54] . Quite promising numerical results using Gaussian basis sets for Helium for the particular Hamiltonian corresponding to (2.3) are given in [36] .
We begin by establishing the connection between a andã, see also [50] .
is an eigenfunction ofã with the same eigenvalue,
Proof. From Lipschitz continuity of e −|·| and the chain and product rules for weak differentiation (cf. [23] ) it follows that e
Now on the one hand,
on the other hand by integration by parts and noting that ΔF = 2V ee ,
Putting this together, using that e −F τ ∈ H 1 (R 3n ) and that u solves (2.1),
and by density we obtain the assertion.
As mentioned, the disadvantage of the modified problem forã is that the symmetry of the bilinear form a is lost. This has the further consequence that for an eigenfunction u with eigenvalue λ of a, the solutions of the adjoint problemã (τ, w
are different from those of (2.4): it will be shown below that (2.5) is solved by w * = e F u, given that this product is contained in H 1 (R 3n ). Whereas e F u ∈ H 1 loc (R 3n ) follows as in the proof of Proposition 2.1 from u ∈ H 1 (R 3n ), for unbounded F global square integrability of w * now depends on the decay properties of u. The decay behavior of eigenfunctions of Schrödinger operators has been studied quite extensively, see the monograph [2] . We quote a result given in [49] that is most appropriate for our purposes.
is an eigenfunction belonging to an eigenvalue λ in the discrete spectrum of (1.1), then for any δ > 0 with δ < √ 2d λ , 
A mixed regularity estimate
In this section, we study regularity properties relevant for sparse tensor product discretizations of the modified eigenfunctions w from Proposition 2.1. From here on, we restrict the discussion to the two-electron case; in Sections 4 and 5, we put these results in context with computational aspects, where this case already poses formidable difficulties.
We will use certain standard Sobolev spaces of dominating mixed derivatives, employing a notation adapted to our purposes. For s, k > 0 and n ∈ N, we define the Sobolev space 
where
This regularity statement for w cannot be expected to be sharp. For u, it is shown in [48] by similar arguments as adapted here that u ∈ H 1/2,1 (R 3 ; 2); in [37] , this is improved to the sharp result u ∈ H s,1 (R 3 ; 2) for s < 
We shall also use the space H 1,−1 (R 3 ; 2) defined by duality. The proof of Theorem 3.1 requires a few preparatory results. We follow the basic strategy of [48] : First, we show boundedness and ellipticity in H 1,1 of the augmented bilinear form
for μ > 0 large enough; it then remains to be verified that the solution of the corresponding eigenvalue problem, which has the desired smoothness, actually coincides with the solution w of the problem (3.3). For ellipticity and coercivity, we need appropriate estimates for the potential terms in b. For the case of the single-particle potential V ne , it was shown in [48] that
A new estimate is required for the modified electron-electron operator
It is at this point that the explicit correlation comes into play: since a better estimate than for the two-electron Coulomb potential is possible, eventually one obtains higher regularity. We make use of the following Hardy-type inequality, cf. [49] , Section 5.4,
Proof. The first estimate is clear. For the second estimate, we need to show
The term with D y u on the left hand side can then be treated analogously. Using the product rule on the left hand side of (3.8) gives
The integrals for the rightmost term in (3.8) with third derivatives of u can be estimated directly by |u| 1,1 |v| 1,0 , since the coefficient is uniformly bounded. For the first term in (3.9), which contains second derivatives of the coefficient, we obtain
where we have used (3.7). The middle terms in (3.9) can be estimated, again using (3.7),
where the roles of x i and y j can be interchanged. Altogether, this shows (3.8). 
w ∈ H 1,−1 (R 3 ; 2), and the variational problem
has a unique solution ψ ∈ H 1,1 (R 3 ; 2). Let v ∈ S(R 6 ), then we can integrate by parts on the right hand side to obtain
It can be verified as in [48] that one can integrate by parts in b as well, which yields
, by density also for any ϕ ∈ H 1 (R 6 ). By ellipticity, this implies ψ = w.
Remark 3.3.
One can slightly modify the proof along the lines of [49] , Chapter 5.1 and [50] to additionally obtain exponential decay of mixed derivatives, which in the present two-electron case can be phrased as follows: there existsγ > 0 such that exp (γ(|x| + |y|)) w ∈ H 1,1 (R 3 ; 2) for any γ, 0 < γ <γ. For more than two electrons, the modified variational formulation has been shown to be satisfied in Proposition 2.1 as well. The proof of a corresponding regularity estimate, however, leads to further complications due to the arising three-electron integrals, see [50] for the general case. Remark 3.4. As to be expected in view of Proposition 2.3, the proof of Theorem 3.1 does not carry over to the adjoint problem (2.5), but following the same reasoning as in [37] , one obtains that the solution of the adjoint problem is in H s,1 (R 3 ; 2) for s < 3 4 , i.e., has the same regularity as the eigenfunctions of the unmodified bilinear form a.
Approximation by wavelets
In this section, we discuss the implications of the regularity estimate of Theorem 3.1 for hyperbolic wavelet approximation of eigenfunctions of the correlated formulation (3.3), as well as appropriate choices of wavelet bases for numerical realizations.
The following will be based on an orthonormal wavelet basis for L 2 (R) with scaling function ϕ and wavelet ψ, where we set
and we use the basis starting from scaling functions at a suitable level j 0 ∈ Z,
Further details on the choice of wavelets and the reasons for working with an orthonormal basis are given in Section 4.2. We further introduce the abbreviations |λ| :
We assume in addition that ϕ, ψ ∈ H s * (R) for some s * > 2 and ψ has p ≥ 3 vanishing moments, which implies that
[11], Theorem 3.7.7. At some points of what follows, these regularity assumptions could be weakened at the expense of further technical difficulties; in Section 5.2, however, we shall use that ϕ, ψ ∈ H 2 (R). For dimensions d ≥ 1, we define the index sets
and corresponding tensor product basis functions with isotropic support, 
Hyperbolic wavelet bases
For d, D ∈ N, tensor product wavelets on R dD with anisotropic support can be defined by
There are two different options for the construction of basis functions for the n-electron case that are of interest in our context: choosing d = 3 and D = n, i.e., tensor products of single-electron basis functions, which directly corresponds to the regularity estimates of the previous section; or choosing d = 1 and D = 3n, i.e., 3n-fold tensor products of univariate wavelet bases. The first choice will also be referred to as a partially anisotropic, the second choice as a fully anisotropic tensor product basis. Under our above assumptions, for H s (R 3n ) we have the norm equivalences
see also [14, 26] , and in each case the correspondingly scaled basis functions provide Riesz bases of the respective function spaces. In what follows, for u ∈ L 2 (R 3n ) and Λ any set of wavelet indices, we shall denote by
We define two families of hyperbolic wavelet bases with discretization parameter L ∈ Z by the index sets
which are nonempty for L ≥ nj 0 and L ≥ 3nj 0 , respectively. In a finite element context, this construction is known as a sparse grid. For this type of discretization, the regularity estimate of Theorem 3.1 and the exponential decay of Theorem 2.2 can be combined to a simple approximation result for eigenfunctions of (3.3), which is not the best possible, but is included here rather for illustrative purposes; a more detailed analysis can be found in [51, 53] .
In the following, we restrict the approximation to a subset Λ of indices of the hyperbolic wavelet bases
that is confined to a region around the origin, and estimate separately the error due to truncation in space by Theorem 2.2 and the error due to truncation in level L by Theorem 3.1.
For eigenfunctions w ∈ H 1,1 (R 3 ; 2) as in Theorem 3.1, which also satisfy (2.6), the following applies with s = 1. 
Using the wavelet characterization (4.1),
Now on the one hand, by (4.2)
where we have used
, where we choose R ∼ L to balance the two expressions on the right hand side. The number of λ ∈ Λ := Λ R with |λ|
Remark 4.2. Although a deeper analysis allows to remove powers of L from #Λ, which has been shown in [53] using exponential decay of mixed derivatives, for s = 1 as for the explicitly correlated formulation (3.3) the above already gives a rate of almost (#Λ) −1/3 . For comparison, we can apply Theorem 4.1 to a direct hyperbolic wavelet discretization of the standard formulation (3.2): it has been shown in [48] (1, 6 ) L yield essentially the same convergence rate, with Λ (1, 6 ) L requiring more unknowns by a factor proportional to L 4 . Although this seems to indicate a disadvantage of the fully anisotropic basis, it should be noted that this reflects the underlying regularity assumptions, and that the comparison may change when more general sets of wavelet indices corresponding to assumptions on u different from those in Theorem 4.1 are used.
An advantage of the fully anisotropic construction that has been pointed out in [51] is that by the imbedding
, univariate wavelets of a certain Sobolev regularity characterize spaces of mixed smoothness corresponding to a larger range of convergence rates.
However, some particularly crucial differences between the fully and partially anisotropic constructions will become apparent later in the discussion of algorithmic issues.
Suitable wavelet bases
For obtaining approximations as in Theorem 4.1 as solutions of discretized eigenvalue problems, orthonormality of the underlying basis becomes almost a necessity, in particular when keeping the many-electron case in mind. First, given orthonormality, as noted in [14] , the condition numbers of the involved matrices, i.e., of the discretizations of identity, Laplacian, and potential operators, remain uniformly bounded with respect to the space dimension, i.e., the number of electrons n, whereas they would increase exponentially in n for any non-orthonormal basis. A second important point is that orthogonality allows efficient application of matrices arising from anisotropic tensor products in the higher-dimensional case. For bases that do not have at least some partial orthogonality properties, no algorithm of comparable scaling appears to be known. A further consequence of orthogonality is that the discretization of the identity is diagonal, and hence instead of a generalized eigenvalue problem only a standard eigenvalue problem needs to be solved. Finally, in view of extensibility to several electrons, antisymmetry properties are difficult to enforce for non-orthonormal basis functions.
Using a basis that is also stable, a simple diagonal scaling provides asymptotically optimal preconditioning for the discretized Hamiltonian; wavelet bases satisfy this requirement if they possess sufficient regularity and high enough vanishing moments. For orthonormal wavelet bases, the number of vanishing moments also determines the order of polynomial reproduction, hence it is desirable to have the option to use a higher number of vanishing moments for higher-order approximation.
From a computational point of view, basis functions should be compactly supported. This facilitates an efficient computation of integrals, greatly simplifies applying discretization matrices efficiently to a vector, and allows for local refinement of the subset of the basis that is used in the computation.
Taking these rather restrictive requirements together, there are not many known suitable choices. One are Daubechies wavelets [13] ; a possible alternative would be the piecewise polynomial continuous multiwavelets of [15, 16] as used for instance in [14] .
Although polynomial multiwavelets have some advantages over Daubechies wavelets, such as better properties for matrix compression in the context of adaptive schemes and substantially easier handling of integration, there is also a major disadvantage: with increasing approximation orders and smoothness requirements, the number of different multiwavelet basis functions in the one-dimensional construction increases fairly quickly, and this number in turn enters exponentially with respect to space dimension in the number of basis functions per dyadic grid point that need to be considered in the higher-dimensional case. In the present context, this presents a serious practical obstruction, and hence the following exposition, though in principle more generally applicable, pays particular attention to Daubechies wavelets.
Note that least asymmetric Daubechies wavelets have also been employed for density functional theory problems with smooth solutions in 3D [22] . Previous wavelet-based discretizations of the higher-dimensional Schrödinger equation have been based e.g. on globally supported Meyer wavelets [24] , approximately orthogonal Gaussian frames [25, 28] and semiorthogonal piecewise linear prewavelets [51] .
Exploiting structural properties for applying operators
Up to this point, we were dealing mainly with the question of how well eigenfunctions in an explicitly correlated formulation can in principle be approximated by hyperbolic wavelets. In this section we turn to basic prerequisites for the actual computation of such approximations as solutions of discretized eigenvalue problems. Although our main interest is the modified problem (2.4), the results of this section apply to the standard formulation (2.1) as well.
As a basic option, one can consider a wavelet-Galerkin discretization of the modified eigenvalue problem (2.4) defined by a subset of wavelet indices Λ, where under our assumption of an orthonormal basis, the discretized problem for the eigenfunction coefficient vector (u μ ) becomes
fixed a priori corresponds to the regularity and approximation results of the previous sections. However, the concepts discussed in the following may also be used in the framework of adaptive wavelet schemes, where a basic ingredient is the approximate evaluation of ⎛
where Λ, Λ may be more general index sets. Due to the anisotropy of basis functions, Galerkin discretization matrices arising from hyperbolic wavelet bases are in general almost dense. Therefore, assembling the matrices in (5.1) and (5.2) explicitly is out of the question. Instead, we aim to construct algorithms for applying these matrices to vectors with reasonable complexity. Note that by (4.1), a simple diagonal preconditioning yields condition numbers that are bounded independently of Λ, Λ .
We again focus on the basic case of two electrons, for simplicity restricting our discussion to the atomic case corresponding to Helium as in (1.2), i.e., the matrix entries read
3)
The basic strategy we follow to achieve fast application of matrices is to exploit tensor product structures. If the underlying operators have such structure themselves, this can be used directly as in the basic algorithms outlined in the following subsection. Especially in view of the two-electron operator, such a scheme by itself is not sufficient for (5.3). One could proceed by directly using matrix compression based on the vanishing moment properties of wavelets, resulting in a perturbed application of operators.
However, even assembling only parts required in the compressed application of the matrices corresponding to one-and two-electron potential operators in (5.3) is too expensive in practice: the number of nonzero entries per column in these matrices generally scales like the third or sixth power, respectively, of the support size of the scaling functions, which, particularly for Daubechies wavelets, is quite large.
This leads us to consider in Section 5.2 approximations for the coefficients that introduce auxiliary tensor product structures, which can also be seen as a very problem-specific type of compression. Making algorithmic use of such separable structures as described in the following subsection, the approximate operators can be applied with a scaling that is linear or quadratic, respectively, in the scaling function support size. The numerical work required for applying (5.3), both in terms of storage and of operators, is thus reduced by several orders of magnitude.
Matrix-vector products for hyperbolic wavelet discretizations
For operators that have a tensor product structure, efficient schemes for applying discretization matrices arising from subsets of (
, can be obtained by exploiting this product structure for certain blocks corresponding to different combinations of levels. To illustrate the schemes, we first consider a tensor product operator A = A (1) ⊗ A (2) and for some Λ, Λ ⊂ (∇ (d) ) 2 , d ∈ N, the task of applying the section
to a vector u = (u μ ) μ∈Λ . Here one is facing the difficulty that for Λ corresponding to a sparse grid, A Λ ,Λ itself does not have Kronecker product structure. The basis of the scheme introduced by Schwab and Todor in [43] for applying A Λ ,Λ to a vector are partitions
If such a decomposition holds,
Λ j,2 ,Λi,2 for i ∈ I, j ∈ I , and furthermore
where IΛ denotes the identity on each index setΛ. Now for each section corresponding to a pairing (i, j) ∈ I ×I , one can pick the order of applying the two factors in (5.5) that minimizes the size of the resulting intermediates.
Consider as an example a uniformly refined sparse grid, with
, assuming that for each combination of wavelet levels the sets of spatial indices have product structure. Let I = {i ∈ Z 2 : i ≥ j 0 , i 1 +i 2 ≤ L}, and let Λ i = {λ ∈ Λ : |λ 1 | = i 1 , |λ 2 | = i 2 } for i ∈ I, where uniform refinement yields #Λ i,k ∼ 2 di k and #Λ ∼ L2 dL . Then case (a) in (5.5) is used if i 1 + j 2 ≤ j 1 + i 2 , and case (b) otherwise. If A is a local operator, it can be shown that the operation count for applying A Λ ,Λ in this manner is proportional to L 3 2 dL , cf. [52] ; moreover, the scheme can be recursively extended to higher-dimensional sparse grids, cf. [29] .
The above method can be applied to fairly general subsets Λ of the full tensor product basis and stores only minimal intermediate results. It is, however, desirable to further reduce the number of required operations.
For the description of a scheme that can reduce the number of required operations at the expense of storing larger intermediate vectors, we impose more specific assumptions than (5.4) on Λ, Λ from the outset: let I, I ⊂ {i ∈ Z 2 : i ≥ j 0 } and let (5.4) hold with
Furthermore, we need the notations I k = {i k : i ∈ I}, I k = {i k : i ∈ I } for k = 1, 2, and
We then have A Λ ,Λ u = n∈N1×N2 v Λ ,n , where for each j ∈ I ,
The inner sums in (5.6) can be evaluated first, with results stored in an intermediate vector, where for each (n 1 , n 2 ), one chooses the order of summation in (5.6) that minimizes number of operations and intermediate storage.
When N 1 = N 2 = 1 and J 1,1 (j 1 ) = I 1 , J 2,1 (j 2 ) = I 2 for all j, the intermediate results will in general have the complexity of a full tensor product grid; if the J k,n are chosen to be the one-element subsets of I k , one obtains the scheme of Schwab and Todor as in (5.5).
In the case of the above example of a uniformly refined sparse grid with Λ = Λ and #Λ ∼ L2 dL , one obtains with N 1 = 1, J 1,1 (j 1 ) = I 1 and N 2 = 2, J 2,1 (j 2 ) = {i 2 ∈ I 2 : i 2 > j 2 }, J 2,2 (j 2 ) = {i 2 ∈ I 2 : i 2 ≤ j 2 } a splitting of the matrix-vector product as
where the intermediate values arising from the evaluation of the inner sums can be stored, simultaneously for all j 2 and j 1 , respectively, with a complexity proportional to #Λ. This is known as the unidirectional scheme [4, 8] .
In this example, the number of operations for computing the matrix-vector product can be shown to be of order L 2 2 dL , cf. [52] . For more general index sets Λ, Λ it can of course be advantageous to select sets J k,n different from the above examples. Again, the scheme based on (5.6) is straightforward to extend to higher dimensions.
We describe the application of the above schemes defined by (5.5) and (5.6) to our setting in more detail in Section 5.2.2, after introducing the separable approximations of potential terms that they require.
Separable approximation of potentials
The basic idea for reducing the complexity of applying one-and two-electron potential operators in (5.3) is to replace them by separable approximations, in the present two-electron case
In what follows, we will use approximations of the same type for f k and g k , although different constructions are possible. In the particular cases in (5.8), we take
This enables surprisingly efficient approximations, see e.g. (5.18) as obtained in [7] . In the context of electronic structure calculations, such expansions have also been used for the purpose of separable approximations of Green's functions, see e.g. [21, 30] .
Note that when correlation factors are required to remain bounded, for approximations as in (5.8) to remain applicable, one may modify (2.2) by a suitable function that is itself separable, e.g. a Gaussian damping factor.
To simplify notation for the discussion of discretization matrices arising when using (5.
, we obtain
for the Coulomb potential on 11) and if μ, ν ∈ ∇ 6 , y) ; (5.12) and for the modified potential (3.6), if μ, ν ∈ ∇ 6 , 13) and analogously, with the same modifications as between (5.11) and (5.12), in the case μ, ν ∈ (∇ (3) ) 2 . Note that in the case of indices in ∇ 6 as in (5.10), (5.12), (5.13), the factors on the right hand side are again discretization matrices corresponding to ∇ or ∇ 2 , whereas this is not the case for indices in (∇ (3) ) 2 as in (5.9), (5.11). In connection with wavelet bases, in [10, 19, 38] an approach for efficient computation of integrals using separable approximations has been developed, focusing on the efficient computation of individual wavelet coefficients and discretization matrix entries and accordingly tailored error estimates. Since for our purposes we want to avoid explicitly assembling matrices as in (5.3) whenever possible, we are rather interested in a different point of view: we replace the potential terms in (5.3) by separable approximations (5.8) and exploit the tensor product structure for applying the operators efficiently. To quantify the error in computed eigenvalues ultimately caused by such an approximation when combined with the wavelet discretization, we derive estimates for the error in the potential terms in operator norm.
The same approach to the application of operators was taken in the recent work [51] for the Coulomb potentials in the original formulation (3.2) of the electronic Schrödinger equation, and similar estimates for the energy error have been obtained. The convergence theory given in this section provides an extension to the modified problem (3.3), additionally provides estimates for the error in eigenfunctions and yields qualitatively better convergence of the energy if the wavelets are sufficiently smooth.
Before turning to the error analysis, we briefly discuss the algorithmic use of expansions of the form (5.8).
Evaluation of integrals
The computation of matrix entries for Galerkin discretizations based on Daubechies or similar wavelets is complicated by the lack of a closed-form representation and the inefficiency of direct quadrature. However, certain basic integrals of wavelets can be reduced by the scaling relations to integrals of scaling functions on the lowest level, which in turn can be obtained from a constrained eigenvalue problem that involves only the scaling coefficients (cf. [5, 12] ); in particular, this suffices for the computation of R ψ μ ψ ν dx, μ, ν ∈ ∇, as required for the Laplacian terms.
When using the approximations (5.8), it is also necessary to integrate products of Gaussians with wavelets as in equations (5.9) to (5.13). This can be done using an auxiliary wavelet family where the scaling function has vanishing moments, i.e., satisfies x k ϕ dx = 0 for some range k = 1, . . . , K, and hence provides an efficient one-point integration rule, for example the Deslaurier-Dubuc-Sweldens wavelets [45] as suggested in [17] . This procedure is reasonably efficient when applied to the one-electron case as in (5.9) and (5.10), but becomes very expensive for large values of α -which are required in our context -in the case of two-electron terms as in (5.11), (5.12), and (5.13).
An integration scheme proposed in [40] has been employed successfully for computations involving smooth pseudopotentials in 3D with Daubechies wavelets, but is not suitable for our purposes due to its smoothness requirements on both potentials and wavefunctions.
An alternative scheme can be based on the observation that, for μ, ν ∈ ∇ 2 ,
Note that a similar identity was used in [24] for two-electron integrals with full potentials, whose Fourier transforms are singular in general, and (globally supported) Meyer wavelets, which have an explicit representation in Fourier domain. When instead using compactly supported wavelets such as the Daubechies family combined with the separable approximations by Gaussians, the integrand on the right hand side of (5.14) is an analytic function. Hence an exponentially convergent quadrature scheme can be constructed on the basis of the trapezoidal rule; a prerequisite is a method for evaluating Fourier transforms of products of wavelets. Details of this approach will be given in a forthcoming publication [3] .
Matrix-vector products
In order to take advantage of the separable structure of the approximate potentials, we may employ the algorithms outlined in Subsection 5.1 to operate along directions separately. In addition, we can take advantage of vanishing moments of the wavelets to compress the involved lower-dimensional operators.
To enable effective use of the separable structure, the sets of wavelet indices Λ being operated on need to have certain tensor structures themselves. For atomic systems, for instance, it is reasonable to impose the simple restriction that the set of translation parameters {λ ∈ Λ : |λ| = j, s(λ) = s} for each j, s can be written as a cartesian product.
Under this assumption, the general variant of the unidirectional scheme given by (5.6), adapted to operators given as a Kronecker product of three factors, can be applied to the summands in (5.10), (5.12), and (5.13) corresponding to the basis {Ψ λ : λ ∈ ∇ 6 }. The scheme in (5.6) and (5.7) is not applicable, however, to approximations of operators as in (5.11) corresponding to the basis {Ψ λ : λ ∈ (∇ (3) ) 2 }, since one does not have the necessary tensor structure for the index sets corresponding to the factors; in this case, one can still use the algorithm of Schwab and Todor as in (5.5).
We now turn to the compression by dropping small entries of factor matrices as in (5.12), (5.13) that arise for the basis {Ψ λ : λ ∈ ∇ 6 }. As will become clear, such techniques are of limited use in the case of {Ψ λ : λ ∈ (∇ (3) ) 2 }. From the definition of Sobolev norms in terms of the Fourier transform as in (3.1), one immediately obtains the following, which will be used again later. We refer to [51] for a proof, see also [26, 27] for the case of bounded domains.
For the compression of operators with tensor structure that we are interested in, Lemma 5.1 has the implication that for a given operator M :
. . , D, and for a compressed approximationM =M (1) ⊗ . . . ⊗M (D) obtained by dropping certain entries from the wavelet representation of each M (k) , we have
The compression of tensor product operators is therefore reduced to the compression of their factors, where (5.15) applies with d = 1, D = 3 to the summands in (5.10) and with d = 2, D = 3 to those in (5.12). The situation is slightly different for (5.13), since there one of the factors is not bounded as an operator on L 2 (R 2 ). However, if e.g. the first factor M (1) is only assumed to be bounded
}, which can be applied to the summands in (5.13).
For a discussion of compressibility properties of the Laplacian, see e.g. [11, 44] ; better results in this direction are known for piecewise polynomial (multi)wavelets than for Daubechies wavelets, cf. [44] . We next give an estimate that can serve as the basis of similar compression schemes for the factors in (5.12), that is, for matrices (m νμ ) with entries
These matrices also appear in the case of the nonsymmetric modified potential, where analogous arguments can be applied to the additional factor matrices involving derivatives.
Assuming that ψ has at least p vanishing moments and that 16) and analogously for the other possible combinations of levels. Note that in general, such an estimate is not possible for the factors in (5.11) corresponding to (∇ (3) ) 2 , since in that case one also has to deal with products of scaling functions on higher levels. Making use of Cramérs inequality [31] for the derivatives of the Gaussian term in (5.16), for each (j 1 , j 2 ) ∈ Z 2 with j 1 , j 2 ≥ j 0 we obtain
In combination with Lemma 5.5 below, this estimate can serve as the basis of matrix compression schemes. We may conclude from the above considerations that although the fully anisotropic tensor product basis
2 } in terms of theoretically guaranteed approximation rates, it is much better suited for computations when using separable approximations for two-electron potentials.
Approximation of one-electron potentials
We now give a concrete construction for separable approximations (5.8) for the one-electron Coulomb potential and estimate the error in operator norm caused by this approximation when combined with a wavelet discretization. The construction is based on an estimate for approximation on [1, S] , S > 1, from [7] ,
which leads to an error estimate for the approximation of the Coulomb potential on
In what follows, we use the notation p N,r,R (x) := N k=1
We additionally introduce the abbreviation Z j0 := {j ∈ Z : j ≥ j 0 } and, for D ∈ N, the set of weighting factor matrices 
be the operators defined by the matrices (a νμ ) ν,μ∈Λ , (ã νμ ) ν,μ∈Λ with
extended to μ, ν ∈Λ \ Λ by zero. Then there exist C s , C ψ,j0,s,τ > 0 independent of r, R, ε 0 and Λ such that 22) where η 1 = 1, and η s = 2 for s ∈ ( .21) is that the separable approximation need not be uniformly accurate, but can be coarser for combinations of wavelets on higher levels. The proof is prepared by several auxiliary results, some of which will also be used in the following subsection. To obtain the estimate (5.22) , the error will be split into two components corresponding to the domains B r (0) and B R (0) \ B r (0). The first part is dealt with by the following proposition; for the case s = 1, this was shown in [51] . 
where η 1 = 1, and η s = 2 for s > Proof. For s = 1, we use the argument from [51] : by Hardy's inequality, using r|x|
In the case s > 3 2 , for any f, g ∈ H s (R 3 ), the claim follows by Hölder's inequality and continuity of the imbedding
according to the assumption on s (cf. [1] , Thm. 7.34).
The following lemma will be used in estimating the error component corresponding to B R (0) \ B r (0). Note that χ d is defined as in Section 4. The proof is an adaptation of standard arguments, cf. [11] , Section 4.6. 
Recall that for
. ( 
Proof of Lemma 5.4. Let s
With the choice ω ν := 2
i |νi| , the right hand side of (5.24) can be rewritten as
Using the estimate |μ k |=j k 2
which with (5.23) implies the assertion. 
For the first term on the right hand side, we can apply Proposition 5.3; the estimate for the second term depends onΛ. IfΛ = ∇ (3) , using that ϕ and ψ are uniformly bounded by our regularity assumptions, we have
and with (5.20) , the second term can be estimated by
Hence Lemma 5.4 gives the assertion. In the caseΛ = (∇ (1) ) 3 , we obtain
and the assertion follows with (5.21) and Lemma 5.4.
The estimate (5.22) can be transferred to the three-dimensional Coulomb potential acting on higherdimensional functions, since, e.g.,
for any n by Lemma 5.1.
Approximation of two-electron operators
We now use the same strategy as in the previous subsection for the two-electron Coulomb potential and the modified potential (3.6). For the following, let S ρ := x, y ∈ R 3 : |x − y| < ρ for ρ > 0.
Theorem 5.6. Let 0 < r < R, ε 0 > 0, and either s = 1 or s ∈ ( 6 and Λ ⊂Λ such that supp Ψ ν ⊂ S R for all ν ∈ Λ; let τ ∈ W 6 and for α, β ∈ Z 6 j0 , let N α,β be chosen such that 
extended to μ, ν ∈Λ \ Λ by zero. Then there exist C s , C ψ,j0,s,τ > 0 independent of r, R, ε 0 and Λ such that 25) where η 1 = 1, and η s = 2 for s ∈ ( Similarly to the previous subsection, the following proposition is used to estimate the error corresponding to the domain S ρ . 
where η 1 = 1, and η s = 2 for s > Proof. Follows as in Proposition 5.3 with a coordinate rotation and by For the modified potential (3.6), we additionally obtain from (5.17) the exponential sum approximation 6 and Λ ⊂Λ such that supp Ψ ν ⊂ S R for all ν ∈ Λ; let τ ∈ W 6 and for α, β ∈ Z 6 j0 , let N α,β be chosen such that 
extended to μ, ν ∈Λ \ Λ by zero. Then there exist C s , C ψ,j0,s,τ > 0 independent of r, R, ε 0 and Λ such that 27) where η 1 = 1, and η 2 = 
Proof. We again use a rotation of coordinates and
. In the case s = 1, it suffices to estimate, for f, g ∈ H 1 (R 3 ),
In the case s = 2, for f, g ∈ H 2 (R 3 ),
where we have used the imbedding
Hölder's inequality, and the imbedding
Proof of Theorem 5.8 . Following the lines of the proof of Theorem 5.2, combining Proposition 5.9 with Lemma 5.4.
Eigenpair error estimates
We finally come to the error in eigenvalues and eigenfunctions due to the approximation of potentials. The required estimates are first formulated in abstract terms and eventually applied to the concrete approximations we have considered. Note that in the case of the modified problem involving the nonsymmetric term (3.6), although the exact eigenvalues of interest are unchanged by the discussion in Section 2, it cannot necessarily be guaranteed that the eigenvalues remain real for the perturbed potentials, hence we need to work on spaces of complex-valued functions at this point. To avoid technicalities, and since this case is typically found in electronic ground states, we restrict the discussion to simple eigenvalues.
be a closed subspace, and let the real linear operators A, A n : V → V be bounded and invertible. Let λ 0 ∈ C be an isolated simple eigenvalue with eigenfunction u 0 of A and let A − A n ≤ ε n → 0. In the following, ·, · denotes the duality product induced by the inner product on L 2 (R d , C), and · denotes the norm on
Then μ 0 := λ 
Γ for all z ∈ Γ and all n, see e.g. [35] , IV, Theorem 1.16. Thus in particular Γ ⊂ ρ(T n ) for all n. Hence we can define the spectral projections
, following the lines of [9] , Proposition 5.3,
and hence P − P n → 0. From P −P n < 1 it follows that dim im P = dim imP n = 1, see [9] , page 87. Consequently, by [35] , page 182, for large enough n, T n has an isolated simple eigenvalue μ 0,n inside Γ with corresponding eigenfunction u 0,n , normalized as u 0 , such that for an n-independent C 2 > 0, u 0 − u 0,n ≤ C 2 ε n . The identity T (u 0 − u 0,n ) + (T − T n )u 0,n = μ 0 (u 0 − u 0,n ) + (μ 0 − μ 0,n )u 0,n now yields |μ 0 − μ 0,n | ≤ C 1 ε n for a C 1 > 0. We now apply Theorem 5.10 to the approximations from Theorems 5.2, 5.6 and 5.8, where a potential operator A Λ is approximated by a family of separable substitutesÃ Λ with error in operator norm dependent on the two parameters r, ε 0 , the latter being tied to the rank of the separable expansions by (5.18), (5.26) . Thus the Hamiltonians formed with the respective A Λ need to be invertible, which can be ensured by adding appropriate shifts, and the eigenvalues of interest need to be isolated and simple; then Theorem 5.10 yields
where u 0 , u * 0 can be direct and adjoint eigenfunctions of discretizations of (3.2) or of (3.3) according to the considered A Λ , andũ 0 ,ũ * 0 those obtained with approximate potentials. An estimate of the same order in r, ε 0 for |λ 0 −λ 0 | that applies to (3.2) has also been given in [51] .
At this point we can make use of the assumption made in the beginning of Section 4 that the underlying univariate wavelet basis is H 2 -regular: since if we know that u 0 , u * 0 ∈ H 2 , which is the case by regularity of the exact solutions and ϕ, ψ ∈ H 2 , and that ũ 0 H 2 , ũ * 0 H 2 ≤ C with some C > 0 independent of the approximation parameters, which can be inferred from ϕ, ψ ∈ H 2 and operator norm convergence of the separable approximation, then (5.28) and Theorems 5.2, 5.6, and 5.8 additionally yield |λ 0 −λ 0 | (r + ε 0 ) 2 + r 2 + ε 0 .
In the symmetric case, if λ 0 ,λ 0 are the lowest eigenvalues, by Remark 5.13, we have |λ 0 −λ 0 | r 2 + ε 0 . In other words, if the basis functions are smooth enough and if one chooses ε 0 ∼ r 2 , the error in energy induced by the separable approximations depends not linearly, but quadratically on r. In view of the estimates (5.18), (5.26), this yields a substantial improvement in the ranks of the separable approximations required for a certain error in energy.
Conclusion
The mixed regularity estimates we have discussed clearly show the improvement in terms of convergence rates of explicitly correlated methods over a direct discretization by hyperbolic wavelets. A second point that is crucial for the practical feasibility of wavelet discretizations is the exploitation of separability of functions where possible, which in particular leads to the separable approximations of potentials that we have discussed in detail. In the error analysis for these approximations, wavelet bases that are at least H 2 -regular have turned out to be advantageous for the convergence of the energy.
Concerning the construction of the tensor product wavelet bases, we have noted that working with an orthonormal basis is essentially a requirement. Furthermore we have compared two relevant types of tensor product wavelet constructions and found that tensor products of univariate wavelet bases are preferable to tensor products of isotropically supported three-dimensional basis functions from an algorithmic point of view.
Various different strategies are possible for employing the concepts discussed here in eigenvalue solvers, where adaptive methods will be important for practical implementations. It should be noted that due to nonsymmetry of the transcorrelated problem and lack of compact imbeddings of the involved function spaces, even the convergence of Galerkin discretizations with wavelet indices fixed a priori is not covered by standard results. In a separate work we will consider solvers that build on the techniques that we have studied.
The eventual aim is, of course, to approach problems with several electrons. In this case, the nonsymmetric formulation shows its major advantage, compared to other correlated treatments, of not requiring integrals over four or more electron coordinates.
