Abstract. Codd defined the relational algebra [3, 4] as the algebra with operations projection, join, restriction, union and difference. His projection operator can drop, permute and repeat columns of a relation. This permuting and repeating of columns does not really add expressive power to the relational algebra. Indeed, using the join operation, one can rewrite any relational algebra expression into an equivalent expression where no projection operator permutes or repeats columns. The fragment of the relational algebra known as the semijoin algebra, however, lacks a full join operation. Nevertheless, we show that any semijoin algebra expression can still be simulated in a natural way by a set of expressions where no projection operator permutes or repeats columns.
Introduction
In the 1970s Codd introduced the now standard relational data model, in which a database is a finite collection of relations, where a relation is a finite set of tuples. To express queries in the relational model, Codd introduced the relational algebra with operators selection (called restriction by Codd) , projection, union, difference and join [3] . Since then the relational algebra has been extensively studied [1] . A very important result is that its expressive power is equivalent to the expressive power of first-order logic, called relational calculus in database theory [4] .
The projection operator of Codd's relational algebra can permute and repeat columns. This permuting and repeating of columns, however, does not add expressive power to the relational algebra. Indeed, the two existing perspectives on the relational model, namely the named perspective, in which tuples are viewed as functions from the set of attributes to the domain, and the unnamed perspective, in which tuples are viewed as ordered lists of domain values, are equivalent [1] , whereas permuting and repeating of columns can not be done in the named perspective. For completeness, we will explicitly show in this paper that any relational algebra expression can be rewritten into an equivalent relational algebra expression where no projection operator permutes or repeats columns.
The semijoin algebra is a natural fragment of the relational algebra, obtained by replacing the join operator by the semijoin operator [11] . The semijoin of two relations is equivalent to a join projected on the attributes or columns of the first relation. While in the full relational algebra permuting and repeating of columns does not add expressive power, this is not clear for the semijoin algebra. Indeed, the rewrite rule to replace a permuting or repeating projection in a relational algebra expression with a non-permuting and non-repeating one uses the join operator, that the semijoin algebra lacks. Nevertheless, in this paper we show that any semijoin algebra expression can still be simulated by semijoin algebra expressions where no projection operator permutes or repeats columns. The notion of "simulation", however, becomes more complicated. The idea is that given an arbitrary expression E, one can produce a set of permutation-and repetition-free expressions that return the relevant values of the output tuples of E, up to certain repetitions and permutations which are produced as a by-product of the translation. In particular, for boolean expressions, there is always a single equivalent boolean expression that is permutation-and repetition-free.
Our interest to study the semijoin algebra and its relationship to the full relational algebra is motivated by previous work that clearly indicates the importance and relevance of the semijoin algebra. For instance, whereas the relational algebra is equivalent in expressive power to first-order logic, the semijoin algebra is equivalent in expressive power to the guarded fragment of first-order logic [10] . This fragment was introduced by Andréka, van Benthem and Németi [2] . It has been studied extensively since its introduction [5] [6] [7] [8] and a lot of nice properties were obtained, such as the finite model property, that are thus inherited by the semijoin algebra. Apart from this connection to the guarded fragment, the semijoin algebra has the interesting property that it can express every relational algebra expression that always produces intermediate results of size linear in the size of the database [9] .
Preliminaries
In this section, we give the definitions necessary to formally state and prove our result. We first define a number of variants of the relational algebra and the semijoin algebra obtained by restricting the projection operator in different levels.
From the outset, we assume a universe U of basic data values, over which a number of predicates are defined. The names of these predicates and their arities are collected in the vocabulary Ω. The equality predicate (=) is always in Ω. Quantifier-free logic formulas over Ω will be used in the relational algebra as selection or join conditions.
A database schema is a finite set S of relation names, each associated with its arity. S is disjoint from Ω. A database D over S is an assignment of a finite relation D(R) ⊆ U n to each R ∈ S, where n is the arity of R.
Definition 2.1. Let S be a database schema. Syntax and semantics of the relational algebra (RA) are inductively defined as follows:
(1) Each relation name R ∈ S belongs to RA.
belong to RA and are of arity n. (3) If E 1 ∈ RA has arity n and i 1 , . . . , i k are elements of {1, . . . , n}, then π i1,...,i k (E 1 ) belongs to RA and is of arity k. (4) If E 1 ∈ RA has arity n and θ(x 1 , . . . , x n ) is a quantifier-free formula over Ω, then σ θ (E 1 ) belongs to RA and is of arity n. (5) If E 1 , E 2 ∈ RA have arities n and m, respectively, and θ(x 1 , . . . , x n , y 1 , . . . , y m ) is a quantifier-free formula over Ω, then E 1 θ E 2 belongs to RA and is of arity n + m. Let E be an RA expression over S and let D be a database over S. Then the result of E on D, denoted E(D), is defined inductively as follows:
(
Remark 2.2. The Cartesian product operator × is expressible in our setting as a join where the condition θ is the formula true. The intersection operator ∩ is expressible in our setting using the projection and the join operator: R ∩ S = π 1,...,arity(R) (R θ S), where θ is the formula
Example 2.3. Let S be the schema containing a single binary relation Knows. Then the expression Knows ∩ π 2,1 (Knows) defines all pairs of persons who know each other.
Definition 2.4. The semijoin algebra (SA) is the variant of RA obtained by replacing the join operator θ by the semijoin operator θ . The semantics of the semijoin operator is as follows: Knows (cf. Example 2.5).
Finally, a notation: Let f be a function from {1, . . . , m} to {1, . . . , n} and let a be an n-tuple. Then f (ā) is the m-tuple (a f (1) , . . . , a f (m) ).
Main result
In this section, we show our main result: allowing permuting and repeating of columns in projections does not add expressive power to the semijoin algebra. Note that this property is clear for the full relational algebra. Indeed, if R is a relation of arity n and i 1 , . . . , i k are values between 1 and n, then π i1,...,i k R is equivalent to the RA −rp expression
where f (j) is (j − 1)n + i j and θ is x 1 = y 1 ∧ . . . ∧ x n = y n . This trick for RA does not work for SA, where we do not have the full join. Indeed, a projection with repetitions like π 1,1 R cannot be equivalently expressed in SA −rp . The same holds for a nonincreasing projection like π 2,1 R. Nevertheless, for any SA expression E that can use projections with arbitrary repetitions and permutations, we can still obtain the tuples returned by E, by means of SA −rp expressions, as follows: Theorem 3.2. Let E be an SA expression of arity n. Then there exists a set P of pairs of the form (F, f ), where F is an SA −rp expression and f is a function from {1, . . . , n} to {1, . . . , } with the arity of F , such that for each database D:
Before we prove the theorem, we give an example and make a remark. Example 3.3. If E is the expression π 2,1,1 R, then a set P according to Theorem 3.2 is the singleton {(R, f )}, where f is the function from {1, 2, 3} to {1, 2} with f (1) = 2 and f (2) = f (3) = 1.
If E is the expression (π 2,1,2 R) 2=1 (π 3,1 S), then a set P according to Theorem 3.2 is the singleton {(R 1=3 S, f )}, where f (1) = f (3) = 2 and f (2) = 1.
Remark 3.4. To see why in general P contains more than one element, consider the schema {R, S}, where R and S are binary relations. Let E be R ∪ π 2,1 (S). Consider database D:
Let P be the singleton {(F, f )}, where F is an SA −rp expression and f is a function from {1, 2} to the set X, which can be either {1} or {1, 2}. If X is {1}, then f (1) = f (2) = 1. It is clear that in this case each tuple (x, y) in the set {f (ā) |ā ∈ F (D)} has x = y. If X is {1, 2}, then f can be the identical function or the permutation switching 1 and 2, i.e., f (1) = 2 and f (2) = 1. An easy inductive argument shows that each tuple (x, y) in the result of a binary SA −rp expression F on database D will have x < y. Therefore, either each tuple (x, y) in the set {f (ā) |ā ∈ F (D)} will have x < y (if f is the identical function), or each tuple (x, y) in that set will have x > y (if f permutes 1 and 2). In the set E(D) = {(1, 2), (4, 3)}, however, none of these three properties hold.
Proof. The construction of the set P and the correctness proof are by structural induction. We will write P E to denote that the set P corresponds to expression E.
(1) If E = R, then P E := {(R, Id)}, where Id denotes the identity function.
In proof:
where f i1,...,in is the function mapping j to f (i j ) for all 1 ≤ j ≤ n. In proof:
where f i1,...,in is defined as above.
This concludes our proof.
If one is only interested in "boolean" queries, i.e., yes/no properties of databases, which is often the case in practice, e.g., integrity constraints or decision queries, then we can strengthen our simulation result into a full equivalence result: 
Proof. From Theorem 3.2, it follows that E(D) = ∅ if and only if for some pair (F, f ) in the set P E , we have: F (D) = ∅. Note that each F is an SA −rp expression. Expression E is now defined as
where () is the empty projection list.
Complexity issues
The algorithm in the proof of Theorem 3.2 has an exponential worst-case complexity. In order to make this statement precise, define size(E), for an SA expression E, as the number of operators in E. Furthermore, for a set P of pairs as in Theorem 3.2, define size(P ) as the sum of the sizes of the SA −rp expressions F in P , i.e., size(P ) = (F,f )∈P size(F ). We then have: Proposition 4.1. Let E be an SA expression and let P E be the set constructed by the algorithm in the proof of Theorem 3.2. Then, size(P E ) ≤ 2 3·size(E) .
Proof. We simultaneously show by structural induction that size(P E ) ≤ 2
3·size(E)
and |P E | ≤ 2 size(E) . Here, we only present the case where E = E 1 − E 2 . The other cases are similar but easier. For E = E 1 − E 2 , we have
and
This upper bound is sharp. Indeed, let E be the expression
where R and S i are binary relations for all i. Then the set P E constructed by the algorithm in the proof of Theorem 3.2 is the singleton {(E n , f )}, where f (1) = 2 and f (2) = 1, and where E n is inductively defined as follows:
Clearly, the size of E n is exponential in the size of E. For this particular expression E, however, there is a set P E of pairs satisfying the conditions in Theorem 3.2 of size polynomial in the size of E. Indeed, note that expression E is equivalent to the expression π 2,1 F , where F is
Therefore, a set P E polynomial in the size of E would be the singleton {(F, f )}.
The question whether, in Theorem 3.2 in general, such a polynomial-size set P always exists, remains open.
Conclusion
We have shown that SA expressions that employ repetitions and permutations in projection lists can be simulated using SA expressions that do not employ these features. The same holds for the full relational algebra RA, but there this is trivial to prove, while here the proof is not trivial. There are probably no practical applications of the theorem, and indeed, neither are we aware of practical applications of the corresponding theorem for RA. Nevertheless, as already mentioned in the Introduction, the distinction between the "named" and the "unnamed" perspective in the relational model has received sufficient attention in a renowned textbook [1] , and SA is a sufficiently important fragment of RA, so that it seems warranted, if only for the didactical purpose of thorough theoretical understanding of SA, to investigate the named-unnamed distinction for SA as well as for RA, as we have done in the present paper.
