We study the problem of correlating micro-blogging activity with stock-market events, defined as changes in the price and traded volume of stocks. Specifically, we collect messages related to a number of companies, and we search for correlations between stock-market events for those companies and features extracted from the microblogging messages. The features we extract can be categorized in two groups. Features in the first group measure the overall activity in the micro-blogging platform, such as number of posts, number of re-posts, and so on. Features in the second group measure properties of an induced interaction graph, for instance, the number of connected components, statistics on the degree distribution, and other graph-based properties.
INTRODUCTION
As the volume of data from online social networks increases, scientists are trying to find ways to understand and extract knowledge from this data. In this paper we study how the activity in a popular micro-blogging platform (Twitter) is correlated to time series from the financial domain, specifically stock prices and traded volume. We compute a large number of features extracted from postings ("tweets") related to certain publicly-traded companies. Our goal is to find out which of these features are more correlated with changes in the stock of the companies.
We start by carefully creating filters to select the relevant tweets for a company. We study various filtering approaches such as using the stock symbol, the company name or variations of the two. We also evaluate the effects of expanding this set of tweets by including closely related tweets.
Next, in order to enrich the feature-extraction mechanism, we represent the tweets during a time interval as an interaction graph, an example of which is shown in Figure 1 . The nodes in this graph are tweets, users, URLs and hash-tags. The edges express relationships among the nodes, such as authorship, re-tweeting and referencing.
On these graphs, which we call constrained subgraphs, we define a large number of features, divided in two groups: activity-based and graph-based features. Activity-based features measure quantities such as the number of hashtags, the number of tweets, and so on. Graph-based features capture the link-structure of the graph. We then study how these features are correlated with the price and traded volume time-series of stock.
Our first key result is that the traded volume for a stock is correlated with the number of connected components in its constrained subgraph, as well as with the number of tweets in the graph. Intuitively, we expect that the traded volume is correlated with the number of tweets. Surprisingly, it is slightly more correlated with the number of connected components. On the other hand, the stock price is not strongly correlated with any of the features we extracted, but it is only slightly correlated with the number of connected components and even less with the number of nodes in the constrained subgraph. We found that other graph-based features, such as PageRank and degree, are effective for larger constrained graphs built around groups of stocks (e.g., financial indexes).
Clearly, finding a correlation with price change has wider implications than finding a correlation with traded volume. Therefore, we test how the slight correlation of the price with the micro-blogging features can be applied to guide a stock trader. Specifically, we create a stock trading simulation, and compare various trading strategies. The second key result of this paper is that by using the Twitter constrained subgraph features of the previous days, we can develop a trading strategy that is successful when compared against several baselines. Our main contributions can be summarized as follows:
• We compare alternative filtering methods to create graphs of postings about a company during a time interval (Section 2). We also present a suite of features that can be computed from these graphs (Section 3).
• We study the correlation of the proposed features with the time series of stock price and traded volume. We also show how these correlations can be stronger or weaker depending on financial indicators of companies, for instance, on their current level of debt (Section 4).
• We perform a study on the application of the correlation patterns found to guide a stock trading strategy. We show that it can lead to a strategy that is competitive when compared to other automatic trading strategies (Section 5).
Roadmap. In Section 2 we discuss the data used in our analysis and the preprocessing steps we performed in order to compute the features. A detailed description of the features we use is given in Section 3. In Section 4 we present correlation results between the proposed features for a company, and the financial time series for its stock, in terms of volume traded or change in price. In Section-5 we discuss how the correlations with price change can be used to develop a trading strategy via simulation. Finally, Section 6 outlines related work, while Section 7 presents our conclusions.
DATA PROCESSING
We start our presentation by describing the data used for our analysis, and the processing done in order to compute the features.
Data acquisition and pre-processing
Stock market data: We obtained stock data from Yahoo! Finance (http://finance.yahoo.com/) for 150 (randomly selected) companies in the S&P 500 index for the first half of 2010. For each stock we recorded the daily closing price and daily traded volume.
Then, we transformed the price series into its daily relative change, i.e., if the series for price is p i , we used
. In the case of traded volume, we normalized by dividing the volume of each day by the mean traded volume observed for that company during the entire half of the year. Twitter data: We set filters to obtain all the relevant tweets on the first half of 2010. By convention, Twitter in discussions about a stock usually include the stock symbol prefixed by a dollar sign (e.g., $MSFT for Microsoft Corp.). We use a series of regular expressions that find the name of the company, including the company ticker name and hash-tags associated with the company. The expressions were checked manually, looking at the output tweets, to remove those that extracted many spurious tweets. For example, the filter expression for Yahoo is: "#YHOO | $YHOO | #Yahoo".
To refine this expression we randomly selected 30 tweets from each company, and re-wrote the extraction rules for those sets that had less that 50% of tweets related to the company. To be acceptable, tweets should be related to the company, e.g., mentioning their products or their financial situation. When we determined that a rule-based approach was not feasible, we removed the company from our dataset.
For instance, consider the companies with tickers YHOO, AAPL and APOL, for which the extraction rules had to be rewritten. The short name for Yahoo is used in many tweets that are related with the news service provided by the same company (Yahoo! News). In the second case, Apple is a common noun and is also used widely for spamming purposes ("Win a free iPad" scams). The last company, Apollo, is also the name of a deity in Greek mythology and it appears in many context that are unrelated to the stock.
Graph representation
We represent each collection of filtered tweets as a graph containing different entities the relationships among these entities. Figure 2 shows the graph schema, which is also described in Table 1 . The nodes in this graph are: the tweets themselves, the users who tweet or who are mentioned in the tweets, and the hashtags and URLs included in the tweets. The relations in this graph are: re-tweets (between two tweets), authorship (between a tweet and its author), hash-tag presence (between a hash-tag and the tweets that contain it), URL presence, (between a URL and the tweets that contain it), etc. Additionally, nodes and edges have timestamps at a granularity of one day, corresponding to the granularity of our stock-market time series. Tweets are timestamped with the day they were posted. The rest of the nodes are timestamped with the day they were used for the first time in any tweet (i.e., for a user we set as a timestamp his first tweet). As every edge is incident on a tweet we use the timestamp of the tweet for the edge. For re-tweet edges we use the timestamp of the earliest tweet. Figure 3 shows sample entries of events extracted for the company Apple. Each entry corresponds to a node in the constrained graph. For instance, the first line means the hash-tag #mkt was used on Jan 28 by some tweet related to Apple. The last line states that the Twitter account @CNNMoney was mentioned in some tweet related to Apple on June 15.
We are now ready to define the concept of data graph.
Definition [Data Graph]
The data graph G = (V, E) is a graph whose nodes and edges conform to the schemas in Tables 1.
Some statistics on our data graph are shown in Table 2 .
We are interested in subgraphs constrained to a particular time interval and/or a particular company. A constrained subgraph, such as the one depicted in Figure 1 , is a subgraph G c t1,t2 of G that only contains nodes with timestamps in time interval [t1,t2], and is about company c. Our definition of constrained subgraph is the following. Definition [Constrained Subgraph] Let G be a data graph. The constrained subgraph G c t1,t2 = (V, E) contains the nodes V of G that are either tweets with timestamps in interval [t1,t2], or non-tweet nodes connected through an edge to the selected tweet nodes. All the edges E in G whose end-nodes are in V are added to G c t1,t2 .
Graph post-processing
Most of the information that we include for each node and edge is straightforward to obtain from the Twitter stream. However, there are some data processing aspects that require special handling:
Mapping user names to IDs: The Twitter stream relates the tweets with internal user identifiers, while user mentions are expressed as user names. To match them, we use the Twitter API to resolve the user-id and user-name reference.
URL shortening:
A tweet is constrained to 140 characters, so most URLs are shortened using a URL shortening service such as http: //bit.ly/. The problem here is that a single URL can be referred to as several different short URLs. We solve this calling the interface of URL shortening services to get the original URLs.
Re-tweets:
In the case of re-tweets, in most cases the original tweet of a re-tweet is referenced (by tweet-id). However, we found many cases where the reference to the original tweet is not present. To resolve those cases, instead of using just explicitly referenced retweets we augment the graph adding a new similarity node (see Figure 1 ) that links all similar tweets. We define two tweets to be similar if the Jaccard Distance between the bag of words for both tweets is greater than some value α. We set α = 0.8 in our experiments, which is a conservative setting, meaning that tweets having this level of similarity are almost always re-tweets or minor variations of each other.
FEATURES
We extract two groups of features from the constrained subgraphs: activity features and graph features. Both are listed in Table 3 . Activity features simply count the number of nodes of a particular type, such as number of tweets, number of users, number of hashtags, etc. Graph features measure properties of the link structure of the graph. For scalability, feature computation is done using Map-Reduce (http://hadoop.apache.org/).
Feature normalization and seasonality:
Most of the feature values are normalized to lie in the interval [0, 1]. For example, if we consider all the constrained subgraphs within a k-days interval, we can normalize the number of tweets on such a subgraph by dividing by the maximum value across all such subgraphs. The same normalization strategy can be used for users and re-tweets. Other features like number of URLs, hash-tags, etc., are normalized using the number of tweets for the full day.
It is important to consider the effect of seasonality in this graph. The number of tweets is increasing (Twitter's user base grew during our observation period) and has a weekly seasonal effect. We normalize the feature values with a time-dependent normalization factor that considers seasonality. This factor is proportional to the total number of messages on each day.
TIME SERIES CORRELATION
In this section, we start by looking for correlations between the proposed features for a company, and the financial time series for its stock, in terms of volume traded or change in price. Next, we consider how this correlation changes under (i) an analysis isolating different types of companies, (ii) an analysis aggregating companies into an index, and (iii) changes to the filtering strategy.
Correlation with volume and price
We use the cross-correlation coefficient (CCF) to estimate how variables are related at different time lags. The CCF value at lag τ between two series X, Y , measures the correlation of the first series with respect to the second series shifted by an amount τ. This can be computed as
If we find a correlation at a negative lag, this means that the input features could be used to predict the outcome series. Tables 4  and 5 report the average cross-correlation values for traded volume and price respectively, for the 50 companies with most tweets in the observation period, at different lags. We only report the top 5 features for each case, i.e., those having the higher correlation at lag 0. Interestingly, the top features are similar in both lists. Table 4 shows that the number of components (NUM-CMP) of the constrained sub-graph is the feature that has the best correlation with traded volume. Other good features for this objective are the number of tweets, the number of different users and the total number of nodes on each graph. We also see that there is a positive correlation at lag −1, meaning that these features have some predictive power on the value on the next day. On the other hand, Table 5 shows that the price change is not strongly correlated with any of the proposed features. Figure 4 shows the cross-correlation coefficient (CCF) values for two selected companies (A.I.G. and Teradyne, Inc.) in our data-set. In Figure 4 (a) we see a strong correlation of the stock volume with the four best features of Table 4 . On the other hand, Figure 4 (b) does not show this correlation.
Separating companies by type
The next question then is to find out factors that affect the correlation between micro-blogging activity and the companies' stock. We obtained a series of financial indicators for each company from Yahoo! Finance. For each such indicator, we separated the 50 companies in 3 quantiles.
The average correlation between NUM-CMP for each group is shown in Table 6 , for the five financial indicators that exhibit the largest variance across their three groups. The "bounds" are the cut-off points of the quantiles. The table shows that the correlation is stronger for companies with low debt, regardless of whether their financial indicators are healthy or not. This could be related to stocks that are expected to surge or that may be candidates for short selling. The users' tweets also correlate better with the stocks for companies having high beta and low float, again suggesting that Twitter activity seems to be better correlated with traded volume for companies whose finances fluctuate a lot.
Aggregating companies in an index
In Sections 4.1 and 4.2 we built single-stock constrained subgraphs, which are often too small to reliably compute graph features like PageRank. In this section, we consider a stocks index I consisting of the n = 20 biggest (in terms of market capitalization) companies c 1 , ··· , c n in our dataset, and build index-based constrained sub-graphs.
We can define the index change for each date d as follows:
where priceChange(c, d) is the difference between the open and close price for c and d, and the weight is the importance (market capitalization) of each company. In particular, as usually done in financial indexes, we define the importance for each company as:
We also define the index trade volume for a particular date as:
The index data graph considers the tweets that are posted in the first half of 2010. The graph has 108,702 nodes and 209,714 edges. We repeat the correlation experiments of Section 4.1. The results are shown in Tables 7 and 8. The key difference from Tables 4 and 5 is that in the larger index constrained graphs, graph centrality measures like PAGERANK and DEGREE get more reliable estimations and are shown to be more strongly correlated to both price and traded volume. Another interesting observation is that the trading volume is less correlated (Table 7 ) than in the case of individual stocks (Table 4) . We have observed that increases in the activity of some companies is often compensated by the inactivity of others, leading to more stable constrained graphs. In particular, we measured that the variance of the number of connected components, which was the best feature, is lower compared to the average variance for individual companies.
Modifying the filtering strategy
In Section 2.1 we presented one strategy for filtering the stream. The rationale behind this strategy is that we only focus on tweets related to the financial domain. However, we may end up filtering out some messages that are related to a company but do not mention it explicitly. We study more loose filtering strategies, and obtain negative results: indeed, we degrade the quality of the correlations. We consider the following strategies:
1. Restricted Graph: Presented in Section 2.1.
Expanded Graph:
We consider all tweets that: contain the ticker preceded by the $ or # character, or contain the full name of the company, or the short name version after removing common suffixes (e.g., inc or corp), or the short name as a hash-tag. For instance, for Yahoo! the new expression is: "#YHOO | $YHOO | #Yahoo | Yahoo | Yahoo Inc".
3.
RestExp: This combines the previous two strategies. We add to the restricted graph the tweets of the expanded graph that are reachable from the nodes of the restricted graph through a path (e.g., through a common author or a re-tweet).
Again we do some visual inspections in a small sample to see if the rules were related with the company. If a rule was very generic (ambiguous) we remove it. For example for the company APOL we remove the rules that use APOLO as short name. The expanded graph size is shown in Table 2 ; it has about 150 times more nodes and edges than the normal graph for the same period of time.
The restricted graph is more precise than the expanded graph, but has lower recall. The expanded graph is more noisy, as it may contain many tweets that are related to spam, common conversation (e.g., "I want to eat an apple") or tweets related to non-financial discussions (e.g., complaints about customer service). Figure 5 compares the volume and price correlation with the number of components (NUM-CMP), for the different filtering strategies. We observe that the restricted graph strategy has the best correlation, despite its smaller size. Using this expansion strategy of the graph, we add more noise than useful tweets.aaa
SIMULATION
In this section we study whether the correlation with price change can be used to develop a trading strategy in the stock market. We simulate daily trading [5, 22, 25] of stocks and try to predict the final price on each day of the simulation. We compare various trading strategies included simple regression models, augmented regression, random and fixed selection.
Strategies
We model an automated investor who buys and sells stock. The behavior model for this investor is the following:
1. The investor starts with an initial capital endowment C 0 .
2. In the morning of every day t, she buys K different stocks using all of the available capital C t . The investor uses various algorithms to select which stocks to buy and how many shares to buy from each of them. The companies in our simulated stock market are the same random selection from the S&P500 described in Section 2 3. The investor holds the stocks all day long.
4. She sells all the stocks at the closing time of day t. The amount she obtains will be her new capital C t+1 and will be used again in step 2. This process finishes on the last day of the simulation.
5. We compare the final capital against the initial investment. We plot the percent of money win or lossed each day against the original investment.
This simple simulation does not consider external effects like deficit of stocks, or the possibility of selling the stocks at the final price. Our aim is to determine if the proposed Twitter features have the potential of improving over other baseline strategies. The stock selection algorithms evaluated are the following: Random: the investor selects K stocks at random each morning. To diversify the investment the amount of money invested in each stock is C t /K (uniformly shared). Fixed: the investor picks K stocks using a particular financial indicator (market capitalization, company size, total debt) and buys from the same companies every day. To diversify the investment the amount of money invested in each stock is C t /K (uniformly shared). Auto Regression: the investor buys the K stocks whose price changes will be larger, predicted using an auto-regression (AR(s)) model. This model predicts the price x t of a company at time t using a linear combination of the price in the previous s days:
where each a i are the parameters of model and c is a constant. Parameters are learned with simple linear regression on a provided training data of L samples.
To diversify the market we have two options: the first one is the uniform split which we already discussed and the second one weighs each stock using the predicted price change. This last strategy is consistent with a very simple heuristic used for the bin packing problem where we prefer those items with high price-weight ratio. In our case:
Twitter-Augmented Regression: the investor buys the best K stocks that are predicted using a vector auto-regressive (VAR(s)) model. This model considers, in addition to the price of the previous days, a Twitter feature (e.g., number of components) as observed in the previous days. The model predicts the price of a stock at time t using a linear combination of the price in the previous s days and the values of the augmenting series (Twitter feature) in the same dates:
Training details are similar to the one discussed for the AR(s) model. The strategies to diversify are also the same (uniform and weighted).
Results
We simulate a series of investments between March 1, 2010 and June 30, 2010. We use the data from January 1, 2010 to February 28, 2010 as training data for the regression models. We keep a window of L = 35 training examples and use the previous s = 5 days to train. Each model is trained using the Ordinary Least Squares (OLS) method. The initial capital is C 0 = 10 000$. The investor buys stock from K = 10 different companies every day in every strategy.
For the Twitter-Augmented Regression we use the following features: TID, UID, NUM-CMP, NUM-NODES,NUM-EDGES. We use all the graphs that were described in Section 4.4. We also try the weighed and uniform share options for both the the AR and VAR model. Figure 6 shows the simulation results for the discussed period. We show the behavior of a sample of all trading techniques discussed: specifically, we show the best approach for each category (e.g., for Twitter-Augmented Regression we only show the behavior of the NUM-CMP feature). Our two baselines for the rest of the discussion are the random strategy and the Auto-Regression strategy. The average loss for the random strategy is −5.52% and the one for the AR models are −8.9% (Uniform) and −13.08% (Weighted). Only one of the fixed models (Profit Margin) have a better behavior than the default random (−3.8%). All the rest of the models that improve the baseline are VAR models. The best one uses the number of tweets on the RestExp graph with a uniform share for a 0.32% gain. The models obtained with the restricted graph and number of components average a −2.4% loss that is still better that the random model. Figure 6 also includes the Dow Jones Index Average (DJA) for the same period. As we can see the behavior of all the strategies is consistent with this index's behavior. Our proposed strategy is the only ones that manages to obtain a profit during this period in which the Dow Jones fell −5.8%. The best feature is again the number of components.
RELATED WORK
Microblogging data: In recent years several studies (e.g. [17, 19, 16] ) have analyzed Twitter data to describe the different types of users, their behavior, the content of the tweets and the way that they are related to trends. In particular, [21] describe the relationship between tweets and trends in traditional news media, as well as query volume on major search engines. Our work is informed by this general knowledge about Twitter, but we focus our attention in a particular domain instead of attempting a general study.
The relations among users, entities and topics in Twitter have been described by a graph and exploited in previous work. For instance, [31] starts by identifying similar users based on their favorite topics and their social connections. Then, a modified version of PageRank is used to find the most influential authors on the Twitter graph. Yamaguchi et al. [32] extend the "Object Rank Algorithm" [1] to consider different types of vertices. These works only consider a fixed point in time and do not consider the changes on the graph structure over time.
News articles and the stock market: The literature relating news stories with financial events is vast. Here we outline some recent works on the subject. Hayo and Kutan [15] present a pure economic prediction model to study the effect of other markets on the Russian market. A variable in this model defines if the news were positive or negative in the past. Although the news classification is manual this study shows the importance of news on the market behavior.
Lavrenko et al. [23] present a model to predict the behavior of the stock of a company using news stories related to the company. The system builds a language model for positive and negative stories and predicts the future behavior checking the language model of the news that appear in the previous hours. Our work does not pretend to be a prediction model: we measure the correlation of the behavior of Twitter with the changes in the stock market. Schumaker and Chen [26] present a system that learns the importance of a news on the performance of a stock. Again, compared with this work we do not try to make a prediction but find a explanation of the change. Moreover, we use microblogging posts instead of news stories. DeChoudhury et al. [7] shows that discussions on blogpost are also correlated with the directions of the stock market.
Yi [33] presents a study to approximate the daily closing value of a stock using data from Twitter. This work also discusses several feature that can be used in the prediction and presents a model that can improve a simple moving average, reducing the error. Sprenger and Welpe [27] and Bollen et al. [3] also show the relations of the stock market or particular stocks with the sentiment of the tweets and how it can be used to improve the prediction. None of this work considers graph features.
Time series regression from Web data:
The use of web data for predicting the behavior of a real time series is related with our work. Ginsberg et al. [12] present a method to approximate the cases of influenza of the US using the query log of a search engine. Corley et al. [6] makes a similar prediction using blog content. Other work [8] use search logs to predict the job market.
Hagedorn et al. [13] argue that while these prediction models are correct, they are not really competitive or add any information when compared with models that use domain knowledge. Their application on prediction of music, video games and movie hits shows that other, better-known and simple features are good enough.
Gayo et al. [11] have similar objections, and in addition show evidence of differences between the distribution of demographic characteristics of Twitter users from a country compared to the general population of that country. These differences are substantial and make it impossible to obtain a uniform random sampling of e.g. citizens voting in an ellection. Furthermore, Gayo [10] warns against jumping to conclusions too quickly when analyzing social media data, reminding that "just being large does not make such collections statistically representative of the population as a whole". Data filtering and spam removal: The filtering of data can have an important effect in the performance of our method. This problem can be divided in two parts: finding related tweets and removing those that are spam.
In [14] the authors propose a supervised multi-classifier that can distinguish if an RSS feed is related with a particular company. We can use this kind of strategy to find better filters. Finin et al. [9] propose crowdsourcing strategies to annotate the entities that appear in the tweets. This knowledge could be used later to train Name Entity Recognizers that can be adapted to the particular twitter characteristics.
Our work could be extended by leveraging features used in the elimination of spam from tweets. Wang [30] and Benevenuto et al. [2] present features that can be used to detect spammers and how they differ from relevant users. Castillo et al. [4] go farther as they study the veracity of tweets for particular events. We think that our work can be improved if we utilize this knowledge to improve the filtering phase. (Dynamic) graph features: The graph-based features we use are a subset of those present in previous work [18, 24] . We can extend our work by including more graph features. For instance, Kumar et al. [20] present a work on the evolution of social networks in the blogosphere. This work shows that there are changes on the structure that are related with changes in the real world. Other works [29, 28] propose algorithms to mine patterns on massive data graphs. In particular [28] shows how the structure of the graph changes over time.
CONCLUSIONS
We presented a framework to extract messages from Twitter about company stocks, and represent that information through graphs capturing different aspects of the conversation around those stocks.
We then used these time-constrained graphs to evaluate a wide range of features in terms of their degree of correlation to changes in stock price and traded volume. We show that the number of connected components of the constrained subgraph is generally the best feature in terms of correlation, especially in relation to traded volume. Graph centrality features like PageRank and average degree become effective for bigger graphs, which can be obtained for multi-company indexes.
Finally, we used simulation to show that these features are useful in order to improve a trading strategy in the stock market.
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