Depth notions in regression have been systematically proposed and examined in Zuo (2018) . One of the prominent advantages of notion of depth is that it can be directly utilized to introduce median-type deepest estimating functionals (or estimators in empirical distribution case) for location or regression parameters in a multi-dimensional setting.
Introduction
Consider a general linear regression model
where y and e are univariate random variable, ′ denotes the transpose of a vector, and random vector x = (x 1 , · · · , x p ) ′ and unknown parameter β are in R p , the error e has distribution F e and the random vector x has distribution F x . Note that this general model includes the special case with an intercept term. For example, if β = (β 1 , β 2 ′ ) ′ and x 1 = 1, then one has y = β 1 + x 2 ′ β 2 + e, where x 2 = {x 2 , · · · , x p } ∈ R p−1 . If one denotes w = (1, x 2 ′ ) ′ , then y = w ′ β + e. We use this model or (1) interchangably depending on the context. Denote by F (y, x) the joint distribution of y and x under the model (1).
Let T (·) be a R p -valued estimating functional for β, defined on the set G of distributions on R p+1 . T is called Fisher consistent for β if T (F (y, x) ) = β 0 for the true parameter β 0 ∈ R p of the model and for F (y, x) ∈ G 1 ⊂ G, each member of G 1 possesses some common attributes. Additional desirable properties of a regression functional T (·) are regression, scale, and affine equivariant. That is, T (F (y+x ′ b, x) ) = T (F (y, x) )+ b, ∀ b ∈ R p ; T (F (sy, x) ) = sT (F (y, x) ), ∀ s ∈ R; T (F (y, A ′ x) ) = A −1 T (F (y, x) ), ∀ nonsingular A ∈ R p×p ; respectively. Namely, T (·) does not depends on the underlying coordinate system and measurement scale.
The classical regression estimating functional is the least square (LS) functional. It meets all the desired properties above and is "optimal" if F e is normal (Huber (1972) ). But it is extremely sensitive to a slight deviation from the normality assumption. Alternatives include the least absolute deviation functional, and quantile regression (Koenker and Bassett (1978) ) were posed. But in terms of asymptotic breakdown point (ABP) robustness, they are no better than the traditional LS functional (all have 0% ABP). Estimating functionals with higher ABP were consequently proposed. Among them, the least median squares estimator (Rousseeuw (1984) ) is the most famous one. It has the highest ABP (50%) but suffers a slow convergence rate (cubic root) (Davies (1989 and Kim and Pollard (1990) ) and a instability drawback ( Figure 3 .2 of Seber and Lee (2003) ).
Robust estimating functionals with high ABP and root n convergence rate were subsequently advanced, among many of them is the depth induced deepest regression estimating functional (Rousseeuw and Hubert (1999) (RH99)). The latter has an ABP 1/3 (Van Aelst and Rousseeuw (2000) (VAR00)) and root n consistency (Bai and He (1999) ).
One of the prominent advantages of depth notion is that it can be directly employed to introduce median-type deepest estimating functionals (or estimators in empirical case) for the location or regression parameter in a multi-dimensional setting based on a general min-max stratagem. The most outstanding feature of univariate median is its exceptional robustness. Indeed, it has the best possible finite sample breakdown point (FSBP) (among all location equivariant estimators, see Donoho (1982) ) and the minimum maximum bias (MB) (if underlying distribution has unimodal symmetric density, see Huber (1964) ).
The functional in RH99 holds desired properties, its ABP (1/3) is lower than the highest (1/2) though. The deepest projection estimating functional (T * P RD ) induced from projection regression depth (PRD) in Zuo (2018)(Z18) overcomes this. It has the best ABP with a root n consistency ((Z18)) as well. T * P RD is closely related to the bias-robust estimates (Pestimates) of Marrona and Yohai (1993) (MY93). In fact, it is a modified version of the latter, overcoming the non-scale-equivariance flaw.
MY93 investigated the robustness of P-estimates, provided an upper bound of their MB, but their influence function (IF) and FSBP have not been established in the last quarter of century. Establishing a MB upper bound for T * P RD and discovering its IF and revealing its FSBP are three main objectives of this article.
The rest of the article is organized as follows. Section 2 introduces the T * P RD . Section 3 is devoted to the establishment of MB, IF and FSBP of T * P RD . Concluding remarks on the issues of computation of regression depth and others end the article in Section 4.
Maximum projection regression depth functionals
Let's first recall the projection regression depth and its induced deepest estimating functionals defined in Z18.
Assume that T is a univariate regression estimating functional which satisfies (A1) regression, scale and affine equivariant, that is,
respectively, where x, y ∈ R are random variables.
Let S be a positive scale estimating functional such that (A2) S(F sz+b ) = |s|S(F z ) for any z ∈ R and scalar b, s ∈ R, that is, S is scale equivariant and location invariant.
Equipped with a pair of T and S, we can introduce a corresponding projection based multiple regression estimating functional. Define
which represents unfitness of β at F (y, x) w.r.t. T along the direction v ∈ S p−1 . If T is Fisher consistent regression estimating functional, then T (F (y−w ′ β 0 , w ′ v) ) = 0 for some β 0 (the true parameter of the model) and ∀ v ∈ S p−1 . Then, overall one expects |T | to be small and close to zero for a candidate β, independent of the choice of v and w ′ v. The magnitude of |T | measures the unfitness of β along the v. Here dividing by S(F y ) is simply to guarantee the scale invariance of UF v (β; F (y, x) , T ). Taking supremum over all v ∈ S p−1 , yields
the unfitness of β at F (y, x) w.r.t. T . Now applying the min-max scheme, we obtain the projection regression estimating functional (also denoted by T * PRD ) w.r.t. the pair (T, S)
= argmax
where, the projection regression depth (PRD) is defined as
Remarks 2.1 (I) UF(β; F (y, x) , T ) corresponds to outlyingness O(x, F ), and T * corresponds to the projection median functional P M (F ) in location setting (see Zuo (2003) ). Note that in (2), (3) and (4), we have suppressed the scale S since it does not involve v and is nominal (besides to achieve the scale invariance). Sometimes we also suppress T for convenience.
A similar T * was first introduced and studied in MY93, where it was called P1-estimate (denote it by T P 1 , see (6) ). However, they are different. The definition of T * here is different from T P 1 of MY93, the latter multiplies by S(F v ′ x ) instead of dividing by S(F y ) in UF v (β; F (y, x) , T ) here. Furthermore, MY93 did not talk about the "unfitness" (or "depth"). Corresponding to (2) here, they instead defined the following
where v, β ∈ R p . Their P1-estimate is defined as
(II) It is readily seen that T P 1 is not scale equivariant (not as claimed in Theorem 3.1 of MY93) and that the functional T * , contrarily, is regression, scale, and affine equivariant.
(III) Examples of T include mean, quantile, and median( Med), and location functionals in Wu and Zuo (2009) (WZ09). Examples of S include standard deviation functional, the median absolute deviations functional (MAD), and scale functionals in WZ08. Hereafter we write Med(Z) intended for Med(F Z ). For the special choice of T and S in (2) such as
we have
and PRD β;
A special case of PRD above (the empirical case) is closely related to the so-called "centrality" in Hubert, Rousseeuw, and Van Aelst (2001) (HRVA01). In the definition of the latter, nevertheless, all the term of "MAD(·)" on the RHS of (8) is divided by Med|w ′ v|.
Robustness of the deepest projection regression functional
One of the main purposes of seeking the maximum depth estimating functional in regression is for the robustness consideration since the classical LS functional is notorious sensitive to the deviation from the model assumptions (normality assumption) and to the contamination. On the other hand, a maximum depth estimating functional could be regarded as a median-type functional in regression. The latter in location is well-known for its exceptional robustness. Do the maximum projection depth estimating functionals inherit the inherent robustness properties of the location counterpart (and w.r.t. what types of robustness measure)?
Maximum bias
For a given distribution F ∈ R d (hereafter F ∈ R d really means that F is defined on R d ) and an ε > 0, the version of F contaminated by an ε amount of an arbitrary distribution G ∈ R d is denoted by F (ε, G) = (1 − ε)F + εG (an ε amount deviation from the assumed F ). Here it is assumed that ε ≤ 1/2, otherwise F (ε, G) = G((1 − ε), F ), one can't distinguish which one is contaminated by which one. The maximum bias of a given general functional L under an ε amount of contamination at F is defined as (see Hampel, Ronchetti, Rousseeuw and Stahel (1986) 
where B(ε; L, F ) is the maximum deviation (bias) of L under an ε amount of contamination at F and it mainly measures the global robustness of L. For a given L at F , it is desirable that B(ε; L, F ) is bounded for an ε(≤ 1/2) as large as possible.
The minimum amount ε * of contamination at F which leads to an unbounded B(ε; L, F ) is
For a given F = F (y, x) ∈ R p+1 , write F (v,β) := F (y−w ′ β, w ′ v) for v ∈ S p−1 and a given β ∈ R p . Let F y be the marginal distribution based on y ∈ R. For the univariate regression (and scale) estimating functional T (and S) in Section 2 and an ε > 0, define
Proposition 3.1 For a given pair (T, S) F = F (y, x) , and an ε > 0, assume that T (F (v,0) ) = 0, ∀ v ∈ S (p−1) , and b(ε; S, F ) > 0 and B(ε; S, F ) < ∞. Then for T * (F (y, x) , T ) defined in (4) B(ε; T * , F ) ≤ B(ε; T, F ) + C(ε; T, F ).
Proof: By regression equivariance of the T * (see (II) of Remarks 2.1), assume (w.l.o.g) that
For the given F and a given G ∈ R p+1 , denote β * (ε, G) := T * (F (ε, G)) and F (ε, G) = F z * and z * = (y * , x * ′ ) ′ ∈ R p+1 . Then we need to show that
For the given G ∈ R p+1 and F , by (2) , (3), and (4), we have for
, we already have the desired result. Otherwise, we have for any given
Therefore, we have for the given G ∈ R p+1 and F and ε and the given β ∈ R p
Taking the infimum over β ∈ R p and then supremum over G ∈ R (p+1) in both side immediately yields the desired result. This completes the proof.
Remarks 3.1
and it holds for a wide range of distribution F (y, x) and T . For example, if the univariate functional T is the mean functional, then this becomes the classical assumption in regression when β 0 is the true parameter of the model: the conditional expectation of the error term e given x is zero, i.e.
(A0), however, is not indispensable in the proof but for the neatness of the upper bound and the expression of B(ε; T, F ). Adding sup v =1 |T (F (y,w ′ v) )| to the RHS of the upper bound and using the regular deviation definition for B(ε; T, F ), the proposition holds without (A0).
(II) An upper bound for their P-estimates was also given in MY93 (Theorem 3.3). The differences from the one here include (i) T * is different from P-estimates (see Remarks 2.1), the former is equivariant but the latter are not scale equivariant (see Remarks 2.1); (ii) two upper bounds are quite different (of course since T * is different from P-estimates).
(III) The conditions on S in the proposition are typically satisfied by common scale functionals such as MAD or scale functionals in WZ08. The term C(ε; T, F ) in the Proposition is typically bounded for T (such as quantile functionals or functionals in WZ09).
(IV) The maximum projection regression depth functional T * has a bounded maximum bias as long as that is true for the T and S does not breakdown (for a scale functional, its ABP is defined as ε * (S, F ) = min{ε : B(ε; S, F ) + b(ε; S, F ) −1 = ∞}). Furthermore, the MB upper bound of T * depends entirely on that of the T as long as S does not breakdown. The Proposition also reveals the ABP of T * as summarized in the following. 
Proof:
(ii) follows from standard ABP results of Med and MAD (see e.g. HRRS86) and the upper bound of ABP for any regression equivariant functional (see Theorem 3.1 of Davies (1993) and Davies and Gather (2005) ). (II) The ABP of the deepest regression functional of RH 99 has been inventively studied in VAR00 and is 1/3, while the ABP of the classical LS functional is 0.
When (T, S) is (Med, MAD) , then the general bounds involved in Proposition 3.1 could be concretized and specified as shown in the following. Furthermore, one also could construct a lower bound for the maximum bias of T * in (4).
First we need some notations. Write q(ε) = 1/(2(1 − ε)) for a given 0 < ε < 1/2. Denote m i (Z, c, ε) for quantiles such that m 1 (Z, c, ε
is T -symmetric about a β 0 which is the true parameter of model (1); 2 o ) F e has a symmetric, decreasing in |x| density f (x); 3 o ) F x ′ v is the same ∀ v ∈ S p−1 ; 4 o ) e and x are independent. Then, for the T * in (4), the given F = F (y, x) , any 0 < ε < 1/2,
where
(q(ε)). All quantiles is assumed to exist uniquely, J is the distribution of y/x ′ v,v ∈ S p−1 .
To prove above, we need the following result given in Zuo, Cui, and Young (2004) (ZCY04).
Lemma 3.1 Suppose that A = F −1 (1 − q(ε)) and B = F −1 (q(ε)) exist uniquely for X ∈ R with F := F X and 0 < ε < 1/2. Let δ x denote the point-mass probability measure at x ∈ R. Then for any distribution G ∈ R and point x,
where Med is applied to distributions as well as discrete points.
Proof of Proposition 3.2
(i) The given condition (assumption) guarantees that T is Fisher-consistent at
Both (2) and (3) are equal to zero. That is, UF(β 0 ; F (y,x) , T ) = 0. Therefore, β 0 attains the minimum possible value of UF(β; F (y,x) , T ) for any β ∈ R p , which further means that T * (F (y, x) , T ) = β 0 . By the equivalence of T * (see Remarks 2.1), assume w.l.o.g. that β 0 = 0.
(ii) We need the maximum bias bounds on Med and MAD. Some of them have been already established in Lemma A.2 of ZCY04 (cited above in Lemma 3.1).
Note that when β 0 = 0, y has the same distribution as e, m i (y, c, ε) is nonincreasing in c for c > 0, the bounds for S follow directly from this fact, coupled with (L-iii) and (L-i).
We have to establish the bound for T . Note that
To invoke (L-i) of above Lemma, we need to first figure out the B in (L-i) for the distribution of Z := (y − x ′ β)/(x ′ v) for a given β ∈ R p and a v ∈ S p−1 . Note that
For convenience we suppress the dependency of Z and Z1 on β and v. Note that
Now denote the distribution of (y − x ′ α)/x ′ v with α = r and α ′ v = 0 by J r for any v ∈ S p−1 . Hence F Z1 = J r with r = ( β 2 − (β ′ v) 2 ) 1/2 for any v ∈ S p−1 and a given β ∈ R p .
In the light of Lemma 3.1,
On the other hand,
where the first inequality follows from the consideration of a special v = β/ β for β = 0 and 3 o ), the second equality is due the fact that J −1 0 (q(ε)) has nothing to do with β. Therefore, by picking β = 0 on the RHS of (11), its LHS attains its lower bound. That is, B(ε; T, F ) = J −1 0 (q(ε)) which is the same as b since when r = 0, J r is the same as J distributionally.
(iii) In virtue of (ii) above, one part of the RHS inequality has already been established in Proposition 3.1. But we still need to show that C(ε; T, F ) = b. This, however, follows in a straightforward manner from the definition of C(ε; T, F ) and the proof in (ii) above (with β = 0 in this case).
We need to show the LHS lower bound for B(ε; T * , F ). We adapt the idea of Huber (1981) (page 74-75). Note that for a given v ∈ S p−1 by 4 o )
Assume that x = 0, otherwise, our discussion reduces to Huber (1981) (page 74-75), our conclusion holds true. Assume, w.l.o.g., that the first component of x, x 1 = 0. Construct two functions:
It is now not difficult to verify that the two functions above are distribution functions over R 2 and belong to F v (ε; G) for some G ∈ R 2 (because both keep (1 − ε) part of F v (y, z)).
Assume that for some the random vector (y * , x),
(note that vector x is unchanged due to the construction). Then one has
Denote the first coordinate of T * (F ) as T * 1 (F ). Then by the equivariance of T * , we see that
Note that a = b. This completes the entire proof.
Remarks 3.3
(I) Part (i) of the Proposition holds as long as T is T -symmetric about a β 0 ∈ R p . That is, T is not necessarily to be the Med functional. Furthermore, S plays no role in the verification process, that is, any scale estimating functional will work. Likewise, the lower bound in (iii) holds true for any T and S. The (Med, MAD) choice is just the classical one.
(II) Assumption of F e has a symmetric density f (x) which is decreasing in |x| is common and typically required in the literature (see, e.g., MY93, Theorem 3.5). It guarantees that the construction of two functions are indeed distribution functions in the proof of (iii) (actually it guarantees that the probability mass covered by both F e (y)I y≤ax 1 and F e (y − 2ax 1 )I y>ax 1 are q(ε), therefore guarantees the success of the construction).
(III) The assumption 3 o ), that is, F x ′ v is the same for any v ∈ S p−1 holds if (i) (y, x ′ v) is spherically distributed about the origin or (ii) if x is spherically distributed about the origin.
(ii) was assumed in Theorem 3.5 of MY93. However, in the light of the equivalence of T * , the spherical symmetry could be relaxed to elliptical symmetry.
(IV) In many cases, the maximum bias is attained by a point-mass distribution, that is, B(ε; T * , F ) = sup x∈R d T * (F (ε, δ x )) − T * (F ) (see Huber (1964) Maximum bias and ABP are global robustness measure and depict the global robust perspectives of the underlying functional. Now we will focus on the local robustness of T * via its influence function.
Influence function
The influence function (IF) of a functional T at a given point x ∈ R d for a given F is defined as
where δ x is the point-mass probability measure at x ∈ R d , and the gross error sensitivity of T at F is then defined as (in HRRS86)
IF(x; T, F ) .
The function IF(x; T, F ) describes the relative effect (influence) on T of an infinitesimal point-mass contamination at x and measures the local robustness of T . The function γ * (T, F ) is the maximum relative effect on T of an infinitesimal point-mass contamination and measures the global as well as local robustness of T . It is desirable that a regression estimating functional has a bounded influence function and especially a bounded gross-error sensitivity. This, however, does not hold for an arbitrary regression estimating functional, especially for the classical least squares functional. Now we investigate this for T * in (4).
For the sake of simplicity, we will assume below that x is spherically distributed, i.e. the distribution of x ′ v is the same for any v ∈ S p−1 . The result and the discussion, however, can be trivially extended to cover the case that x is elliptically distributed, in the light of the equivalence of T * (see Remarks 2.1) and the Proposition 1 of VAR00.
Denote z := (y, x), F (y, s) := F z (y, s). Consider the point-mass ε contamination of F (y,x) at δ z : F (y,x) (ε; δ z ) = (1 − ε)F (y,x) + εδ (y 0 ,x 0 ) , where x 0 = (x 01 , x 02 , · · · , x 0p ) ′ ∈ R p and x 0 = 0. Denote z 0 := y 0 /x 01 (assume w.l.o.g. that x 01 is the first non-zero component of x 0 since x 0 = 0). Write Z 0 := y/x 1 − min{z 0 − 1, 1}, with x = (x 1 , · · · , x p ) ′ .
Proposition 3.3
With the same T and S as in Proposition 3.2 under its assumption 1 o ), and further assume that y is symmetric distributed, x is spherically distributed, and the distribution of Z := (y − x ′ β)/x ′ v is differentiable near 0 with density f Z at any given β ∈ R p and v ∈ S p−1 . Then
, Proof : (i) Assume, in virtue of equivariance, that T * (F ) = 0. Then for z = (y 0 , x 0 ) we have
and that
The (L-iv) of Lemma 3.1 can be employed to take care of the denominator of (13). In fact, it tends to F −1 y (3/4) as ε → 0 + by the Lemma 3.1 and the given conditions. We now focus on the numerator of the RHS of (13).
It is readily seen that the distribution of Z is the same for any v ∈ S p−1 and a given β ∈ R p and hence is symmetric about the origin. By the (L-ii) of Lemma 3.1, write T in the numerator of the RHS of (13) 
Note that by the symmetry of the distribution of Z, F −1
For the consideration of the supremum within the numerator of the RHS of (13), we should ignore the case η = 0 and just focus on the case η = 0. Note that the distribution of Z is identical for any v ∈ S p−1 and a given β ∈ R p , It is readily seen that if η = 0, then
Note that the RHS of (14) depends on β only through the definition of Z and η. In order to overall minimize the RHS of (13), obviously we have to select β so that f Z (0) is maximized meanwhile η = 0. But for any given β the distribution of Z is symmetric about the origin and its density is maximized at the origin. Therefore, β = (β 1 , 0, · · · , 0) ∈ R p with β 1 = min{z 0 − 1, 1} is obviously one solution.
By the given condition, w.l.o.g., we can select v = (1, 0, · · · , 0) ∈ S p−1 in the above discussion and in the definition of Z. Then Z = (y − x ′ β)/(x ′ v) = Z 0 and η = z 0 − β 1 = 0. This, in conjunction with (12) and (13), yields the desired result (i).
(ii) This part is trivial.
Remarks 3.4
(I) The influence functions of the P-estimates in YM93 have never been established.
(II) Having a bounded influence function or even bounded gross error sensitivity is a very much desirable property for any regression estimating functional. The Proposition shows that the deepest projection regression depth functional T * possesses this desired property.
(III) The IF of the deepest regression depth estimating functional in RH99, has been investigated in VAR00. Where the authors started with elliptical symmetric (x, y) but with an appropriate transformation, the problem is converted to the one with a spherical symmetric (x, y) for the IF of any regression, scale, affine equivariant functional. A rather complicated yet bounded IF when x ∈ R (i.e. p = 1 here, the simple regression case) was obtained.
(IV) The symmetry assumption of the distribution of y could be dropped, then 
Finite sample breakdown point
Asymptotic breakdown point (ABP) depicts the overall global robustness of a regression estimating functional. It does not reveal the effect of dimension p on its breakdown point robustness, notwithstanding. In finite sample real practice, there is an alternative to ABP. Donoho (1982) and Huber and Donoho (1983) (DH83) introduced the notion of the finite sample breakdown point (FSBP) which has become the most prevailing quantitative measure of global robustness of any location and regression estimators in the finite sample practice.
Roughly speaking, the FSBP is the minimum fraction of 'bad' (or contaminated) data that the estimator can be affected to an arbitrarily large extent. For example, in the context of estimating the center of a distribution, the mean has a breakdown point of 1/n (or 0%), because even one bad observation can change the mean by an arbitrary amount; in contrast, the median has a breakdown point of ⌊(n + 1)/2⌋/n (or 50%), where ⌊·⌋ is the floor function.
Definition The finite sample replacement breakdown point (RBP) of a regression estimator T at the given sample Z (n) = {Z 1 , Z 2 , · · · , Z n }, where
m denotes an arbitrary contaminated sample by replacing m original sample points in Z (n) with arbitrary points in R p+1 . Namely, the RBP of an estimator is the minimum replacement fraction which could drive the estimator beyond any bound.
We shall say Z (n) is in general position when any p of observations in Z (n) give a unique determination of β. In other words, any (p-1) dimensional subspace of the space (y, x ′ ) contains at most p observations of Z (n) . When the observations come from continuous distributions, the event (Z (n) being in general position) happens with probability one.
Proposition 3.4 For T * defined in (4) with (T, S) = (Med, MAD) and Z (n) being in general position, we have for ⌊n/2⌋ + 2 > p ≥ 1
Note that when p = 1, the problem becomes an estimation of location parameter β 0 of y based on minimizing |Med i {y i − β 0 }|, and the solution is the median of {y i } which indeed has a RBP given in (16) . In the following, we consider the case p > 1.
(i) First, we show that m = ⌊n/2⌋ − p + 2 points are enough to breakdown T * . Recall the definition of T * (Z (n) ). One has
Select p − 1 points from Z (n) = {y i , x ′ i }. They, together with the origin, form a (p − 1)-dimensional subspace (hyperline) L h in the (p + 1)-dimensional space of (y, x).
(Note that since our model contains an intercept term, we assume that the observation Z i = 0 has been deleted from Z (n) for it provides no information for the parameter β).
Construct a non-vertical hyperplane H through L h (that is, it is not perpendicular to the horizontal hyperplane y = 0). Let β be determined by the hyperplane H through y = w ′ β. We can tilting the hyperplane H so that it approaches to its ultimate vertical position, meanwhile we put all the m contaminating points onto this hyperplane H so that it contains no less than m + (p − 1) = ⌊n/2⌋ + 1 observations. Call the resulting contaminated sample by Z (n) m . Therefore the majority of (y i − w ′ i β)/w ′ i v now will be zero.
It implies that β is the solution for T * (Z (n) m ) at this contaminated data Z (n) m since it attains the minimum possible value (zero) of the RHS of (17) . When H approaches to its ultimate vertical position, β → ∞ (for the reasoning, see the proof of Proposition 2.4 of Z18). That is, m = ⌊n/2⌋ − p + 2 contaminating points are enough to break down T * .
(ii) Second, we now show that m = ⌊n/2⌋ − p + 1 points are not enough to breakdown T * . Let Z (n) m be an arbitrary contaminated sample and β c := T * (Z (n) m ) and β o = T * (Z (n) ), where Z (n) = {Z i } = {y i , x ′ i } are uncontaminated original points and w ′ i = (1, x ′ i ). Assume that β c = β o (Otherwise, we are done). It suffices to show that β c − β o is bounded.
Note that since n − m = ⌊(n + 1)/2⌋ + p − 1, then the denominator of (17) is the same for contaminated Z (n) m or original Z (n) . We thus focus on its numerator of the RHS of (17) . Define
where L τ is the set of all points z = (y, x ′ ) that have the distance to L no greater than τ . Since Z (n) is in general position, then δ > 0.
Let H o and H c be the hyperplanes determined by y = w ′ β o and y = w ′ β c , respectively, and M = max i {|y i − w ′ i β|} for all original y i and For each (y i , x i ) with i ∈ I, construct a two dimensional vertical plane P i that goes through (y i , x i ) and (y i + 1, x i ) and is perpendicular to L vp (H o ∩ H c ). Denote the angle formed by H o and the horizontal line in P i by α 0 ∈ (−π/2, π/2), similarly by α c for H c and P i . These are essentially the angles formed between H o and H c with the horizontal hyperplane y = 0, respectively. We see that for i ∈ I and each (y i , 
M , then by the inequality above we have for i ∈ I and the given v
which implies that for any i ∈ I and the given v,
which further implies that for the contaminated (y i ,
m and the given v, we have
since there are at least ⌊(n + 1)/2⌋ many i in I.
On the other hand, for the given v, if we compare all
it is readily seen that there are at least N terms are the same, where N = n cap + |S r | = n − m (n cap original points in S cap plus |S r | original points in S r ). Therefore, among all
}, there are at least n − m ≥ (p − 1) + ⌊(n + 1)/2⌋ terms each of which is no
and the given v
Assume that v is the direction at which β c attains the minimum of the numerator of the RHS of (17) . That is, for (y i ,
On the other hand, it is not difficult to see that for (y i ,
where the first inequality follows directly from the definition of β c and v c and the second one follows directly from (19) .
If |ρ| could be arbitrarily large, then since δ| tan(α c )| − M y = δ|ρ| β o − M y could be arbitrarily large so that | δ| tan(α c )| − M y |/K S > M/K M , which leads to a contradiction. Hence β o − β c is bounded. It means that m contaminating points are not enough to breakdown T * .
(B2) Assume that H o is parallel to y = 0. Then, it means that β c = ρβ o = (ρβ o1 , 0, · · · , 0). Assume that β o1 = 0. Otherwise, we are done. Now we can repeat the argument above since n − m ≥ (p − 1) + ⌊(n + 1)/2⌋. On the one hand we can show that for all (y i ,
where, β o and β c , M and K M and v c are defined as before.
On the other hand, we have for all (y i ,
where K S andM y is defined as before.
Again if |ρ| could be arbitrarily large, then since |ρβ o1 | − M y could be arbitrarily large so that |ρβ o1 | − M y /K S > M/K M , yields a contradiction. Hence β o − β c is bounded. That is, m contaminating points are not enough to breakdown T * .
Remarks 3.5
(I) MY93 also discussed the FSBP of their P-estimates, the RBP of the P-estimates has never established, nevertheless. They established some upper bound for the norm of their P-estimates which holds true with some probability that could be very close to one by taking sufficiently large number of subsamples in the computation of their P-estimates. Although P-estimates are defined differently from T * here, the idea of above proof, however, seems applicable to the P-estimates to obtain a concrete (and with probability one) RBP.
(II) The main idea of the proof above was adapted from the proof of the RBP of the LMS in Rousseeuw (1984) . The latter, however, only addressed part (A), and part (B) was overlooked, where it was assumed implicitly that H c ∩ H o = ∅. The same assumption was made in the proof of the RBP of the LTS (page 132 of RL87). One may argue that how often in practice H c ∩ H o = ∅? The argument seems reasonable at first. However, one cannot afford to miss any conceivable contamination case when establishing RBP.
(III) Although T * n possess a very high RBP (the same as that of LMS), it is still not the best possible RBP for any regression equivariant estimator. For the latter, it is (⌊ n−p 2 ⌋ + 1)/n (see page 125 of RL87). To attain the upper bound of RBP, one can modify the T * n so that its RBP attains the upper bound. Indeed, there are several variants of the T * n below.
First, in the definition of T * n , consider the median of all | (V) The RBP result is established under the assumption that Z (n) is in general position. In more general cases, one can use a number c(Z (n) ) (which is the maximum number of observations from Z (n) contained in any (p − 1) dimensional subspace) to replace p in the derivation of the final RBP result.
Discussions and concluding remarks
This article investigates the robustness property of the deepest projection regression depth functional T * (estimator). T * is closely related to (but different from) the P-estimates in MY93. In fact, it is the modification of the latter, to achieve the scale equivariance. Like YM93 for the P-estimates, an upper bound for the maximum bias of T * is established. In contrast to YM93 for their P-estimates, the influence function and the finite sample breakdown point of T * are revealed here as well. Several important issues associated with T * are addressed below.
Computing issue
The deepest projection regression depth estimator T * n faces a comment problem for any estimators with high breakdown point robustness. That is, it is very challenging to compute them in practice while enjoying the best possible ABP.
Exact computing of T * n is certainly difficult (it involves two layers of optimizations (minimization of the maximized unfitness), if not impossible. But one can at least compute T * n approximately. Here sub-sampling scheme and MCMC technique could be employed in the optimization process, as done in Shao and Zuo (2017) for halfspace depth in high dimension. However, naive approaches such as the following could also be utilized: (i) randomly select a set of directions v k ∈ S p−1 and a set of points β j ∈ R p coupled with some tuning parameters N v and N β for the total numbers of the random directions and points, where k = 1, · · · , N v and j = 1, · · · , N β .
(ii) Within the j loop, compute the approximate depth of β j with respect to {Z j ik = (y i − w ′ i β j ) (w ′ i v k )} for a fixed j, and all i and k, where, i = 1, · · · , n.
(a) After first round computation for a given β j , j = 1, · · · , N β , one can refine the computation by tuning (increasing) the parameter N v to see if one can get a small depth for β j .
(b) If Med and MAD are used for the (T, S), then, the random directions could be selected among those which are perpendicular to the hyperplanes formed by p sample points of {Z j ik } for a fixed j and all i and k.
(c) Continue the iteration until meet the stopping rule (e.g. the difference between consecutive depths is less than a cutoff value).
(iii) Order the β j 's according to their depth (or unfitness) and select the deepest p + 1 β j 's. By the property of the depth function (see Z18), one needs only searching over the closed convex hull formed by these p + 1 points via common optimization algorithms (e.g. downhill simplex method, or MCMC technique) to get the final approximate T * n . (iv) To mitigate the effect of randomness, one can repeat the above steps (many times) so that the one of T * n with the maximum updated regression depth is adopted. For the computation of P-estimates, MY93 employed a very different approach in their Section 5. The computation of T * n certainly deserves to be pursued seperately elsewhere.
Robustness and efficiency
Robustness does not work in tandem with efficiency. T * n has the best possible ABP while it has to pay a price of a relatively low efficiency. Its efficiency, however, could be improved by replacing, the univariate median, the chief souce of low efficiency, with a much more efficient depth trimmed or weighted mean (Zuo (2006) , WZ09) meanwhile keeping it as robust as before, just like its location counterpart the projection median does (Zuo (2003) ). On the other hand, the deepest regression functional in RH99 (T * RD ) has no such freedom to improve its low efficiency since it does not like T * which represents a class of functionals with the different choices of univariate functionals T (used in T * ) that can be highly efficient yet as robust as the univariate medain.
T * P RD versus T * RD
T * RD has an advantage over T * P RD in terms of computaion in practice, both confront with a challenging computation problem though. The computing issue of T * RD has been briefly addressed in RH99. That of T * P RD is yet to be sought independently elsewhere. T * P RD , on the other hand, has advantage over T * RD in breakdown point robustness as well as efficiency.
