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Abstract
Let A be a subspace arrangement in V with a designated maximal affine subspace A0. Let A′ =A \ {A0} be the deletion of
A0 from A and A′′ = {A ∩ A0 | A ∩ A0 = ∅} be the restriction of A to A0. Let M = V \
⋃
A∈AA be the complement of A
in V . IfA is an arrangement of complex affine hyperplanes, then there is a split short exact sequence, 0 → Hk(M ′) → Hk(M) →
Hk+1−codimR(A0)(M ′′) → 0. In this paper, we determine conditions for when the triple (A,A′,A′′) of arrangements of affine
subspaces yields the above split short exact sequence. We then generalize the no-broken-circuit basis nbc of Hk(M) for hyperplane
arrangements to deletion–restriction subspace arrangements.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Let V be an -dimensional vector space over a field F , usually either R or C. A subspace arrangement A =
{Ai}ni=0 is a finite collection of distinct affine subspaces in V . We call a subspace arrangement A an arrangement of
hyperplanes if each element ofA is an affine hyperplane. Designate A0 as one of the elements ofA that is not a subset
of any other element of A. Let A′ =A \ {A0} be the deletion of A0 from A. Let A′′ = {A ∩ A0 | A ∩ A0 = ∅} be the
restriction ofA to the affine vector space A0. We let (A,A′,A′′) denote the deletion–restriction triple with designated
subspace A0. We call A proper if no element of A is a subset of another element of A. It has generally been assumed
that no element of a subspace arrangement is a proper subset of another. However, in the case of deletion–restriction,
elements ofA′′ can be proper subsets of other elements ofA′′ even whenA andA′ are proper subspace arrangements.
The complement of an arrangementA in V is defined by M = V \⋃A∈AA. Let (M,M ′,M ′′) be the complements
of the triple (A,A′,A′′). We say that the triple (A,A′,A′′) with designated subspace A0 has the deletion–restriction
property if
0 → Hk(M ′) → Hk(M) → Hk+1−codimR(A0)(M ′′) → 0
is a split short exact sequence. In [2], Falk proved that all deletion–restriction triples of central complex hyperplane
arrangements have the deletion–restriction property. In [7], Orlik and Terao formally extended this result to all com-
plex hyperplane arrangements and provided an example of a deletion–restriction triple of subspace arrangements
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conditions for when a deletion–restriction triple of subspace arrangements has the deletion–restriction property.
Let the intersection poset L be the set of nonempty intersections of subcollections of A ordered by reverse in-
clusion. Contrary to the usual convention, we do not include V , the intersection of the empty subcollection, in L.
We use L∗ when we include V in L as the unique minimal element. In [4], using stratified Morse theory, Goresky
and MacPherson explicitly described the cohomology of the complement of a subspace arrangement in terms of the
relative homology of order complexes of subposets of the intersection poset.
While the traditional source of combinatorial information on arrangements is the intersection poset, our results are
expressed more naturally in terms of the nerve K , a simplicial complex whose vertex set is the set of indices of A
and simplexes spanning the vertices associated with nonempty intersections of elements of A. Using the generalized
Mayer–Vietoris spectral sequence, in [5], it was shown that the cohomology of the complement of a subspace arrange-
ment can also be described in terms of the relative homology of certain subcomplexes (K[X],K(X)) of the nerve K
indexed by the elements X ∈ L.
In [1], Björner showed that the no-broken-circuit set, nbc, forms a basis for the cohomology of the complement
of a complex hyperplane arrangement. In [6], the nbc set was viewed as simplexes that lie within the simplicial pairs
(K[X],K(X)), X ∈ L, our main combinatorial objects.
In Section 2, we examine the deletion–restriction triple (A,A′,A′′) and the relationship between their intersection
and nerve posets. We define natural maps f :A′ →A and g :A′′ →A′. We then see how deletion–restriction affects
the nerve as a simplicial complex. The underlying set of the nerve K can be partitioned into K ′ and another simplicial
complex K0 which is closely related to K ′′. We show that K ′′ is a strong deformation retraction of K0, and that the
nerve K is the mapping cone of the simplicial map g0 : K0 → K ′. Therefore, for each X ∈ L, there is a long exact
sequence in homology of the simplicial pairings (K[X],K(X)) for the deletion–restriction triple (A,A′,A′′):
· · · → Hm
(
K ′′[X],K ′′(X)) g−→ Hm(K ′[X],K ′(X)) f−→ Hm(K[X],K(X))→ Hm−1(K ′′[X],K ′′(X))→ ·· · .
We relate this long exact sequence to the long exact sequence of the cohomology of the complements:
· · · → Hk(M ′′) g−→ Hk(M ′) f−→ Hk(M) → Hk+1−codimR(A0)(M ′′) → ·· ·
using the nerve description of H ∗(M). The main theorem of Section 2, Theorem 2.7, states that A has the deletion–
restriction property if and only if g∗ :H∗(K ′′[X],K ′′(X)) → H∗(K ′[X],K ′(X)) is the zero map for each X ∈ L′ ∩L′′.
We provide some geometric insight into this condition, illustrating with three examples including Orlik and Terao’s
example of a subspace arrangement triple lacking the deletion–restriction property. We end the section showing that
in the special case where the designated subspace A0 is a subset, proper or otherwise, of an element ofA′, the deletion
restriction triple (A,A′,A′′) has the deletion–restriction property.
In Section 3, we consider the deletion–restriction property and subspace arrangements with geometric intersec-
tion posets L∗, which we call geometric poset or GP-arrangements. We show that GP-arrangements, which include
hyperplane and k-equals subspace arrangements, have the deletion–restriction property in Theorem 3.5.
In Section 4, we view the no-broken-circuit set nbc as simplexes in the nerve. We generalize two results from [6] for
hyperplane arrangements to GP-arrangements, namely that nbc forms a basis for the cohomology of the complement
of a GP-arrangement, and nbc partitions with respect to deletion–restriction with nbc ∪ {∅A} = (nbc′ ∪ {∅A′ }) unionsq
(nbc′′ ∪ {∅A′′ }). We define the generalized no-broken-circuit set gnbc for general subspace arrangements, showing
that gnbc = nbc for GP-arrangements. We also generalize the two results from [6] to general subspace arrangements,
namely that gnbc forms a basis for the single simplex contributions to the nerve description of the cohomology of the
complement of a subspace arrangement, and gnbc partitions with respect to deletion–restriction with gnbc ∪ {∅A} =
(gnbc′ ∪ {∅A′ }) unionsq ((gnbc′′)∗ ∪ {∅A′′ }) where (gnbc′′)∗ is an easily determined subset of gnbc′′.
In Section 5, we inductively define deletion–restriction subspace arrangements, a broad class of torsion free
subspace arrangements with the deletion–restriction property that can be constructed using deletion–restriction.
We show that the generalized no-broken-circuit set gnbc, together with cycles generated from the simplexes of
gnbc′′ \ (gnbc′′)∗, forms a basis for the cohomology of the complement of these arrangements. We end with an
example of a deletion–restriction subspace arrangement illustrating that the simplexes of the gnbc set in any given
pullback need not be of the same dimension as is the case for nbc for GP-arrangements.
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Linearly order the elements ofA so that A0 is the minimal element and, for all the other elements ofA, if 0 < i < j ,
then Aj is not a proper subset of Ai . Let the nerve K be the abstract simplicial complex whose set of vertices is the
index set Σ = {0, . . . , n} for the elements of A and whose simplexes are the nonempty subsets σ of Σ such that
Aσ =⋂i∈σ Ai is nonempty. By partially ordering the simplexes of K by inclusion, we can view K as a poset as well
as a simplicial complex. There is a natural poset map ϕ :K → L with ϕ(σ) = Aσ . Let the poset ϕ−1(X) = {σ ∈ K |
Aσ = X} be the pullback of X for each X ∈ L. Note that ϕ−1(X) contains a unique maximal element which we denote
by ζX . For each X ∈ L, let K[X] = {σ ∈ K | Aσ  X} =⋃YX ϕ−1(Y ) be the simplicial complex formed from all
simplexes σ associated with Aσ where X ⊆ Aσ . Note that each K[X] is a simplex since it has the maximal element
ζX as a poset. Similarly, for each X ∈ L, let K(X) = {σ ∈ K | Aσ < X} =⋃Y<X ϕ−1(Y ) be the simplicial complex
formed from all simplexes σ associated with Aσ where X is a proper subset of Aσ . Since K(X) ⊂ K[X], we have
our main combinatorial objects, the simplicial pair (K[X],K(X)), associated with each subspace X ∈ L.
Let (L,L′,L′′) be the intersection posets and (K,K ′,K ′′) the nerves of the deletion–restriction triple (A,A′,A′′).
The linear order of A′ is inherited from A. Since more than one subspace of A′ can intersect A0 in the same subspace
in A′′, let A0 be the subspace arrangement {A0 ∩ Ai | A0 ∩ Ai = ∅,Ai ∈ A′} where the elements of A0 are not
necessarily distinct and are indexed by the set {0i | A0 ∩ Ai = ∅,Ai ∈A′}. Let K0 be the nerve of A0. Since we have
assumed that the elements ofA′′ are distinct, define ν :A′′ → {1, . . . , n} by A → max{k | A = A0 ∩Ak,Ak ∈A′}. This
gives the simplicial map νK :K0 → K ′′ taking the vertex 0i ∈ K0 to the vertex 0ν(Ai) ∈ K ′′. We adopt the following
convention for labelling elements of K0 and K ′′: a simplex σ in either K ′′ or K0 having vertices {0i1,0i2, . . . ,0ik} will
be denoted by 0i1i2 · · · ik . Thus, each simplex σ in either K ′′ or K0 can be written in the form 0τ for a unique τ ∈ K ′,
and its corresponding simplex τ ∈ K ′ has the same dimension as 0τ in K ′′ or K0. Under our labelling convention, the
usual boundary operator on K0 and K ′′ is given by ∂(0τ) = 0∂(τ ).
The following lemma describes how deletion–restriction specifically affects the intersection and nerve posets.
Lemma 2.1.
(1) As sets, L = {A0}unionsq(L′ ∪L′′), K = {0}unionsqK ′ unionsqK0 and K ′′ ⊂ K0, and, for each X ∈ L′ ∪L′′, ϕ−1(X) = (ϕ′)−1(X)unionsq
(ϕ0)−1(X) where unionsq denotes the disjoint union.
(2) For X ∈ L′′, as sets, K[X] = {0} unionsq K ′[X] unionsq K0[X] and K(X) = {0} unionsq K ′(X) unionsq K0(X).
(3) For X ∈ L′ \ L′′, (K[X],K(X)) = (K ′[X],K ′(X)) and K ′′[X] = K ′′(X) = ∅.
Proof. The elements of both L′ and L′′ can be viewed as elements of L, so {A0} ∪ L′ ∪ L′′ = L. Since we do not
include the empty intersection in the intersection poset, as is the usual convention, A0 /∈ L′ ∪ L′′. The nerve K can
be partitioned into the sets {σ ∈ K | 0 /∈ σ } = K ′ and {σ ∈ K | 0 ∈ σ } = K0 unionsq {0}. As sets, K[X], K(X) and ϕ−1(X)
inherit their decompositions from K . 
Since a simplicial complex ordered by inclusion and having a unique maximal element forms a simplex, we get the
following results.
Proposition 2.2. Let X ∈ L′′ with the maximal element ζX of the pullback ϕ−1(X) being a p-dimensional simplex
with p = |ζX| − 1. Then, as simplicial complexes, K ′[X] consists of the (p − 1)-simplex ζX \ {0} and all its faces,
K0[X] consists of the (p− 1)-simplex ζX and all its faces, and K ′′[X] consists of the simplex νK(ζX) and all its faces
in K0 using our labelling convention.
Since some of the vertices of K0 may correspond with the same elements of A′′ and K ′′ only has one vertex
associated with each element of A′′, K0 can be viewed as a blown-up version of K ′′. The next lemma emphasizes this
relationship.
Lemma 2.3. The simplicial complex K ′′ is a strong deformation retraction of K0. For each X ∈ L′′, the simplicial
pair (K ′′[X],K ′′(X)) is also a strong deformation retraction of the pair (K0[X],K0(X)).
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the barycentric coordinates of σ , v =∑rj=1 λj (0ij ). Using the simplicial map νK :K0 → K ′′ we have the straight line
homotopy H :K0 × I → K0, H(v, t) = νK(v)+ (1− t)(v− νK(v)). By Proposition 2.2, all three simplexes σ , νK(σ )
and σ ∪ νK(σ ) lie in the same pullback (ϕ0)−1(Aσ ). Thus, the line segment connecting v ∈ σ 0 and νK(v) ∈ νK(σ )0
lies entirely within that pullback, and the result for the simplicial pairs follows as well. 
While the simplicial map g0 :K0 → K ′ takes the (p − 1)-simplex K0[X] to the (p − 1)-simplex K ′[X] for each
X ∈ L′′, the p-simplex ζX ∈ K[X] is the cone of K0[X] with conepoint 0, leading to the following theorem.
Lemma 2.4. The nerve K is the mapping cone of the simplicial map g0 :K0 → K ′, and, for X ∈ L′′, the simplicial
pair (K[X],K(X)) is the mapping cone of the restriction g0 : (K0[X],K0(X)) → (K ′[X],K ′(X)).
Proof. Let v be a point in K . Thus, v is in some open simplex σ 0. By Lemma 2.1, σ is either 0, in K ′, or in
K0. If σ ∈ K ′, then v is in K ′. If σ ∈ K0, then σ is of the form 0τ , where τ = i1 · · · ir . Express v in terms of the
barycentric coordinates of σ , v = λ0(0) +∑rj=1 λj (ij ). Let x =∑rj=1( λj1−λ0 )(ij ). The point x lies in τ ∈ K ′. Thus,
v can be viewed as the point {x, t} with t = λ0. If σ = 0, then v is the conepoint {x,1} of the cone C(K0). Thus,
K is the mapping cone of g0 : K0 → K ′. By the same argument as above, (K[X],K(X)) is the mapping cone of
g0 : (K0[X],K0(X)) → (K ′[X],K ′(X)) for X ∈ L′′. 
Using Lemma 2.4, the standard mapping cone argument and the fact that K ′′ is a strong deformation retraction
of K0 from Lemma 2.3, we get the long exact sequences in the following theorem. The splitting into short exact
sequences occurs when g∗ = 0 since fK :K ′ → K is the inclusion map.
Theorem 2.5. The simplicial maps fK :K ′ → K and gK :K ′′ → K ′ induce long exact sequences in homology for the
triple (K,K ′,K ′′):
· · · → H˜m(K ′′) g∗−→ H˜m(K ′) f∗−→ H˜m(K) ∂∗−→ H˜m−1(K ′′) → ·· ·
and for X ∈ L
· · · → Hm
(
K ′′[X],K ′′(X)) g∗−→ Hm(K ′[X],K ′(X)) f∗−→ Hm(K[X],K(X)) ∂∗−→ Hm−1(K ′′[X],K ′′(X))→ ·· ·
both of which split into the desired short exact sequences
0 → H˜m(K ′) f∗−→ H˜m(K) ∂∗−→ H˜m−1(K ′′) → 0
and
0 → Hm
(
K ′[X],K ′(X)) f∗−→ Hm(K[X],K(X)) ∂∗−→ Hm−1(K ′′[X],K ′′(X))→ 0
when the map gK :K ′′ → K ′ induces zero maps g∗ :Hm(K ′′) → Hm(K ′) and g∗ :Hm(K ′′[X],K ′′(X)) →
Hm(K
′[X],K ′(X)), respectively.
This allows us to determine cases where the long exact sequence of the simplicial pairs (K[X],K(X)), X ∈ L,
form the desired short exact sequences.
Lemma 2.6. Let X ∈ L \ (L′ ∩ L′′). Then g∗ :Hm(K ′′[X],K ′′(X)) → Hm(K ′[X],K ′(X)) is the zero map.
Proof. By Lemma 2.1, L \ (L′ ∩ L′′) = (L′ \ L′′) unionsq (L′′ \ L′) unionsq {A0}. If X is either A0 or in L′ \ L′′, then
(K ′′[X],K ′′(X)) = (∅,∅) and g∗ = 0. Let X ∈ L′′ \ L′. For each 0τ ∈ (ϕ′′)−1(X), gK(0τ) = τ ∈ K ′(X) and
g∗ = 0. 
Thus, the only case where the long exact sequence of the simplicial pairs (K[X],K(X)) might not form the desired
short exact sequences is when X ∈ L′ ∩ L′′.
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ment of a subspace arrangement A in R can be given by
H˜ −m−1(M) ∼=
⊕
p+q=m
⊕
X∈Lq
Hp
(
K[X],K(X)).
In translating from reduced cohomology to regular cohomology, an additional copy of Z occurs in H 0(M) in concert
with the contribution of the empty intersection of V ∈ L∗ which is not seen in the nerve description.
We now have the main theorem of the section.
Theorem 2.7. The triple (A,A′,A′′) with designated subspace A0 has the deletion–restriction property:
0 → Hk(M ′) f ∗−→ Hk(M) ∂∗−→ Hk+1−codimR(A0)(M ′′) → 0,
if and only if the map gK :K ′′ → K ′, taking the p-simplex 0τ in K ′′ to the p-simplex τ in K ′ under our labelling
conventions, induces g∗ :Hm(K ′′[X],K ′′(X)) → Hm(K ′[X],K ′(X)) to be the zero map for each X ∈ L′ ∩ L′′.
Proof. Let d :
⊕
p+q=m
⊕
X∈Lq Hp(K[X],K(X)) → H˜ −m−1(M) be the isomorphism described in [5]. Since
f :A′ → A induces both the inclusion map fK :K ′ → K and f ∗ :H ∗(M ′) → H ∗(M), g :A′′ → A′ induces
both gK :K ′′ → K ′ and g∗ :H ∗(M ′′) → H ∗(M ′), and both ∂∗ :Hk(K[X],K(X)) → Hk−1(K ′′[X],K ′′(X)) and
∂∗ :Hk(M) → Hk+1−codimR(A0)(M ′′) are the usual boundary maps, we have the following commutative diagram:
g∗→⊕X∈Lq Hm−q(K ′[X],K ′(X)) f∗→ ⊕X∈Lq Hm−q(K[X],K(X)) ∂∗−→ ⊕X∈Lq Hm−q−1(K ′′[X],K ′′(X)) g∗→↓ d ↓ d ↓ d
g∗→ H−m−1(M ′) f
∗
→ H−m−1(M) ∂∗→ H−m−codimR(A0)(M ′′) g
∗
→
and the result follows. 
So if none of the intersections of elements of A′ lie in the designated subspace A0, then we have the following
corollary. Let K(p) denote the set of all p-dimensional simplexes of K.
Corollary 2.8. If L′ ∩ L′′ = ∅, then the deletion–restriction triple (A,A′,A′′) has the deletion–restriction property.
We now explore under which conditions the map gK :K ′′ → K ′ does and does not induce the zero map for
g∗ :Hm(K ′′[X],K ′′(X)) → Hm(K ′[X],K ′(X)) for X ∈ L′ ∩ L′′. Since K is the mapping cone of g0 :K0 → K ′ by
Lemma 2.4, we can view K0 as being embedded at a fixed height t , 0 < t < 1, in the cone over base {τ ∈ K ′ | 0τ ∈ K0}
with cone point {0}. Since K ′′ is a strong deformation retraction of K0 respecting the poset map ϕ :K → L by
Lemma 2.3, we can also view the pairs (K ′′[X],K ′′(X)) as being embedded in the cone over base {τ ∈ K ′ | 0τ ∈ K ′′}
with cone point {0} at a fixed height t , 0 < t < 1. In this embedding, each p-simplex 0τ in the pair (K ′′[X],K ′′(X))
lies in the (p + 1)-simplex also labelled by 0τ in the pair (K[X],K(X)) which is the cone over the simplex τ with
cone point 0. So the map gK : (K ′′[X],K ′′(X)) → (K ′[X],K ′(X)) for any X ∈ L′ ∩L′′ can be viewed geometrically
as the projection of the pair in K ′′ embedded as any slice of the cone at a fixed height t , 0 < t < 1, to the pair at its
base in K ′.
Consider the following example which illustrates many of the results of this section.
Example 2.9. LetA= {Ai}5i=0 be the subspace arrangement in R4 with A0 = {x1 = x2 = 0}, A1 = {x1 = x2 −x3 = 0},
A2 = {x1 = x3 = 0}, A3 = {x2 = x3 = x4 = 0}, A4 = {x1 = x2 − 1 = x3 − x4 = 0} and A5 = {x1 = x2 − 1 = x4 = 0}.
The nerves and intersection posets K,K ′,K0,K ′′,L,L′ and L′′ are given in the figure below where the sets of bub-
bles represent L, L′ and L′′ and the numbers within each bubble represent the elements of each pullback within the
appropriate nerve. The number associated with each pullback represents the real dimension of its corresponding sub-
space. With both A1 and A2 intersecting the designated subspace A0 in the x4-axis, K0 = K ′′. By letting ν(A012) = 2,
both vertices 01 and 02 and the 1-simplex 012 in K0 are sent to the vertex 02 in K ′′ by νK . Note that even with
choosing only 02 to represent the x4-axis, A′′ is not a proper subspace arrangement since A03 = A023 ⊂ A02.
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the 2-simplex spanning {2,4,5}, the 1-simplex spanning {1,5} and all their faces, and K0 is the 2-simplex spanning
the vertices {01,02,03} embedded in a cross-section of the cone over the 2-simplex 123 with cone point 0. With our
labelling convention, 0123 represents both the 3-simplex in K and the 2-simplex in K0. The map g0 :K0 → K ′ maps
the 2-simplex 0123 in K0 to the 2-simplex 123 in K ′ and, after the strong deformation retraction of Lemma 2.3, maps
the 1-simplex 023 in K ′′ to the 1-simplex 23 in K ′.
Since only two of the pullbacks in K have both elements with and without a 0 as part of their labels,
L′ ∩ L′′ = {A012,A0123} where A012 is the x4-axis and A0123 is the origin. First, consider the map gK :K ′′ → K ′ on
the pair (K[A012],K(A012)). Since (ϕ′′)−1(A012) = {02} is a singleton pullback, [02] generates the only nonzero ho-
mology group of the pair, H0(K ′′[A012],K ′′(A012)). Since gK(02) = 2 ∈ K(A012), g∗ :H∗(K ′′[A012],K ′′(A012)) →
H∗(K ′[A012],K ′(A012)) is the zero map. Now consider the map gK :K ′′ → K ′ on the pair (K[A0123],K(A0123))
a portion of which is shown in the above figure on the right with the double line representing one of the 1-simplexes of
K(A0123). Since K ′′[A0123] is the 1-simplex 023 and K ′′(A0123) is the 0-simplex 02, H∗(K ′′[A0123],K ′′(A0123)) = 0
and g∗ :H∗(K ′′[A0123],K ′′(A0123)) → H∗(K ′[A0123],K ′(A0123)) is again the zero map. By Theorem 2.7, (A,A′,A′′)
has the deletion–restriction property.
Now, consider the example of a subspace arrangement from [7] that was shown not to have the deletion–restriction
property.
Example 2.10. Let A = {Ai}2i=0 be the subspace arrangement in R5 with A0 = {x1 = x5 = 0}, A1 = {x1 = x2= x3 = 0} and A2 = {x3 = x4 = x5 = 0}.
As with the previous example, the nerve and intersection posets ofA,A′ andA′′ are given in the figure below, along
with the pair (K[A012],K(A012)) with the double lines representing the 1-simplexes of K(A012). The only element in
L′ ∩L′′ is A012 with ϕ−1(A012) = {12,012}. Since (ϕ′)−1(A012) = {12} and (ϕ′′)−1(A012) = {012} are both singleton
pullbacks, [012] and [12] generate H1(K ′′[A012],K ′′(A012)) and H1(K ′[A012],K ′(A012)), respectively.
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property.
The following corollary generalizes the result of Example 2.10 to any deletion–restriction triple (A,A′,A′′) having
some X ∈ L′ ∩ L′′ with τ , 0τ ∈ ϕ−1(X), τ a minimal element of ϕ−1(X) which gives a nonzero contribution to
Hp(K
′[X],K ′(X)), and 0τ having only τ as a face in ϕ−1(X).
Corollary 2.11. Let X ∈ L′ ∩ L′′. If there are simplexes τ ∈ K(p) and 0τ ∈ K(p+1) both in ϕ−1(X) such that τ is
minimal in ϕ−1(X), is the only face of 0τ in ϕ−1(X), and yields a nonzero contribution to Hp(K ′[X],K ′(X)), then:
(1) 0τ is minimal in (ϕ′′)−1(X) and represents a nonzero contribution to Hp(K ′′[X],K ′′(X)),
(2) g∗[0τ ] = [τ ], and g∗ is not the zero map,
(3) the deletion–restriction triple (A,A′,A′′) does not have the deletion–restriction property.
Proof. Since 0τ has τ as its only face in ϕ−1(X) and all of the rest of its faces are in K ′′(X), it is minimal in
(ϕ′′)−1(X) with [0τ ] ∈ Zp(K ′′[X],K ′′(X)). Assume that [0τ ] ∈ Bp(K ′′[X],K ′′(X)) with
0τ +
∑
0τi∈K ′′(p)∩K ′′(X)
bi(0τi) = ∂
( ∑
0σj∈K ′′(p+1)∩K ′′[X]
cj (0σj )
)
=
∑
0σj∈K ′′(p+1)∩K ′′[X]
cj
(
0∂(σj )
)
with the coefficients bi, cj ∈ Z. But then τ +∑τi∈K ′(p)∩K ′(X) bi(τi) = ∂(∑σj∈K ′(p+1)∩K ′[X] cj (σj )) contradicting the
assumption that τ represents a nonzero contribution to Hp(K ′[X],K ′(X)). Hence, 0τ represents a nonzero contribu-
tion to Hp(K ′′[X],K ′′(X)) with g∗[0τ ] = [τ ]. Since g∗ :Hm(K ′′[X],K ′′(X)) → Hm(K ′[X],K ′(X)) is not the zero
map with g∗[0τ ] = [τ ], by Theorem 2.7 (A,A′,A′′) does not have the deletion–restriction property. 
The case where only part of the hypothesis for Corollary 2.11 is satisfied, namely, when there are simplexes
τ ∈ K(p) and 0τ ∈ K(p+1) both in ϕ−1(X) such that τ is minimal in ϕ−1(X) and the only face of 0τ in ϕ−1(X),
and [τ ] belongs to Bp(K ′[X],K ′(X)) for X ∈ L′ ∩ L′′, will be special concern when we explore deletion–restriction
for the generalized no-broken-circuit set gnbc in Section 4. The final example of this section illustrates that deletion–
restriction triples need not satisfy the conditions of Corollary 2.11 in order to not have the deletion–restriction property.
Example 2.12. Let A= {Ai}4i=0 be the subspace arrangement in R7 with A0 = {x5 = x6 = x7 = 0}, A1 = {x3 = x4 =
x7 = 0}, A2 = {x2 = x4 = x6 = x7 = 0}, A3 = {x1 = x2 = x6 = 0} and A4 = {x1 = x3 = x5 = 0}.
As with the two previous examples, the nerve and intersection posets of A, A′ and A′′ are given in the following
figure along with the pairs (K ′′[A01234],K ′′(A01234)) and (K ′[A01234],K ′(A01234)) where A01234 is the origin. Note
that K ′′(A01234) consists of the 1-simplexes 012, 014, 023 and 034, and K ′(A01234) consists of the 1-simplexes
12, 14, 23 and 34 and the 2-simplex 123. Since A01234 is the only element of L′ ∩ L′′, we only need to consider
the map gK : (K ′′[A01234],K ′′(A01234)) → (K ′[A01234],K ′(A01234)). Since the 2-cycles 0124 + 0234 and 0123 +
0134 generate Z2(K ′′[A01234],K ′′(A01234)) and 0123−0124+0134−0234 generates B2(K ′′[A01234],K ′′(A01234)),
H2(K ′′[A01234],K ′′(A01234)) ∼= Z. Since the 2-cycles 124 + 234 and 134 generate Z2(K ′[A01234],K ′(A01234)) and
124 − 134 + 234 generates B2(K ′[A01234],K ′(A01234)), H2(K ′[A01234],K ′(A01234)) ∼= Z.
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does not have the deletion–restriction property.
We end the section showing that, in the special case where the designated subspace A0 is a subset, proper or
otherwise, of an element of A′, the deletion restriction triple (A,A′,A′′) has the deletion–restriction property. So
our beginning assumption that A0 not be a subset of any element of A′ provides the only possible case where the
deletion–restriction triple might not have the deletion–restriction property.
Lemma 2.13. Let the designated subspace A0 is a subset of Ak ∈A′, then:
(1) 0,0k ∈ (ϕ0)−1(A0) and, for nonempty τ ∈ K ′ with k /∈ τ , 0τ and 0τk belong to the same pullback (ϕ0)−1(X),
(2) for X ∈ L′′, the pair (K0[X],K0(X)) forms a pair of cones with bases ({0τ ∈ K0[X] | k /∈ τ }, {0τ ∈ K0(X) |
k /∈ τ }) and conepoint 0k,
(3) the deletion–restriction triple (A,A′,A′′) has the deletion–restriction property.
Proof. If A0 ⊂ Ak , then A0τ = A0τk ⊂ Aτk , proving (1). Item (2) follows from (1) using the same technique used in
Lemma 2.4. Since the homology of a pair of cones with the same conepoint is zero, the map gK : K ′′ → K ′ induces
the zero map g∗ :Hm(K ′′[X],K ′′(X)) → Hm(K ′[X],K ′(X)) by Lemma 2.3, proving (3). 
3. Geometric poset arrangements
LetA be a subspace arrangement in the vector space V with its intersection poset L∗, ordered by reverse inclusion,
being a geometric poset with rank function rL :L∗ → Z. We call A a geometric poset or GP-arrangement. Note that
the rank function needs not be related to the codimension function as is standard for hyperplane arrangements. In this
section we show that the triple (A,A′,A′′) has the deletion–restriction property for any designated subspace A0 ∈A.
Since any simplicial complex S, along with the emptyset, forms a geometric poset when ordered by inclusion with
vertices as the atoms and rank function rS :S ∪ {∅} → Z defined by rS(σ ) = p + 1 if σ ∈ S(p) and rS(∅) = 0, we have
the following proposition.
Proposition 3.1. For any subspace arrangementA, the nerve K , together with the emptyset, forms a geometric poset,
and K[X] ∪ {∅} forms a geometric lattice with unique maximal element ζX for each X ∈ L.
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subspace in a geometric intersection poset.
Lemma 3.2. Let A be a GP-arrangement A with rank function rL :L∗ → Z. For each X ∈ L, σ ∈ ϕ−1(X) ∩ K(p) is
a minimal element of ϕ−1(X) if and only if rL(X) = rK(σ ) = p + 1.
Proof. Let σ ∈ ϕ−1(X) ∩ K(p). Since σ has p + 1 vertices, rL(X) p + 1 = rK(σ ) with equality implying that σ
is minimal in ϕ−1(X). Using induction on rL(X), assume that if τ is minimal in ϕ−1(Y ) then rK(τ) = rL(Y ) for all
Y < X. Let σ be minimal in ϕ−1(X). Then each of its faces is minimal in its pullback, and rK(σ ) = rK(∂iσ ) + 1 =
rL(A∂iσ ) + 1 = rL(X). 
Using a theorem of Rota and Folkman, in [8] and [3], concerning the homology of a geometric lattice, it was
shown that the homology of the pair (K[X],K(X)) for X ∈ L disappears for all but one dimension. In the nonzero
dimension, the Betti number of the homology of pair is determined by the Möbius function μ :L∗ → Z which is
defined inductively on the rank function by μ(V ) = 1 and μ(X) = −(∑VY<X μ(Y )) where V is the unique minimal
element of the geometric intersection poset L∗.
Theorem 3.3. Let A be a GP-arrangement A with rank function rL :L∗ → Z. Then, for X ∈ L,
Hp
(
K[X],K(X))= {Z|μ(X)|, if p = rL(X) − 1,
0, if p = rL(X) − 1.
Since the deletion and restriction of a geometric intersection poset are also geometric posets, we have the following
proposition.
Proposition 3.4. Let (A,A′,A′′) be a deletion–restriction triple with designated subspace A0. If A has a geometric
intersection poset L∗ with rank function rL :L∗ → Z, then
(1) A′ has geometric intersection poset (L′)∗ with rank function rL′ : (L′)∗ → Z where rL′(X) = rL(X),
(2) A′′ has geometric intersection poset L′′ ∪{A0} with rank function rL′′ :L′′ ∪{A0} → Z where rL′′(X) = rL(X)−1.
Since for GP-arrangements the only possible generators of H∗(K[X],K(X)) are the minimal elements of ϕ−1(X),
we can show that g∗ :Hp(K ′′[X],K ′′(X)) → Hp(K ′[X],K ′(X)) is the zero map for each X ∈ L′ ∩ L′′.
Theorem 3.5. Let A be a GP-arrangement A with rank function rL :L∗ → Z and distinguished element A0. Then the
deletion–restriction triple (A,A′,A′′) has the deletion–restriction property.
Proof. Since Hp(K ′′[X],K ′′(X)) = 0 for all p = rL′′(X)−1 by Theorem 3.3, we only need to consider the case when
p = rL′′(X) − 1. Let 0τ ∈ (ϕ′′)−1(X) ∩ (K ′′)(p), p = rL′′(X) − 1. Since rL′′(X) = rL(X) − 1 by Proposition 3.4 and
0τ ∈ K ′′ and τ ∈ K ′ have the same dimension by our convention, rK ′(τ ) = rL(X)−1 and gK(0τ) = τ ∈ K ′(X). Thus,
g∗ :Hp(K ′′[X],K ′′(X)) → Hp(K ′[X],K ′(X)) is the zero map as desired for each X ∈ L′ ∩L′′. By Theorem 2.7, the
deletion–restriction triple (A,A′,A′′) has the deletion–restriction property. 
Since both hyperplane arrangements and k-equals subspace arrangements have geometric intersection posets L∗,
we have the following corollary.
Corollary 3.6. If A is either a hyperplane arrangement or a k-equals subspace arrangement, then the triple
(A,A′,A′′) has the deletion–restriction property for any designated element of A.
4. Generalizing the no-broken-circuit set
In the case where A is a hyperplane arrangement, an explicit basis for HrL(X)−1(K[X],K(X)) = Z|μ(X)| was
given using the no-broken-circuit set in [6], replacing the usual notion of a standard (p + 1)-tuple (Ai0, . . . ,Aip ),
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intersection poset by simply replacing the codimension function with the rank function rL and are described in Lem-
mas 4.2 and 4.3. We will then generalize the nbc set and these results for all subspace arrangements as Theorems 4.5
and 4.6, respectively. We end the section by showing that gnbc = nbc for GP-arrangements.
Definition 4.1. A simplex σ is independent if rK(σ ) = rL(Aσ ), and dependent if rK(σ ) > rL(Aσ ). A simplex σ ∈
ϕ−1(X) is a circuit if it is minimally dependent and all of its faces ∂kσ , 0  k  p + 1, are in ϕ−1(X). A simplex
σ ∈ K(p) is a broken circuit if there exists some circuit τ ∈ K(p+1) such that σ = ∂p+1τ . A simplex σ is χ -independent
if it does not contain any broken circuits. For X ∈ L, let nbcX = {σ ∈ ϕ−1(X) | σ is χ -independent} be the no-broken-
circuit set of ϕ−1(X). The no-broken-circuit set is nbc =⋃X∈L nbcX. In our convention, V /∈ L and ∅ /∈ nbc.
When L∗ is a geometric poset, the notion of independence is precisely that of minimality in ϕ−1(X), and minimal
dependence that of semi-minimality in ϕ−1(X), where a simplex is semi-minimal in ϕ−1(X) if one of its faces is
minimal in ϕ−1(X). If ϕ−1(X) is a non-singleton pullback with ϕ−1(Y ) a singleton for each Y < X, then each semi-
minimal element of ϕ−1(X) has all of its faces as minimal in ϕ−1(X) by Lemma 3.2. In non-singleton pullbacks, every
dependent simplex contains circuits since they must contain semi-minimal elements of a possibly lower non-singleton
pullback where all of the pullbacks below that one are singletons. Thus, χ -independence implies independence.
Lemma 4.2. Let A be a GP-arrangement A with rank function rL :L∗ → Z. If X ∈ L, then nbcX forms a basis for
HrL(X)−1(K[X],K(X)).
Let nbc′X and nbc′ be the no-broken-circuit sets of A′, and nbc′′X and nbc′′ the no-broken-circuit sets of A′′ with
our labelling convention for simplexes in K ′′. Since we do not include the empty intersection in nbc, the following
lemma shows that nbc, together with ∅, partitions nicely with respect to deletion–restriction.
Lemma 4.3. Let A be a GP-arrangement A with distinguished element A0. Identifying ∅A′ with ∅A and ∅A′′ with 0,
there are disjoint unions:
(1) nbc ∪ {∅A} = (nbc′ ∪ {∅A′ }) unionsq (nbc′′ ∪ {∅A′′ }).
(2) For X ∈ L \ {A0}, nbcX = nbc′X unionsq nbc′′X .
The proof of Lemma 4.3 in [6] is purely combinatorial in nature and independent of its application as a basis for
HrL(X)−1(K[X],K(X)) in Lemma 4.2.
Since the nbc set for GP-arrangements is defined in terms of independence, minimal dependence, circuits and
broken circuits, relying upon the fact that χ -independence implies independence, we generalize the no-broken-circuit
set for general subspace arrangements, replacing the notion of independence with minimality in ϕ−1(X), minimal
dependence with semi-minimality in ϕ−1(X), being independent and containing a broken circuit with usually being a
representative face of a semi-minimal simplex in ϕ−1(X) all of whose faces are either in K(X) or minimal in ϕ−1(X).
Definition 4.4. Let A be a subspace arrangement and X ∈ L. Let ϕ−1m (X) be the set of minimal simplexes in ϕ−1(X).
Let ϕ−1s (X) be the set of semi-minimal simplexes in ϕ−1(X) all of whose faces are either in K(X) or in ϕ−1m (X). For
each σ ∈ ϕ−1s (X), let Λσ = {τ ∈ ϕ−1m (X) | τ = ∂i(σ ) for some i} be the set of minimal faces of σ in ϕ−1(X).
Apply each of the following steps repeatedly until no new assignments are made before applying the next step:
(1a) For all Λσ having all but one element already having been assigned as a face representative of another simplex,
assign the unassigned face to be the representative face of σ .
(1b) For each σ ∈ ϕ−1m (X) ∩ K(p) with σ − ∂(cp+1) ∈ Cp(K(X)) for some cp+1 ∈ Cp+1(K[X]), let σ be the repre-
sentative face of the simplex in the support of cp+1 that has σ as its face.
(2a) For each element σ ∈ ϕ−1s (X) ∩ K(p+1) that does not already have a representative face, let the smallest face
of Λσ in lexicographic order that is not already designated as a representative face of another simplex be the
representative face of σ .
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∑
σ∈Λ ασσ − ∂(cp+1) ∈ Cp(K(X)) for some cp+1 ∈ Cp+1(K[X]) with each ασ ∈ {±1},
let the smallest element σ in the collection Λ in lexicographic order be the representative face of the simplex in
the support of cp+1 that has σ as its face.
Let gnbcX = {σ ∈ ϕ−1m (X) | σ is not a face representative of another simplex} be the generalized no-broken-circuit
set of ϕ−1(X). Let the generalized no-broken-circuit set of A be gnbc =⋃X∈L gnbcX. In our convention, since
V /∈ L and ∅ /∈ gnbc.
The definition of gnbc is well-defined since the set of simplexes in ϕ−1m (X) that become representative faces for
step (2b) is independent of the partitioning of cobounding simplexes into minimal sized collections. Steps (1a) and
(2a) are combinatorial in nature and can be subsumed by steps (1b) and (2b) which are homological in nature. They
are separated out from (1b) and (2b) in order to generalize the purely combinatorially definition of nbc as much as
possible without explicitly referring to their homological interpretation.
While the geometric poset structure of K and L for a GP-arrangement A allows a purely combinatorial approach
towards finding a basis for H ∗(M(A)), it was shown in [5] that general subspace arrangements allow greater generality
in the nerve and intersection posets to the point where for any simplicial complex S, the pair (K[X],K(X)) of some
arrangement A and some X ∈ L(A), K[X] is the simplex spanning the vertices of S and K(X) = S. So the definition
of gnbc needs to account for one or more minimal elements of ϕ−1(X) that, together with K(X), are the boundary
of not just single simplexes but unions of simplexes of ϕ−1(X). For example, for a subspace arrangement A and
X ∈ L with K(X) being the octahedron with one of its faces removed, the removed face would represent a minimal
element of ϕ−1(X) that would yield a trivial contribution to H∗(K[X],K(X)) that would not be picked up by the
combinatorial step (1a). Similarly, if for a subspace arrangement A and X ∈ L with K(X) being the octahedron
with two nonadjacent faces removed, then the removed faces would represent the same element of H∗(K[X],K(X)),
which would not be picked up by the combinatorial step (2a).
The following theorem which can be viewed as a generalization of Lemma 4.2 for general subspaces arrangements.
In Theorem 5.5, we will apply this theorem to a class of subspace arrangements that can be built up using deletion–
restriction techniques, showing that the set of p-simplexes from the generalized no-broken-circuit set of ϕ−1(X) will
not only represent a linearly independent set of elements of Hp(K[X],K(X)) but will form a substantive portion of a
basis for it.
Theorem 4.5. If X ∈ L, then the map ι :Z(gnbcX ∩ K(p)) → Hp(K[X],K(X)) defined by ι(σ ) = [σ ] is injective,
with gnbcX ∩ K(p) representing the nonzero single simplex contribution to Hp(K[X],K(X)).
Proof. Since each of the p-simplexes of gnbcX is minimal in ϕ−1(X), Z(gnbcX ∩K(p)) ⊂ Zp(K[X],K(X)). Since
all nontrivial contributions of elements of ϕ−1m (X) ∩ K(p) to Bp(K[X],K(X)) have been removed in defining gnbc,
gnbcX is a linearly independent set in Hp(K[X],K(X)). Thus, ι :Z(gnbcX ∩ K(p)) → Hp(K[X],K(X)) is injec-
tive. 
Let gnbc′X and gnbc′ be the generalized no-broken-circuit sets of A′, and gnbc′′X and gnbc′′ the generalized no-
broken-circuit sets of A′′ with our labelling convention for simplexes in K ′′. Since we do not include the empty
intersection in gnbc, the following theorem, which can be viewed as a generalization of Lemma 4.3, shows that gnbc,
together with ∅, almost partitions nicely with respect to deletion–restriction.
Theorem 4.6. Let the deletion–restriction triple (A,A′,A′′) with distinguished element A0 have the deletion–
restriction property. Identifying ∅A′ with ∅A and ∅A′′ with 0, there are the following disjoint unions:
(1) For X ∈ L \ {A0}, ϕ−1m (X) = (ϕ′)−1m (X) unionsq ((ϕ0)−1m (X) \ Δ(X)) where Δ(X) = {0τ ∈ (ϕ0)−1m (X) | τ ∈ ϕ−1(X)}.
(2) For X ∈ L \ {A0}, Δ(X) ⊂ ϕ−1s (X) and ϕ−1s (X) \ Δ(X) = (ϕ′)−1s (X) unionsq ((ϕ0)−1s (X) \ Δs(X)) where Δs(X) =
{0τ ∈ (ϕ0)−1s (X) | 0∂iτ ∈ Δ(X) for some i}.
(3) For X ∈ L \ {A0}, gnbcX = gnbc′X unionsq (gnbc′′X \ Δ(X)).
(4) gnbc ∪ {∅A} = (gnbc′ ∪ {∅A′ }) unionsq ((gnbc′′)∗ ∪ {∅A′′ }) where (gnbc′′)∗ =
⋃
X∈L′′(gnbc′′X \ Δ(X)).
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either (ϕ′)−1(X) or (ϕ0)−1(X) and is a minimal element in that subposet. For σ ∈ (ϕ′)−1m (X), since 0 /∈ σ , none of
the faces of σ lie in (ϕ0)−1(X), and σ must also be minimal in ϕ−1(X). Thus, (ϕ′)−1m (X) = ϕ−1m (X) ∩ K ′. Since, for
0τ ∈ (ϕ0)−1m (X), τ is the only possible face of 0τ in ϕ−1(X), ((ϕ0)−1m (X) \ Δ(X)) = ϕ−1m (X) ∩ K0, proving (1).
Let 0τ ∈ Δ(X). Its face τ must be minimal in ϕ−1(X) since if any of the faces ∂iτ of τ belonged to ϕ−1(X) then
so would 0∂iτ . Thus, Δ(X) ⊂ ϕ−1s (X). From (1), it is clear that (ϕ′)−1s (X) = ϕ−1s (X) ∩ K ′. Let 0τ ∈ (ϕ−1s (X) \
Δ(X)) ∩ K0. Since 0τ /∈ (ϕ0)−1m (X), it must be in (ϕ0)−1s (X). Thus, (ϕ−1s (X) \ Δ(X)) ∩ K0 ⊂ (ϕ0)−1s (X). In order
for 0τ ∈ (ϕ0)−1s (X) to not be in ϕ−1s (X), at least one of its faces 0∂iτ must be in Δ(X) with the remainder of its faces
in (ϕ0)−1m (X) ∪ K0(X). Thus, (ϕ−1s (X) \ Δ(X)) ∩ K0 = (ϕ0)−1s (X) \ Δs(X), proving (2).
Let 0τ ∈ Δ(X). If 0τ ∈ gnbc′′X , then τ is the only face of 0τ in ϕ−1(X) and therefore the representative face of
0τ and not in gnbcX . If 0τ /∈ gnbc′′X , then τ is a face representative of a simplex in ϕ−1(X) if and only if it is one in
(ϕ′)−1(X). Therefore, from (1) and (2), gnbc′X = gnbcX ∩ K ′. Since the only possible element of gnbc′′X that does
not belong to gnbcX are minimal simplexes of (ϕ0)−1(X) with a face in (ϕ′)−1(X), gnbc′′X \ Δ(X) ⊂ gnbcX ∩ K0.
Let 0τ ∈ (ϕ0)−1m (X) \ K ′′. Then there is at least one vertex in 0τ which is not in K ′′. Let 0i = max{0j | j ∈ τ,
0j /∈ K ′′}. Since 0i /∈ K ′′, νK(0i) ∈ K ′′ with 0i < νK(0i). Since 0τ is minimal in (ϕ0)−1(X), νK(0i) /∈ 0τ and the
simplex 0τ ∪{νK(0i)} is semi-minimal in (ϕ0)−1(X). Assume that 0τ ∪{νK(0i)} /∈ (ϕ0)−1s (X). Since 0τ ∪{νK(0i)} /∈
(ϕ0)−1s (X), one of its faces lies in (ϕ0)−1(X) and is not minimal. Thus, two vertices can be deleted from 0τ ∪{νK(0i)}
with the resulting simplex still in (ϕ0)−1(X). But then 0τ has that simplex as a face, contradicting our assumption
that 0τ is minimal in (ϕ0)−1(X). Thus, 0τ ∪ {νK(0i)} must lie in (ϕ0)−1s (X). Deleting any larger index than νK(0i)
from 0τ ∪{νK(0i)} gives a face containing both 0i and νK(0i) as vertices. But then that simplex cannot be minimal in
(ϕ0)−1(X) since deleting either one would still leave it in the same pullback, hence it must lie in K0(X). Therefore, 0τ
is the first face of 0τ ∪{νK(0i)} in (ϕ0)−1(X), and 0τ is the representative face of 0τ ∪{νK(0i)}. Thus, gnbcX ∩K0 ⊂
K ′′. While simplexes in Δ(X) are minimal in (ϕ0)−1(X) and may be elements of gnbc′′X , they are not minimal in
ϕ−1(X) and, therefore, not elements of gnbcX . Thus, gnbcX ∩ K0 = gnbc′′X \ Δ(X), proving (3). The result for (4)
follows directly from (3). 
Note that the proof of Theorem 4.6 is purely combinatorial in nature, as was that of Lemma 4.3, and relies on homo-
logical information only to the extent that homological information is used to remove minimal simplexes from gnbc in
its definition. The set gnbc′′X ∩Δ(X) that needs to be removed from gnbc′′X when gnbcX is partitioned using deletion–
restriction is easily determined using the definitions of gnbcX and Δ(X). Its contributions to H∗(K[X],K(X)) and
H∗(K ′′[X],K ′′(X)) are outlined in the following corollary.
Corollary 4.7. Let the deletion–restriction triple (A,A′,A′′) with distinguished element A0 have the deletion–
restriction property. Let X ∈ L′′ \ {A0}.
(1) The elements of gnbc′′X ∩ Δ(X) represent individual simplex contributions to H∗(K ′′[X],K ′′(X)).
(2) The elements of gnbc′′X ∩Δ(X) do not represent individual simplex contributions to H∗(K[X],K(X)) but rather
lie in the support of nonzero contributions to H∗(K[X],K(X)), along with some simplexes of (ϕ′)−1(X).
Proof. Item (1) follows directly from Theorem 4.5. Since elements of gnbc′′X ∩ Δ(X) do not belong to gnbcX , they
do not represent individual simplex contributions to H∗(K[X],K(X)). Let 0τ ∈ gnbc′′X ∩ Δ(X) ∩ K(p+1). Since
0τ is in Δ(X) which is a subset of ϕ−1s (X), τ is minimal and the only face of 0τ in ϕ−1(X), and ∂(0τ) − τ ∈
Cp(K(X)). By Corollary 2.11, τ must be in Bp(K ′[X],K ′(X)) with τ −∂(∑σ∈(ϕ′)−1(X)∩K(p+1) ασ σ ) ∈ Cp(K ′(X)) ⊂
Cp(K(X)), not all of the ασ ’s equal to 0. Let cσ = 0τ +∑σ∈(ϕ′)−1(X)∩K(p+1) ασ σ . Since ∂(cσ ) ∈ Cp(K(X)), cσ ∈
Zp+1(K[X],K(X)). Since 0τ ∈ gnbc′′X , it cannot be a representative face of any simplex in Δs(X) ⊂ (ϕ0)−1(X), and
any bp+2 ∈ Cp+2(K[X]) that might have 0τ in its boundary’s support must have additional elements of (ϕ0)−1(X)
in its boundary’s support. Thus, cσ is a nonzero element of Hp+1(K[X],K(X)) which has 0τ , along with some
simplexes of (ϕ′)−1(X), in its boundary’s support as desired. 
In the next section when we define the class of deletion–restriction subspace arrangements, we will augment gnbc
with cycles associated with the elements of the sets gnbc′′X ∩Δ(X) described in the proof of Corollary 4.7.2 to generate
a basis for H ∗(M).
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GP-arrangement, as is implied by its name.
Lemma 4.8. If A is a GP-arrangement, then gnbc = nbc, and gnbcX = nbcX for each X ∈ L.
Proof. Since all minimal simplexes of a given ϕ−1(X) have the same dimension by Lemma 3.2, Δ(X) = ∅ for
GP-arrangements. We proceed by induction on |A|. Let A be an arrangement of one element A0. Since K = {0},
gnbc = nbc = {0}. Assume that gnbcX = nbcX for each X ∈ L for all GP-arrangements of k elements, 1 k < n. Let
A be a GP-arrangement with n elements and designated subspace A0. If X = A0, then ϕ−1(X) = gnbc = nbc = {0}.
Let X ∈ L \ {A0}. By the induction hypothesis, nbc′X = gnbc′X and nbc′′X = gnbc′′X . Since nbcX = nbc′X unionsq nbc′′X by
Lemma 4.3.2, gnbcX = gnbc′X unionsq (gnbc′′X \ Δ(X)) by Theorem 4.6.3 and Δ(X) = ∅, using our labelling convention
for simplexes of K ′′, nbcX = gnbcX . Hence, gnbc = nbc. 
5. Deletion–restriction subspace arrangements
In this final section, we define deletion–restriction subspaces inductively on the number of subspaces in A. We
show that every GP-arrangement is a deletion–restriction subspace arrangement. We then prove that, for a deletion–
restriction subspace arrangement A, gnbcX , together with a set cΔX that comes from gnbc′′X ∩ Δ(X) examined in
Corollary 4.7, forms a basis for H∗(K[X],K(X)) for each X ∈ L, and that the gnbc and cΔ sets, together with ∅A,
form a basis for the cohomology of the complement ofA. We finish with an example of a deletion–restriction subspace
arrangement with a pullback ϕ−1(X) having gnbc(X) with elements in more than one dimension, which does not
happen for GP-arrangements, and another pullback ϕ−1(Y ) having a nonempty cΔY .
Definition 5.1. Let A be a subspace arrangement. We say that A is a deletion–restriction subspace arrangement if
there exists a linear ordering of the elements ofA such thatA′ andA′′ are deletion–restriction subspace arrangements
and the triple (A,A′,A′′) has the deletion–restriction property.
Note that the linear ordering of elements of A, A′ and A′′ are assumed to match in showing that A′ and A′′ are
themselves deletion–restriction subspace arrangements.
Lemma 5.2. GP-arrangements, including hyperplane and k-equals arrangements, are deletion–restriction subspace
arrangements.
Proof. Since the deletion and restriction of GP-arrangements are also GP-arrangements by Proposition 3.4, the result
follows directly from Theorem 3.5 and Corollary 3.6. 
In Theorem 4.6.3, we showed that, for X ∈ L \ {A0}, gnbcX = gnbc′X unionsq (gnbc′′X \ Δ(X)) generalizing the parti-
tioning of nbcX of Lemma 4.3.2 with respect to deletion–restriction. In Corollary 4.7 we showed that each element
of gnbc′′X that also belonged to Δ(X) generated a nonzero contribution to H∗(K[X],K(X)) but no longer as an indi-
vidual simplex. Next we define the set of complementary cycles in H∗(K[X],K(X)) associated with the elements of
gnbc′′X ∩ Δ(X) to gnbcX by induction on the number of elements of A.
Definition 5.3. LetA be a deletion–restriction subspace arrangement. For each X ∈ L\{A0}, let cΔX = cΔ′X unionsqcΔ′′X unionsq{cσ | σ ∈ gnbc′′X ∩Δ(X)} where each cσ for σ ∈ gnbc′′X ∩Δ(X) is defined as in Corollary 4.7. Let cΔ =
⋃
X∈L cΔX .
In Theorem 4.5, we showed that the set of p-simplexes from the gnbc set of ϕ−1(X) determined the single element
contributions to Hp(K[X],K(X)). In the case of deletion–restriction subspace arrangements, the gnbcX ∩ K(p) set,
together with the cΔX ∩ K(p) cycles, forms a basis for Hp(K[X],K(X)).
Theorem 5.4. Let A be a deletion–restriction subspace arrangement. For each X ∈ L, (gnbcX unionsq cΔX) ∩ K(p) forms
a basis for Hp(K[X],K(X)).
746 K. Jewell / Topology and its Applications 155 (2008) 733–747Proof. Let A be an arrangement of one element A0. Since K = {0}, gnbc = {0} and H∗(K[A0],K(A0)) is the
homology of a point. Assume the result holds for all deletion–restriction arrangements of k elements, 1  k < n.
Let A be a deletion–restriction subspace arrangement of n elements. If X = A0, the result holds as above. Let X ∈
L \ {A0}. Since Hp(K[X],K(X)) ∼= Hp(K ′[X],K ′(X)) ⊕ Hp−1(K ′′[X],K ′′(X)) by Theorem 2.7 when the triple
(A,A′,A′′) has the deletion–restriction property, by the induction hypothesis (gnbc′X unionsq cΔ′X)∩ (K ′)(p) forms a basis
for Hp(K ′[X],K ′(X)) and (gnbc′′X unionsq cΔ′′X)∩ (K ′′)(p−1) forms a basis for Hp−1(K ′′[X],K ′′(X)). Using our labelling
convention for simplexes in K ′′, since gnbcX = gnbc′X unionsq (gnbc′′X \Δ(X)) by Lemma 4.6.3 and cΔX = cΔ′X unionsq cΔ′′X unionsq
{cσ | σ ∈ gnbc′′X ∩ Δ(X)} by Theorem 4.8, (gnbcX unionsq cΔX) ∩ K(p) forms a basis for Hp(K[X],K(X)). 
The following theorem is the main theorem of the section, providing a basis for the cohomology of the complement
of a deletion–restriction subspace arrangement.
Theorem 5.5. Let A be a deletion–restriction subspace arrangement in R. The set ⊔X∈L((gnbcX unionsq cΔX) ∩
K(codimR(X)−k−1)) forms a basis for H˜ k(M).
Proof. Since H˜ k(M) ∼=⊕X∈L HcodimR(X)−k−1(K[X],K(X)), the result follows from Theorem 5.4. 
Corollary 5.6. The cohomology of the complement of a deletion–restriction subspace arrangement is torsion free.
One distinct difference between the cohomology of the complement of a deletion–restriction subspace arrangement
and that of a subspace arrangement with geometric intersection poset is that individual intersections in the intersection
poset can contribute cohomology in more than one dimension. We end with an example illustrating this difference.
Example 5.7. Let A= {Ai}8i=0 be the subspace arrangement in R8 with A0 = {x1 + x2 + x3 + x4 = x1 + 2x2 + 3x3 +
4x4 = xj − 1 = 0 | 5 j  8}, Ak = {xk = xj − 1 = 0 | 5 j  8}, for 1 k  4, A5 = {xj − 1 = x7 = x8 = 0 | 1
j  4}, A6 = {xj − 1 = x5 = x7 = 0 | 1 j  4}, A7 = {xj − 1 = x6 = x8 = 0 | 1 j  4} and A8 = {xj − 1 = x5 =
x6 = 0 | 1 j  4}.
The arrangement A1 = {Ai}8i=6 is a deletion–restriction subspace arrangement by Corollary 2.8 since A′1 is a
Boolean subspace arrangement, A′′1 has A67 as a proper subspace of A68 and there are no elements in L′1 ∩ L′′1.
The arrangement A2 = {Ai}8i=5 is a deletion–restriction subspace arrangement by Theorem 2.7 since A′2 =A1, A′′2
has A58 being the intersection of A56 and A57, and, for the only element Y = {(1,1,1,1,0,0,0,0)} ∈ L′1 ∩ L′′1,
(K ′2[Y ],K ′2(Y )) has the homology of a point. SinceA3 = {Ai}4i=1 is a Boolean subspace arrangement with none of its
elements intersecting with any element of A2, A3 and A′ are deletion–restriction subspace arrangements. Since the
restriction A′′ to A0 is a hyperplane arrangement consisting of four lines in the plane A0 all going through the point
X = {(0,0,0,0,1,1,1,1)}, A′′ is also a deletion–restriction subspace arrangement. Since only 01234 ∈ (ϕ0)−1(X)
has a face in (ϕ′)−1(X) with X being the only element of L′ ∩ L′′ but 01234 /∈ Z∗(K ′′[X],K ′′(X)), A is a deletion–
restriction subspace arrangement by Theorem 2.7.
The nerve and intersection posets of A are given in the figure below along with the simplicial pair
(K ′′[A5678],K ′′(A5678)).
K. Jewell / Topology and its Applications 155 (2008) 733–747 747The set of minimal elements of ϕ−1(X) is ϕ−1m (X) = {012,013,014,023,024,034,1234}. The set of semi-minimal
simplexes having all of their faces in ϕ−1m (X) ∪ K(X) is ϕ−1s (X) = {0123,0124,0134,0234}. The set of simplexes
that are representative faces of elements of ϕ−1s (X) is {012,013,023}. Therefore, the generalized no-broken-circuit
basis for ϕ−1(X) is gnbcX = {014,024,034,1234}. In the above figure, the boxed elements within ϕ−1(X), along
with all simplexes in the singleton pullbacks, form gnbcX , and the line segments connect the elements of ϕ−1s (X)
with the simplexes of ϕ−1m (X) representing them. Since, for A2 with designated subspace A5, 567 is the only element
in (gnbc2)′′Y ∩ Δ(Y), gnbcY = (gnbc2)Y = ∅ and cΔY = (cΔ2)Y = {567 − 678}.
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