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1. はじめに
制約された母数空間における推定問題が数多く考えられるが、母平均に関する代表的な
線形制約条件は次のようなものが挙げられる。(1) 非負性 (2) 順序制約 (simple order)




Barlow et a1.(1972) やRobertson et al. (1988) で詳しく解説されている。その後の発
展、特に、点推定及び区間推定については、Silvapulle &Sen(2005) やvan Eeden(2006)
のモノグラフによって解説されている。また、篠崎 (Shinozaki) と張 (Chang) は制約条
件を考慮する最尤推定量 (RMLE) による改良問題について研究を推進している。
しかし、RMLE による改良はついては、決していつでも不偏推定量 (UB) を改良する
とは限らず、線形制約条件の場合でも、次元の問題、制約本数の問題、さらに推定する線
形関数により様々な状況が起こる。特に、次元が増えると一般にリスクの評価が複雑にな
り、改良できるか否かを議論することが困難となる。simple tree order 制約条件の下で、
ルーツ (roots) を推定するとき、次元がかなり大きいとき、Lee(1988) は制約条件を満た
すMLE は制約条件を考慮しない UB を改良することが出来ないことを明らかにした。ま
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2た、独立な非負の正規母平均の線形関数の推定問題に関して、Shinozaki &Chang(1999)
はRMLE がUB より良くなるための必要十分条件は次元が4以下であることを示した
(Fernandez et al. (2000), Kubokawa et al. (2011),(2012))。一方、制約条件の本数につ
いては、線形不等式が2本ある場合の母平均の線形関数の推定に関して、任意の係数に対
して、RMLE は常に UB を改良することがRueda &Salvador (1995) によって示された。
しかし、制約条件が3本以上の場合について、十分には議論されていない。
一方、RMLE に代わる推定量も研究される。例えば、津熊 (Tsukuma) 久保川






推定量が Katz (1961) によって提案され、許容的でミニマックス推定量であることは証
明された。Chang (1981) は提案された一般化ベイズ推定量に基づいて、  p 次元の非負な
正規母平均の同時推定量を提案し、改良になるための十分条件を示した。ここでは、未知
で等しい分散を持つ  p 個の非負な正規母平均の同時推定を考え、代入法により、Katz タ
イプ推定量に基づく同時推定量を提案し、改良となるための十分条件を与える。
2) 次元の問題を解決するために有効と考えられる2次元正規分布の分散共分散行列が
既知で、順序制約がある母平均の推定問題を考える。Hwang and Peddada(1994) また
は、Peddada et al. (2005) が提案した推定量の妥当性はあまり明らかにされていないた
め、ここでは、確率優越性の評価基準の下で、制約条件を満たす最尤推定量が Hwang and




32. 未知で等しい分散を持つ  p個の非負な正規母平均の同時
推定
 X_{1} , ,  X_{p} を互いに独立に正規分布  N(\theta_{i}, \sigma^{2}),  i=1 , . . . ,  p にしたがう確率変数とし、
 \theta_{i}\geq 0 とする。等分散  \sigma^{2} が未知で、標準化2乗誤差損失関数を基準として、母平均
 \theta=(\theta_{1}, \cdots, \theta_{p})' の同時推定問題を考える。
分散が既知で、1次元の場合、Katz (1961) は  \theta の事前分布を非負な区間の上の一様分
布とするとき、  \theta の一般化 Bayes 推定量
 \delta(X)=X+\sigma\psi(X/\sigma) (2.1)
を提案し、  \delta(X) は  \theta のミニマックス推定量であり、許容的な推定量でもあることを示し
た、ここで、
  \psi(x)=\frac{e^{-x^{2}/2}}{\int_{-\infty}^{x}e^{-t^{2}/2}dt}, \psi(0)=\sqrt{2
/\pi},
である。  \delta(x),  \psi(x) はつぎのの性質を満たしている。
a)  x+\psi(x)\geq 0,
b)  \psi'(x)=-\psi(x)(x+\psi(x))\leq 0,
c)  x+\psi(x) は  x の増加関数である
 p 次元の場合に対しても  \delta(X)=(\delta(X_{1}), \ldots, \delta(X_{p})) は  \theta の一般化 Bayes 推定量であ
る。しかし、  \theta を同時推定するとき、標準化2乗誤差損失関数の下で、張(1982) は  \delta(X)
を改良する縮小推定量
  \delta_{i}^{c}(X)=(1-\frac{c\sigma^{2}}{||\delta(X)||^{2}})\delta(X_{i}) (2.2)
を提案し、  \delta^{c}(X)=(\delta_{1}^{c}(X) . , \delta_{p}^{c}(X)) が  \delta(X) よりよくなるための十分条件  p\geq
 3,0\leq c\leq 2 (p—2) を与えた、ここで  || \delta(X)||^{2}=\sum_{\dot{\iota}=1}^{p}\delta^{2}(X_{i}) である。




  \delta_{i}^{c}(X, S)=(1-\frac{cS}{||\delta(X,S)||^{2}})\delta(X_{i}, S) (2.3)
4を提案し、  \delta(X_{i}, S),  i=1 , . . . ,  p を改良するための十分条件を与える、ここで、  S\sim\sigma^{2}\chi_{n}^{2}
は  X_{i} と互いに独立とする。さらに、  \delta_{\dot{i}}^{c}(X, S) を含む2つの Baranchik タイプ縮小推定
量のクラスを提案する。証明のためには、下記の予備定理が有用である。
予備定理2.1. 全ての  -\infty<X<\infty に対して、
a)  S\psi(X/S) は  S の増加関数である。
b)  \delta(X, S) は  S の増加関数である。(よって、  ||\delta(X, S)||^{2} は  S の増加関数である).
c)  -S\psi'(X/(a\sqrt{S})) は  \sqrt{S} の増加関数である。
d)  S^{-1}(X+\sqrt{S}\psi(X/\sqrt{S})) は  \sqrt{S} の減少関数である。(よって、  ||\delta(X, S)||^{2}/S^{2} は
 \sqrt{S} の減少関数である。)
が成立する。
予備定理2.2. (  \chi^{2} identity)  S\sim\sigma^{2}\chi_{n}^{2} とする。
  E[h(S)S\sigma^{2}]=\frac{E[S^{2}h(S)]-2\sigma^{2}E[S^{2}h'(S)]}{n+2}
が成立する。





定理2.4. 標準化2乗誤差損失のもとで、  \delta^{c}(X, S) が  \delta(X, S) を改良するための十分条
件は
 p \geq 3,0<c<2\frac{p-2}{n+2}, a^{\angle}\geq\frac{1}{n-4}, n\geq 5.
上の結果を下記のような2つの Baranchik タイプ推定量のクラスに拡張する。
タイプ1 :
 F=|| \delta(X, S)||^{2}/S=a^{2}\sum_{i=1}^{p}(\frac{X_{i}}{a\sqrt{S}}+
\psi(\frac{X_{i}}{a\sqrt{S}}))^{2} とし、
5  \delta_{i}^{B}(X, S)=(1-\frac{r(F/S)}{F})\delta(X_{i}, S)
とするとき、次の定理が得られる。
定理2.5.  \delta^{B}(X, S) が  \delta(X, S) を改良するための十分条件は下記のようである。
i)  \tau(F/S) は  F/S の単調非減少関数
ii)  \tau(F/S)/(F/S) は  F/S の単調非増加関数






  \delta_{i}^{B\overline{F}}(X, S)=(1-\frac{r(\tilde{F})}{\tilde{F}})
\delta(X_{i}, S)
とすとき、次の定理が得られる。
定理2.6.  \delta^{B\tilde{F}}(X, S) が  \delta(X, S) を改良するための十分条件は下記のようである。
 i')r(\tilde{F}) は  \tilde{F} の単調非減少関数
 ii')\tau(\tilde{F})/\tilde{F} は  \tilde{F} の単調非増加関数








6X  =(X_{1}, X_{2})'\sim N(\mu, \Sigma) に従い、分散共分散行列
  \sum=  (\begin{array}{ll}
\sigma_{1}^{2}   \rho\sigma_{1}\sigma_{2}
\rho\sigma_{1}\sigma_{2}   \sigma_{2}^{2}
\end{array}) ,
は既知で、  |\rho|\neq 1_{\ovalbox{\tt\small REJECT}}  \mu=(\mu_{1}, \mu_{2})' とし、  \mu_{i},  i=1,2 に順序制約,  \mu_{1}\leq\mu_{2} , がある場合の
 \mu_{i},  i=1,2 の推定を考える。  \rho=0 の場合、  \mu_{i} の最尤推定量は




である。  \rho\neq 0 の場合、Hwang, Peddada (1994) は  \hat{\mu}_{i} を拡張した  \mu の推定量
  \hat{\mu}_{1}^{HP}=\min\{X_{1}^{-}, \alpha\overline{X}_{1}+\beta X_{2}^{-}\},
\hat{\mu}_{2}^{HP}=\max\{X_{2}^{-}, \alpha\overline{X}_{1}+\beta X_{2}^{-}\} (3.2)
を提案、  \hat{\mu}_{i}^{HP} は確率的に  \overline{X}_{i},  i=1,2 より優れていることを証明した。ここで、  \alpha=
 \omega_{1}/(\omega_{1}+\omega_{2}),  \beta=\omega_{2}/(\omega_{1}+\omega_{2}) 、  \omega_{1}=\sigma_{2}^{2}-\rho\sigma_{1}\sigma_{2},  \omega_{2}=\sigma_{1}^{2}-\rho\sigma_{1}\sigma_{2} 。  \omega_{1},  \omega_{2} は負に
なることががあるが、  |\rho|\neq 1 であるので、  \omega_{1}+\omega_{2}=(\sigma_{1}-\sigma_{2})^{2}+2(1-\rho)\sigma_{1}\sigma_{2}
>0
である。  \rho=0 の場合、  \hat{\mu}_{i}^{HP}=\hat{\mu}_{i} になる。一方、Peddada et al. (2005) は  \omega_{1}\omega_{2}<0 の
場合、推定量  \hat{\mu}_{i}^{HP},  i=1,2 は一致推定量にならないことに気づき、  \hat{\mu}_{i}^{HP} を次のように修
正し、  \overline{X}_{i} より確率的に優れていることを証明した。
  \hat{\mu}_{1}^{PDT}=\min\{X_{1}^{-}, \alpha^{*}\overline{X}_{1}+\beta^{*}X_{2}
^{-}\},\hat{\mu}_{2}^{PDT}=\max\{X_{2}^{-}, \alpha^{*}\overline{X}_{1}+\beta^{*}
X_{2}^{-}\} , (3.3)
ここで、  \alpha^{*}=\omega_{1}^{+}/(\omega_{1}^{+}+\omega_{2}^{+}),  \beta^{*}=\omega_{2}^{+}/(\omega_{1}^{+}+\omega_{2}^{+}),  a^{+}= \max\{a, 0\} . しかし、提案した
両推定量の妥当性はあまり調べられておらず、不自然な場合がある。たとえば、  \overline{X}_{1}>\overline{X}_{2}
および  \omega_{2}<0 の場合、制約条件を満たしていないのに、  \mu_{1} の推定量を  \hat{\mu}_{1}^{HP}=\overline{X}_{1} にす
るような不自然さがある。逆に、  \overline{X}_{2}>\overline{X}_{1} の場合、制約条件を満たしているのに、  \overline{X}_{1} を
原点に縮小するような不自然さがある。同様に、このようなことは  \hat{\mu}_{1}^{PDT} に対しても起




と両推定量  \hat{\mu}_{i}^{HP},\hat{\mu}_{\dot{i}}^{PDT} との比較を行い、両推定量より確率的に優れていることを明らか
にする。
まず、  y=  (y_{1}, y2) ’ とし、2次元平面の3つの領域を
 D_{1}=\{y|y_{1}+y_{2}>0, y_{1}\geq 0, y_{2}\geq 0\}, D_{2}=\{y|y_{1}+y_{2}>0, 
y_{2}<0\},
 D_{3}=\{y|y_{1}+y_{2}>0, y_{1}<0\}




















予備定理3.1.  a 、  b を定数とし、  \Phi(\cdot) を標準正規分布の累積分布関数とする。
 g(z;a, b)=\Phi(a+bz)-\Phi(-a+bz) ,
とおくと、次の性質が成立つ。
(i)  g(z;a, b)=9(-z;a, b) ,
(ii)  a と  b は非負ならば、すべての  z<0 に対して、  g(z;a, b) は  z の非減少関数であり、
すべての  z>0 に対して、  g(z;a, b) は  z の非増加関数である。
3.1.1.  \hat{\mu}_{i}^{MLE} と  \hat{\mu}_{i}^{HP} との比較
定理3.2.  \omega\in D_{2}(\omega\in D_{3}) のとき  \hat{\mu}_{1}^{MLE}  (\hat{\mu}_{2}^{MLE}) は  \hat{\mu}_{1}^{HP}(\hat{\mu}_{2}^{HP}) と異なり、確率的
に優越する。
証明 : まず、  \hat{\mu}_{1}^{MLE} は  \hat{\mu}_{1}^{HP} より確率的に優れていることを証明する。  \omega\in D_{2} の場合の
み  \hat{\mu}_{1}^{MLE} と  \hat{\mu}_{1}^{HP} が異なるので、  \omega\in D_{2} のとき、すべての  d>0 に対して
 P\{|\hat{\mu}_{1}^{MLE}-\mu_{1}|<d\}\geq P\{|\hat{\mu}_{1}^{HP}-\mu_{1}|<d\}









 Z_{1}=\alpha(\overline{X}_{1}-\mu_{1})+\beta(\overline{X}_{2}-\mu_{1}) , Z_{2}=
(\overline{X}_{1}-\mu_{1})-(\overline{X}_{2}-\mu_{1}) (3.6)
を行うと、  Z_{1}\sim N(\beta\triangle, \sigma^{2}),  Z_{2}\sim N(-\triangle, (\omega_{1}+\omega_{2})/n) に従い、  cov(Z_{1}, Z_{2})=0 によ
り、  Z_{1} と  Z_{2} は独立である。ここで、  \triangle=\mu_{2}-\mu_{1\ovalbox{\tt\small REJECT}}\sigma^{2}=(\alpha^{2}
\sigma_{1}^{2}+2\alpha\beta\rho\sigma_{1}\sigma_{2}+\beta^{2}\sigma_{2}^{2})/n
である。  \overline{X}_{1}-\mu_{1}=Z_{1}+\beta Z_{2},\overline{X}_{2}-\mu_{1}=Z_{1}-
\alpha Z_{2} , 及び  \overline{X}_{1}\leq X_{2} は  Z_{2}\leq 0 と同値で
あることがわかる。よって、(3.5) 式の第1項は




になる、ここで、  f(\cdot) は  N(0, (\omega_{1}+\omega_{2})/n) の密度関数で、  g(s)=g(s;d/\sigma, -\beta/\sigma) で
ある。記述を簡潔にするため、今後  g(s) を使用する。同様に、(3.5) 式の第2項は
















9になる。  g(s) はすべての  s>0 に対して、減少関数であるので、最後の不等式が成立する。
 \hat{\mu}_{1}^{MLE} は  \mu_{1}^{HP} より優れていることを証明した。同様に、  \omega\in D_{3} のときにのみ、  \hat{\mu}_{2}^{MLE}
は  \hat{\mu}_{2}^{HP} より異なり、優れでいることを証明することができる。
3.1.2.  \hat{\mu}_{i}^{MLE} と  \hat{\mu}_{i}^{PDT} との比較
同様に、  \hat{\mu}_{i}^{MLE} と  \hat{\mu}_{i}^{PDT} との比較を行い、次の結果が得られる。
 \omega\in D_{2}\cup D_{3} で両推定量が異なるが、  \hat{\mu}_{i}^{MLE} が確率的に  \hat{\mu}_{i}^{PDT},  i=1,2 , より優れてい
ることを次の定理にまとめる。
定理3.3.  \omega\in D_{2}UD_{3} の場合、  \hat{\mu}_{i}^{MLE},  (i=1,2) は  \hat{\mu}_{\dot{i}}^{PDT} より確率的に優れている。つ




証明 :  \omega\in D_{2} の場合だけを考え、まず、  \hat{\mu}_{1}^{MLE} は確率的に  \hat{\mu}_{1}^{PDT} より優れていることを







になる。すべての  s>0 に対して、  g(s) は  s の減少関数であるので、上の積分は正に
なる。
次に、  \hat{\mu}_{2}^{MLE} は  \hat{\mu}_{2}^{PDT} より確率的に優れていることを証明する。  \overline{X}_{1}>\overline{X}_{2} において、
両推定量は異なるので、





 Y_{1}=\alpha(\overline{X}_{1}-\mu_{2})+\beta(\overline{X}_{2}-\mu_{2}) , Y_{2}=
(\overline{X}_{1}-\mu_{2})-(\overline{X}_{2}-\mu_{2})
10








 =g( \triangle;\frac{d}{\sigma}, \frac{\alpha}{\sigma})\int_{\triangle}^{\infty}
f(s)ds
ここで、  f(\cdot) は  N(0, (\omega_{1}+\omega_{2})/n) の密度関数である。  \overline{X}_{1}-\mu_{2}=Y_{1}+\beta巧になるので、
(3.7) 式の第2項は次のように評価される。







  \int_{\triangle}^{\infty}\{9(\triangle;\frac{d}{\sigma}, \frac{\alpha}{\sigma}
)-g(\triangle-\frac{\beta}{\alpha}(s-\triangle);\frac{d}{\sigma}, \frac{\alpha}{
\sigma})\}f(s)ds
になる。  \beta<0 と予備定理3.1の (ii) により、  g(u;d/\sigma, \alpha/\sigma) は  u>0 の減少関数である
ことにより、上記の積分は正になる。
3.2. Pitman Nearness 評価基準
推定量の良さを評価するための基準としてはMSE または確率優越性がよく利用され
る。一方、Pitman(1937) は以下のような評価基準を提案した。  T_{1} と乃を  \theta の推定量と
し、下記の式が満たされれば、  T_{1} は乃より  \theta に近いと定義する。
 PN_{\theta}(T_{1}, T_{2})=P\{|T_{1}-\theta|<|T_{2}-\theta|\}>1/2.
しかし、両推定量が正の確率で等しい場合、Nayak(1990) が次のような修正を提案した。
  P\{|T_{1}-\theta|<|T_{2}-\theta|\}>\frac{1}{2}P\{T_{1}\neq T_{2}\}.
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Nayak の考えに沿って、Gupta、Sinha(1992) は修正した Pitman nearness(modified
Pitman nearness)
 MPN_{\theta}(T_{1}, T_{2})=P \{|T_{1}-\theta|<|T_{2}-\theta||T_{1}\neq T_{2}\}=
\frac{P\{|T_{1}-\theta|<|T_{2}-\theta|,T_{1}\neq T_{2}\}}{P\{T_{1}\neq T_{2}\}}.
を定義し、  MPN_{\theta}(T_{1}, T_{2})>1/2 ならば、  T_{1} は乃より  \theta に近いと定義した。
この節では (修正した) Pitman nearness 評価基準の下で、  \hat{\mu}_{i}^{MLE} と  \hat{\mu}_{i}^{HP} 、  \hat{\mu}_{i}^{PDT} との
比較をする。  \omega\in D_{3}(D_{2}) の場合、  \hat{\mu}_{1}^{MLE}=\hat{\mu}_{1}^{HP}(\hat{\mu}_{2}^{MLE}=\hat{\mu}_{2}^{HP}) であるので、  \omega\in D_{2}
 (D_{3}) の場合について、  \hat{\mu}_{1}^{MLE}(\hat{\mu}_{2}^{MLE}) と  \hat{\mu}_{1}^{HP}(\hat{\mu}_{2}^{HP}) との比較を行い次の結果が得られ
る。
定理3.4.  \omega\in D_{2}(D_{3}) の場合、  \hat{\mu}_{1}^{MLE}(\hat{\mu}_{2}^{MLE}) は  \hat{\mu}_{1}^{HP}(\hat{\mu}_{2}^{HP}) より  \mu_{1}(\mu_{2}) に近い。
証明 :  \omega\in D_{2} の場合、  \hat{\mu}_{1}^{MLE} は  \hat{\mu}_{1}^{HP} より  \mu_{1} に近いことだけを証明する。  \omega\in D_{2}
のとき、  \beta<0 なので、  \overline{X}_{1}<\overline{X}_{2} のとき、  \hat{\mu}_{1}^{MLE}=\overline{X}_{1}>\hat{\mu}_{1}^{HP}=\alpha\overline{X}_{1}+
\beta\overline{X}_{2}。同様
に、  \overline{X}_{1}>\overline{X}_{2} のとき、  \hat{\mu}_{1}^{MLE}=\alpha X_{1}+\beta\overline{X}_{2}>\hat{\mu}_{1}^{HP}=
\overline{X}_{1} が成立する。よって、確率1
で、  \hat{\mu}_{1}^{MLE}>\hat{\mu}_{1}^{HP} になり、かつ  \hat{\mu}_{1}^{MLE}+\hat{\mu}_{1}^{HP}=(1+\alpha)\overline{X}_{1}+
\beta\overline{X}_{2} が成立する。また、
 \hat{\mu}_{1}^{MLE}>\hat{\mu}_{1}^{HP} が成立することによって、  |\hat{\mu}_{1}^{MLE}-\mu_{1}|<|\hat{\mu}_{1}^{HP}-\mu_{1}| が成立するための
必要十分条件は  \hat{\mu}_{1}^{MLE}+\hat{\mu}_{1}^{HP}<2\mu_{1} が成立することである。よって、
 P\{|\hat{\mu}_{1}^{MLE}-\mu_{1}|<|\hat{\mu}_{1}^{HP}-\mu_{1}|\}=P\{(1+\alpha)
(X_{1}-\mu_{1})+\beta(\overline{X}_{2}-\mu_{1})<0\} . (3.8)




なる。  E[2Z_{1}+\beta Z_{2}]=\beta\triangle\leq 0 により、(3.8) 式は1/2以上である。
同様に、  \hat{\mu}_{i}^{MLE} と  \hat{\mu}_{\dot{i}}^{PDT} との比較を行い、次の結果が得られる。証明は省略する。
定理3.5.  \omega\in D_{2}\cup D_{3} の場合、  \hat{\mu}_{\dot{i}}^{MLE} は  \hat{\mu}_{i}^{PDT},  i=1,2 より  \mu_{i} に近い。
3.3. 二つの母平均に順序制約条件がある場合の線形関数の推定
この節では係数  c_{i} を用いた  \mu_{i} の線形結合   \sum_{i=1}^{2}c_{i}\mu_{i} の推定問題を考える。MSE
基準の下で、   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{MLE} と   \sum_{i=1}^{2}\mathcal{C}_{i\hat{\mu}_{i}^{HP}} 及び   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{PDT} との比較を行う。
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  \sum_{i=1}^{2}c_{i}\hat{\mu}_{\dot{i}}^{MLE} が   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{HP} 、   \sum_{\dot{x}=1}^{2}c_{i}\hat{\mu}_{i}^{PDT} それぞれよりよくなるための係数
 c_{i},  i=1,2 に対する必要十条件を与える。3推定量の線形結合の表現を下記のように整理
する。
  \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{MLE}=\{\begin{array}{ll}
c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2},   if \overline{X}_{1}
\leq\overline{X}_{2},




c_{1}(\alpha\overline{X}_{1}+\beta\overline{X}_{2})+c_{2}\overline{X}_{2},   if 
\overline{X}_{1}\leq\overline{X}_{2},




c_{1}\overline{X}_{1}+c_{2}\overline{X}_{2},   if \overline{X}_{1}
\leq\overline{X}_{2},
(c_{1}+c_{2})\overline{X}_{1},   if \overline{X}_{1}>\overline{X}_{2}.
\end{array}
3.3.1. MSE 基準の下での   \sum_{i=1}^{2}c_{i}\hat{\mu}_{\dot{i}}^{MLE} と   \sum_{i=1}^{2}c_{i}\hat{\mu}_{\dot{i}}^{HP} との比較
定理3.6  \omega\in D_{2}(D_{3}) の場合、MSE 基準の下で   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{MLE} が   \sum_{\dot{i}=1}^{2}c_{i}\hat{\mu}_{i}^{HP} より優
れているための係数  c_{i} に対する必要十分条件は  c_{1}c_{2}\leq 0,c_{1}\neq 0(c_{1}c_{2}\leq 0,c_{2}\neq 0) であ
る。
証明:  \omega\in D_{2} の場合のみを考え、両推定量のリスクの差  \triangle R を下のように評価する。







ここでは  I_{A} は条件  A を満たす集合のインディケータ関数である。(3.6) 式の変換を行
うと
 \triangle R=c_{1}^{2}E[(\beta^{2}Z_{2}^{2}+2\beta Z_{1}Z_{2})\{I_{Z_{2}\leq 0}-
I_{Z_{2}>0}\})]
 +2c_{1}c_{2}\beta E[Z_{2}\{(Z_{1}-\alpha Z_{2}-\triangle)I_{Z_{2}\leq 0}-(Z_{1}
-\triangle)I_{Z_{2}>0}\}].
 Z_{1} と  Z_{2} は互いに独立なので,
 \triangle R=c_{1}^{2}\beta^{2}E\{(Z_{2}^{2}+2\triangle Z_{2})[I_{Z_{2}\leq 0}-
I_{Z_{2}>0}]\}
 -2c_{1}c_{2}\alpha\beta E[Z_{2}(Z_{2}+\triangle)I_{Z_{2}\leq 0}-\triangle Z_{2}
I_{Z_{2}>0}] (3.9)
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になる。  c_{1}c_{2}\leq 0 及び  \alpha\beta<0 により、乃は非正になる。従って、  c_{1}\neq 0,  c_{1}c_{2}\leq 0 な
らば、  \triangle R\leq 0.
一方、(3.10) , (3.11) より、  \triangle=0 の場合、  c_{1^{C}2}>0 ならば、  \triangle R>0 になり、
  \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{MLE} は   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{HP} を一様に改良できない。
Remark 1.   c_{1}\neq 0,\trianglearrow\infty の場合,(3.10)  arrow-\infty かつ (3.11) は有限な値に近づく。
よって、  \trianglearrow\infty のとき、  \triangle Rarrow-\infty に近づくことにより、   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{HP} が   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{MLE}
を一様に改良するような  c_{1} 及び c2が存在しない。  c_{1}=0 のとき、両推定量は一致するこ
とに留意する。
3.3.2. MSE 基準の下での   \sum_{\dot{\iota}=1}^{2}c論  \dot{i}MLE と   \sum_{\dot{\iota}=1}^{2}c_{i}\hat{\mu}_{\dot{i}}^{PDT} との比較
この節では、MSE 基準の下で、   \sum_{\dot{x}=1}^{2}c_{i}\hat{\mu}_{i}^{MLE} が   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{PDT} より優れているための係
数  c_{1},c_{2} に対する必要十分条件を与える。そのため、下記の予備定理が必要である。証明
はL’Hopital 法則を繰り返し利用すればよい。
予備定理3.7.  Z は  N(-\triangle, \eta^{2}) に従うとする。
  \lim_{\trianglearrow+\infty}\frac{E(Z^{2}I_{Z\geq 0})}{E(ZI_{Z\geq 0)})}=0
が成立する。
定理3.8.  \omega\in D_{2}(D_{3}) の場合、MSE 基準の下で、   \sum_{i=1}^{2}c_{i}\hat{\mu}_{i}^{MLE} は   \sum_{i=1}^{2}c_{i}\hat{\mu}_{\dot{i}}^{PDT} より
優れているための係数  c_{i},  i=1,2 に対する必要十分条件は、  c_{1}+c_{2}\neq 0 、  (c_{1}+c_{2})(c_{2}\omega_{1}-
 c_{1}\omega_{2})\geq 0 (  c_{1}+c_{2}\neq 0 、  (c_{1}+c_{2})(c_{1}\omega_{2}-c_{2}\omega_{1})\geq 0 ) である。
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になる。  Z_{1} と  Z_{2} は互いに独立で、  E[Z_{1}]=\beta\triangle に注意するとリスクの差は下記のように
与えられる。
 \triangle R=-(c_{1}+c_{2})^{2}E\{(2\beta Z_{1}Z_{2}+\beta^{2}Z_{2}^{2})I_{Z_{2}
>0}\}+2(c_{1}+c_{2})c_{2}\triangle\beta E\{Z_{2}I_{Z_{2}>0}\}
 =-(c_{1}+c_{2})^{2}\beta^{2}E(Z_{2}^{2}I_{Z_{2}>0})+2(c_{1}+c_{2})(\alpha c_{2}
-\beta c_{1})\beta\triangle E(Z_{2}I_{Z_{2}>0}) .
 \beta<0 であるので、  (c_{1}+c_{2})(\alpha c_{2}-\beta c_{1})\geq 0 ならば  \triangle R\leq 0 となる.
一方、  (c_{1}+c_{2})(\alpha c_{2}-\beta c_{1})<0 ならば、予備定理3.7により十分大きな  \triangle に対して、
 \triangle R>0 となる.
Remark 2.  Z_{2} は  N(-\triangle, (\omega_{1}+\omega_{2})/n) に従うので、  \triangle=0 のとき、リスクの差
 \triangle R=-(c_{1}+c_{2})^{2}\beta^{2}(\omega_{1}+\omega_{2})/(2n) になる。従って、  c_{1}+c_{2}\neq 0 を満たす任意の  c_{1\ovalbox{\tt\small REJECT}}c_{2}
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