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A graph G is said to have bandwidth at most b, if there exists a
labeling of the vertices by 1,2, . . . ,n, so that |i − j| b whenever
{i, j} is an edge of G . Recently, Böttcher, Schacht, and Taraz veriﬁed
a conjecture of Bollobás and Komlós which says that for every
positive r, , γ , there exists β such that if H is an n-vertex
r-chromatic graph with maximum degree at most  which has
bandwidth at most βn, then any graph G on n vertices with
minimum degree at least (1 − 1/r + γ )n contains a copy of H for
large enough n. In this paper, we extend this theorem to dense
random graphs. For bipartite H , this answers an open question of
Böttcher, Kohayakawa, and Taraz. It appears that for non-bipartite
H the direct extension is not possible, and one needs in addition
that some vertices of H have independent neighborhoods. We also
obtain an asymptotically tight bound for the maximum number of
vertex disjoint copies of a ﬁxed r-chromatic graph H0 which one
can ﬁnd in a spanning subgraph of G(n, p) with minimum degree
(1− 1/r + γ )np.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
One of the central themes in extremal graph theory is the study of suﬃcient conditions which
imply that a graph G contains a copy of a particular graph H . Two main interesting cases of this
problem are when H has ﬁxed order, and when it has size comparable or the same as graph G . The
celebrated Erdo˝s–Stone theorem [14] settled the ﬁrst case, showing that suﬃciently large graph G of
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(n
2
)
edges contains a copy of any r-chromatic graph H of
ﬁxed order.
In the second case, when the order of H is close to the order of G , the large number of edges is
no longer suﬃcient to embed H because there might be isolated vertices in G . Therefore we need a
lower bound on the minimum degree of G . The most well-known example of such a result is Dirac’s
theorem (see, e.g., [13]), which says that, if G is a graph on n vertices with minimum degree at least
n/2 then G contains a Hamilton cycle. Another example is a problem of packing vertex disjoint
copies of a ﬁxed graph H0 in G . We say that G contains a perfect H0-packing if there are vertex
disjoint copies of H0 that cover all the vertices of G . For convenience, we may assume that the order
of G is divisible by the order of H0. A classical theorem of Hajnal and Szemerédi [17] states that if
G has minimum degree at least (1− 1/r)n then G contains a perfect packing of complete graphs Kr .
More general packing problems have been studied in [2,28,24].
The r-th power of a graph G is the graph G(r) obtained from G by connecting every pair of ver-
tices which have distance at most r in G . In particular, note that the (r − 1)-st power of the n-cycle
contains n/r vertex disjoint copies of Kr . Pósa and Seymour [30] proposed a common generalization
of Dirac’s and Hajnal–Szemerédi’s theorem. They conjectured that the same minimum degree bound
(1 − 1/r)n will force a graph G to have the (r − 1)-st power of a Hamiltonian cycle in it. This con-
jecture has been open for quite a while until Komlós, Sárközy, and Szemerédi [23] proved it for large
enough n. They used a combination of Szemerédi regularity lemma [34] and the so-called blow-up
lemma [22]. We will discuss this technique in more detail later in the paper.
The above results might suggest that if G has minimum degree at least (1− 1/r + o(1))n, then it
contains a copy of any n-vertex r-chromatic graph H with bounded degree. However, the following
example (see [6]) shows that some restrictions are necessary. Let H be a random bipartite graph with
bounded maximum degree and parts of size n/2 and G be a graph formed by two cliques each of
size (1/2+ γ )n which share 2γn vertices (for some small ﬁxed γ > 0). Assume that H is embedded
into G and look at the (1/2− γ )n vertices which come from one of the cliques and do not belong to
their intersection. The only neighbors of these vertices in G are the 2γn vertices in the intersection.
But with high probability H contains no collection of (1/2 − γ )n vertices which have at most 2γn
neighbors. Therefore we cannot embed H into G .
Thus to ﬁnd a general theorem, we need some additional restriction on the graph H . A graph H
is said to have bandwidth at most b, if there exists a labeling of the vertices by 1,2, . . . ,n, so that
|i− j| b whenever i, j form an edge. We denote by bw(H) = b if b is the minimum integer such that
H has bandwidth at most b. Bollobás and Komlós [19] conjectured that if H is an r-chromatic graph
which has bounded degree and low enough bandwidth then one can embed it into a graph G with
minimum degree at least (1−1/r+o(1))n. Note that the constant 1−1/r is the best constant we can
expect for such an embedding result to hold. Indeed, assume that n is divisible by r and let G be the
complete r-partite graph on n vertices whose partition classes are of size n/r+1,n/r−1,n/r, . . . ,n/r.
This graph has minimum degree (1−1/r)n−1. Consider the graph H consisting of n/r vertex disjoint
copies of Kr . It is clear that each copy of Kr must contain at least one vertex from each class of G
and thus there can only be at most n/r − 1 such copies in G . Thus we cannot embed H into G .
Bollobás and Komlós’ conjecture has been recently proved by Böttcher, Schacht, and Taraz [5,6]: for
every positive r,,γ , there exists β such that if H is an n-vertex r-chromatic graph with maximum
degree at most  and bandwidth at most βn, then any graph G on n vertices with minimum degree
at least (1− 1/r + γ )n contains a copy of H for large enough n (we will refer to this conjecture and
theorem as the bandwidth conjecture and the bandwidth theorem from now on). There are a lot of
graphs H satisfying the condition above. For example, r-th powers of cycles which have bandwidth 2r,
trees with constant maximum degree which have bandwidth at most O (n/ logn) [10], and n1/2 by
n1/2 square grids which have bandwidth O (n1/2) are a few of those. For more examples, see Böttcher,
Pruessmann, Taraz, and Würﬂ’s [8] classiﬁcation of bounded degree graphs with sublinear bandwidth.
Moreover, the theorem proved in [6] is a strengthening of the bandwidth conjecture and also implies
Dirac’s theorem and Pósa–Seymour’s conjecture asymptotically.
Most of the above mentioned results can also be viewed in the framework of resilience which we
discuss next. A graph property is called monotone increasing (decreasing) if it is preserved under edge
addition (deletion). Following [33], we deﬁne:
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(i) The global resilience of G with respect to P is the minimum number r such that by deleting
(adding) r edges from G one can obtain a graph not having P .
(ii) The local resilience of a graph G with respect to P is the minimum number r such that by
deleting (adding) at most r edges at each vertex of G one can obtain a graph not having P .
Intuitively, the question of determining resilience of a graph G with respect to a graph property P
is like asking, “How strongly does G possess P?”. Using this terminology, one can for example restate
Dirac’s theorem as saying that Kn has local resilience n/2 with respect to having a Hamilton cycle.
In [33], Sudakov and Vu have initiated the systematic study of global and local resilience of random
and pseudorandom graphs. The random graph model they considered is the binomial random graph
G(n, p), which denotes the probability space whose points are graphs with vertex set [n] = {1, . . . ,n}
where each pair of vertices forms an edge randomly and independently with probability p. Given a
graph property P , we say that G(n, p) possesses P asymptotically almost surely, or a.a.s. for brevity,
if the probability that G(n, p) possesses P tends to 1 as n tends to inﬁnity. In the above mentioned
paper, Sudakov and Vu studied the resilience of random graphs with respect to various properties
such as Hamiltonicity, containing a perfect matching, increasing its chromatic number, and having a
nontrivial automorphism (this result appeared in their earlier paper with Kim [18]). For example, they
proved that if p > log4 n/n then a.a.s. any subgraph of G(n, p) with minimum degree (1/2 + o(1))np
is Hamiltonian. Note that this result can be viewed as a generalization of Dirac’s theorem mentioned
above, since the complete graph is also a random graph G(n, p) with p = 1. This connection is very
natural and most of the resilience results for random and pseudorandom graphs can be viewed as
a generalization of classical results from graph theory. For additional resilience type results, see, e.g.
[3,4,9,12,15,26].
Using the above terminology, the bandwidth theorem says that the complete graph Kn has local
resilience (1/r + o(1))n with respect to containing spanning r-chromatic graphs H of low bandwidth
and bounded degree. Böttcher, Kohayakawa, and Taraz [9] partially extended this result to random
graphs by proving that for ﬁxed η,γ > 0,  > 1 there exist positive constants β and c such that if
p  c(logn/n)1/ then a.a.s. every subgraph of G(n, p) with minimum degree at least (1/2 + γ )np
contains a copy of any bipartite graph H with (1− η)n vertices, maximum degree  and bandwidth
at most βn. They then posed a natural and interesting question [7], whether one can fully extend the
bandwidth theorem to random graphs. More speciﬁcally, they suggested that it should be possible to
extend the bandwidth theorem for spanning bipartite H in the regime of constant edge probability p.
For this range of probabilities, there are well developed tools that we can use, and thus there are
more hopes to understand the correct behavior of this problem. The reason we only focus on bipartite
graphs is the following. Consider the problem of ﬁnding a triangle factor. A ﬁxed vertex v in G(n, p)
a.a.s. has degree (1+ o(1))np and has (1+ o(1))np2 common neighbors with any other vertex. If we
delete all the edges in the neighborhood of v , we destroy all the triangles containing v . On the other
hand, the degree of any vertex in G(n, p) will decrease by at most O (np2)  np, and thus, it will
still be greater than (2/3 + γ )np. This gives a subgraph of G(n, p) with minimum degree at least
(2/3 + γ )np and no triangle factor. Since disjoint union of triangles has constant bandwidth, this
simple observation shows that one cannot directly extend the bandwidth theorem in full generality.
In this paper we study the above mentioned question posed by Böttcher, Kohayakawa, and Taraz.
We have the following two main contributions. First, we prove that for constant edge probability, it
is possible to obtain a complete extension of the bandwidth theorem for spanning bipartite graphs
H with bounded degree and sublinear bandwidth. We also suggest a natural minor restriction on
non-bipartite graphs H , which makes possible an extension of bandwidth theorem to random graphs.
More precisely, we show that having some vertices with independent neighborhoods in H is enough.
Here is our main theorem.
Theorem 1.1. For ﬁxed integers r,, and reals 0 < p  1 and γ > 0, there exists a constant β > 0 such that
a.a.s., any spanning subgraph G ′ of G(n, p) with minimum degree δ(G ′)  (1 − 1/r + γ )np contains every
n-vertex graph H which satisﬁes the following properties:
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(ii) has maximum degree at most ,
(iii) has bandwidth at most βn with respect to a labeling of vertices by 1,2, . . . ,n, and
(iv) for every interval [a,a+β2n] ⊂ [1,n], there exists a vertex v ∈ H such that NH (v) is an independent set.
In particular, the theorem holds for any bipartite H which has bounded degree and sublinear
bandwidth. Thus it positively answers the above mentioned question of Böttcher, Kohayakawa, and
Taraz for dense random graphs. Note that for non-bipartite graphs, we only require constant number
of vertices with independent neighborhoods.
Another main contribution of this paper is an extension of the classical extremal results on H0-
packings in graphs with large minimum degree to the setting of random graphs. The above theorem
implies that if H0 is a ﬁxed r-chromatic graph having a vertex not contained in a triangle and
γ > 0 is any ﬁxed constant, then a.a.s. every spanning G ′ ⊂ G(n, p) with minimum degree at least
(1−1/r+γ )np contains a perfect H0-packing. This suggests the following natural question. Let H0 be
a ﬁxed r-chromatic graph whose every vertex belongs to some triangle. What is the maximum num-
ber of vertex disjoint copies of H0 that one can ﬁnd in a spanning subgraph G ′ of G(n, p) with δ(G ′)
(1−1/r+γ )np? We proved the following result, which gives a rather accurate answer to this question.
Theorem 1.2. Let H0 be an r-chromatic graph whose every vertex is contained in a triangle. Then there exist
constants c = c(r) and C = C(r) such that for any ﬁxed 0 < p  1 and 0 < γ  1/(2r), the random graph
G(n, p) a.a.s. has the following properties.
(i) There exists a spanning subgraph G ′ with minimum degree δ(G ′)  (1 − 1/r + γ )np such that at least
cp−2 vertices of G ′ are not contained in a copy of H0 .
(ii) For every spanning subgraph G ′ ⊂ G which has minimum degree δ(G ′)  (1 − 1/r + γ )np, at least
n− Cp−2 vertices of G ′ can be covered by vertex disjoint copies of H0 .
The rest of this paper is organized as follows. In Section 2 we collect some known results which
we need later to prove our main theorem. In Section 3 we state several important lemmas, and
outline the proof of the main theorem using these lemmas. In Section 4 we prove the lemmas given
in Section 3. In Section 5 we provide a detailed proof of Theorem 1.1 by using the tools developed in
previous sections and other known results. As an application of the main theorem, in Section 6, we
study the packing problem in random graphs (Theorem 1.2). The last section contains some concluding
remarks and open problems.
To simplify the presentation, we often omit ﬂoor and ceiling signs whenever these are not crucial
and make no attempts to optimize absolute constants involved. We also assume that the order n of all
graphs tends to inﬁnity and therefore is suﬃciently large whenever necessary. Throughout the paper,
whenever we refer, for example, to a function with subscript as f3.1, we mean the function f deﬁned
in Lemma/Theorem 3.1.
Notation. G = (V , E) denotes a graph with vertex set V and edge set E . (G), δ(G),χ(G) denote the
maximum degree, the minimum degree, and the chromatic number of G respectively. In the following,
we will use v for a vertex and X for an arbitrary set. Let N(X) be the collection of all vertices which
are adjacent to at least one vertex in X . If X = {v} is a singleton set we denote its neighborhood by
N(v). Let N(0)(v) := {v} and N(k)(v) be the vertices at distance exactly k from v . Note that N(1)(v) =
N(v). Similarly deﬁne N(k)(X) to be the vertices at distance exactly k from the set X , where the
distance of a vertex v from a set X is deﬁned as the minimum number t such that N(t)(v) ∩ X = ∅.
The degree of a vertex is deﬁned as deg(v) := |N(v)|. The neighborhood of a vertex in a set is deﬁned
as N(v, X) := N(v) ∩ X and the degree of a vertex in a set is deﬁned as deg(v, X) := |N(v, X)|.
We denote by E(X) the set of edges in the induced subgraph G[X] and by e(X) := |E(X)| its size.
Similarly, for two sets X and Y , we denote by E(X, Y ) the set of ordered pairs (x, y) ∈ E such that
x ∈ X and y ∈ Y , also e(X, Y ) := |E(X, Y )|. Note that e(X, X) = 2e(X). By d(X, Y ) := e(X, Y )/|X ||Y |
we denote the density of the pair. If we have several graphs, then the graph we are currently working
with will be stated as a subscript. For example N(k)G (v) is the k-th neighborhood of v in graph G .
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f (n) = Ω(g(n)) if there exists a constant C such that lim infn→∞ f (n)/g(n) C . If there is a subscript
such as in Ωε this means that the constant C may depend on ε. We write f (n) = o(g(n)) or f (n) 
g(n) if limsupn→∞ f (n)/g(n) = 0. Also, f (n) = O (g(n)) if there exists a positive constant C > 0 such
that limsupn→∞ f (n)/g(n) C . Throughout the paper log denotes the natural logarithm.
2. Preliminaries
In this section, we collect several known results to be used later in the proof of the main theorem.
The following well-known concentration result (see, for example [1, Appendix A]) will be used sev-
eral times throughout the proof. We denote by Bi(n, p) a binomial random variable with parameters
n and p.
Theorem 2.1 (Chernoff inequality). If X ∼ Bi(n, p) and λ np, then
P
(|X − np| λ) e−Ω(λ2/(np)).
Our approach in proving the main theorem is to use the regularity lemma and the blow-up lemma.
These powerful tools developed by Szemerédi [34], and Komlós, Sárközy and Szemerédi [22], respec-
tively, have been successively applied to solve several embedding results (e.g., [27]). Here we state
these facts without proof. Readers may consult [21,19] for more detailed discussions on these topics.
Let G = (V , E) be a graph and ε > 0 be ﬁxed. A disjoint pair of sets X, Y ⊂ V is called an ε-
regular pair in G if all A ⊂ X, B ⊂ Y such that |A| ε|X |, |B| ε|Y | satisfy |d(X, Y ) − d(A, B)| ε. An
ε-regular pair (X, Y ) is called (d, ε)-regular, if it has density at least d. A vertex partition V0, . . . , Vk
is called an ε-regular partition of G if (i) |V0| εn, (ii) Vi have equal size for i  1, and (iii) (Vi, V j)
is ε-regular in G for all but at most εk2 pairs 1  i < j  n. The regularity lemma states that every
large enough graph admits a regular partition. Here we state it in a stronger form which can be found
in [21].
Lemma 2.2 (Regularity lemma). For every integer t and real ε > 0, there exists n0 = n0(t, ε) and T = T (t, ε)
such that for every graph G on n n0 vertices and d ∈ [0,1], there exists a subgraph G ′ ⊂ G with an ε-regular
partition V0, . . . , Vk of G ′ satisfying the following properties.
(i) t  k T ,
(ii) degG ′(v) > degG(v) − (d + ε)n for all v ∈ V ,
(iii) e(G ′[Vi]) = 0 for all i  1,
(iv) every pair (Vi, V j) (1 i < j  k) either is ε-regular in G ′ with density at least d or has no edges between
them.
Let V0, . . . , Vk be an ε-regular partition of G . Then we deﬁne the reduced graph R with parameters
(d, ε) as the graph on the vertex set [k] with edges {i, j} ∈ E(R) if and only if (V i, V j) is (d, ε)-
regular. In this case, we also say that V0, . . . , Vk is (d, ε)-regular on R in G . Furthermore, if G ′ ⊂ G
and V0, . . . , Vk satisfy (i), (ii), (iii), (iv) of Lemma 2.2, we say that V0, . . . , Vk is a pure (d, ε)-regular
partition of G ′ . The following lemma establishes the fact that the reduced graph inherits the minimum
degree condition.
Lemma 2.3. Let 0 < p  1 and α,γ > 0 be ﬁxed. There exists 0 = 0(p,α,γ ) such that for all ε  ε0
and d > 0, the following a.a.s. holds. Given a graph G = G(n, p), let V0, V1, . . . , Vk be a pure (d, ε)-regular
partition of a subgraph G ′ ⊂ G, and R be its reduced graph. If G ′ has minimum degree at least (α+γ )np, then
R has minimum degree at least (α + 3γ /4)k.
Proof. Let m := |Vi|. Since |V0| εn, we have the bound m (1− ε)n/k. Thus by Chernoff inequality,
a.a.s. eG ′(Vi, V j) eG(Vi, V j) (1+ ε)m2p for all i, j  1. From the deﬁnition of a pure (d, ε)-regular
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vertex i ∈ V (R),
eG ′(Vi, V \ V0) =
k∑
j=1
eG ′(Vi, V j)
(
k − degR(i)
) · 0+ degR(i)(1+ ε)m2p
= degR(i)(1+ ε)m2p.
On the other hand, by the minimum degree condition of G ′ and the fact eG ′(Vi) = 0,
eG ′(Vi, V \ V0)
(∑
v∈Vi
degG ′(v)
)
− eG ′(Vi, V0) (α + γ )np|Vi | − εn|Vi |.
Combine the bounds, divide each side by m2p and use the bound n >mk to get, (α + γ − ε/p)k 
(1+ ε)degR(i). By selecting ε small enough, we have degR(i) (α + 3γ /4)k. 
With respect to embedding small subgraphs, regular pairs behave like random graphs. Thus, merely
knowing the structure of the reduced graph already tells us plenty of information about the original
graph and the subgraphs that it contains. The following lemma is a formal description of this intu-
ition. A graph homomorphism between two graphs G1 = (V1, E1),G2 = (V2, E2) is a map f : V1 → V2
such that ( f (v), f (w)) ∈ E2 if (v,w) ∈ E1. We say that G1 is homomorphic to G2 if there is a homo-
morphism from G1 to G2.
Theorem 2.4. For any ﬁxed graph H and d > 0, there exists an ε0 > 0 such that for all ε  ε0 , there is an n0
with the following property. Let G be a graph on n  n0 vertices, V0, . . . , Vk be an ε-regular partition of G,
and R be its reduced graph with parameters (d, ε). If H is homomorphic to R, then G contains a copy of H.
It is well known that the regularity lemma together with this embedding lemma implies the fol-
lowing generalization of Erdo˝s–Stone theorem to random graphs G(n, p) when p ∈ (0,1] is ﬁxed (see,
e.g., [16] for discussion of the case p  1). Recently, by using a different approach, Conlon and Gow-
ers [11], and Schacht [29] independently extended this result to the range p  1, but we do not need
this stronger form for our purpose.
Theorem 2.5. For any ﬁxed γ > 0, 0 < p  1 and a graph H, G = G(n, p) satisﬁes the following with prob-
ability 1 − e−Ω(n2p) . Any subgraph G ′ ⊂ G with e(G ′)  (1 − 1/(χ(H) − 1) + γ )n2p/2 contains a copy
of H.
In fact, we need the following seemingly stronger result which directly follows from Theorem 2.5
by taking the union bound.
Corollary 2.6. For any ﬁxed α,γ > 0, 0 < p  1 and a graph H, G = G(n, p) satisﬁes the following with
probability 1− e−Ω(n2p) . For any subset W ⊂ V of size |W | αn, every subgraph G ′ ⊂ G[W ] with e(G ′)
(1− 1/(χ(H) − 1) + γ )|W |2p/2 contains a copy of H.
The theorems above illustrate the strength of regularity in ﬁnding ﬁxed size subgraphs. On the
other hand, the blow-up lemma, which we will introduce next, exempliﬁes the strength of regularity
in embedding graphs which are as large as G . Before we state the theorem we must deﬁne the
concept of super-regularity. Let G = (V , E) be a graph and d, ε > 0. Then a pair of disjoint sets X, Y ⊂
V is called (d, ε)-super-regular in G if it is (i) (d, ε)-regular in G , and (ii) ∀x ∈ X , deg(x, Y ) d|Y | and
∀y ∈ Y , deg(y, X)  d|X |. As in the regularity case, given a partition V0, . . . , Vk of G we deﬁne the
(d, ε)-super-regular reduced graph R to be the graph on the vertex set [k] with edges {i, j} ∈ E(R)
if and only if (Vi, V j) forms a (d, ε)-super-regular pair in G . We may also say that V0, . . . , Vk is
(d, ε)-super-regular on R in G . The following version of the blow-up lemma was used in [5] and [6].
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Theorem 2.7 (Blow-up lemma). For any positive d,, c and r, there exist ε = ε(d,, c, r) and α =
α(d,, c, r) such that the following is true. Let n1,n2, . . . ,nr be arbitrary integers and consider the following
two graphs over the vertex set V = V1 ∪ · · · ∪ Vr with |Vi| = ni for all 1 i  r.
(i) In G0 , each pair (Vi, V j) forms a complete bipartite graph, and
(ii) in G1 , each pair (Vi, V j) forms a (d, ε)-super-regular pair.
Then any graph H = (W1 ∪ · · · ∪ Wr, EH ) with (H) and |Wi | = ni (∀i ∈ [r]) which can be embedded
into G0 so that all the vertices of Wi get mapped into V i (∀i ∈ [r]) can be embedded into G1 in the same way.
Moreover, assume that we are given subsets W ′i ⊂ Wi such that |W ′i |  α · min j∈[r] |W j |, and for each
w ∈ W ′i , a set Cw ⊂ Vi such that |Cw |  c|Vi|. Then there exists an embedding of H into G such that every
vertex w ∈ W ′1 ∪ · · · ∪ W ′k is mapped into a vertex in Cw .
3. Outline of the proof
The setting of Theorem 1.1 can be brieﬂy stated as following. We have a host graph G ′ ⊂ G(n, p)
with large minimum degree, a graph H with certain restrictions, and we want to embed H into G ′ .
Hence, with this setting in mind, in the future discussion, G ′ will always stand for the host graph,
and H will stand for the graph that we want to embed.
To prove Theorem 1.1, we adapt several lemmas from the proof of the bandwidth theorem given
in [6]. In this section, we will provide the statement of the lemmas, and outline the proof of the main
theorem by using these lemmas. The statement of these lemmas might seem quite technical, so to
understand the intuition which lies behind the lemmas, it will be useful to keep in mind that the
ﬁnal part of the proof will be an application of the blow-up lemma given in Theorem 2.7.
First lemma, which is a variant of ‘Lemma for G’ (Lemma 6 in [6]), prepares the graph G ′ so that
we have many regular and super-regular pairs. Before stating the lemma, we introduce some graphs.
The graphs Crk and K
r
k are deﬁned as following (see Fig. 1). C
r
k is a graph over the vertex set [k] × [r]
such that (i1, j1), (i2, j2) is connected by an edge if (i) i1 = i2 and j1 = j2, or (ii) |i2 − i1| = 1 and
j1 = j2. Krk is a graph over the same vertex set [k] × [r] consisting of k disjoint copies of Kr each of
which lies on the vertices {i} × [r]. Note that Krk ⊂ Crk by construction.
An integer partition (ni, j)1ik,1 jr of n is called r-equitable if |ni, j − ni, j′ | 1 for all 1 i  k
and 1 j, j′  r.
Lemma 3.1 (Lemma for G). For every integer r  2, 0 < p  1 and γ > 0 there exist d = d(r, p, γ ) > 0 and
ε0 = ε0(r, p, γ ) > 0 such that for every positive ε  ε0 there exist b0 = b0(r, p, γ , ε), ξ0 = ξ0(r, p, γ , ε) >
0, and K0 = K0(r, p, γ , ε) such that, G = G(n, p) a.a.s. satisﬁes the following. For every spanning sub-
graph G ′ ⊂ G with δ(G ′)  (1 − 1/r + γ )np there exist a spanning subgraph G ′′ ⊂ G ′ with δ(G ′′) 
(1− 1/r + 4γ /5)np, a set B of size at most b0 , an r-equitable integer partition (mi, j)1ik,1 jr of n− |B|,
sets (V ∗i, j)1ik,1 jr , and a graph R on vertex set [k] × [r] with k K0 such that
(i) Krk ⊂ Crk ⊂ R and δ(R) (1− 1/r + γ /2)kr,
(ii) ∀1 i  k,1 j  r, mi, j  (1− ε)n/(kr),
(iii) ∀1 i  k,1 j  r, mi, j  |V ∗i, j| (1− ε)mi, j ,
(iv) (V ∗i, j)1ik,1 jr is (d, ε)-regular on R in G
′′ ,
such that for every choice of (ni, j)1ik,1 jr with mi, j − ξ0n  ni, j mi, j + ξ0n and∑i, j ni, j  n − |B|,
there exists a partition (Vi, j)1ik,1 jr of V \ B with
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(a) |Vi, j| ni, j , V ∗i, j ⊂ Vi, j , ∀1 i  k,1 j  r,
(b) (Vi, j)1ik,1 jr is (d, ε)-regular on R in G ′′ , and
(c) (Vi, j)1ik,1 jr is (d, ε)-super-regular on Krk in G
′′ .
Heuristically, given a graph G ′ , this lemma returns some set B and a ‘temporary’ vertex partition
of V \ B with parts of size mi, j for some integer partition (mi, j)1ik,1 jr of n − |B|. The vertex
partition is ﬂexible in the sense that given any other integer partition (ni, j)1ik,1 jr which is close
to (mi, j)i, j , we can change the partition slightly so that the new partition (V i, j)i, j has size |Vi, j| = ni, j
for all i, j. Moreover, each partition Vi, j has an underlying ‘core’ set V ∗i, j which always remains where
they were regardless of the given (ni, j)i, j (see Fig. 2). The main difference between this lemma and
‘Lemma for G’ in [6] is the set B whose existence is unavoidable due to the inherent randomness
of G ′ , and the ‘core’ sets V ∗i, j which are there to help controlling the set B . Note that |B| is bounded
by some constant b0 which does not depend on n.
Assume for the sake of argument, that the graph H which we want to embed into G ′ consists of
vertex disjoint copies of C4, and r = 2, and n is divisible by 4. Provide the graph G ′ to Lemma 3.1,
and get as output an integer partition (mi, j)1ik,1 j2 and a set B . If B was empty, then the rest
of the argument can go as following. Find an integer partition (ni, j)1ik,1 j2 which is close to
(mi, j)1ik,1 j2, and satisﬁes ni,1 = ni,2 with both ni,1,ni,2 being an even integer for all 1 i  k.
By Lemma 3.1, we can obtain a partition (Vi, j)1ik,1 j2 of V \ B = V such that |Vi, j| = ni, j for
all i, j. Then apply the blow-up lemma on each copy of K2 in K 2k separately, to ﬁnd vertex disjoint
copies of C4 in the graph.
To cover the case when B is not empty, we need to slightly modify this argument. As a ﬁrst step,
ﬁnd copies of C4 which only use vertices from B and (V ∗i, j)1ik,1 j2. Assume that there are no
remaining vertices in B after ﬁnding some copies of C4 (this part is not trivial but assume that we
can do this), and by doing so we have used δi, j vertices from each set V ∗i, j . Then n −
∑
i, j δi, j − |B|
is divisible by 4 and hence we can ﬁnd an integer partition (ni, j)1ik,1 j2 of it which satisﬁes
ni,1 = ni,2 with both of ni,1,ni,2 being an even integer for all 1 i  k. If this integer partition were
also close to (mi, j)1ik,1 j2, then by Lemma 3.1, we can obtain a partition (Vi, j)1ik,1 j2 of
V \ B such that |Vi, j| = ni, j + δi, j for all i, j. Recall that the copies of C4 which we have already
found use δi, j vertices from each set V ∗i, j , and thus also from Vi, j . Therefore the remaining number
of vertices in Vi, j after disregarding these copies of C4 is exactly ni, j . Also note that deleting constant
number of vertices from each part does not destroy super-regularity. Now apply the blow-up lemma
to the remaining vertices and ﬁnd vertex disjoint copies of C4 which cover all the vertices of V .
The strategy of embedding a general graph H is not too different from this. However, a general
graph H can have more complicated structure than vertex disjoint copies of C4, and requires some
preprocessing before being embedded into G ′ . In the next lemma, we use the bound on the bandwidth
to map H ‘nicely’ onto the [k] × [r] grid. This lemma is a variant of ‘Lemma for H’ (Lemma 8 in [6]),
and can be derived from it without much diﬃculty.
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over the vertex set [k] × [r] such that δ(R) > (r − 1)k and Krk ⊂ Crk ⊂ R. Let H be a graph on n vertices with
maximum degree , and assume that
(i) H has a labeling of bandwidth at most βn and has chromatic number at most r.
(ii) For every interval [a,a + β2n] ⊂ [1,n], there exists a vertex v ∈ [a,a + β2n] such that NH (v) is an
independent set.
(iii) (mi, j)1ik,1 jr is an r-equitable integer partition of n with mi, j  200βn for every 1  i  k and
1 j  r.
Then there exists a mapping f : V (H) → [k]×[r] and a set of special vertices X ⊂ V (H)with the following
properties.
(a) |X | krξn,
(b) the sets Wi, j := f −1(i, j) have size mi, j − ξn |Wi, j|mi, j + ξn for every i and j,
(c) for every edge {u, v} ∈ E(H) we have { f (u), f (v)} ∈ E(R),
(d) if {u, v} ∈ E(H) and, moreover, u and v are both in V (H) \ X, then { f (u), f (v)} ∈ E(Krk),
(e) ∀1  i  k, ∃ at least β−1 vertices w ∈ (⋃1 jr Wi, j) \ (⋃3l=0 N(l)H (X)) whose neighborhood NH (w)
forms an independent set.
Proof. The process of ﬁnding a map f which satisﬁes (a), (b), (c), and (d) can be found in the proof
of Lemma 8 in [6]. We claim that (e) is also a byproduct of their proof. It suﬃces to verify that for all
1 i  k, there exists an interval of length at least 2βn in the set
⋃r
j=1 Wi, j \ (
⋃3
s=0 N
(s)
H (X)), since by
condition (ii) this will give at least β−1 vertices in this set which have independent neighborhoods.
The stronger lower bound of mi, j  200βn that we imposed on top of the conditions of Lemma 8 in
[6] guarantees that such an interval always exists. We omit the details. 
Let G ′ be a given graph and use Lemma 3.1 to get a set B , a ‘temporary’ partition of V \ B which
we can adjust (see the discussion following Lemma 3.1), and an integer partition (mi, j)1ik,1 jr .
To simplify the explanation, assume for a moment that the set B is empty. Use this integer partition
(mi, j)i, j as an input to Lemma 3.2, and we get a partition (Wi, j)i, j of the vertex set of H , such that
the integer partition (|Wi, j |)i, j is close to (mi, j)i, j . Thus by Lemma 3.1, we can get a partition (Vi, j)
of V (G) such that |Vi, j| = |Wi, j| for all i, j.
Ideally, we want all the pairs (Vi, j, Vi′, j′ ) to be super-regular. But in reality, the super-regular pairs
are only guaranteed over Krk , and the set X in Lemma 3.2 is designed to overcome this diﬃculty.
Observe that all the edges of H which are not incident to X correspond to Krk in the homomorphic
image (property (d) of Lemma 3.2). Thus if we can ﬁnd an embedding of vertices of X ﬁrst, so that its
neighborhood Y := N(X) is only ‘mildly’ restricted, then we can extend this embedding by using the
version of the blow-up lemma as in Theorem 2.7. The next lemma, which is Lemma 9 in [6], can be
used to embed X so that the number of the possible images of each vertex y ∈ Y is still large enough.
Lemma 3.3. For every integer  2 and every d ∈ (0,1] there exist constants c = c(,d) and ε0 = ε0(,d)
such that for every positive ε  ε0 the following is true.
Let R be a graph over the vertex set V (R) = [k] × [r] and G be a graph on n vertices with V (G) =⋃
1ik,1 jr V i, j , such that |Vi, j|  (1 − ε)n/(kr) for all 1  i  k,1  j  r and as a partition, (Vi, j)
is (d, ε)-regular on R. Furthermore, let Γ be a graph with V (Γ ) = X ∪ Y and f : V (Γ ) → V (R) = [k] × [r]
be a mapping with { f (a), f (a′)} ∈ E(R) for all {a,a′} ∈ E(Γ ).
If |V (Γ )|  ε0n/(kr) and (Γ )  , then there exists an injective mapping g : X → V (G) with g(x) ∈
V f (x) for all x ∈ X such that for all y ∈ Y there exist sets C y ⊂ V f (y) \ g(X) such that
(i) g is a graph homomorphism of Γ [X] to G,
(ii) for all y ∈ Y we have C y ⊂ NG(g(x)) for all x ∈ NΓ (y) ∩ X, and
(iii) |Cy | c|V f (y)| for every y ∈ Y .
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In this section we prove Lemma 3.1 by using the following useful statement. This statement hints
where the set B in Lemma 3.1 comes from.
Lemma 4.1. Let 0 < p  1 be ﬁxed and T be an integer. Then for every ε > 0, there exists a constant b0 =
b0(p, T , ε) such that G = G(n, p) a.a.s. satisﬁes the following. For arbitrary subsets V1, . . . , VT of the vertex
set V with |Vi|  εn for all 1  i  T , there exists a set B of size at most b0 such that for all v ∈ V \ B, we
have deg(v, Vi) ∈ [(1− ε)|Vi |p, (1+ ε)|Vi |p] for all 1 i  T .
Proof. Let b′ be a constant to be chosen later. As a ﬁrst step, we ﬁx a set W ⊂ V of size at least
εn, and analyze the probability of there being b′ vertices v such that deg(v,W ) /∈ [(1− ε)|W |p, (1+
ε)|W |p]. Let B be a set of size b′ and assume that for all v ∈ B , we have deg(v,W ) < (1 − ε)|W |p.
Then by deﬁnition, e(B,W ) < |B| · (1 − ε)|W |p. We estimate the probability of this event. Note that
B is a set of constant size and W has size |W |  εn, thus it suﬃces to bound the probability of
e(B,W \ B) < |B| · (1− ε/2)|W \ B|p. Since e(B,W \ B) has expectation |B||W \ B|p and is a sum of
independent binomial random variables, we can use Chernoff inequality to get,
P
(
e(B,W \ B) < (1− ε/2)|B||W \ B|p) e−Ωε(b′np).
Thus for a ﬁxed set B of size b′ and W of size at least εn, the probability that all the vertices v ∈ B
have deg(v,W ) < (1− ε)|W |p is e−Ωε(b′np) . Take the union bound of this event over all choices of B
and W and we can conclude that the probability of there existing such sets B and W in G is at most(n
b′
) · 2n · e−Ωε(b′np) = o(1) as long as b′ = b′(ε, p) is large enough. In other words, a.a.s. every set W
of size |W | εn has at most b′ vertices v such that deg(v,W ) < (1− ε)|W |.
Given subsets V1, . . . , VT of size at least εn, the previous observation implies that there are at
most b′T vertices which have deg(v, Vi) < (1 − ε)|Vi | for some 1 i  T , and similarly at most b′T
vertices which have deg(v, Vi) > (1 + ε)|Vi | for some 1  i  T . Therefore by setting b0 = 2b′T , we
can derive the conclusion of the lemma. 
The proof of Lemma 3.1 consists of two steps. The ﬁrst step is to show the existence of a ‘tempo-
rary’ partition (Ui, j)1ik,1 jr which has size mi, j := |Ui, j| for all i, j (see the discussion following
the statement of Lemma 3.1). Once this partition is constructed, we select sets V ∗i, j arbitrarily within
the ‘temporary’ set Ui, j , and for a given integer partition (ni, j), modify the partition slightly without
moving the vertices in V ∗i, j to make the sizes of the partition as desired.
The two lemmas below establish stability results for regular and super-regular pairs. They basi-
cally say that regularity can be changed into super-regularity by small perturbation (Lemma 4.2), and
regularity and super-regularity are stable under small perturbation (Lemma 4.3). These can be found
in [6, Propositions 13 and 14].
Lemma 4.2. Fix ε,d > 0. For any graph G and ε-regular partition V1, . . . , Vk with (d, ε)-reduced graph R, let
S be a subgraph of R with(S). Then for each vertex i of S, we can ﬁnd a set V ′i ⊂ Vi of size (1−ε)|Vi |
such that for every edge {i, j} ∈ E(S) the pair (V ′i , V ′j) is (d−ε(+1), ε/(1−ε))-super-regular. Moreover,
for every edge {i, j} of the original reduced graph R, the pair (V ′i , V ′j) is still (d − ε( + 1), ε/(1 − ε))-
regular.
Lemma 4.3. Let (A, B) be a (d, ε)-regular pair and let ( Aˆ, Bˆ) be a pair such that | AˆA| αˆ| Aˆ| and |BˆB|
βˆ|Bˆ| for some 0 αˆ, βˆ  1. Then, ( Aˆ, Bˆ) is a (dˆ, εˆ)-regular pair with dˆ := d−2(αˆ+ βˆ) and εˆ := ε+3(αˆ1/2+
βˆ1/2). If, moreover, (A, B) is (d, ε)-super-regular and each vertex v in Aˆ has at least d|Bˆ| neighbors in Bˆ and
each vertex v in Bˆ has at least d| Aˆ| neighbors in Aˆ, then ( Aˆ, Bˆ) is (dˆ, εˆ)-super-regular.
Next lemma is an immediate corollary of the bandwidth theorem proved in [6] (which is Theo-
rem 1 there).
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minimum degree (1− 1/r + γ )n contains a copy of Crm with m = n/r.
Now we are ready to prove Lemma 3.1.
Proof of Lemma3.1. Given r  2, p, γ , choose d γ p/90 and let ε0 = min{ε2.3(p,1−1/r, γ ),d/(12r)}.
Assume that an ε  ε0 is given, and let ε′ = γ pε6/(1152r) and d′ = d+ 2ε. Let t =max{4r/γ ,1/(ε′)}
and T = T2.2(t, ε′). Let b0 = b4.1(p, T , ε′).
Let G = G(n, p) and let G ′ ⊂ G be a subgraph with δ(G ′) (1 − 1/r + γ )np. By using the degree
form of the regularity lemma (Lemma 2.2), we obtain a graph G ′′ ⊂ G ′ and a pure (d′, ε′)-regular
partition (Ui)0is of G ′′ with reduced graph R and t  s  T . From now on we will only consider
the graph G ′′ , unless mentioned otherwise. Remove at most r − 1 parts and put them into the set U0
so that we can assume s = kr for some integer k. Note that by Lemma 2.2(ii),
δ
(
G ′′
)
 δ
(
G ′
)− (d′ + ε′)n (1− 1/r + γ )np − (d′ + ε′)n
 (1− 1/r + 4γ /5)np,
and thus by Lemma 2.3 we have δ(R) (1−1/r+γ /2)s. Let m := |Ui | and note |U0| ε′n+(r−1)nt 
rε′n, so we have ms =mkr  nmkr/(1− rε′).
By Lemma 4.4, R contains a copy of Crk . Thus we may assume that R is a graph over the vertex set[k]× [r] with Krk ⊂ Crk ⊂ R . Rename the parts Ux as Ui, j according to this new vertex set of R to get a
vertex partition U0 ∪⋃1ik,1 jr Ui, j . Then by applying Lemma 4.2 with S = Krk and  = r−1, one
can obtain a new partition U ′0 ∪
⋃
1ik,1 jr U
′
i, j which is (d
′ − ε′r, ε′/(1 − ε′r))-super-regular on
Krk , (d
′ − ε′r, ε′/(1− ε′r))-regular on R , and |U ′i, j | = (1− ε′r)m. Since all the discarded vertices of Ui, j
are collected into U ′0, we have |U ′0| |U0| + ε′mkr2  ε′rn + ε′mkr2  2ε′rn. Applying Lemma 4.1 to
the sets U ′i, j , we get a set B such that for all v ∈ V \ B , degG ′′(v,U ′i, j) degG(v,U ′i, j) (1+ε′)mp for
all i ∈ [k], j ∈ [r]. Remove all the vertices of B belonging to U ′i, j for i ∈ [k], j ∈ [r], and put it into U ′0,
and then remove some more vertices from each partition so that the number of vertices in each part
is the same for all i, j. Since B is a set of constant size, asymptotically the effect of this process is
negligible and we may use the same bounds on the size of the sets as before.
We would like to spread the vertices in the exceptional set U ′0 \ B into (U ′i, j)1ik,1 jr while
keeping the r-equitable property of the partition, regularity on R and super-regularity on Krk . For a
vertex u ∈ U ′0 \ B call an index i good if u has at least d′m neighbors in each U ′i, j for all j ∈ [r]. Let gu
be the number of good indices for u, and let U ′i =
⋃
1 jr U
′
i, j . Note that if i is a good index for u,
then we can add u to any part of U ′i without destroying the super-regularity on K
r
k . By the deﬁnition
of B , for u ∈ V \ B and arbitrary i ∈ [k], j ∈ [r], degG ′′ (u,U ′i, j)  (1 + ε′)mp and so degG ′′(u,U ′i) 
(1 + ε′)rmp in general. However, if i is not a good index for u, then u can only have at most d′m
neighbors in one of the parts, and we have the bound degG ′′(u,U
′
i)  (1 + ε′)(r − 1)mp + d′m. Thus
we have
degG ′′
(
u,U ′1 ∪ · · · ∪ U ′k
)
 gu
(
1+ ε′)rmp + (k − gu)((1+ ε′)(r − 1)mp + d′m).
On the other hand, since G ′′ has minimum degree at least (1− 1/r + 4γ /5)np, and |U ′0| 2ε′rn, we
have,
degG ′′
(
u,U ′1 ∪ · · · ∪ U ′k
)= degG ′′(u, V \ U ′0) (1− 1/r + 4γ /5)np − 2ε′rn
 (1− 1/r + 3γ /4)np.
Combine these bounds to get,
(1− 1/r + 3γ /4)np  gu
(
1+ ε′)rmp + (k − gu)((1+ ε′)(r − 1)mp + d′m).
Using the fact mkr  n, we can divide the left-hand side by np, and right-hand side by mkrp to get,
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k
(
1+ ε′)+
(
1− gu
k
)((
1− 1
r
)(
1+ ε′)+ d′
rp
)
 gu
kr
(
1+ ε′)+
(
1− 1
r
)
+ ε′ + d
′
rp
,
which implies gu  γ kr/2. Pick a vertex in U ′0 \ B one by one, and assign one of its good index to
it as follows. Always pick the index which has been assigned the least number of vertices so far. In
this way, we can assign an index to every vertex U ′0 \ B so that each index gets assigned at most
2|U ′0|/(γ kr) vertices. By using the fact |U ′0| 2ε′rn and nmkr/(1− rε′) we get,
2|U ′0|
γ kr
 4ε
′rn
γ kr
 4ε
′mkr2
(1− rε′)γ kr 
8ε′r
γ
m ε
6
144
m =: αm.
For each index i, spread the vertices of U ′0 assigned to it as evenly as possible into U ′i, j for j ∈ [r] so
that the resulting partition (U ′′i, j)1ik,1 jr is r-equitable. Recall that (i) all the vertices assigned to
an index have degrees at least d′m in every part belonging to that index, and (ii) (U ′i, j)1ik,1 jr
was (d′ − ε′r, ε/(1 − ε′r))-super-regular on Krk and (d′ − ε′r, ε/(1 − ε′r))-regular on R . Furthermore,
the sets U ′i, j had size (1− ε′r)m, and |U ′′i, jU ′i, j | αm/r αm α|U ′i, j |/(1− ε′r) 2α|U ′i, j |. Thus
by Lemma 4.3 we know that (U ′′i, j)1ik,1 jr is (d
′ −ε′r−8α,ε′/(1−ε′r)+6√2α1/2)-super-regular
on Krk and (d
′ − ε′r − 8α,ε′/(1− ε′r) + 6√2α1/2)-regular on R . By the choice of the parameters, we
have,
d′ − ε′r − 8α  d + 2ε − γ pε
6
1152
− ε
6
18
 d + ε, and
ε′
1− ε′r + 6
√
2α1/2  2ε′ + ε
3
√
2
 ε3.
Therefore (U ′′i, j) is (d + ε, ε3)-super-regular on Krk and (d + ε, ε3)-regular on R .
Let mi, j := |U ′′i, j | and note that this satisﬁes
mi, j 
∣∣U ′i, j∣∣ (1− ε′r)m (1− ε
′r)2n
kr
 (1− ε)n
kr
for all i ∈ [k], j ∈ [r]. Then ﬁx an arbitrary set V ∗i, j ⊂ U ′′i, j of size (1−3ε3r)mi, j for all i ∈ [k], j ∈ [r] and
note that (1− 3ε3r)mi, j  (1− ε)mi, j so that (iv) holds. Since |U ′′i, jV ∗i, j| = 3ε3r|U ′′i, j |, by Lemma 4.3,
the partition (V ∗i, j) will be (d + ε − 12ε3r, ε3 + 6
√
3(ε3r)1/2)-regular on R , and in particular (d, ε)-
regular on R . This concludes the ﬁrst part of Lemma 3.1 where given a graph G ′ , we obtain a
subgraph G ′′ , a set B , sets (V ∗i, j) which are (d, ε)-regular on R , and an r-equitable integer partition
(mi, j) of n− |B|.
It remains to show that given another integer partition (ni, j), we can ﬁnd a partition (Vi, j) of
V \ B with |Vi, j| ni, j for all i, j. This partition will be obtained from the partition (U ′′i, j) by pushing
around the vertices. This is a process of moving vertices from one partition to another while keeping
regularity and super-regularity of pairs. For example, say that we want to move one vertex from U ′′1,1
to U ′′2,1. Then by the regularity of (U ′′i, j) on C
r
k , there exists a vertex u ∈ U ′′1,1 which has high degree
in all the sets U ′′2, j for 2 j  r. Moving this vertex to U ′′2,1 will not destroy the regularity and super-
regularity of pairs. One must observe that the proof in [6] allows to ﬁx a set V ∗i, j of size (1−3ε3r)mi, j
and always choose a vertex outside of it to push around (this follows from the (d + ε, ε3)-regularity
on R). After the process of pushing around the vertices is done, the size of the sets U ′′i, j will change,
and thus affect the super-regularity and regularity between parts. This is where we want to choose
ξ0 = ξ0(r, p, γ , ε) to be small enough. By doing so, we can make sure that the sets U ′′i, j change only
by some small amount, and since (U ′′i, j) is (d+ε, ε3)-super-regular on Krk and (d+ε, ε3)-regular on R ,
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For further details, we refer the reader to the proof of Lemma 6 in [6]. 
5. Main theorem
In this section we prove the main theorem.
Theorem 5.1. For ﬁxed integers r,, and reals 0 < p  1 and γ > 0, there exists a constant β > 0 such that
a.a.s., any spanning subgraph G ′ of G(n, p) with minimum degree δ(G ′)  (1 − 1/r + γ )np contains every
n-vertex graph H which satisﬁes the following properties.
(i) H is r-chromatic,
(ii) has maximum degree at most ,
(iii) has bandwidth at most βn with respect to a labeling of vertices by 1,2, . . . ,n, and
(iv) for every interval [a,a+β2n] ⊂ [1,n], there exists a vertex v ∈ H such that NH (v) is an independent set.
Proof. First we will adjust the parameters. We may assume that r  2, since the case r = 1 is trivial.
Given r,, p, γ , take d = d3.1(r, p, γ ), c = min{c3.3(,d/2), (d/8)}, and α = α2.7(d/2,, c, r). Then
let
ε = 1
2
min
{
ε2.7
(
d
2
,, c, r
)
, ε3.3
(
,
d
2
)
, ε3.1(r, p, γ ),
dp
6r
,
(
d
8
)}
,
b0 = b3.1(r, p, γ , ε), K0 = K3.1(r, p, γ , ε), and
ξ = 1
2
min
{
ξ3.1(r, p, γ , ε),
(1− ε)αε2c
144(K0r)2
}
.
Finally, choose β min{ξ2/(6052r3),1/(b05)}.
Lemma 3.1 applied to G ′ provides us a subgraph G ′′ ⊂ G ′ , a graph R over the vertex set [k] × [r]
with k  K0, a set B with |B| = b  b0, sets (V ∗i, j)1ik,1 jr , and an r-equitable integer partition
(mi, j)1ik,1 jr satisfying (i)–(iv). Given this partition (mi, j), apply Lemma 3.2 to H and get a
partition Wi, j of H satisfying (a)–(e) of the lemma. Since an embedding of H into G ′′ is also an
embedding into G ′ , by abusing notation, we will denote G ′ for the graph G ′′ . Note that by doing this,
we can only guarantee δ(G ′) (1− 1/r + 4γ /5)np.
To control the set B , we will ﬁnd vertices of H which can be mapped into the set B . Note that
for this step, the set B contained in V (G ′) comes ﬁrst, and then we look at H to decide which of its
vertices can be mapped into B . Considering the fact that we are trying to embed a particular given
graph H into G ′ , this step might seem somewhat peculiar.
Claim 5.2. There exists a set Z ⊂ V (H) \ (⋃2s=0 N(s)(X)), and a one-to-one graph homomorphism g : Z →
V (G ′) which satisﬁes the following properties.
(i) B ⊂ g(Z) ⊂ B ∪ (⋃i, j V ∗i, j),
(ii) for WB = g−1(B), Z = WB ∪ NH (WB),
(iii) for w ∈ N(2)H (WB), assume that w ∈ Wi, j . Then there exists a set Cw ⊂ V ∗i, j \ g(Z) of size |Cw | 2cmi, j
which is contained in the common neighborhood of all vertices in g(NH (w) ∩ Z).
The proof of this claim will be given later. Once we apply this claim, we obtain a partial embedding
g of H which embeds the vertices Z , and constrains the image of every vertex w ∈ NH (Z)\ Z to some
set Cw . Moreover, the set B is covered by the image of this map.
Next, we adjust the partition of G ′ in order to embed the remaining vertices of H . The goal is
to obtain a partition in which the sets Vi, j have size ni, j = |Wi, j \ Z | + |V ∗i, j ∩ g(Z)|, where the
ﬁrst term comes from the number of remaining vertices to be mapped and the second term comes
H. Huang et al. / Journal of Combinatorial Theory, Series B 102 (2012) 14–37 27from the vertices which have already been mapped to V ∗i, j . Let δi, j = |V ∗i, j ∩ g(Z)|, and note that∑
1ik,1 jr δi, j  |g(Z)| = |Z | ( + 1)b0 by part (ii) of Claim 5.2. Since ,b0 are constants and
mi, j is linear in n for all i, j,
ni, j  |Wi, j| + δi, j  (1+ ξ)mi, j + ( + 1)b0  (1+ 2ξ)mi, j, and
ni, j  |Wi, j| − |Z | |Wi, j| − ( + 1)b0  (1− ξ)mi, j − ( + 1)b0  (1− 2ξ)mi, j .
Therefore ni, j ∈ [(1− ξ3.1)mi, j, (1+ ξ3.1)mi, j]. Moreover, we have
∑
i, j
ni, j =
∑
i, j
|Wi, j \ Z | +
∣∣V ∗i, j ∩ g(Z)∣∣=
(∑
i, j
|Wi, j|
)
− |Z | + (∣∣g(Z)∣∣− |B|)= n − b.
Thus we can use Lemma 3.1 to obtain a partition (Vi, j)1ik,1 jr of the vertices V \ B such
that |Vi, j| = ni, j for all i, j, (Vi, j) is (d, ε)-regular on R , and (d, ε)-super-regular on Krk . Then
since g(Z) ⊂ V ∗i, j ⊂ Vi, j , by deﬁning V ′i, j = Vi, j \ g(Z), we have, |V ′i, j| = ni, j − δi, j = |Wi, j \ Z |.
Note that we removed only at most constant number of vertices from V i, j to obtain V ′i, j . Thus by
Lemma 4.3, (V ′i, j)1ik,1 jr is (d − ε,2ε)-regular on R and (d − ε,2ε)-super-regular on Krk . Let
V ′ :=⋃1ik,1 jr V ′i, j . Since d − ε  d/2, we may assume that the partition (V ′i, j) is (d/2,2ε)-
regular and super-regular, respectively.
We would like to ﬁnd an embedding of the remaining vertices of H so that Wi, j \ Z gets mapped
to V ′i, j for all i, j, and every vertex w ∈ N(Z) \ Z gets mapped to a vertex in Cw . Recall that X is a
subset of V (H) obtained in Lemma 3.2 and |X ∪ N(X)|  ( + 1)krξn  (ε3.3/(kr))n. Apply Lemma
3.3 with the set X and Y = N(X) \ X to embed the vertices X into V ′ so that (i)–(iii) of Lemma 3.3
hold. Now we have a new set of constraints, namely, every y ∈ Y has a set C y which it has to be
mapped to. Since Z ⊂ V (H) \ (⋃2s=0 N(s)(X)), the set Y and N(Z) \ Z are disjoint, thus the constraints
coming from the vertices Y and the ones coming from N(Z) \ Z will not interfere with each other.
Extend the map g which embedded the vertices Z so that g is an embedding of X ∪ Z . Let V ′′i, j :=
V ′i, j \ g(X) = Vi, j \ g(X ∪ Z) and V ′′ =
⋃
i, j V
′′
i, j . Then by mi, j  (1 − ε)n/(kr) from Lemma 3.1 and|Vi, j| = ni, j  (1− 2ξ)mi, j ,
∣∣Vi, j \ V ′′i, j∣∣ |X | + |Z | krξn + ( + 1)b0  2ξk
2r2mi, j
1− ε 
2ξk2r2
(1− 2ξ)(1− ε) |Vi, j|
 ε
2
36
|Vi, j|.
Recall that the partition (Vi, j) was (d, ε)-regular on R and (d, ε)-super-regular on Krk . Consequently,
by Lemma 4.3 with αˆ = βˆ = ε2/36, the partition (V ′′i, j) is (d−ε2/9, ε+ε)-regular on R and (d−ε2/9,
ε+ ε)-super-regular on Krk . We may assume that (V ′′i, j) is (d/2,2ε)-regular and super-regular, respec-
tively.
Let f be the graph homomorphism of H to R given in Lemma 3.2. Since we ﬁnished embedding X ,
by (d) of Lemma 3.2, the homomorphic image under f of all the remaining edges of H corresponds
to Krk in the graph R . Thus once we check that the parameters are chosen correctly, we can apply the
blow-up lemma, Theorem 2.7, to each of the partition (V ′′i, j)1 jr for ﬁxed i ∈ [k] separately, to ﬁnd
an embedding of the remaining vertices V (H) \ (X ∪ Z) which is consistent with the map g .
In the remaining part of the proof, we verify that the parameters are chosen so that we can
apply the blow-up lemma. The previously embedded vertices constrain the possible images of vertices
in NH (Z) \ Z and Y = NH (X) \ X . For a vertex w ∈ NH (Z) \ Z , by Claim 5.2, the image of w was
constrained to a set Cw ⊂ V ∗i, j of size at least 2cmi, j for some i, j. Among these vertices, some could
have been used for the sets X , but the number of remaining vertices in Cw is still at least
2cmi, j − |X | 2cmi, j − krξn 2cmi, j − (kr)
2ξ
mi, j  2cmi, j − c mi, j  cni, j  c
∣∣V ′′i, j∣∣,(1− ε) 4
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where we used mi, j  (1− ε)n/(kr) from Lemma 3.1(ii), and ni, j  (1+ 2ξ)mi, j which we established
above, and ni, j = |Vi, j|  |V ′′i, j|. For a vertex y ∈ Y , the size of the set C y is at least c|V ′i, j|  c|V ′′i, j|
for corresponding i, j by Lemma 3.3.
Moreover, by the choice of ξ depending on α, we have |NH (X)|  |X |  krξn  (α/4)mi, j 
(α/2)ni, j for arbitrary i, j, and so the size of Y is less than (α/2)mini, j ni, j . Also, N(Z) \ Z has size at
most |N(2)(WB)| b02 which is a constant. Thus there are at most αmini, j ni, j vertices inside V ′′
whose images are constrained. Finally, note that we picked 2ε  ε2.7(d/2,, c, r), so that (d/2,2ε)-
super-regularity over Krk suﬃces for the application of the blow-up lemma, Theorem 2.7. Once we
apply the blow-up lemma, we can ﬁnd a mapping which embeds all the remaining vertices of H , and
when combined with the previous mappings, forms a graph homomorphism of H into G . 
Proof of Claim 5.2. For a vertex v ∈ B , since n = |B| +∑i, j mi, j ,∣∣∣∣V
∖( ⋃
1ik,1 jr
V ∗i, j
)∣∣∣∣= n −
∑
i, j
∣∣V ∗i, j∣∣= |B| +
∑
i, j
(
mi, j −
∣∣V ∗i, j∣∣)
 b0 +
∑
i, j
εmi, j  b0 + εn,
and v has at least
δ
(
G ′
)− (b0 + εn) (1− 1/r)np − 2εn = (1− 1/r − 2εp−1)np
neighbors in
⋃
i, j V
∗
i, j . By the fact
∑
i, j mi, j  n, this implies that there exists an index (s, t) such
that v has at least (1 − 1/r − 2εp−1)ms,t p  13ms,t p neighbors in V ∗s,t . Since R has rk vertices and
δ(R) > (r−1)k by Lemma 3.1(i), by pigeonhole principle there exists an index s′ ∈ [k] such that (s, t) is
adjacent to (s′, j) in R for all j ∈ [r]. By property (e) of Lemma 3.2 there exists at least 1/β vertices in
(
⋃
1 jr Ws′, j) \ (
⋃3
l=0 N(l)(X)) which have independent neighborhoods. Since |B|5  b05  1/β ,
we can assign one such vertex hv to each v ∈ B so that the vertices hv have distance at least 5 to
each other in H (we want them to be far apart from each other so that later they do not constrain
the same set of vertices). Thus we have assigned g(hv) = v (see Fig. 3).
Fix a vertex v ∈ B . By the choice of the indices, (V ∗s,t , V ∗s′, j) is a (d, ε)-regular pair for all j ∈ [r].
Therefore, there are at most rε|V ∗s,t | vertices in V ∗s,t which have at most (d− ε)|V ∗s′, j| neighbors in at
least one of the sets V ∗s′, j for j ∈ [r]. Since v has at least (1/3)ms,t p neighbors in V ∗s,t , and
1
3
ms,t p − rε
∣∣V ∗s,t∣∣ p3
∣∣V ∗s,t ∣∣− rε∣∣V ∗s,t∣∣> p4
∣∣V ∗s,t ∣∣, (1)
we can ﬁnd one vertex v1 ∈ NG ′ (v) which has at least (d − ε)|V ∗s′, j | neighbors in Vs′, j for all j ∈ [r].
We will show by induction that there are  vertices v1, . . . , v which have many common neighbors
in the sets V ∗s′, j for all j ∈ [r]. Assume that for some k  − 1, we have found v1, . . . , vk ∈ NG ′(v)
which have at least (d − ε)k|V ∗s′, j | common neighbors in V ∗s′, j for all j ∈ [r]. For a ﬁxed j, since
(d − ε)k|V ∗s′, j |  ε|V ∗s′, j| (recall that we chose ε  (d/8)), by the ε-regularity of pairs, there are at
most ε|V ∗s,t | vertices in V ∗s,t which have less than (d − ε)k+1|V ∗s′, j | neighbors in V ∗s′, j ∩
⋂k
i=1 NG ′(vi).
H. Huang et al. / Journal of Combinatorial Theory, Series B 102 (2012) 14–37 29Thus when we consider all the indices, there would be at most rε|V ∗s,t | such ‘bad’ vertices. By (1),
since (p/4)|V ∗s,t | − k > 0, we can pick a vertex vk+1 ∈ NG ′(v) not equal to v1, . . . , vk so that the size
of the common neighborhood of v1, . . . , vk+1 in V ∗s′, j is at least (d − ε)k+1|V ∗s′, j | for all j ∈ [r]. In the
end, we will ﬁnd v1, . . . , v as promised.
Arbitrarily embed the neighbors of hv into vi one by one. Since H has maximum degree at most
 and the neighborhood of hv is an independent set, this embedding is a graph homomorphism (note
that we heavily rely on the fact that NH (hv) is an independent set). Repeat it for other vertices of B .
Since B is a set of constant size, and in (1) we have (p/4)|V ∗s,t |−|B| > 0, this can be done for every
vertex in B even if they share the same set V ∗s,t . Moreover, for two vertices v, v ′ ∈ B , their preimages
hv = g−1(v) and hv ′ = g−1(v ′) were chosen to be at distance at least 5 apart from each other. Thus
there will be no edges between the neighborhood of hv and the neighborhood of hv ′ . Consequently,
once we ﬁnd a map as above for all the vertices in the neighborhood of WB := g−1(B), it will become
a graph homomorphism of H[WB ∪ N(WB)] to G ′ (in fact, here we only need h−1(v) and h−1(v ′) to
be at distance 4 apart). Let Z = WB ∪ N(WB).
For v and hv as above, pick a vertex w ∈ N(2)H (hv). By the fact hv ∈ (
⋃r
j=1 Ws′, j) \ (
⋃3
l=0 N(l)(X))
and the property of the set X saying that edges not incident to X only lie on Krk in the homomorphic
image of H into R , we know that w ∈ Ws′,t′ for some t′ ∈ [r]. Therefore by the condition on the
size of the common neighbors that we imposed on the images of NH (hv), there exists a set Cw of
size at least (d − ε)|V ∗s′,t′ |  4c|V ∗s′,t′ | inside V ∗s′,t′ whose every element is a possible image of w .
Here we rely on the fact the that vertices in WB are at distance at least 5 apart from each other,
since this implies that all the neighbors of w in Z are solely contained in NH (hv), and thus all the
vertices in Cw are indeed possible images of w . Even if we discard the elements of g(Z) from Cw ,
since |Z | ( + 1)|B| is a constant and |V ∗s′,t′ | is linear in n, the size of the set Cw will be at least
2c|V ∗s′,t′ |. 
Equipped with this theorem, we can prove an embedding result for general graphs H which does
not satisfy the condition of having enough vertices with independent neighborhood. The following
corollary states that as long as the order of H is slightly smaller than that of G , we can still ﬁnd a
copy of H in subgraphs of G(n, p). The necessity of H being smaller than G(n, p) will be discussed in
the next section.
Corollary 5.3. For all integers r, , and reals 0 < p  1, γ > 0, there exists a constant β > 0 such that the
following holds. Let H be an r-chromatic graph on at most n − 1/β2 vertices with (H) and bandwidth
at most βn. Then G = G(n, p) a.a.s. satisﬁes the following. Let G ′ ⊂ G be a spanning subgraph with δ(G ′) 
(1− 1/r + γ )np, then G ′ contains a copy of H.
Proof. Let β ′ = β5.1 and β = β ′/2. Assume that H is a graph with exactly n − 1/β2 vertices which
satisﬁes the condition above and label the vertices as 1, . . . ,n−1/β2 so that the bandwidth is at most
βn. We will construct a new graph H ′ containing H which satisﬁes the condition of Theorem 5.1 with
parameter β ′ as following. Insert an isolated vertex at the end of every interval [(β2n−1)k+1, (β2n−
1)(k + 1)]. Clearly, H is still r-chromatic, since we added an independent set. Moreover, since we
added at most 1/β2 new vertices, H ′ has at most n vertices and bandwidth at most βn+ 1/β2  β ′n.
By the fact that all the new vertices are isolated, for every [a,a + β2n] ⊂ [1,n], there exists a vertex
with independent neighborhood. Since β ′  β , this also holds with β replaced by β ′ . Therefore we
can apply Theorem 1.1 to ﬁnd a copy of H ′ in G which also gives us a copy of H in G . 
6. Packing problem
Throughout this section let H0 be a ﬁxed graph on h vertices with chromatic number r. We will
investigate the following problem: “For a ﬁxed 0 < p  1, when does every spanning G ′ ⊂ G(n, p)
with δ(G ′) (1 − 1/r + γ )np a.a.s. have a perfect H0-packing?”. Our goal is to extend the results of
Alon and Yuster [2], Komlós, Sárközy, and Szemerédi [24] to random graphs. It is clear that n must be
a multiple of h but is there any additional necessary condition?
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random graphs that will be used later.
Lemma 6.1. Let 0 < p  1 be ﬁxed, and C , α be positive constants. Then G = G(n, p) satisﬁes the following
properties with probability 1− e−Ωα,C,p(n) .
(i) Every vertex v has degree deg(v) ∈ [(1− α)np, (1+ α)np].
(ii) Every pair of distinct vertices v,w ∈ V has between (1− α)np2 and (1+ α)np2 common neighbors.
(iii) For all X, Y ⊂ V of size |X |, |Y | = Ω(n), e(X, Y ) ∈ [(1 − α)|X ||Y |p, (1 + α)|X ||Y |p]. In particular,
e(X) = e(X, X)/2= [(1− α)|X |2p/2, (1+ α)|X |2p/2].
(iv) For every set X of size |X |  Cp−2 , there are at most e−Ωα(|X |p)n vertices v ∈ V \ X which have
deg(v, X) /∈ [(1− α)|X |p, (1+ α)|X |p].
(v) For every set X of size |X | Cp−2 , there are at most e−Ωα(|X |p2)n2p edges {v,w} in G[V \ X] such that
v and w have fewer than (1− α)|X |p2 common neighbors in X.
Proof. (i), (ii), (iii) follow directly from Chernoff inequality and taking union bounds. We omit the
details. Let X be a ﬁxed set of size |X |  Cp−2. To prove (iv), note that by Chernoff inequality, the
probability of a single vertex v ∈ V \ X having deg(v, X) /∈ [(1 − α)|X |p, (1 + α)|X |p] is e−Ωα(|X |p) .
Thus the expected number of such vertices in V \ X is e−Ωα(|X |p)n. Since these events for different
vertices are mutually independent of each other, we can apply Chernoff inequality once more to
conclude that with probability 1− e−Ωα,C,p(n) , there are at most 2e−Ωα(|X |p) vertices v ∈ V \ X which
have deg(v, A) /∈ [(1 − α)|X |p, (1 + α)|X |p]. And since there are at most ∑kCp−2 (nk) choices for X ,
we can take the union bound to derive the conclusion for all choices of X .
To prove (v), ﬁrst expose the edges between X and V \ X and call a pair of vertices {v,w} ∈ V \ X
bad if v and w have fewer than (1 − α)|X |p2 common neighbors in X . We will bound the number
of bad pairs of vertices by bounding the number of pairs {v,w} where (a) v has too few neighbors
in X or (b) v has enough neighbors but w does not have enough common neighbors with v in X .
To bound (a), by (iv) with α/2 instead of α, we know that there are at most e−Ωα(|X |p)n vertices
v ∈ V \ X which have less than (1 − α/2)|X |p neighbors in X . Even if we assume that all the pairs
which contain these vertices are bad, there will be at most e−Ωα(|X |p)n2 such pairs. Then to bound (b),
assume that v ∈ V \ X has more than (1−α/2)|X |p neighbors in X . Then by Chernoff inequality, any
w ∈ V \ (X ∪ {v}) has at least (1 − α/3)|N(v, X)|p  (1 − α)|X |p2 neighbors in X with probability
1 − e−Ωα(|X |p2) . Since for distinct vertices in V \ (X ∪ {v}) these events are independent, by using
Chernoff inequality again, with probability 1− e−Ωα,C,p(n) , there will be at most e−Ωα(|X |p2)n vertices
w ∈ V \ (X ∪{v}) such that v and w have fewer than (1−α)|X |p2 common neighbors in X . By taking
the union bound over all vertices v ∈ V \ X , we can conclude that with probability 1− e−Ωα,C,p(n) , the
contribution from (b) is e−Ωα(|X |p2)n2. Thus there are at most e−Ωα(|X |p2)n2 bad pairs in V \ X .
Now expose the edges within V \ X . By Chernoff inequality, with probability 1 − e−Ωα,C,p(n2p) , at
most e−Ωα(|X |p2)n2p bad pairs will form an edge. Since n2p  n, all the required events happen with
probability 1− e−Ωα,C,p(n) . Since there are at most ∑kCp−2 (nk) choices for X , we can take the union
bound to derive the conclusion for all choices of X . 
Coming back to our main question of this section regarding perfect packing in subgraphs of
G(n, p), a simple observation combined with Theorem 1.1 shows that n being a multiple of h is
suﬃcient for certain graphs. More precisely, this condition is suﬃcient if H0 contains a vertex having
independent neighborhood. To see this, let n = hn′ for some integer n′ and let H be a graph consist-
ing of n′ vertex disjoint copies of H0. Then H has bandwidth at most h and chromatic number r.
Moreover, since each copy of H0 has a vertex with independent neighborhood, it is clear that the
conditions of Theorem 1.1 hold. Therefore a.a.s. H can be embedded into every spanning subgraph
G ′ ⊂ G(n, p) with δ(G ′) (1− 1/r + γ )np. This result can be formally stated as following.
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0 < p  1 and γ > 0, a.a.s. any spanning subgraph G ′ ⊂ G(n, p) with minimum degree (1 − 1/r + γ )np
contains a perfect H0-packing.
In particular, if H0 is a bipartite graph then a.a.s. every G ′ contains a perfect H0-packing. One
might suspect that the same result holds for every graph H0, but unfortunately this is not true. The
following proposition shows that perfect packing is impossible for every graph which does not satisfy
the condition of having a vertex with independent neighborhood.
Proposition 6.3. Let H0 be a ﬁxed graph whose every vertex is contained in a triangle. Then for all ε > 0, there
exists pε such that for all 0< p  pε , G = G(n, p) a.a.s. has a spanning subgraph G ′ with δ(G ′) > (1− ε)np
such that at least εp−2/3 vertices of G ′ are not contained in a copy of H0 .
Proof. Let X be a set of size |X | = εp−2/3 and delete all the edges of G inside X . Since X is a set
of constant size, the effect of these edges is asymptotically negligible. For a vertex v ∈ V \ X , we
expect that it has |X |p = εp−1/3 neighbors in X , and by Lemma 6.1(iv) with α = 1, a.a.s. there are
at most e−Ω(εp−1)n vertices in V \ X which have degree greater than 2|X |p = 2εp−1/3 into X . Let
W be the collection of all such vertices and remove all the edges between X and W . Note that if
p  pε := cε/ log(ε−1) for suﬃciently small constant c, then we have e−Ω(εp−1)n  εnp/2. Thus we
will not remove too many edges from any of the vertices in X (and also from vertices in W since X
is a set of constant size).
Then for all y ∈ V \ (X ∪W ) delete edges according to the following rule. For every triangle xyz in
G with x ∈ X , y, z ∈ V \ (X ∪ W ), remove the edge yz. By Lemma 6.1(ii), a.a.s. x and y have at most
(9/8)np2 common neighbors. Moreover deg(y, X) 2εp−1/3 because y /∈ W , and therefore we have
deleted at most (2εp−1/3) · (9/8)np2  3εnp/4 edges from y. Also note that there are no further
edges removed from y since the process is symmetric and xyz forms a triangle if and only if xzy
forms a triangle. Let G ′ be the new graph. Then δ(G ′) (1−ε)np and the deleting process guarantees
that every vertex x ∈ X is not contained in a triangle. However, since every point of H0 is contained
in a triangle, there cannot exist a copy of H0 in G ′ which contains a vertex from X . Thus we have
found a required G ′ . 
Remark. It is easy to see that in this lemma, the constant p must be suﬃciently small. Indeed, if p is
close to 1, then every subgraph of G(n, p) with minimum degree (1−1/r+γ )np in fact has minimum
degree greater than (1− 1/r + γ /2)n and thus Komlós, Sárközy, and Szemerédi’s theorem [24] shows
that a perfect packing does exist.
The consequence of this proposition is quite interesting. Given H0 as in the proposition, if we take
H to be the graph consisting of n′ vertex disjoint copies of H0 and let n = hn′ , then Proposition 6.3 is
equivalent to saying that, for any γ < 1/r and suﬃciently small p, H a.a.s. cannot be embedded into
some G ′ ⊂ G(n, p) with δ(G ′) (1− 1/r + γ )np. Note that such graph H satisﬁes all the assumptions
of Theorem 1.1 except the one requiring H to have enough vertices with independent neighborhood.
Therefore, this proposition indicates the necessity of this condition for the theorem.
The proof of Proposition 6.3 also shows that, even for arbitrary graph H which is not necessarily a
disjoint union of copies of a ﬁxed graph, if every vertex of H is contained in a triangle, then H cannot
be embedded into G ′ . On the other hand, as we have seen from Corollary 5.3, if H is allowed to be
slightly smaller than G (constant difference is enough), then we can embed H into the subgraph G ′ .
However, even though the required gap between the sizes of G and H is only of constant size, this
constant might be rather huge because it comes from the regularity lemma. This suggests a very
natural question of determining the correct order of magnitude of this gap. In the remaining part
of this section, we will investigate this question in the case when H is the union of vertex disjoint
copies of H0.
Let Kt1,...,tr be the complete r-partite graph with parts having size t1, . . . , tr respectively. Next
lemma shows that for certain graphs, the assertion of Proposition 6.3 is essentially best possible.
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that for all 0 < p  1, there exists ε = ε(r, p) such that G = G(n, p) a.a.s. has the following property. For
every spanning subgraph G ′ ⊂ G with minimum degree δ(G ′) (1− 1/r)np, and every set T ⊂ V (G ′) of size
|T | εn, all but at most Cp−2 vertices of V \ T are contained in a copy of H0 in G ′ which does not intersect T .
Proof. Let V = V (G) and ε = ε(r, p), C = C(ε) are constants which we choose later. Given G ′ and T
as above, let X ⊂ V \ T be an arbitrary set of size Cp−2, and let Y = V \ (X ∪ T ). By assuming that
the events of Lemma 6.1 hold, we will show that there exists a copy of H0 in G ′ which intersects X
but not T .
For a vertex x ∈ X , let Nx be the set of neighbors of x in Y in the graph G , that is Nx := NG(x)∩ Y ,
and note that the size of Nx is at least (1 − 3εp−1)np by Lemma 6.1(i) and the fact |X ∪ T |  2εn.
Then in the graph G ′ , since the degree of x is at least (1 − 1/r)np, we can arbitrarily ﬁx a set N ′x ⊂
NG ′ (x) ∩ Y of size |N ′x| = (1 − 1/r − 2εp−1)np. We claim that there exists a vertex x ∈ X such that
eG ′(N ′x)  (1 − 1/(r − 2) + γ )|N ′x|2p/2 for some constant γ > 0. Then, by Corollary 2.6, N ′x contains
the complete (r − 1)-partite graph with parts of size m, which together with x will form a copy of
K1,m,...,m that intersects X but not T .
Thus it remains to verify the claim. To prove this claim we count the number of triangles xy1 y2 in
G ′ such that x ∈ X, y1, y2 ∈ N ′x . Let this number be M . To lower bound M , ﬁrst bound the number of
triangles xy1 y2 in G such that x ∈ X, y1, y2 ∈ Nx , and y1 y2 is an edge of the graph G ′ (we will later
subtract the triangles whose y1 or y2 is not in N ′x). Let this number be M0. Since |X ∪ T | 2εn, by
Lemma 6.1(iii),
eG ′(Y ) eG ′(V ) − eG ′(V , X ∪ T )
(
1− 1
r
)
n2p
2
− eG(V , X ∪ T )

(
1− 1
r
− O (εp−1)
)
n2p
2
.
Let ε′ = ε′(r) be a small constant. If C = C(r) is large enough, by Lemma 6.1(v), there are at most
e−Ωε′ (|X |p2)n2p = e−Ωε′ (C)n2p = O (ε′n2p) edges {v,w} in G[Y ] which form a triangle with fewer
than (1− ε′)C vertices x ∈ X . These two facts provide the following bound on M0:
M0 
(
eG ′(Y ) − O
(
ε′n2p
))(
1− ε′)C 
(
1− 1
r
− O (εp−1)− O (ε′)
)
Cn2p
2
.
To obtain a bound on M from M0, we can subtract the number of triangles xy1 y2 as above such that
either y1 or y2 is not in N ′x . Since |Nx| = (1− O (εp−1))np,∣∣Nx \ N ′x∣∣= |Nx| − ∣∣N ′x∣∣= (1− O (εp−1))np − (1− 1/r − 2εp−1)np = (1/r − O (εp−1))np.
Thus, if ε = ε(p) is small enough, by Lemma 6.1(iii) we have,
M  M0 −
∑
x∈X
(
eG ′
(
Nx \ N ′x,N ′x
)+ eG ′(Nx \ N ′x))
 M0 −
∑
x∈X
(
1+ O (εp−1))
((
1
r
− O (εp−1)
)(
1− 1
r
+ O (εp−1)
)
n2p3
+
(
1
r
− O (εp−1)
)2n2p3
2
)

(
1− 1
r
− O (εp−1)− O (ε′)
)
Cn2p
2
−
∑
x∈X
(
1
r
(
1− 1
r
)
n2p3 + 1
r2
n2p3
2
+ O (εp−1)n2p3
)
=
(
1− 3
r
+ 1
r2
− O (εp−1)− O (ε′)
)
Cn2p
2
.
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the fact |X | = Cp−2, we can ﬁnd a vertex x0 ∈ X such that
eG ′
(
N ′x0
)
 M|X | 
(
1− 3
r
+ 1
r2
− O (εp−1)− O (ε′)
)
n2p3
2

(
1− 1
r − 2 + γ
)(
1− 1
r
)2n2p3
2

(
1− 1
r − 2 + γ
) |N ′x0 |2p
2
,
for some constant γ > 0 depending on r, small enough ε′ depending on r, and ε depending on r
and p. This concludes the proof. 
Next, we extend Lemma 6.4 to all graphs H0.
Lemma 6.5. Let H0 be a ﬁxed r-chromatic graph. Then there exists a constant C = C(r) such that for every
0< p  1, there exists ε = ε(r, p) such that G = G(n, p) a.a.s. has the following property. For every spanning
subgraph G ′ ⊂ G with minimum degree δ(G ′)  (1 − 1/r)np, and every set T ⊂ V (G ′) of size |T |  εn, all
but at most Cp−2 vertices of V \ T are contained in a copy of H0 in G ′ which does not intersect T .
Proof. Let V = V (G), and C = C6.4(r). Let ε  ε6.4(r, p) and D = D(r, p, ε) be constants to be chosen
later. We may assume that H0 is a complete r-partite graph with equal parts of size s. Throughout
the proof we condition on the event that the statements of Lemma 6.1 hold.
Given G ′ and T as above, let X ⊂ V \ T be an arbitrary set of size Cp−2. We will show that there
exists a copy of H0 in G ′ which intersects X but not T . By Lemma 6.4 we can ﬁnd a complete r-partite
graph with parts {x} ∪ Z1 ∪ · · · ∪ Zr−1 such that x ∈ X and |Zi | = Dsp−1 (note that in Lemma 6.4, the
part size m can be an arbitrary constant). Let Z = Z1 ∪ · · · ∪ Zr−1 and Y = V \ (X ∪ Z ∪ T ). Note that
|Y | (1− 2ε)n for large enough n. We construct a set A ⊂ Y of size s − 1 and sets Z ′i ⊂ Zi of size s
for 1 i  r − 1 such that A ∪ Z ′1 ∪ · · · ∪ Z ′r−1 forms a complete r-partite graph.
By Lemma 6.1(iv), there are at most e−Ωε(Ds)n vertices in V \ X such that degG(y, Zi) > (1 +
ε)|Zi |p = (1 + ε)Ds for any ﬁxed 1  i  r − 1. Hence if D = D(ε, p) is large enough, there are
at most re−Ωε(Ds)n = O (εnp) vertices y ∈ Y which have degG(y, Zi) > (1 + ε)Ds for at least one
1 i  r − 1. Let Y0 be these vertices. Then we have the crude bound eG ′(Y0, Z) O (εnp)|Z |. Let Y1
be the collection of vertices in Y \ Y0 which have at least ε|Zi |p = ε|Z |pr−1 neighbors in Zi in the graph
G ′ for all 1 i  r − 1, and Y2 := Y \ (Y0 ∪ Y1). Then since Y1 ⊂ Y \ Y0,
eG ′(Y1, Z)
r−1∑
i=1
eG ′(Y1, Zi)
r−1∑
i=1
(1+ ε)|Y1||Zi|p = |Y1| · (1+ ε)|Z |p,
and since Y2 = Y \ (Y0 ∪ Y1),
eG ′(Y2, Z) |Y2| ·
(
(1+ ε) |Z |p
r − 1 (r − 2) + ε
|Z |p
r − 1
)
.
Thus we have,
eG ′(Y , Z) eG ′(Y0, Z) + eG ′(Y1, Z) + eG ′(Y2, Z)
 O (εnp)|Z | + |Y1| · (1+ ε)|Z |p + n ·
(
(1+ ε) |Z |p
r − 1 (r − 2) + ε
|Z |p
r − 1
)
=
( |Y1|
n
+ r − 2
r − 1 + O (ε)
)
|Z |np.
On the other hand, by the minimum degree condition of G ′ ,
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∑
z∈Z
(
degG ′(z, V ) − degG ′(z, V \ Y )
)

((
1− 1
r
)
np − (n− |Y |)
)
|Z |
(
1− 1
r
− 2 ε
p
)
|Z |np.
By combining the previous inequalities and dividing each side by |Z |np we have,
|Y1|
n
 1− 1
r
− 2 ε
p
− r − 2
r − 1 − O (ε)
1
2r(r − 1) .
The last inequality holds if we pick ε = ε(r, p) small enough. Thus there are at least 12r(r−1)n vertices
which have at least ε|Zi |p = εDs neighbors in Zi for all 1 i  r − 1. Let D  ε−1, and for each such
vertex ﬁx s points in each Zi which are adjacent to that vertex. Since there are only
(|Zi |
s
)
possible
subsets of size s in each Zi , and these numbers are constants, if n is large enough then by pigeonhole
principle we can ﬁnd s−1 vertices y1, y2, . . . , ys−1 which are adjacent to the same s-tuple of vertices
in every Zi . Let A = {y1, y2, . . . , ys−1}, and for each i, let Z ′i be the s-tuple which is adjacent to these
vertices. Recall that x ∈ X was a vertex chosen at the beginning, which forms a complete r-partite
graph together with the sets Z1, . . . , Zr−1. Since Z ′i are subsets of Zi , Z
′
1 ∪ · · · ∪ Z ′r−1 ∪ (A ∪ {x}) forms
a complete r-partite graph with s vertices in each part which intersects X but not T . 
We are now ready to prove the following theorem which when combined with Proposition 6.3
establishes Theorem 1.2.
Theorem 6.6. Let H0 be a ﬁxed r-chromatic graph. There exists a constant C = C(r) such that for every ﬁxed
0 < p  1 and γ > 0, if a spanning subgraph G ′ ⊂ G satisﬁes δ(G ′)  (1 − 1/r + γ )np, then G ′ contains
vertex disjoint copies of H0 covering all but at most Cp−2 vertices.
Proof. Let  = (H0) and h = |V (H0)|. Let C = max{2C6.5,2rh}, d = d3.1(r, p, γ ), and b0 = b3.1. Then
let
ε = 1
2
min
{
ε2.7
(
d
2
,, c, r
)
, ε3.1(r, p, γ ), ε6.5(r, p),
d
2
}
,
and ξ = ξ3.1(r, p, γ , ε).
Assume that G ′ ⊂ G(n, p) is given as above. Lemma 3.1 applied to G ′ provides us a subgraph
G ′′ ⊂ G ′ , a graph R over the vertex set [k] × [r], a set B with |B| = b  b0, sets (V ∗i, j), and an
r-equitable integer partition (mi, j)1ik,1 jr satisfying (i)–(iv) of Lemma 3.1. Let n′ := n − |B| =∑
i, j mi, j be the number of vertices not in B . Since copies of H0 in G
′′ are also copies in G ′ , by
abusing notation, we denote G ′ for the graph G ′′ . Note that by doing this, we can only guarantee
δ(G ′) (1− 1/r + 4γ /5)np.
We ﬁrst ﬁnd copies of H0 containing vertices of B and only using vertices from B ∪ (⋃i, j V ∗i, j). Let
T = V \ (B ∪ (⋃1ik,1 jr V ∗i, j)) and note that
|T | n− (1− ε)
∑
i, j
mi, j − |B| n − (1− ε)
(
n− |B|)− |B| εn ε6.5n.
By Lemma 6.5 if |B|  (C/2)p−2 then we can ﬁnd a copy of H0 in G ′ which intersects B but does
not intersect T . Move the vertices of this copy to T . Repeat this process, as long as |B| (C/2)p−2,
one can ﬁnd a copy of H0 intersecting B but not T (note that |T | εn + |B|h  ε6.5n at any point of
this process). In the end we will have vertex disjoint copies of H0 and at most (C/2)p−2 vertices left
in B . The leftover vertices of B will remain uncovered. Our next task is to ﬁnd an H0-packing in the
remaining part. Let S be the vertices belonging to the copies of H0 found so far.
Let δi, j = |V ∗i, j ∩ S| and construct (ni, j)1ik,1 jr as following. For i ∈ [k−1], let ti be the largest
integer smaller than mins(mi,s − δi,s) which is divisible by h, and let ni, j = ti for all j ∈ [r]. Then pick
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∑k
i=1
∑r
j=1(ti + δi, j) ∈ (n′ − rh,n′] is divisible by rh. Recall that
∑k
i=1
∑r
j=1mi, j = n′ . Since
|mi, j −mi, j′ | 1 for all i, j, j′ , we are modifying each mi, j by at most (k− 1) ·maxs,t(δs,t + 1)+ rh to
construct ni, j for all i, j. Since δi, j  |S| for all i, j and S has constant size, it shows that |mi, j − ni, j|
is at most some constant. Thus the integer partition (ni, j) satisﬁes the following properties:
(i) n′ −∑i, j δi, j ∑i, j ni, j  n′ −∑i, j δi, j − rh,
(ii) ni, j ∈ [mi, j − (ξ/2)n,mi, j + (ξ/2)n],
(iii) ni, j = ni, j′ for all 1 i  k,1 j, j′  r, and
(iv) h divides ni, j for all 1 i  k,1 j  r.
It then follows that ni, j + δi, j ∈ [mi, j − ξn,mi, j + ξn]. So by Lemma 3.1 we can ﬁnd sets Vi, j such
that |Vi, j| ni, j + δi, j which are (d, ε)-super-regular on Krk . Let V ′i, j = Vi, j \ S , and we have |V ′i, j|
|Vi, j| − δi, j  ni, j . Remove some vertices so that |V ′i, j| = ni, j . The number of removed vertices is at
most n′ −∑i, j(ni, j + δi, j) rh. These vertices together with the remaining vertices of B will form the
(C/2)p−2 + rh Cp−2 uncovered vertices. Further note that we removed only at most some constant
number of vertices from each Vi, j to obtain V ′i, j .
Since (Vi, j)1ik,1 jr is (d, ε)-super-regular on Krk and we removed only at most constant
number of vertices from each part to obtain V ′i, j , we can conclude that (V
′
i, j)i, j is (d − ε,2ε)-super-
regular on Krk (Lemma 4.3). Thus we may apply the blow-up lemma to the super-regular partitions
(V ′i, j)1 jr for each ﬁxed i ∈ [k] to ﬁnd a perfect H0-packing in each of them. By (iii) and (iv) of
the previous paragraph, it suﬃces to show that the complete r-partite graph with h vertices in each
class contains a perfect H0-packing, or equivalently, have an r-coloring in which every color class has
size h. Assume that H0 has an r-coloring with color classes of size h1, . . . ,hr . Then by renaming the
colors, we can color the i-th copy of H0 so that the j-th color class of it has hi+ j−1 vertices (addition
of indices are modulo r). In this way, we will end up with a coloring of r vertex disjoint copies of H0
in which every color class has size
∑r
i=1 hi = h. 
7. Concluding remarks
• In this paper, we proved that for all integers r and p ∈ (0,1], there exists β such that if H is
an r-chromatic graph on n vertices with bounded degree, bandwidth at most βn, and has enough
vertices whose neighbors form an independent set, then G(n, p) a.a.s. has the following property.
Every spanning subgraph G ′ ⊂ G(n, p) with minimum degree at least (1− 1/r + γ )np contains a copy
of H . It would be interesting to know whether this theorem holds for p  1 or not. As mentioned in
the introduction, Böttcher, Kohayakawa, and Taraz [9] proved that for ﬁxed η,γ > 0, > 1 there exist
positive constants β and c such that if p  c(logn/n)1/ then a.a.s. every subgraph of G(n, p) with
minimum degree at least (1/2+γ )np contains a copy of any bipartite graph H with (1−η)n vertices,
maximum degree  and bandwidth at most βn. However, it is plausible that one can even embed a
spanning bipartite graph H under the same conditions. The technique we used in this paper cannot
be applied mainly because of the lack of the corresponding blow-up lemma in the range p  1. It is
hopeful that a sparse version of the blow-up lemma (if one exists) will allow us to extend the same
proof.
• In view of the results of Komlós [20], Shokoufandeh and Zhao [31,32], and Kühn and Osthus [27],
which establishes the best possible minimum degree condition for packing problems, it is likely that
in Theorem 1.2, the minimum degree condition (1− 1/r + γ )np can be further relaxed. However, we
did not further pursue towards this direction as our primary goal was to study the packing problem
in connection to Theorem 1.1.
• For a graph G , let λ1  λ2  · · ·  λn be the eigenvalues of its adjacency matrix. The quantity
λ(G) = max{λ2,−λn} is called the second eigenvalue of G . A graph G = (V , E) is called an (n,d, λ)-
graph if it is d-regular, has n vertices, and the second eigenvalue of G is at most λ. It is well known
(see e.g., survey [25]) that if λ is much smaller than the degree d, then G has certain random-like
properties. Thus λ could serve as some kind of “measure of randomness” in G . By using an almost
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random graphs as well.
Theorem 7.1. For all integers r,, and reals γ > 0 and 0< p  1, there exists a constant β > 0 such that, for
an (n,d, λ) graph G with d = np and λ = o(n), if n is large enough, then any spanning subgraph G ′ ⊂ G with
minimum degree δ(G ′) (1− 1/r + γ )np contains a copy of every graph H on n vertices which satisﬁes the
following properties.
(i) H is r-chromatic,
(ii) has maximum degree at most ,
(iii) has bandwidth at most βn with respect to a labeling of vertices by 1,2, . . . ,n, and
(iv) for every interval [a,a+β2(n/λ)] ⊂ [1,n], there exists a vertex v ∈ H such that NH (v) is an independent
set.
The sketch of the proof will be given in the arXiv version of our paper.
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