Introduction
The housing market plays an important role in the economy of the United States (US), since it constitutes a significant share of many households' asset holding and net worth. According to the Financial Accounts data of the US corresponding to the fourth quarter of 2017, residential estate represents about 71.2% of total household non-financial assets, 24.8% of total household net worth and 21.4% of household total asset. 1 Therefore, the risk of the housing market is among the largest personal economic risks faced by individuals (Shiller, 1998) . Housing assets differ from financial assets, such as stocks, in that they serve the dual role of investment and consumption (Henderson and Ioannides, 1987) . Thus, the effects of housing on savings and portfolio choices are extremely important questions, and hence, understanding the source of the housing market price volatility has individual portfolio implications, as it affects households' investment decisions regarding tenure choice and housing quantity (Miles, 2008) . Furthermore, the housing market affects the economy through not only wealth effects (Case et al., 2013) , but also through influences on other markets such as the mortgage market, mortgage insurance and mortgage backed bonds, as well as consumer durables (Miller and Peng, 2006) . Finally, knowledge about house price volatility is also an important input to housing policy (Zhou and Haurin, 2010) . 2 Consequently, the variations in the housing market are important to key components of the overall economy and the welfare of the society.
In light of this, a growing number of studies have attempted to model and predict volatility (using univariate models and also with econometric frameworks including wide array of factors) at the aggregate and regional (state and metropolitan statistical areas (MSAs)-levels) of the US (see for example, Dolde and Tirtiroglu (2002) , Miller and Peng (2006), Miles (2008) , Zhou and Haurin (2010) , Li (2012) , Barros et al., (2015) , Ajmi et al., (2014) , Engsted and Pedersen (2014) , Bork and Møller (2015) , Fairchild et al., (2015) , André et al., (2017) , Chen (2017) , Nyakabawo et al., (forthcoming) ). In general, these studies highlight the role of information in macroeconomic, financial, and economic uncertainty related variables in predicting US housing market volatility.
We aim to extend the literature on housing market volatility by analyzing whether housing market sentiment drives variation in housing returns by drawing on the findings of recent studies related to the equity markets, which tend to show that investor and corporate manager sentiments predicts volatility (over and above returns) of stock markets (Bekiros et al., 2016; Balcilar et al., 2018a, b; Gupta, 2018) in line with "noise traders" theory 3 , whereby market agents tend to make overly optimistic or pessimistic judgments and choices. In this regard, we use the housing sentiment index developed by Bork et al., (2017) , which is constructed based on household responses to questions regarding house buying conditions from the consumer survey of the University of Michigan, to predict volatility of the aggregate US housing market, the 50 states, as well as that of the District of Colombia.
Given that the housing sentiment Bork et al., (2017) has been shown to predict movements in aggregate and state-level housing returns (even after controlling for other 3 Noise traders are defined as investors whose trading decisions are based on what they perceive to be an informative signal but which, to a rational agent, does not convey any information (Black, 1986) . Studies by De Long et al. (1990 , 1991 , Campbell and Kyle (1993) , Shefrin and Statman (1994) develop models to demonstrate that even a small group of noise traders, driven by joint unpredictable sentiment rather than by information, and acting in a correlated manner, can create long-lasting inefficient market outcomes. This is because their actions introduce a new type of risk faced by rational investors and limit their ability to fully arbitrage away the emerging price inefficiencies. In these models, the noise traders are also shown, to be able to survive in the long run under certain conditions; thus, making their ever-changing sentiment a persistent determinant of asset market movements.
predictors), 4 we use the recently developed k-th order causality-in-quantiles test of Balcilar et al., (2017) , which in turn, allows us to test for predictability for both housing returns and volatility simultaneously. As indicated by Balcilar et al., (2017) , the causality-in-quantiles approach has the following novelties: Firstly, it is robust to misspecification errors as it detects the underlying dependence structure between the examined time series. Secondly, via this methodology, we are able to test for not only causality-in-mean (1st moment), but also causality that may exist in the tails of the distribution of the variables. Finally, we are also able to investigate causality-in-variance and, thus, study higher-order dependency.
Understandably, this test is comparatively superior to the conditional mean-based standard linear Granger causality test, as it not only studies the entire conditional distribution of both returns and volatility, but, being a data-driven nonparametric approach, also controls for misspecification due to nonlinearity -a widely observed characteristic in the US housing market (Balcilar et al., 2015; Plakandaras et al., 2015; André et al., forthcoming) . In this regard, while nonlinear causality tests of Hiemstra and Jones. (1994) , and Panchenko (2005, 2006) can control for misspecification due to nonlinearity, they are restricted to the conditional mean of the first-moment of the dependent variable only. Finally, the causality-in-quantiles test is also superior to the standard GARCH models (as primarily used in the studies cited above), since the latter specifies a linear relationship between returns and volatility with the predictors being studied, besides being restricted to the analysis of the conditional mean. 4 Note that Soo (2018) develops annual measures of housing market sentiment for 34 US cities, and also find strong evidence of predictability for housing returns based on these indices. We however, rely on the nationallevel index developed by Bork et al., (2017) for our analysis due to three reasons: (a) The index is publicly available; (b) The index is at quarterly frequency, and hence is likely to be related more to volatility of the housing market than at the lower annual frequency, where volatility of housing returns are more subdued, and; (c) Given that housing market movements are considered to be a leading indicator of the economy (growth and inflation), prediction of volatility at a higher frequency is likely to be more informative to a policy-maker (in terms of designing appropriate policies based on the future paths of the macroeconomic variables) than at the annual frequency.
To the best of our knowledge, this is the first paper that evaluates the predictive power of housing market sentiment for US aggregate and state-levels housing returns and volatility based on a nonparametric causality-in-quantiles framework. The remainder of the paper is organized as follows: Section 2 outlines the methodology, while Section 3 discusses the data and econometric results, with Section 4 concluding the paper.
Methodology
In this section, we briefly present the methodology for the detection of nonlinear causality via a hybrid approach as developed by Balcilar et al. (2017) , which in turn is based on the frameworks of Nishiyama et al., (2011) and Jeong et al., (2012 
with probability one. As a result, the (non)causality in the  -th quantile hypotheses to be tested are:
(2) Jeong et al. (2012) use the distance measure Jeong et al., (2012) show that the feasible kernel-based sample analogue of J has the following format:
where ) ( K is the kernel function with bandwidth h , is the sample size, is the lag order, and  t is the estimate of the unknown regression error, which is given by 
is the Nadarya-Watson kernel estimator given by
with ) ( L denoting the kernel function and h the bandwidth.
As an extension of Jeong et al., (2012) 's framework, Balcilar et al., (2017) develop a test for the second moment which allows us to test the causality between the housing sentiment index and housing returns volatility. Adapting the approach in Nishiyama et al., (2011) , higher order quantile causality can be specified in terms of the following hypotheses as: (7) because the statistics are mutually correlated (Nishiyama et al., 2011) . Balcilar et al., (2017) , thus, propose a sequential-testing method as described in Nishiyama et al., (2011) . First, as in Balcilar et al., (2017) , we test for the nonparametric Granger causality in the first moment (i.e., k=1). Nevertheless, failure to reject the null for 1  k does not automatically lead to no-causality in the second moment. Thus, we can still construct the test for 2  k , as discussed in detail in Balcilar et al., (2017) .
The empirical implementation of causality testing via quantiles entails specifying three key parameters: the bandwidth (h), the lag order (p), and the kernel type for • and • . We use a lag order based on the Schwarz information criterion (SIC), which is known to select a parsimonious model as compared with other lag-length selection criteria, and hence, help us to overcome the issue of the over-parameterization that typically arises in studies using nonparametric frameworks. For each quantile, we determine the bandwidth parameter (h) by using the leave-one-out least-squares cross validation method. Finally, for • and • , we use Gaussian kernels.
Data and empirical results
Our data set covers the quarterly period of 1975:3 to 2014:3, with the start and end date being purely driven by the availability of the housing sentiment index developed by Bork et al., (2017) . The authors use time series data from the consumer surveys of the University of Having discussed the data, we now turn our attention to the results from the k-th order nonparametric causality-in-quantiles test of Balcilar et al., (2017) , which produces predictability results for housing returns and volatility simultaneously by controlling for possible nonlinearity.
7 Tables 1 and 2 report the results of states showing causality at the specific quantiles (i.e., where the test statistic is greater than the 5 percent critical value of 1.96, given that the statistic follows a standard normal distribution) for returns and squared returns due to the sentiment index.
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Evidence from Table 1 indicates that using the nonparametric causality-in-quantiles to test for causality between housing returns and housing sentiment index, California is the only state which shows no causality over the entire conditional distribution of returns. 9 For Georgia, Idaho, Indiana, Mississippi, New Mexico, North Carolina, and South Carolina, the results 7 We checked whether the estimated residuals from a linear model relating squared returns (volatility) with sentiment, are independent and identically distributed (i.i.d.), i.e., whether a linear model is correctly specified in capturing the relationship between volatility and sentiment. In this regard, we performed the Brock et al. (1996, BDS) test on the residuals recovered from models involving squared returns as the dependent variable, and lagged squared returns and the sentiment index used as regressors, with the lags determined by the SIC. Results presented in Table A1 , overwhelmingly reject the null of i.i.d. errors, and hence, provide evidence of omitted nonlinear structure in the relationship between volatility and sentiment for the 50 states, the aggregate US and also for District of Columbia. Since the BDS test indicates existence of nonlinear interdependencies, the testing of predictability using the nonparametric causality-in-quantiles test proposed by Balcilar et al. (2017) is warranted, which in turn, being a data-driven approach accommodates for nonlinearity in the relationship between volatility and housing sentiment, and also produces predictability results for housing returns. 8 Complete corresponding results have been presented in Tables A2 and A3 respectively of returns and volatility in the Appendix of the paper. 9 This result is in contradiction with Bork et al., (2017) , who detects predictability for California, but not Texas, Oklahoma, and North Dakota. The differences between the findings could be attributed to the fact that Bork et al., (2017) conducts out-of-sample forecasting based on a linear model, whereas, we are relying on in-sample predictability based on a nonparametric model.
show that housing sentiment predicts housing returns over the entire conditional distribution.
While housing sentiment predicts returns both towards the lower (bearish/bust regime)-and upper (bullish/boom regime)-ends of the conditional distribution, the causality is generally observed in relatively more instances (and also found to be stronger, given higher values of the statistic -as shown in Table A2 ) at the upper end of the conditional distribution. Further, as can be seen from the results, predictability is mostly located (and is also the strongest as seen from Table A3 ) around the median of the conditional distribution of squared returns and spans the moderately low and high quantiles as well. The exceptions are the 11 In Table A4 in the Appendix of the paper, we report the standard linear Granger causality test for squared nominal housing returns due to sentiment, for the sake of comparability and complementarity reasons, even though the main focus of the paper is the prediction of volatility based on the causality-in-quantiles test. As can be seen from Table A1 , the null hypothesis that housing sentiment does not Granger cause volatility is rejected for 28 out of the 49 U.S states, as well as on an aggregate level and for the District of Columbia, i.e., in a total of 30 out of 52 cases. In other words, when compared to the causality-in-quantiles test, results based on the standard Granger causality test is weaker, which however should not be surprising, given the strong evidence of nonlinearity in the relationship between volatility and housing sentiment as reported in Table A1. quantiles at the extreme ends, i.e., the phases of the market corresponding to exceptionally low and high volatilities.
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In general, the lack of predictability of housing market volatility based on sentiment at the extreme ends of the conditional distribution does seem intuitively correct. Understandably, when volatility is low (i.e., markets are calm), agents do not require information from the predictor (in our case, sentiment) to predict the path of future volatility, and when volatility is already at its upper end, information from sentiment is possibly of no value given that agents are likely to be herding (Ngene et al., 2017) . In other words, when volatility is exceptionally low or high, to predict the future path of this variable, all that agents need are information on past volatility, and housing market-related sentiment plays negligible role in the process. Note: States which show no causality -Connecticut; Georgia; Indiana; Iowa; and Nebraska.
Conclusion
Housing returns volatility is vital for portfolio management, and is also an important determinant of both mortgage default and prepayment, besides having policy implications.
Hence, accurate prediction of volatility is of paramount importance. Borrowing from the literature on the ability of sentiment in predicting equity market volatility, we in this paper analyze whether a recently developed measure of housing-market sentiment (constructed based on household responses to questions regarding house buying conditions) leads housing market volatility at the aggregate and regional-levels of the US economy. Given the existing evidence that housing sentiment can predict returns, we use the k-th order causality-inquantiles test of Balcilar et al., (2017) for our purpose, since this methodology allows us to test for predictability for both housing returns and volatility simultaneously. Being a nonparametric approach, the test also controls for possible misspecification due to nonlinearity between housing market movements and sentiment. In addition, being a quantiles-based model, we are able to analyze predictability over the entire conditional distribution of both returns and volatility, rather than just at the conditional mean. Based on this test, which is able to guard against misspecification due to the existing nonlinearity between volatility and sentiment, as detected by formal statistical tests, we find that housing sentiment predicts squared housing returns, i.e., volatility for 45 of the 50 states, District of Columbia and the overall US market. The exceptions are the states of Connecticut, Georgia, Indiana, Iowa, and Nebraska. In general, predictability of volatility is found to be the strongest around the median of the conditional distribution and also tends cover moderately low and high quantiles. As far as returns is concerned, barring California, sentiment is found to predict housing returns for 51 out of the 52 cases especially towards the upper end of the conditional distribution.
Our results have implications from different perspectives. From the viewpoint of an academic, our results tend to suggest that the semi-strong version of the efficient market hypothesis (EMH), which in turn implies lack of predictability emanating from housing sentiment, tends to hold only for certain parts of the conditional distribution of returns and volatility. In other words, EMH is regime-dependent, and primarily holds for extreme returns and volatility, i.e., based on our results, adaptive market hypothesis (AMH as suggested by Lo (2004) ) seems to be holding for the housing market. Given this, investors can design strategies to make profits out of their portfolios including housing, barring the excessive booms and bust phases of the market. Finally, from the perspective of a policy maker, the information that housing market is generally predictable based on sentiment, except at its extreme ends, can provide valuable information as to where the macroeconomy is possibly headed, especially when the housing market is functioning at its normal mode (i.e., around the median of the conditional distribution).
As part of future research, it would be interesting to extend our study, as in Bonaccolto et al., (2018) , to examine if our results for both returns and volatility continue to hold over an outof-sample, as in-sample predictability does not guarantee favourable forecasting results (Rapach and Zhou, 2013) . Note: Entries are the BDS test statistic for the null of serial independence in the error for the residuals recovered from squared nominal housing returns equation with the independent variables being the lags of volatility and housing sentiment, where the lag-length is determined optimally by the SIC.* indicates the rejection of the null hypothesis at 5 percent level of significance. Note: * indicates rejection of the null hypothesis of no linear Granger causality from housing sentiment to housing volatility at the 5 percent level of significance. 
