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Abstract
This paper presents a contextualized graph at-
tention network that combines edge features
and multiple sub-graphs for improving relation
extraction. A novel method is proposed to use
multiple sub-graphs to learn rich node repre-
sentations in graph-based networks. To this
end multiple sub-graphs are obtained from a
single dependency tree. Two types of edge fea-
tures are proposed, which are effectively com-
bined with GAT and GCN models to apply
for relation extraction. The proposed model
achieves state-of-the-art performance on Se-
meval 2010 Task 8 dataset, achieving an F1-
score of 86.3.
1 Introduction
Recently, Graph Convolution Networks (GCNs)
have shown promising results for relation extrac-
tion (Schlichtkrull et al., 2018; Zhang et al., 2018;
Guo et al., 2019; Fu et al., 2019). GCNs gener-
alises the convolution operation from traditional
data such as images and grids to graphical data
and generates vertex representations by aggregat-
ing features from neighbouring vertices and as well
as the features associated with those vertices. In
the context of relation extraction, the graphical
structure for sentences is obtained using methods
such as: (a) dependency trees (Zhang et al., 2018);
(b) adjacent edges across consecutive words (Peng
et al., 2017); and (c) co-reference and discourse
relations between sentences (Peng et al., 2017). In
the case of using dependency tree structures, the
words in the sentence serve as vertices in the graph
and the dependency relations between words pro-
vide the edges between vertices in the graph. Fur-
ther, graphs of different sizes can be derived using
the dependency parse tree. For example, for the
sentence shown in Figure 1, a small-sized graph
containing three vertices (Figure 1(a)) can be ob-
tained by using vertices in the shortest dependency
path (SDP) between entities “configuration” and
“elements”. The same graph can be extended by
including first-order child vertices connected to the
vertices in the SDP (shown in Figure 1(b)).
Although GCNs are useful for relation extrac-
tion, providing the appropriate graph structure with
important vertices and edges is vital to achieve
optimum performance. While using small-sized
graphs would eliminate useful information from
graphs, large-sized graphs can add more noise, re-
sulting in difficulties for the network to learn useful
vertex representations. For example, while the Con-
textualised Graph Convolution Network (C-GCN)
(Zhang et al., 2018) achieves a higher performance
with graphs using first-order child vertices con-
nected to vertices in SDP (such as the ones shown
in Figure 1(b)), it’s performance significantly drops
when the graph is limited to the vertices in SDP
(Figure 1(a)) or when a higher number of child ver-
tices (second order and above) are included in the
graph. Moreover, GCNs are known to struggle on
large-sized graphs derived from real-world datasets
such as protein structures (Borgwardt et al., 2005)
and HIV infected patients’ data (Ragin et al., 2012;
Zhang et al., 2016). The noisy nature of graphs
involving complex vertex features and edges com-
plicates the learning for GCNs. To address the
problem of dealing with large and noisier graphs,
Lee et al. (2018) proposed graph attention model
(GAM) to learn to discriminate patterns confined
to specific regions in the large graph.
With a focus to reduce complexity in learning
from large graphs, we propose to use multiple sub-
graphs as opposed to using a single graph with
graphical networks. Specifically, we derive multi-
ple sub-graphs from a single dependency tree for
the task of relation extraction. We propose a novel
method to obtain sub-graphs using vertices corre-
sponding to the target entities in the sentence as
shown in Figures 1(c) and 1(d). Thus, instead of us-
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Figure 1: (a). Dependency graph for the example sentence; (b) to (e) Various sub-graphs obtained from the
dependency graph for the sentence.
ing a larger graph such as the one shown in Figure
1(b), we propose to use multiple sub-graphs (shown
in Figures 1(a), (c) and (d)) to jointly learn for re-
lation extraction. Using such segregated structures
would facilitate focusing on specific regions, useful
for learning richer representations, particularly for
the vertices corresponding to the target entities.
Further, more recently, graph attention networks
(GATs) (Velicˇkovic´ et al., 2017) are shown to
achieve superior performance for vertex classifica-
tion in graph structured data. In contrast to GCNs
that aggregate neighbouring vertices as features to
generate vertex representations, GATs attend over
neighbourhood vertex features to compute weights
for learning vertex representations. In this paper,
we propose to use GATs for relation extraction.
Although GATs (Velicˇkovic´ et al., 2017) consider
the importance of neighbouring vertices for deriv-
ing vertex representations, GATs do not consider
the edge features for computing attention weights.
Recently Gong and Cheng (2018) showed that by
combining edge features with GATs improves ver-
tex classification. In the context of relation ex-
traction, edge features can provide useful clues
to identify relations across entities. For example,
the information of vertices connected to different
entity types or the dependency relation between
vertices can serve as useful features when comput-
ing the salience of neighbouring vertices. Given
this aspect, we proposes a contextualised GAT that
combines edge features for relation extraction. The
key contributions of this paper are:
• Propose a contextualized graph attention net-
work that combines edge features from multi-
ple sub-graphs for relation extraction.
• Present a novel method to derive sub-graphs
using dependency parse and entity positions.
• Combining dependency relations and entity
type features with GATs and GCNs.
• Conduct an empirical comparison between
graphical networks (GCNs and GAT) using
single-graph vs. multiple sub-graphs.
Our proposed method achieves the state-of-the-art
(SoTA) performance for relation extraction on the
Semeval 2010 Task 8 relation extraction benchmark
dataset.
2 Related Work
Various graph-based neural networks are shown
to improve relation extraction. Xu et al. (2015)
applied LSTMs over SDP between the target enti-
ties to generalise the concept of dependency path
kernels. Liu et al. (2015) used RNNs to model sub-
trees in the dependency graph and a CNN to capture
salient features from the SDP. Miwa and Bansal
(2016) used Tree-LSTMs (Tai et al., 2015) and
BiLSTMs on dependency tree structures to jointly
model entity and relation extraction. Zhang et al.
(2018) proposed C-GCNs for relation and proposed
a pruning strategy to selectively include vertices
in the graph structure. Guo et al. (2019) presented
Contextual-Attention Guided Graph Convolutional
Networks (C-AGGCN) to selectively attend to im-
portant parts in the dependency graph to learn rich
node representation in the graphical network. On
the other hand, the key focus of this paper is to com-
bine multiple sub-graphs for relation extraction as
opposed to learning from a single graph as in the
case of C-GCN and C-AGGCN. For this purpose,
we modify GAT (Velicˇkovic´ et al., 2017) and incor-
porate novel edge features for relation extraction.
To the best knowledge of the authors, this is the first
study that proposes a contextualised graph attention
network with edge features, to learn from multiple
sub-graphs for improved relation extraction.
3 Contextualised Graph Attention with
Edge Features over Multiple Graphs
3.1 Problem Formulation
Let S = [s1, ..., sk] denote a set of sentences,
where each sentence si = [x1, ...xn] is a set of
tokens where xi is the i-th token. Further, each
si also consists of two target entities e1 and e2 be-
tween which a semantic relation r exists, selected
from a pre-defined set of relationsR. Thus, given
si, e1 and e2, the relation extraction task is to iden-
tify the relation r that holds between entities e1 and
e2. The setR also contains the label “no relation”,
which is predicted when there exists no relation be-
tween the two entities. In this study, we formulate
the relation extraction task as a graph classification
task. For this purpose, each si is represented as
a set of sub-graphs gki , where k is the number of
sub-graphs. Numerous operations are performed
on the individual sub-graphs using a contextualised
graph attention that combines edge features to learn
rich vertex representations for relation extraction.
The architecture of the proposed model is shown in
Figure 2 and is further explained below.
3.2 Modelling Sentences using Sub-Graphs
The sentence si and entity mentions e1 and e2 are
provided as the input to the proposed model as
seen in Figure 2. In the first step, multiple sub-
graphs for a sentence is created using the depen-
dency parse of the sentence. Specifically, three
sub-graphs are obtained using SDP and positions
of the target entities e1 and e2. For instance, for the
example sentence in Figure 2, the following three
sub-graphs are obtained: (a) graph comprising ver-
tices (“ridges”, “uprises”, “from”, “surge”) in SDP;
(b) graph comprising vertices (“ridges”, “uprises”)
connected to the entity e1; (c) graph comprising
vertices (“surge”, “from”, “the”) connected to the
entity e2. Although dependency parse defines the
direction between related words, it is ignored to
obtain undirected sub-graphs for the sentence as
seen in Figure 2. We separately create an adjacency
matrix (Ak) to preserve the ordering of vertices.
si = g
k
i , where k = 1, 2, 3 (1)
3.3 Input encoding layer
Each sub-graph gki consists of a sequential set of
tokens [xk1, . . . , x
k
n] (although some words could be
Figure 2: Architecture of the contextualised graph at-
tention network incorporating edge features and con-
duct relation extraction using multiple sub-graphs.
missing), which is encoded into a fixed length vec-
tor using (a) contextual; (b) part-of-speech; (c) de-
pendency; (d) named entity type; and (e) word type
embeddings. BERT (Devlin et al., 2018) is used to
obtain the contextual embeddings. BERT tokenises
each token xi into s Byte-Pair Encoding (BPE; Sen-
nrich et al., 2016) tokens (xi = {b1, b2, . . . , bs})
and generates L hidden states for each BPE token,
hlt, 1 ≤ l ≤ L, 1 ≤ t ≤ s. The contextual embed-
ding for each token is obtained by summing the last
four layers of the BERT model.1 Thus, the token
encoding, BERTxi of the token xi is given by (2).
BERTxi =
L∑
l=L−4
∑s
t=1 h
l
t
s
. (2)
Additionally, for each token xi, a p-dimensional
feature vector is created to represent (a) Part-of-
Speech (POS) tags (fposxi ); (b) dependency rela-
tions (fdepxi ); and (c) and named entity types (f
net
xi ).
Moreover, a q-dimensional feature vector is created
1Our preliminary experiments showed that using the last
four layers resulted in the best performance.
to indicate whether the token xi is an entity men-
tion or not (fwtxi ). Thus, the final input vector for
each token xi is given by (3).
x˜ki = [BERTxki
; fpos
xki
; fdep
xki
; fnet
xki
; fwt
xki
] (3)
fposxi , f
dep
xi , f
net
xi and f
wt
xi are randomly initialised
and updated during training, whereas BERTxi
is computed according to (2) using a pre-trained
BERT model.
3.4 Contextual BiLSTM layer
To further fine-tune the input embeddings, the en-
coded series of input vectors [x˜k1, . . . , x˜
k
n] in each
graph is provided as the input to a contextualised
BiLSTM layer to produce a dl-dimensional hidden
state vector for each input token in both forward
and backward directions as given in (4).
hk1, . . . ,h
k
n = BiLSTM(x˜
k
1, . . . , x˜
k
n) (4)
Here, hi ∈ R2dl , where dl is the dimension of
hidden state of the LSTM and hi is the hidden state
vector of BiLSTM at time-step i, considering both
forward and backward directions. The BiLSTM
layer is jointly trained along with the rest of the
model.
3.5 Graph Attention Layer with Edge
Weights
Velicˇkovic´ et al. (2017) proposed GATs to assign
larger weights to important vertices in the graph by
computing attention weights across neighbouring
vertices. We modify the GAT to include the follow-
ing edge features to compute attention weights for
deriving vertex features in each sub-graph.
3.5.1 Edge Features
In addition to neighbouring vertices, edge features
are useful for learning rich vertex representations,
particularly in the context of relation extraction.
For example, the information of vertices in the
graph that are connected to entity mentions are
helpful in providing higher weights for vertices
connected to entity mentions to facilitate accurate
relation extraction. Similarly, dependency relations
between vertices can serve as useful features to
improve relation extraction. Given the usefulness
of edge features, we evaluate the following two
types of edge features in combination with GAT.
Dependency relations based edge features
(DREF): The DREF features are derived based
on the frequency of the dependency relations that
exist between vertices in the training corpus as
follows. Let D and P be the sets of respectively
all dependency relations across vertices and Part-
Of-Speech (POS) tags of vertices observed in the
training corpus. The edge weight for a given de-
pendency relation rd ∈ D between vertices i and
j with respectively POS tags λ and µ ∈ P (λ = µ,
where vertices i and j have the same POS tag) is
defined as the ratio of total number of times the
triple (λ, µ, rd) is encountered in the corpus to the
total number of triples across all vertices (POS
tags) with different dependency relations in the cor-
pus. Each of these edge weights is assigned an
de-dimensional random feature vector and subse-
quently updated along with the GAT in order to
compute attention weights for deriving vertex rep-
resentations.
Connection type edge features (CTEF): The
CTEF features are used to identify whether a given
node is connected to an entity term or a non-entity
term in the graph. Because GCNs and GATs oper-
ate on undirected graphs, such information is not
available to the network and providing information
about vertices connected to entities can improve
performance. Thus, a de-dimensional feature vec-
tor of ones is defined for edges where the out-going
node is an entity mention, or a de-dimensional fea-
ture vector of zeros is included otherwise, and com-
bined along with the GAT for computing vertex
representations.
3.5.2 Graph Attention Operation
The output from the contextual BiLSTM layer com-
bined with edge features (defined above) is pro-
vided as input to the GAT layer to produce a new set
of m-dimensional vertex representations. Follow-
ing Velicˇkovic´ et al. (2017), to derive higher-level
features from the input features, a shared linear
transformation, parametrised by a weight martix,
W ∈ R2dl×m, is applied to every vertex. In order
to perform self-attention on vertices, a shared at-
tention mechanism α : Rm+de × Rm+de → R is
used to compute the attention coefficients, eij , that
indicate the importance of vertex j’s features to
vertex i as given in (5).
eij = α(Whi,Whj , e
f
ij) (5)
Here, efij is d
e-dimension edge feature vector con-
necting vertex j to vertex i, obtained as described
earlier. The graph structure is injected into the at-
tention mechanism by computing eij for vertices
j ∈ Ni, where Ni is some neighbourhood of the
vertex i in the graph. The coefficients are nor-
malised across all choices of j using the softmax
function to make them comparable across different
vertices as given by (6).
αij = softmaxj(eij) =
exp(eij)∑
k∈Ni exp(eik)
(6)
The attention mechanism, α, is a single-layer feed-
forward network, parametrised by a weight vector
α ∈ Rm+de . Applying a non-linearity function,
the attention coefficients is given by (7).
αij =
exp(L(α>[Whi ⊕Whj ⊕ efij ]))∑
k∈Ni exp(L(α
>[Whi ⊕Whj ⊕ efij ]))
(7)
Here, L is the LeakyReLU non-linearity function
with negative slope α = 0.2, > is transposition and
⊕ denotes vector concatenation. The normalised
attention coefficients considering adjacent vertex
and edge features are linearly combined with corre-
sponding vertex features to obtain the final output
representation for each vertex as given by (8).
hli = σ
(∑
j∈N
αijWhj
)
(8)
Velicˇkovic´ et al. (2017) found that extending the
attention mechanism to multi-head attention was
further beneficial for vertex classification. Conse-
quently, we use multi-head attention on the com-
bination of vertex and edge features. Specifically,
the transformation given by (8) is executed K in-
dependent times and the resulting features are con-
catenated to obtain the vertex representation in (9)
for individual vertices.
hli =
K⊕
k=1
σ
(∑
j∈N
αkijW
khj
)
(9)
3.6 Attention layer
The output of the graph attention layer combined
with edge features is the vertex-level output Z ∈
Rn×m, where n is the number of nodes andm is the
dimensionality of the output features. Intuitively,
the feature representation of each vertex is an aggre-
gation of information from the connecting neigh-
bouring vertices and edge features in the graph. In
order to derive the final representation to be used
for relation classification, a final attention layer is
used to determine each vertex’s contribution and
derive a fixed-length feature vector for the graph gi.
The attention mechanism in the final attention layer
assigns a weight α′i to each vertex annotation h
l
i. A
fixed-length representation vgi ∈ Rd
g
is computed
for the graph gi, as the weighted-sum of all vertex
annotations as given by (10).
vgi =
N∑
i=1
α′ih
l
i, vgi ∈ Rd
g
(10)
where, ui = tanh(W′hli) (11)
α′i =
exp(ui)∑T
t=1 exp(ut)
,
T∑
i=1
αi = 1 (12)
Here, α′i,W
′ indicate the parameters of the atten-
tion layer on top of GAT. The final representation
for the sentence is obtained by summing all the
three vectors obtained for the three graphs along
with the corresponding hidden state vectors of en-
tity mentions e1 and e2 obtained at the GAT layer
as given by (13).
v =
2∑
i=1
hlei +
3∑
k=1
vgki
, hlei ∈ Rd
g
, vgki
∈ Rdg (13)
Here, hlei is the hidden state vector of entity men-
tions ei at layer l of GAT.
3.7 Output Layer
The final feature vector from attention layer v ∈
Rdg is provided as input to a fully connected soft-
max layer to obtain a probability distribution over
relation types. The cross-entropy loss for label
prediction is given by (14).
J(θ) =
r∑
i=1
log p(rq|v, θ) (14)
Here, r is the total number of relation types and θ
are the parameters of the model. During inference,
the test instances are represented as graphs and fed
to the trained classifier to predict the corresponding
relation type.
4 Experiments
4.1 Dataset
We evaluate the proposed method on the SemEval-
2010 Task 8 dataset (SemEval), which contains
10,717 sentences (8,000 train and 2,717 test), with
each sentence marked with two nominals (e1 and
e2) and labelled with a relation r from a set of
9 different relation types and an artificial relation
“Other”. The task is to predict the relation between
the nominals considering the directionality. Fol-
lowing prior work, we report the official macro
F1-Score excluding the ‘Other’ relation as the eval-
uation measure.
4.2 Implementation Details
The proposed model is implemented using Py-
Torch2. Spacy (Honnibal and Montani, 2017) is
used to obtain dependency trees, POS tags, named
entity types, and dependency relations. PyTorch
Geometric (PyG; Fey and Lenssen, 2019), is used
to implement GCN and GAT with combined edge
features. The hyperparameters of the model were
tuned using a development set obtained by ran-
domly selecting 10% of the training set. The
model was trained for 200 iterations following
mini-batch gradient descent (SGD) with a batch
size of 50. Word embeddings were initialised us-
ing 768-dimensional contextual BERT embeddings.
The dimensions for embeddings for part-of-speech
(POS), named entity tags, dependency tags was set
to 40 and were initialised randomly. The dimen-
sions for word-type embeddings was set to 10. The
dimensions of hidden state vector in the LSTM,
GCN, GAT and attention layer was set to 256.
4.3 Evaluated Models
Given the two types of edge features used in
this study (described in section 3.5.1), the con-
textualised graph attention network over multiple
graphs (C+GAT+MG) using different sets of edge
features: C+GAT+MG+DREF; C+GAT+MG+CTEF;
C+GAT+MG+DREF+CTEF are evaluated against
various baseline models as listed in Table 1.
4.4 Influence of Edge Features
The performance of various models using differ-
ent sets of vertex features is shown in Table 2.
The C+GAT+MG+DREF model using dependency
relation-based edge features achieves the best F1-
score of 86.30. The C+GAT+MG+DREF model
scores both in terms of higher precision (86.03)
and recall (86.66) to achieve a higher F1-score, in-
dicating the usefulness of the proposed model. The
GCN models using DREF and CTEF edge features
also report comparatively higher F1-scores of 85.82
2https://pytorch.org/
(1) C+GAT+MG with out edge features;
(2) GAT using multiple graphs with different edge fea-
tures: GAT+MG; GAT+MG+CTEF; GAT+MG+DREF;
GAT+MG+CTEF+DREF;
(3) GAT using single graph with different edge fea-
tures: GAT+SG; GAT+SG+CTEF; GAT+SG+DREF;
GAT+SG+CTEF+DREF;
(4) contextualized GCN using multiple graphs with var-
ious edge features: C+GCN+MG; C+GCN+MG+CTEF;
C+GCN+MG+DREF; C+GCN+MG+CTEF+DREF;
(5) contextualized GCN using single graph with dif-
ferent edge features: C+GCN+SG; C+GCN+SG+CTEF;
C+GCN+SG+DREF; C+GCN+SG+CTEF+DREF;
(6) GCN using multiple graphs with various edge fea-
tures: GCN+MG; GCN+MG+CTEF; GCN+MG+DREF;
GCN+MG+CTEF+DREF;
(7) GCN using single graph with various edge fea-
tures: GCN+SG; GCN+SG+CTEF; GCN+SG+DREF;
GCN+SG+CTEF+DREF.
Table 1: Various baselines evaluated in the study
and 85.91, respectively. The higher performance
of C+GAT+DREF model mainly due to its higher
recall (87.56). However, C+GAT+CTEF scores a
higher precision (87.24) using CTEF features.
As clearly evident from Table 2, combining edge
features along with vertex features generally helps
to obtain superior performance in comparison to
models that rely only on vertex features. For exam-
ple, the performance of C+GAT+MG model using
both vertex features and edge features (CTEF and
DREF) is higher than that of C+GAT+MG, which
considers only vertex features. A similar result is
observed across other multiple graph-based mod-
els such as GAT+MG, C+GCN+MG and GCN+MG.
Although a higher performance is achieved using
DREF and CTEF edge features individually, com-
bining DREF and CTEF does not help in further
improving the performance.
We see that using a contextual layer to provide
vertex features for GCN and GAT layers is use-
ful for obtaining better performance. As seen in
Table 2, both GCN and GAT models using a con-
textual layer achieve higher F1-scores over their
non-contextual counterparts for both single and
multiple sub-graphs. The performance of GAT-
based models is comparatively higher than GCN-
based models for relation extraction. The ability
of GATs to attend to neighbouring vertices and
edge features when computing vertex representa-
tions is more useful than simply considering the
structural information as in the case of GCNs to
achieve higher performance.
Model P R F
SINGLE GRAPH (SG)
GCN+SG 81.82 79.44 80.50
GCN+SG+CTEF 80.25 80.57 80.28
GCN+SG+DREF 81.49 82.15 81.74
GCN+SG+CTEF+DREF 81.32 80.06 80.50
C+GCN+SG 83.16 84.62 83.84
C+GCN+SG+CTEF 82.80 84.28 83.44
C+GCN+SG+DREF 82.91 84.02 83.39
C+GCN+SG+CTEF+DREF 82.66 83.92 83.16
GAT+SG 81.34 80.40 80.80
GAT+SG+CTEF 83.85 78.27 80.78
GAT+SG+DREF 81.92 81.44 81.63
GAT+SG+CTEF+DREF 81.49 80.98 81.13
C+GAT+SG 82.18 85.04 83.52
C+GAT+SG+CTEF 83.21 82.80 82.87
C+GAT+SG+DREF 82.28 83.72 82.89
C+GAT+SG+CTEF+DREF 83.11 82.98 82.94
MULTIPLE GRAPHS (MG)
GCN+MG 83.18 85.89 84.40
GCN+MG+CTEF 87.97 82.49 84.99
GCN+MG+DREF 84.39 84.76 84.52
GCN+MG+CTEF+DREF 85.57 84.04 84.74
C+GCN+MG 86.28 83.63 84.83
C+GCN+MG+CTEF 87.24 84.65 85.82
C+GCN+MG+DREF 84.43 87.56 85.91
C+GCN+MG+CTEF+DREF 83.53 88.08 85.40
GAT+MG 86.08 83.76 84.80
GAT+MG+CTEF 84.98 84.33 84.61
GAT+MG+DREF 85.37 85.06 85.16
GAT+MG+CTEF+DREF 85.37 85.06 85.16
C+GAT+MG 86.84 83.64 85.12
C+GAT+MG+CTEF 86.60 84.85 85.62
C+GAT+MG+DREF 86.03 86.66 86.30
C+GAT+MG+CTEF+DREF 84.94 85.53 85.16
Table 2: Performance of various models on SemEval
test set. P: Precision; R: Recall; F: F1-score
4.5 Using Single vs. Multiple Graphs
It is evident from Table 2 that by using multiple
sub-graphs instead of a single graph is beneficial
for relation extraction. The performance of GCN,
C+GCN, GAT and C+GAT models using multiple
graphs scores significantly higher than its counter-
parts using only a single graph. The improvement
is not limited to models that use edge features but
holds true for models that do not use edge features
as well. For example, results of C+GAT+MG (F1-
score of 85.12), which uses multiple sub-graphs
(without edge features) is higher than C+GAT+SG
(F1-score of 83.52), which uses a single graph.
The same results can be seen across other mod-
els: GAT+MG (84.80) VS. GAT+SG (80.80);
C+GCN+MG (84.83) VS. C+GCN+SG (83.84) and
GCN+MG (84.40) VS. GCN+SG (80.50). The
above results sufficiently establish that using seg-
Short Medium Long Total
365 1966 386 2717
13.50 (%) 72.30 (%) 14.20 (%)
Table 3: Total number of spans of different lengths and
their percentage shares.
regated smaller sub-graphs as opposed to a single
graph is more useful in learning richer vertex rep-
resentations for relation extraction.
4.6 Effect of Sentence Span
To further assess the contribution of multiple sub-
graphs over a single graph, we compare their per-
formances using sentences with different lengths.
For this purpose, we divide the SemEval test set
into three groups (Table 3, µ = 3, σ = 9) based
on the distance between e1 and e2: (1) short spans
(k ≤ µ − σ); (2) medium spans (µ − σ < k <
µ + σ); and (3) long spans (k ≥ µ + σ), where
µ is the average number of tokens, and σ is the
standard deviation over different lengths of tokens
(k) between e1 and e2.
The best performing models using single graph
(C+GAT+SG) and multiple graphs (C+GAT+MG)
were examined on sentences in the above three
categories as shown in Table 4. Interestingly, as
seen in Table 4, different models using multiple
graphs achieve a significantly higher performance
than models using a single graph on sentences in
the short span category. While C+GAT+MG model
without edge features, using a single graph achieves
an F1-score of 73.09, the same model using multi-
ple sub-graphs achieves an F1-score of 80.07. Al-
though short span sentences form about 13.50% of
total sentences in the test set (Table 3), a signifi-
cant improvement in the performance of models
using multiple graphs on short spans contributes
in achieving a higher score in the overall perfor-
mance. The performance of models using multi-
ple sub-graphs is also equally higher on long span
sentences in comparison to models using a single
graph. The ability of different models using multi-
ple graphs to achieve a higher performance even in
without edge features clearly shows that using mul-
tiple graphs with graph-based models is a useful
method for relation extraction.
4.7 Influence of Graph Size
To evaluate the impact of graph size, we com-
pare the performance of C-GAT-MG-DREF model
under different graph sizes in Table 5. Therein,
Model P (%) R (%) F (%)
MODELS USING SINGLE GRAPH
SHORT SPANS
C+GAT+SG 73.07 74.85 73.09
C+GAT+SG+CTEF 75.28 76.86 75.48
C+GAT+SG+DREF 73.93 73.97 73.34
C+GAT+SG+CTEF+DREF 75.97 76.69 75.56
MEDIUM SPANS
C+GAT+SG 84.01 86.95 85.42
C+GAT+SG+CTEF 84.75 84.33 84.43
C+GAT+SG+DREF 83.50 85.14 84.24
C+GAT+SG+CTEF+DREF 84.22 84.42 84.26
LONG SPANS
C+GAT+SG 72.12 75.62 73.69
C+GAT+SG+CTEF 74.47 73.70 73.85
C+GAT+SG+DREF 76.06 78.56 76.98
C+GAT+SG+CTEF+DREF 76.91 75.43 75.80
MODELS USING MULTIPLE GRAPHS
SHORT SPANS
C+GAT+MG 83.18 78.90 80.07
C+GAT+MG+CTEF 83.15 78.32 79.92
C+GAT+MG+DREF 81.17 80.39 80.55
C+GAT+MG+CTEF+DREF 86.03 82.45 83.93
MEDIUM SPANS
C+GAT+MG 87.83 84.94 86.27
C+GAT+MG+CTEF 87.77 86.24 86.94
C+GAT+MG+DREF 87.53 88.22 87.82
C+GAT+MG+CTEF+DREF 85.65 87.22 86.36
LONG SPANS
C+GAT+MG 83.86 77.75 80.04
C+GAT+MG+CTEF 82.52 78.54 79.70
C+GAT+MG+DREF 77.37 80.25 78.43
C+GAT+MG+CTEF+DREF 77.65 77.57 77.37
Table 4: Performance of models across short, medium
and long spans in SemEval test set. P: Precision, R:
Recall, F: F1-score
C+GAT+MG+DREF indicates a graph limited to
vertices in SDP; C+GAT+MG+DREF 1 is where
first-order child vertices connected to the ver-
tices in SDP are added in the graph; and
C+GAT+MG+DREF 2 is where second and higher
order child vertices associated with the vertices
in SDP are included in the graph. As seen from
Table 5, the performance of C+GAT+MG+DREF
model decreases with the graph size, indicating
that distantly-connected vertices do not provide
information relevant to the target relation.
4.8 Comparisons against State-of-the-art
The proposed C+GAT+MG+DREF model achieves
the best F1-score of 86.3 against the SoTA graph-
based models for relation extraction as shown in Ta-
ble 6. The C+GAT+MG+DREF model scores higher
Model P R F
C+GAT+MG+DREF 86.03 86.66 86.30
C+GAT+MG+DREF 1 85.97 85.26 85.56
C+GAT+MG+DREF 2 84.81 86.04 85.36
Table 5: Performance of C+GAT+DREF+MG on differ-
ent graph sizes. P: Precision; R: Recall; F: F1-score
Model Details F1-Score
SVM (Rink and Harabagiu, 2010) 82.2
RNN (Socher et al., 2012) 77.6
MVRNN (Socher et al., 2012) 82.4
FCM (Yu et al., 2014) 83.0
CR-CNN (Santos et al., 2015) 84.1
SDP-LSTM (Xu et al., 2015) 83.7
DepNN (Liu et al., 2015) 83.6
PA-LSTM (Zhang et al., 2017) 82.7
C-GCN (Zhang et al., 2018) 84.8
SPTree (Miwa and Bansal, 2016) 85.5
C-AGGCN (Guo et al., 2019) 85.7
OUR MODELS
C-GCN-MG-DREF 85.9
C-GAT-MG-DREF 86.3
Table 6: Performance of the proposed model against
state-of-the-art graph-based models for relation extrac-
tion.
than the C-AGGCN (Guo et al., 2019) model that
selectively attends to relevant sub-structures by con-
sidering the full dependency graph. Moreover, the
GCN-based model (C-GCN-MG-DREF) using multi-
ple graphs achieves a higher F1-score of 85.9 com-
pared to the C-GCN model (Zhang et al., 2018),
which scores an F1-score of 84.8 using a pruned
dependency tree along with the GCN model.
5 Conclusion
We proposed a contextualised graph attention net-
work using edge features and operating on multi-
ple sub-graphs for relation classification. The pro-
posed sub-graph partition method learns rich ver-
tex representations for relation classification. We
proposed two sets of edge features using depen-
dency relations and connecting entity types and
showed that by combining such edge features with
GAT we establish a new state-of-the-art on the Se-
mEval relation classification benchmark dataset.
The experimental results showed that using multi-
ple sub-graphs is better than using a single graph
with graphical networks such as GCNs and GATs.
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