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a b s t r a c t
In this paper, we propose a three level compact difference scheme of O(τ 4 + h4)
for the difference solution of a two-dimensional second-order non-homogeneous linear
hyperbolic equation utt + 2αut + β2u = uxx + uyy + f (x, y, t), 0 < x, y < 1, t > 0,
where α > β ≥ 0. Stability analysis of the method has been carried out. Finally, numerical
examples are used to illustrate the efficiency of the new difference scheme.
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1. Introduction
In recent years,much attention has been given in the literature to the development, analysis, and implementation of finite
difference schemes for the numerical solution of second-order hyperbolic equations; see, for example, [1–4]. Recently in [5–
8], Mohanty has proposed some three level implicit unconditionally stable difference schemes of O(τ 2 + h2) for the one-,
two- and three-dimensional linear hyperbolic equationswith constant and variable coefficients: however, these schemes are
parameter dependent. Rashidinidia et al. [9] developed two conditionally stable three level difference schemes ofO(τ 2+h2)
and O(τ 2 + h4) based on non-polynomial cubic spline functions for the solution of a one-dimensional second-order non-
homogeneous hyperbolic equation. Meanwhile, Gao and Chi [10] developed two difference schemes of O(τ 4 + h2) and
O(τ 2 + h2) for the special one-dimensional second-order hyperbolic equation. In this paper, by using a new method, we
construct a new difference scheme of O(τ 4 + h4) to solve a two-dimensional second-order non-homogeneous hyperbolic
equation.
Consider the second-order linear hyperbolic partial differential equation in two-space dimensions
∂2u
∂t2
+ 2α ∂u
∂t
+ β2u = ∂
2u
∂x2
+ ∂
2u
∂y2
+ f (x, y, t), α > β ≥ 0, (1.1)
over a regionΩ = [0 < x < 1] × [0 < y < 1] × [t > 0], with the initial conditions
u(x, y, 0) = u0(x, y), 0 ≤ x, y ≤ 1, (1.2a)
∂u(x, y, 0)
∂t
= u1(x, y), 0 ≤ x, y ≤ 1, (1.2b)
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and boundary conditions
u(x, 0, t) = g0(x, t), u(x, 1, t) = g1(x, t), 0 ≤ x ≤ 1, t > 0, (1.2c)
u(0, y, t) = p0(y, t), u(1, y, t) = p1(y, t), 0 ≤ y ≤ 1, t > 0, (1.2d)
whereα andβ are constants. Forα > 0,β = 0, andα > β > 0, the above equation represents a dampedwave equation and
a telegraph equation, respectively, see [4]. We assume that u0(x, y), u1(x, y) and their derivatives are continuous functions
of x and y.
This paper is organized as follows. In Section 2, we propose a high accuracy difference scheme for solving Eq. (1.1). In
Section 3, we study the stability of the new difference scheme. In Section 4, some numerical examples are used to illustrate
the efficiency of the new difference scheme.
2. Proposition of the difference scheme
For a difference solution of the above initial boundary value problems, let us assume that the solution domainΩ = [0 <
x < 1] × [0 < y < 1] × [t > 0] is covered by a rectilinear grid with h > 0, τ > 0 in the space and time coordinates,
respectively, where we treat x, y as space and t as time coordinate, respectively. The grid points (xi, yj, tk) are given by
xi = ih, yj = jh(0 ≤ i, j ≤ M)withMh = 1 and tk = kτ(k = 0, 1, 2, . . .). Again let uki,j be the approximate value of u at the
grid point (xi, yj, tk).
At first, let we consider the following equation by using the ideas in [11,12]
∂2u
∂t2
+ 2α ∂u
∂t
= q, (2.1)
where α > 0 is constant and q is a function of t .
We derive two fourth-order difference formulas by Taylor series expansions as follows:
∂w
∂t
= µtδtw − τ
2
6
∂3w
∂t3
+ O(τ 4), (2.2)
∂2w
∂t2
= δ2t w −
τ 2
12
∂4w
∂t4
+ O(τ 4), (2.3)
wherew is representative of q or u.
From (2.1)–(2.3), we easily get
∂3u
∂t3
= ∂q
∂t
− 2α ∂
2u
∂t2
= µtδtq− τ
2
6
∂3q
∂t3
− 2αδ2t u+
ατ 2
6
∂4u
∂t4
+ O(τ 4), (2.4)
∂4u
∂t4
= ∂
2q
∂t2
− 2α ∂
3u
∂t3
= δ2t q− 2αµtδtq+ 4α2δ2t u−
τ 2
12
∂4q
∂t4
+ ατ
2
3
∂3q
∂t3
− α
2τ 2
3
∂4u
∂t4
+ O(τ 4). (2.5)
Substituting (2.4) and (2.5) into (2.2) and (2.3), respectively, yields
∂u
∂t
= µtδtu− τ
2
6
(µtδtq− 2αδ2t u)+ O(τ 4), (2.6)
∂2u
∂t2
= δ2t u−
τ 2
12
(δ2t q− 2αµtδtq+ 4α2δ2t u)+ O(τ 4). (2.7)
Then, we substitute (2.6) and (2.7) into (2.1) and get a three-point fourth-order compact difference scheme for solving
Eq. (2.1) at grid point (xi, yj, tk) as follows(
1+ α
2τ 2
3
)
δ2t u
k
i,j + 2αµtδtuki,j =
(
1+ τ
2
12
δ2t +
ατ 2
6
µtδt
)
qki,j + O(τ 4), (2.8)
where δ2t and µtδt are the second- and first-order center difference operators with respect to the t-direction, respectively.
For convenience, we define two finite difference operators
Lt = 1+ τ
2
12
(δ2t + 2αµtδt), At =
(
1+ α
2τ 2
3
)
δ2t + 2αµtδt .
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Eq. (2.8) can then be formulated symbolically as
L−1t Atu
k
i,j = qki,j + O(τ 4). (2.9)
So, a fourth-order semi-discrete approximation to Eq. (1.1) can be obtained by replacing qki,j with
∂2uki,j
∂x2
+ ∂
2uki,j
∂y2
− β2uki,j + f ki,j
in (2.9):
L−1t Atu
k
i,j =
∂2uki,j
∂x2
+ ∂
2uki,j
∂y2
− β2uki,j + f ki,j + O(τ 4). (2.10)
For the terms
∂2uki,j
∂x2
and
∂2uki,j
∂y2
, we use the following compact difference approximation, respectively
∂2uki,j
∂x2
= δ
2
xu
k
i,j
1+ h212δ2x
+ O(h4), ∂
2uki,j
∂y2
= δ
2
yu
k
i,j
1+ h212δ2y
+ O(h4), (2.11)
where δ2x and δ
2
y are the second-order center difference operators with respect to the x-direction and y-direction,
respectively.
Combining (2.10) and (2.11) and neglecting high-order term O(τ 4 + h4), then we can get a fourth-order compact
difference scheme for solving Eq. (1.1) as follows:(
δ2x + δ2y +
h2
6
δ2x δ
2
y
)
Ltuki,j =
(
1+ h
2
12
δ2x
)(
1+ h
2
12
δ2y
)
(Atuki,j + β2Ltuki,j − Lt f ki,j). (2.12)
3. Stability analysis
In this section, we study the stability of the difference scheme (2.12) by using the method in [9]. At first, we write (2.12)
in component form as follows:
A1uk+1i−1,j−1 + B1uk+1i,j−1 + A1uk+1i+1,j−1 + B1uk+1i−1,j + C1uk+1i,j + B1uk+1i+1,j+
A1uk+1i−1,j+1 + B1uk+1i,j+1 + A1uk+1i+1,j+1 + A2uki−1,j−1 + B2uki,j−1 + A2uki+1,j−1+
B2uki−1,j + C2uki,j + B2uki+1,j + A2uki−1,j+1 + B2uki,j+1 + A2uki+1,j+1+
A3uk−1i−1,j−1 + B3uk−1i,j−1 + A3uk−1i+1,j−1 + B3uk−1i−1,j + C3uk−1i,j + B3uk−1i+1,j+
A3uk−1i−1,j+1 + B3uk−1i,j+1 + A3uk−1i+1,j+1 = A4f k+1i−1,j−1 + B4f k+1i,j−1 + A4f k+1i+1,j−1+
B4f k+1i−1,j + C4f k+1i,j + B4f k+1i+1,j + A4f k+1i−1,j+1 + B4f k+1i,j+1 + A4f k+1i+1,j+1+
A5f ki−1,j−1 + B5f ki,j−1 + A5f ki+1,j−1 + B5f ki−1,j + C5f ki,j + B5f ki+1,j+
A5f ki−1,j+1 + B5f ki,j+1 + A5f ki+1,j+1 + A6f k−1i−1,j−1 + B6f k−1i,j−1 + A6f k−1i+1,j−1+
B6f k−1i−1,j + C6f k−1i,j + B6f k−1i+1,j + A6f k−1i−1,j+1 + B6f k−1i,j+1 + A6f k−1i+1,j+1
(3.1)
The coefficients of the above formula are given by
A1 = 1144
[
1
τ 2
+ α
2
3
+ α
τ
− 2(ατ + 1)
h2
+ β
2(ατ + 1)
12
]
,
B1 = 172
[
5
(
1
τ 2
+ α
2
3
+ α
τ
)
− 4(ατ + 1)
h2
+ 5β
2(ατ + 1)
12
]
,
C1 = 136
[
25
(
1
τ 2
+ α
2
3
+ α
τ
)
− 10(ατ + 1)
h2
+ 25β
2(ατ + 1)
12
]
,
A2 = 172
[
−
(
1
τ 2
+ α
2
3
)
− 10
h2
+ 5β
2
12
]
,
B2 = 136
[
−5
(
1
τ 2
+ α
2
3
)
− 20
h2
+ 25β
2
12
]
,
C2 = 118
[
−25
(
1
τ 2
+ α
2
3
)
− 50
h2
+ 125β
2
12
]
,
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A3 = 1144
[
1
τ 2
+ α
2
3
− α
τ
− 2(1− ατ)
h2
+ β
2(1− ατ)
12
]
,
B3 = 172
[
5
(
1
τ 2
+ α
2
3
− α
τ
)
− 4(1− ατ)
h2
+ 5β
2(1− ατ)
12
]
,
C3 = 136
[
25
(
1
τ 2
+ α
2
3
− α
τ
)
+ 10(1− ατ)
h2
+ 25β
2(1− ατ)
12
]
,
A4 = β
2(ατ + 1)
1728
, B4 = 5β
2(ατ + 1)
864
, C4 = 25β
2(ατ + 1)
432
,
A5 = 5β
2
864
, B5 = 25β
2
432
, C5 = 25β
2
216
,
A6 = β
2(1− ατ)
1728
, B6 = 5β
2(1− ατ)
864
, C6 = 25β
2(1− ατ)
432
.
For analysis of stability of the difference scheme (3.1), we assume that the solution of (3.1) at the grid point (xi, yj, tk) is
of the form
uki,j = ξ keIiφeIjψ , (3.2)
where I = √−1, φ and ψ are reals, and ξ is in general, complex. Substituting (3.2) into the homogeneous part of (3.1), we
obtain a characteristic equation
Q ξ 2 +Mξ + N = 0, (3.3)
where
Q = 4A1 cos(iφ) cos(jψ)+ 2B1 cos(iφ)+ 2B1 cos(jψ)+ C1,
M = 4A2 cos(iφ) cos(jψ)+ 2B2 cos(iφ)+ 2B2 cos(jψ)+ C2,
N = 4A3 cos(iφ) cos(jψ)+ 2B3 cos(iφ)+ 2B3 cos(jψ)+ C3.
Under the transformation ξ = 1+z1−z , we can rewrite (3.3) as
(Q −M + N)z2 + 2(Q − N)z + (Q +M + N) = 0. (3.4)
The necessary and sufficient condition for |ξ | < 1, is that Q −M + N > 0, Q − N > 0 and Q +M + N > 0.
From the coefficients of the characteristic Eq. (3.3), we easily get
Q − N = 1
36
[
2α
τ
− 4ατ
h2
+ β
2ατ
6
]
cos(iφ) cos(jψ)+ 1
18
[
5α
τ
− 4ατ
h2
+ 5β
2ατ
12
]
cos(iφ)
+ 1
18
[
5α
τ
− 4ατ
h2
+ 5β
2ατ
12
]
cos(jψ)+ 1
18
[
25α
τ
+ 10ατ
h2
+ 25β
2ατ
12
]
= 1
9
(
2α
τ
+ β
2ατ
6
)(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
− 2ατ
9h2
(
2 cos2
iφ
2
cos2
jψ
2
+ cos2 iφ
2
+ cos2 jψ
2
− 4
)
= 1
9
(
2α
τ
+ β
2ατ
6
)(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
+ 2ατ
9h2
(
−2 sin2 iφ
2
sin2
jψ
2
+ 3 sin2 iφ
2
+ 3 sin2 jψ
2
)
≥ 1
9
(
2α
τ
+ β
2ατ
6
)(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
+ 2ατ
9h2
(
−2 sin2 iφ
2
sin2
jψ
2
+ 3 sin4 iφ
2
+ 3 sin4 jψ
2
)
= 1
9
(
2α
τ
+ β
2ατ
6
)(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
+ 2ατ
h2
(
sin2
iφ
2
− sin2 jψ
2
)2
+ 8ατ
9h2
sin2
iφ
2
sin2
jψ
2
> 0,
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Q +M + N = 1
18
(
−12
h2
+ β
2
2
)
cos(iφ) cos(jψ)+ 1
18
(
−24
h2
+ 5β
2
2
)
cos(iφ)
+ 1
18
(
−24
h2
+ 5β
2
2
)
cos(jψ)+ 1
18
(
60
h2
+ 25β
2
2
)
= − 4
3h2
(
2 cos2
iφ
2
cos2
jψ
2
+ cos2 iφ
2
+ cos2 jψ
2
)
+ 16
3h2
+ β
2
9
(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
= 4
h2
sin2
iφ
2
+ 4
h2
sin2
jψ
2
− 8
3h2
sin2
iφ
2
sin2
jψ
2
+ β
2
9
(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
≥ 4
h2
sin4
iφ
2
+ 4
h2
sin4
jψ
2
− 8
3h2
sin2
iφ
2
sin2
jψ
2
+ β
2
9
(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
= 4
h2
(
sin2
iφ
2
− sin2 jψ
2
)2
+ 16
3h2
sin2
iφ
2
sin2
jψ
2
+ β
2
9
(
cos2
iφ
2
cos2
jψ
2
+ 2 cos2 iφ
2
+ 2 cos2 jψ
2
+ 4
)
> 0,
Q −M + N = 1
18
[
2
(
1
τ 2
+ α
2
3
)
+ 8
h2
− β
2
3
]
cos(iφ) cos(jψ)+ 1
9
[
5
(
1
τ 2
+ α
2
3
)
+ 8
h2
− 5β
2
6
]
cos(iφ)
+ 1
9
[
5
(
1
τ 2
+ α
2
3
)
+ 8
h2
− 5β
2
6
]
cos(jψ)+ 1
9
[
25
(
1
τ 2
+ α
2
3
)
− 20
h2
− 25β
2
6
]
= 2
9
[
2
(
1
τ 2
+ α
2
3
)
+ 8
h2
− β
2
3
]
cos2
iφ
2
cos2
jψ
2
+ 4
9
[
2
(
1
τ 2
+ α
2
3
)
+ 2
h2
− β
2
3
]
cos2
iφ
2
+ 4
9
[
2
(
1
τ 2
+ α
2
3
)
+ 2
h2
− β
2
3
]
cos2
jψ
2
+ 16
9
[(
1
τ 2
+ α
2
3
)
− 2
h2
− β
2
6
]
≥ −1
9
[
2
(
1
τ 2
+ α
2
3
)
+ 8
h2
− β
2
3
](
cos4
iφ
2
+ cos4 jψ
2
)
+ 4
9
[
2
(
1
τ 2
+ α
2
3
)
+ 2
h2
− β
2
3
]
cos2
iφ
2
+ 4
9
[
2
(
1
τ 2
+ α
2
3
)
+ 2
h2
− β
2
3
]
cos2
jψ
2
+ 16
9
[(
1
τ 2
+ α
2
3
)
− 2
h2
− β
2
6
]
≥ −1
9
[
2
(
1
τ 2
+ α
2
3
)
+ 8
h2
− β
2
3
](
cos4
iφ
2
+ cos4 jψ
2
)
+ 4
9
[
2
(
1
τ 2
+ α
2
3
)
+ 2
h2
− β
2
3
](
cos4
iφ
2
+ cos4 jψ
2
)
+ 16
9
[(
1
τ 2
+ α
2
3
)
− 2
h2
− β
2
6
]
=
[
2
3
(
1
τ 2
+ α
2
3
)
− β
2
9
](
cos4
iφ
2
+ cos4 jψ
2
)
+ 16
9
[(
1
τ 2
+ α
2
3
)
− 2
h2
− β
2
6
]
≥ 2
[
2
3
(
1
τ 2
+ α
2
3
)
− β
2
9
]
cos2
iφ
2
cos2
jψ
2
+ 16
9
[(
1
τ 2
+ α
2
3
)
− 2
h2
− β
2
6
]
.
Obviously, the conditions Q − N > 0 and Q +M + N > 0 are satisfied for all α > β ≥ 0 and all φ, ψ .
The condition Q −M + N > 0 is satisfied if
τ 2
h2[6+ τ 2(2α2 − β2)] <
1
12
. (3.5)
From the above analysis, it can be seen that if (3.5) is satisfied, then the difference scheme (2.12) is stable.
4. Numerical examples
In order to test the efficiency and viability of the new difference scheme (2.12), we have solved the proposed differential
Eq. (1.1) for different values of α > 0 and β > 0. The exact solution values for all cases are given. The initial and boundary
conditions and right hand side function f (x, y, t) can be obtained using the exact solution. The proposed scheme (2.12) is
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Table 1
Maximum absolute errors for Example 4.1.
h Difference scheme in [2] Difference scheme in [7] Our difference scheme
(2.12)
1
16 1.821144922891842e−004 8.624305412021019e−003 7.761669811885628e−006
1
32 2.572304267706790e−005 2.155513791738641e−003 4.600757593674048e−007
1
64 3.386181962885079e−006 5.334880910911033e−004 2.886181962885079e−008
1
128 4.600757593674047e−007 1.155513791738641e−005 1.872304267706795e−009
1
256 5.861669811885628e−008 2.924305412021018e−006 1.121144922891845e−010
an implicit three level scheme. To start any computation, it is necessary to know the second-order difference solution of u
at first time level, that is, at t = τ . The solution at t = τ may be obtained using Taylor series expansion of u1i,j and u0i,j and
using the differential equation (1.1).
Since the initial values of u and ut are known explicitly at t = 0 this implies all their successive tangential derivatives
are known at t = 0, that is, the values of u, ux, uxx, . . . , ut , utx, . . ., are known at t = 0.
By the help of Taylor expansion, a fourth-order approximation to u at t = τ may be written as
u1i,j = u0i,j + τ(ut)0i,j +
τ 2
2
(utt)0i,j +
τ 3
6
(uttt)0i,j + O(τ 4). (4.1)
Using the initial values, from (1.1), we can calculate
(utt)0i,j = [uxx + uyy + f − 2αut − β2u]0i,j, (4.2)
and
(uttt)0i,j = −2α(utt)0i,j + [u1xx + u1yy + ft − 2αut − β2ut ]0i,j. (4.3)
Thus using initial values, (4.2) and (4.3), from (4.1), we may obtain the numerical solution of u at t = τ .
Example 4.1. Consider the following hyperbolic equation
∂2u
∂t2
+ 2(1+ pi2) ∂u
∂t
+ u = ∂
2u
∂x2
+ ∂
2u
∂y2
, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, t ≥ 0,
where the exact solution is given by
u(x, y, t) = e−t sin(pix) sin(piy).
The initial and boundary conditions are defined so as to agree with the exact solution. We chose time step τ = 0.001 and
space steps h = 1/16, 1/32, 1/64, 1/128, 1/256 for the entire simulation process. The data in Table 1 shows themaximum
absolute error between the exact solution and the numerical solution at t = 1 using the difference schemes in [2,7] and in
this article. It is confirmed from Table 1 that if h is reduced by a factor 1/2, then the maximum absolute error indicates that
the present method gives fourth-order results.
Example 4.2. Consider the following hyperbolic equation
∂2u
∂t2
+ 4pi ∂u
∂t
+ 2pi2u = ∂
2u
∂x2
+ ∂
2u
∂y2
+ 2pi t sinpi(x+ y)e−(x+y)t
+ [(x+ y− 2pi)2 − 2t2] sin(pix) sin(piy)e−(x+y)t , 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, t ≥ 0,
where the exact solution is given by
u(x, y, t) = e−(x+y)t sin(pix) sin(piy).
The initial and boundary conditions are defined so as to agree with the exact solution. We chose time step τ = 0.003 and
space steps h = 1/12, 1/24, 1/48, 1/96, 1/192 for the entire simulation process. The data in Table 2 shows the maximum
absolute error between the exact solution and the numerical solution at t = 1 using the difference schemes in [2,7] and in
this article. It is confirmed from Table 2 that if h is reduced by a factor 1/2, then the maximum absolute error shows that
the present method is of fourth order.
Example 4.3. Consider the following hyperbolic equation
∂2u
∂t2
+ 5pi2 ∂u
∂t
+ 4pi4u = ∂
2u
∂x2
+ ∂
2u
∂y2
+ [6x3y(y− 1)2(x− 1)4(7y2 − 6y+ 1)
+ 6xy3(x− 1)2(y− 1)4(7x2 − 6x+ 1)]e−pi2t , 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, t ≥ 0,
632 H. Ding, Y. Zhang / Journal of Computational and Applied Mathematics 230 (2009) 626–632
Table 2
Maximum absolute errors for Example 4.2.
h Difference scheme in [2] Difference scheme in [7] Our difference scheme
(2.12)
1
12 9.115968250711918e−005 6.063769075088847e−004 2.637300819213358e−007
1
24 1.150621028197644e−005 1.618198764972492e−004 1.673251646959686e−008
1
48 1.425767767264821e−006 4.069347630325510e−005 1.210397315106299e−009
1
96 1.818198764972490e−007 1.025767767264821e−006 7.558922626312716e−011
1
192 1.202048557854578e−008 2.550621028197645e−007 4.824010390169550e−012
Table 3
Maximum absolute errors for Example 4.3.
h Difference scheme in [2] Difference scheme in [7] Our difference scheme
(2.12)
1
10 6.248933428765902e−004 1.397702573581139e−003 3.986112612619145e−006
1
20 7.879473370140394e−005 3.553043888993142e−004 2.519041152973044e−007
1
40 9.732918417816149e−006 8.648702598708186e−005 1.565148832678699e−008
1
80 1.239150018317438e−006 2.181002592157943e−006 9.887683519626088e−010
1
160 1.588648332107046e−007 5.648702598708186e−007 6.298870284469943e−011
where the exact solution is given by
u(x, y, t) = x3y3(x− 1)4(y− 1)4e−pi2t .
The initial and boundary conditions are defined so as to agree with the exact solution. We chose time step τ = 0.004 and
space steps h = 1/10, 1/20, 1/40, 1/80, 1/160 for the entire simulation process. The data in Table 3 shows the maximum
absolute error between the exact solution and the numerical solution at t = 1 using the difference schemes in [2,7] and in
this article. It is confirmed from Table 3 that if h is reduced by a factor 1/2, then the maximum absolute error indicates that
the present method gives fourth-order results.
The computational results presented in Tables 1–3 show that the new difference scheme (2.12) is more accurate than the
difference schemes in [2,7].
5. Concluding remarks
In this work, we get a finite difference scheme for solving two-dimensional second-order non-homogeneous linear
hyperbolic equations. The accuracy of the difference scheme reaches to O(τ 4 + h4). Some numerical examples and results
are presented to illustrate the efficiency of our proposed difference scheme.
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