Abstract-Disambiguating tag senses can benefit many applications leveraging folksonomies as knowledge sources. In this paper, we propose an unsupervised tag sense disambiguation approach. For a target tag, we model all the annotations involving it with a 3-order tensor to fully explore the multi-type interrelated data. We perform spectral clustering over the hypergraph induced from the 3-order tensor to discover the clusters representing the senses of the target tag. We conduct experiments on a dataset collected from a real-world system. Both the supervised and unsupervised evaluation results demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
The emergence of social tagging systems, which allow collaborative users to submit shared resources and to annotate them with descriptive tags, forming the so-called folksonomies. As shown in Fig. 1 , a folksonomy can be seen as a structure F := (U, R, T, Y ) consisting of i) a set U of users, ii) a set R of resources, iii) a set T of tags, and iv) the ternary relation between them, i.e. Y ⊆ U ×R×T , called annotations.
The success of tagging mainly relies on the easy-to-use user interface that allows users to annotate the resources with free-chosen keywords, which does not require the users to be familiar with a predefined vocabulary. Though such a user interface allows the users to achieve immediate benefits from the system without too much overhead, it brings the problem of being lack of semantics in folksonomies. For example, the ambiguous usage of tags may have a great impact on the performance of tag-based information retrieval. To overcome this problem, in this paper, we study the problem of tag sense disambiguation in folksonomies. This study can benefit many applications that leverages folksonomies as data and knowledge sources, such as Navigation interfaces The navigation interfaces of social tagging systems, such as tag clouds and most popular tag lists, usually leverages the tags for quick accessing to a specific category of resources. However, the different senses of tags are not considered in these interfaces, which leads to an unsatisfied user experience. Disambiguating tag senses can bring significant improvement for these navigation interfaces. Information retrieval Retrieving resources based on social annotations [1] - [3] heavily relies on the ability of distinguishing different senses of tags. For instance, if we can index the different senses of tags, then queries having an explicit sense intent can be better served. Ontology learning Learning ontologies from folksonomies becomes an active research topic in recent years [4] - [6] . One of the most import issue in ontology learning is that, the different senses of tags should be disambiguated to better distinguish the different concepts representing by the same tag. The problem of tag sense disambiguation (TSD) is somewhat analogous to the well-known problem of word sense disambiguation (WSD). WSD has been considered as an AI-complete problem [7] , which means that the difficulty of WSD is equivalent to solving central problems of artificial intelligence (AI), e.g. the Turing Test [8] . The acknowledged difficulty of WSD does not arise from a single cause, but rather from a variety of factors, such as the difficulty of choosing the representation of a word sense (ranging from the enumeration of a finite set of senses to rule-based generation of new senses) and the granularity of sense inventories (from subtle distinctions to homonyms). Moreover, WSD heavily relies on external knowledge. In fact, the skeletal procedure of any WSD algorithm can be summarized as: given a set of words, a technique, which leverages one or more knowledge sources, is employed to assign the most appropriate senses to words in context. Knowledge sources can vary considerably from corpora of texts to more structured resources, such as machine-readable dictionaries. Without knowledge, it would be impossible for both humans and machines to accomplish the task of WSD. TSD share the same characteristics described above with WSD, except for the differences stated below: Selection of Senses Unlike WSD, the targets of TSD is free form tags, which may not be included in a lexicon. Thus, the selection of senses cannot directly rely on such external knowledge. Representation of context The context in WSD is often constructed with word around the target word in the text, usually in a context window or in the same paragraph. In TSD, there is no such context. Thus we have to develop new methods to model the context of the target tag. Knowledge sources There are no public available knowledge sources focusing on the vocabulary of tags. Thus, training and evaluating TSD algorithms are hard to perform. Due to i) the applications mentioned above usually do not require us to map the induced senses of the target tag to a predefined set of senses and ii) the problem of lack of knowledge source mentioned above, we adopt an unsupervised method to discriminate tag senses in this study. Specifically, we make the following contributions in this paper,
• We model the contexts of a target tag with a 3-order tensor to to fully explore the multi-type interrelated data associated with the target tag.
• We perform spectral clustering over the tripartite hypergraph induced from the 3-order tensor to discover the clusters representing the senses of the target tag.
• We conduct experiment on a dataset collected from a real-world social tagging system and the experimental result demonstrate the effectiveness of the proposed method. The remainder of this paper is organized as follows: Section II reviews the related work; Section III introduces our algorithm for tag sense disambiguation; Section IV presents the experimental results; Section V concludes our work.
II. RELATED WORK
In this section, we review some research efforts closely related to our study, including unsupervised WSD, TSD in folksonomies and the spectral clustering technique.
A. Unsupervised WSD Unlike supervised WSD, in which senses for a target word are selected from a closed list based on a dictionary or lexicon, unsupervised WSD tries to induce word senses directly from the training corpus. The main approaches for unsupervised WSD includes methods based on context clustering, word clustering and cooccurrence graphs. The methods based on context clustering employ the vector space model of a target word. The vectors representing the occurrences of a target word are clustered into groups, each identifying a sense of the target word. Schütze [9] proposed an context-group discrimination algorithm, which grouped the occurrences of an ambiguous word into clusters of senses based on the contextual similarity between word occurrences. For their algorithm, the contextual similarity was calculated with the cosine between the corresponding vectors; the clustering was performed with the Expectation Maximization algorithm, which was an iterative maximum likelihood estimation procedure of a probabilistic model [10] . Pedersen and Bruce [11] proposed a different clustering approach employing the agglomerative clustering technique. Initially, each word occurrence formed a singleton cluster. Then, the agglomerative clustering method merged the most similar pair of clusters. The procedure continued with successively less similar pairs until a stopping threshold was reached.
On the other hand, the methods based on word clustering identifying words that are similar to the target word and use the clusters of words to convey a specific sense. Lin [12] proposed a word clustering approach to identify the words w = (w1, . . . , wk) similar to a target word w 0 . The similarity between w 0 and w i was determined based on the information content of their single features, which were given by the syntactic dependencies, such as subject-verb, verb-object, adjective-noun, etc., that occurred in a given corpus. The more dependencies the two words shared, the higher the information content. As for context vectors, however, the words in w would cover all the senses of w 0 . Thus, they applied a word clustering algorithm to discriminate between the senses. Let w be the list of similar words ordered by similarity to w 0 . They first created a similarity tree T which contains a single node w 0 . Then, for each i ∈ {1, . . . , k}, they added w i ∈ w as a child of w j in the tree T such that w j was the most similar word to w i in {w 0 , . . . , w i1 . After a pruning step, each subtree rooted at w 0 was considered as a distinct sense of w 0 . Lin and Pantel also proposed in [13] a subsequent approach, called the clustering by committee (CBC) algorithm, which employed a different word clustering method.
The methods based on cooccurrence graphs provide a different view of WSD. These approaches are based on the notion of a cooccurrence graph G = (V, E) whose vertices V correspond to words and edges E connect the words having certain syntactic relations such as in the same paragraph or in a larger context. Véronis proposed an approach called HyperLex [14] . First, a cooccurrence graph was built such that nodes were words occurring in the paragraphs of a text corpus in which a target word occurred, and an edge between a pair of words was added to the graph if they co-occur in the same paragraph. Each edge was assigned a weight according to the relative cooccurrence frequency of the two words connected by the edge, by which words with high frequency of cooccurrence were assigned a weight close to zero, whereas words which rarely occurred together received weights close to 1. Edges with a weight above a certain threshold were discarded. In the second step, an iterative algorithm was applied to the cooccurrence graph. At each iteration, the node with the highest relative degree in the graph was selected as a hub. All its neighbors were no longer considered as hub candidates. The algorithm stopped when the relative frequency of the word corresponding to the selected hub was below a fixed threshold. The entire set of hubs selected in the above procedure was said to represent the senses of the target word. A similar approach based on PageRank was proposed by Agirre et al in [15] .
B. TSD in Folksonomies
The problem of TSD have been studied by many researchers in recent years. Yeung et al. proposed an unsupervised method for tag sense disambiguation through the analysis of the tripartite structure of folksonomies [16] . Based on the GN algorithm [17] , which was proposed for discovering community structures with networks, they divided the graph consisting of resources associated with the target tag into clusters, each represented one sense of the target tag. First, the tagging data that associated the target tag t was collected and a one-mode graph of resources was constructed with the tagging data. Then, the edge with the highest betweenness value within this graph was removed, which was followed by an update of the best division of the graph based on the calculation of the modularity of the current division. This procedure was repeated until no more edges left in the graph. Finally, the division with the highest value of modularity was obtained. The clusters identified by this division were selected as the senses of the target tag. The most frequently used tags in each cluster were chosen as the signature of the corresponding tag sense.
Knowledge-based approaches [18] , [19] were also proposed for TSD. In [18] , Lee et al. used Wikipedia as a reference to the tag vocabulary. They developed a method to map each occurrence of a target tag to a topic in Wikipedia. First, the local neighbor tags and global neighbor tags of the target tag were identified with the co-occurrence relations. These tags were used as the context of the occurrence of the target tag. Then, the topic relevance values between this context and all the Wikipedia topics were calculated to find the best mapping from the occurrence to the Wikipedia topic. Analogously, in [19] , Garcia-Silva et al. used DBpedia, which was a compiled version of Wikipedia, to label tag senses. They used the similarities between the context of a tag occurrence and a tag sense represented by the bag-ofwords model of a topic entry in DBpedia to select the best mapping from tag occurrences to tag senses.
C. Spectral Clustering
Spectral clustering has many fundamental advantages compared to the "traditional algorithms" such as k-means and single-linkage clustering and hence has attracted many research efforts. The most relevant works to our study are those focusing on multi-type relational data [20] and k-partite graphs [21] , [22] . Long et al. proposed in [20] a method to cluster multi-type interrelated objects simultaneously. They proposed a general model, called the collective factorization on related matrices, for multi-type relational data clustering, which was applicable to relational data with various structures. Under this model, they developed the spectral relational clustering algorithm to cluster multi-type interrelated data objects simultaneously. The algorithm iteratively embedded each type of data objects into low dimensional spaces and benefited from the interactions among the hidden structures of different types of data objects. Zhou et al. applied spectral clustering to hypergraph for unsupervised learning [21] , in which relationships among data objects were used to improve the cluster quality of interrelated data objects through an iterative reinforcement clustering process. The link structure derived from relationships of the interrelated data objects was used to differentiate the importance of objects and the learned importance was also used in the clustering process to further improve the clustering results. Chen and Saad developed a co-clustering algorithm for high order relational data using spectral hypergraph partitioning [22] . They generalized the methodology of spectral clustering which originally operated on undirected graphs to hypergraphs, and further developed algorithms for hypergraph embedding and transductive classification on the basis of the spectral hypergraph clustering approach. Refer to [23] for a comprehensive survey of spectral clustering methods.
III. TAG SENSE DISAMBIGUATION
In this section, we develop a TSD algorithm based on the basic idea that although tags may be used for different meanings, one can still figure out what the particular sense is used for each occurrence based on its context. We first discuss the modeling of contexts in the following subsection, and then describe how to leverage the contexts to perform TSD in the next subsection.
A. Modeling Contexts
As mentioned in Section I, unlike WSD, modeling context for a target tag in TSD is not straight-forward. In WSD, words in the same paragraph or in a larger context window are usually considered in the same context. In TSD, however, there is no such syntactic relation. However, we can resort to leverage the multi-type interrelated data model inherent in folksonomies. In this study, we simultaneously model all the contexts of the target tag as a 3-order tensor (see Fig. 2) .
A tensor is a multidimensional array of data whose elements are referred by using multiple indices, each of which represents a mode of the tensor. The number of indices required is called the order of the tensor. For a target tag t 0 , all the annotations involving t 0 is |U |×|R|×|T | is constructed based on the corpus. The element in A is defined as a u,r,t = 1 if and only if (u, r, t) ∈ Y . The 3-order tensor can be modeled as a hypergraph G = (V, E, w) where V = U ∪ R ∪ T , E ⊆ U × R × T , and each hyperedge e contains exactly 3 vertices and is assigned with a weight of 1, i.e. w(e) = w(u, r, t) = 1. This hypergraph model of the data tensor shares similarities with the tripartite graph model [24] , which also uses V as the vertex set, with U , R, and T as a partite set. However, the hypergraph contains hyperedges connecting exactly one vertex from each partite set, with each hyperedge having a single weight, while the tripartite graph contains edges connecting vertices from only two partite sets. In other words, the hypergraph models interrelationships among all the partite sets, while the tripartite graph models only pairwise relationships between the partite sets. Thus, one can view hypergraphs as natural and convenient models for data tensors. For the TSD setting, modeling the contexts as a 3-order tensor and inducing it to a hypergraph can provide us the ability to fully explore the multi-type interrelated data associated with the target tag.
B. Sense Discrimination via Spectral Clustering
Now we can completely represent the complex relationships among multi-type objects in folksonomies by using a tensor model, which can be induced to a hypergraph. However, a new problem arises. How to partition this hypergraph to discover the senses of the target tag? By extending the idea of co-clustering the rows and columns of a data matrix which is modeled as a bipartite graph [25] , [26] , we can simultaneously cluster all the modes of the 3-order tensor which is modeled as a hypergraph to discriminate the senses of a target tag. One of the best choices for this task is spectral clustering. Spectral clustering is a powerful technique for discovering cluster structures in multi-type interrelated data. In this study, we use spectral clustering to discover the clusters in the hypergraph modeling the contexts of the target tag.
Spectral clustering methods roots in the theory of spectral graph. The basic idea of spectral clustering is to construct a weighted graph with the application-specific data set, in which each node corresponds to an object and each weighted edge models the interrelation between two objects. In this framework, the clustering problem can be seen as a graph partitioning problem, which can be tackled with the aid of spectral graph theory. The core of spectral graph theory is the eigenvalue decomposition on the Laplacian matrix of the graph constructed from the relational data. In fact, a close relationship between the second smallest eigenvalue of the Laplacian and the graph cut can be identified [27] , [28] .
To perform spectral clustering, the Laplacian of the hypergraph G = (V, E, w) induced from the 3-order tensor, which is used to model all the contexts involving a target tag, is defined as
where D is a |V |×|V | diagonal matrix and Φ is a |V |×|V | matrix. Due to the special structure of the hypergraph which is induced from a 3-order tensor, its Laplacian is also structured. By splitting D and Ψ into blocks with respect to the vertex subsets U , R and T , the Laplacian reads 
Given the definition of the Laplacian of the hypergraph, the TSD algorithm based on spectral clustering is shown in Algorithm 1. This algorithm use spectral clustering to discover the clusters of users, resources and tags simultaneously. Each cluster identified by the clustering algorithm corresponds to a particular induced sense for the target tag.
For a new occurrence of the target tag t 0 , i.e. a user u post a resource r with tags t 0 , t 1 , . . . , t n , a score vector s is used to assign an induced sense to it. The element s i in s corresponds to the induced sense S i . Each object x in c = {u, r, t 1 , . . . , t n } contributes 1 to the score of the cluster that contains it, i.e. s i = |{x ∈ S i |x ∈ c}|. The induced sense with the largest score is chosen.
IV. EXPERIMENTS
In this section, we conduct experiments on a dataset collected from a real-world social tagging system and report the experimental results. We first introduce the dataset used in the experiments and then perform both the qualitative and quantitative evaluation.
A. Dataset
We conduct experiments on a dataset collected from a real-world system, namely Delicious (http://delicious.com/), for online sharing bookmarks. The dataset is a partial dump of Delicious representing annotating activities during a certain period of time. Starting at Dec 2007, we crawled thousands of web pages from Delicious and extracted post information such as user, resource, post date and corresponding tags. To reduce the impact of idiosyncratic tags, we preprocess the dataset by computing the p-core [30] , [31] at level 10 of the tripartite hypergraph representation of the dataset. The p-core at level t has the property that each user, resource and tag has/occurs in at least t annotations. The algorithm for p-core computation can be found in [30] . There were 282,016 users, 90,790 resources, 32,615 tags and 30,902,845 annotations in the preprocessed dataset. We manually selected five tags for performance evaluation. For each tag, we use its word senses in WordNet 3.0 [32] as the real senses, except for the tag "apple", for which a sense of "things related to Apple Inc." is added. For each tag, we randomly selected 200 posts associated it and labeled each occurrence of the tag with the appropriate sense, forming the labeled set D L . All the other annotations forms the unlabeled set D U . We use the unlabeled set to discover the senses for the target tag. The statistics of the dataset are shown in Table I .
B. Qualitative Insights
To obtain qualitative insights into the TSD method, we present some clustering results in this subsection. Table II list the 5 most frequently used tags within each cluster discovered by the proposed algorithm for the 5 tags. From these tables, we can see that different clusters corresponding to different senses of the target tags are discovered. For the tag "apple", two clusters are found. The first cluster contains tags such as "mac" and "osx" identifying the sense of "things related to Apple Inc.". The second one contains tags such as "recipe" and "dessert identifying the sense of "fruit". For the tag "bank", three clusters are found. The first cluster contains tags such as "finance" and "money" identifying the sense of "depository financial institution". The second one contains tags such as "stock" and "government", identifying the sense of "a supply or stock held in reserve for future use". The third one contains tags such as "photo" and "green", identifying the sense of "sloping land". For the tag "bass", two clusters are found. The first cluster contains tags such as "music" and "guitar" identifying the sense of "the member with the lowest range of a family of musical instruments". The second one contains tags such as "fishing" and "lake", identifying the sense of "any of various North American freshwater fish with lean flesh". For the tag "cambridge", three clusters are found. The first cluster contains tags such as "english" and "dictionary". This cluster seems to corresponds to the sense of "english dictionary published by cambridge", which is not in WordNet. The second one contains tags such as "research" and "education" identifying the sense of "a university in England". The third one contains tags such as "boston" and "mit" identifying the sense of "a city in Massachusetts just to the north of Boston". For the tag "opera", two clusters are found. The first cluster contains tags such as "browser" and "software" identifying the sense of "a commercial browser". The second one contains tags such as "music" and "classical" identifying the sense of "a drama set to music". These observations indicate that the proposed algorithm has the ability to discover useful clusters representing different senses of the target tag.
C. Quantitative Evaluation
Unlike the supervised alternative, evaluating unsupervised sense disambiguation algorithm is not straightforward. There are some alternatives to evaluate an unsupervised sense disambiguation algorithm. One is to manually examine the correctness of the sense assigned to each occurrence of the target tag. This approach has the drawbacks such as expensive to perform and subjective bias. Another alternative is to evaluate the algorithm according to certain performance metrics within an realworld application, such as an information retrieval system. The drawbacks of this method are that i) it is time consuming to build such an evaluation application and ii) it is difficult to separate the reasons for a good or bad performance. Suppose there are k induced senses and n real senses for the target tag, we adopt the following two alternatives for evaluation, Supervised evaluation We adopt the evaluation method proposed in [14] . Besides the unlabeled set, the labeled set D L is divided into two portions, namely the mapping set D M , which contains 80% of the instances of D L , and the test set D T , which contains 20% of the instances of D L . We use the mapping set to compute a m × n matrix M that maps the induced senses to the real senses. Each element m i,j in M is the probability of a tag having real sense j given that it has been assigned to the induced sense i. For each occurrence in the test set, the real sense corresponding to the largest element in s is chosen, where s is the score vector mentioned in Section III-B. The performance metric used here is accuracy Accuracy = #correct answer provided |D T | . For the labeled set D L , let Ω 1 , . . . , Ω k be the clusters generated by the TSD algorithm while C 1 , . . . , C n be the classes for the labeled senses. The performance metrics used here are entropy
Unsupervised evaluation
where
and purity
We use the first sense method as the baseline. This method select the first sense within a ranking of all the senses of the target tag based as the result sense, independent of its context. In this study, we rank the senses of a target tag based on the frequency of occurrence of each sense in the labeled dataset. In Table I , the senses are listed according this ranking. We also compare the proposed method with the method proposed in by Yeung et al. in [16] , which is also an unsupervised TSD method.
The only parameter to the proposed TSD algorithm is the number of clusters k. There are many studies focusing on the automatic selection of k [33] , [34] . In our study, we employ an empirical approach by systematically varying the value of k ∈ {2, . . . , 2n} to select the value yielding the best performance of purity.
The evaluation results are reported in Table III by each algorithm. Only one sense is identified by the baseline algorithm since the it assigns the first sense to each tag occurrence. Generally, Yeung's algorithm discovers more clusters than the proposed algorithm.
It is interesting to notice that all the performance metrics in this table are significantly higher than the typical values for the task of WSD. This is because that, for TSD, the context information in a relational form is much more informative for sense disambiguation than that of WSD, for which the context information is semirelational given that it is collected from natural language snippets.
Comparing the algorithms, we can find that both the Yeung's and the proposed algorithm outperform the baseline for all the performance metrics in both supervised and unsupervised evaluation. This indicates that the task of TSD is nontrivial, hence it is necessary to apply TSD algorithms to the social annotation data to clarify the vocabulary of folksonomies.
In supervised evaluation, the proposed method outperforms Yeung's algorithm for all the target tags and achieves a 7.6 point improvement of accuracy in average. Yeung's method folds the tripartite hypergraph structure into a matrix encoding only the connections between resources. Relatedness data such as the userresource, user-tag and resource-tag relations is lost in the folding process. Thus, the performance of Yeung's method is clearly affected by this loss of information. On the contrary, the proposed approach models all the social annotations associated with the target tag by a 3-order tensor, which keeps all the information available. By applying the spectral clustering algorithm over the hypergraph induced from the tensor, clusters representing the senses of the target tag can be effectively discovered. Moreover, the spectral approach applied is robust to the noise annotations. All these factors contribute to the good performance of the proposed method. The results of unsupervised evaluation are analogous to those of the supervised evaluation. The proposed method outperforms Yeung's method in all the cases. In summary, the proposed method can obtain a convincing performance in both supervised and unsupervised evaluation.
V. CONCLUSION
We have demonstrated our method to disambiguate tag senses in folksonomies. The TSD method proposed is an unsupervised algorithm based on spectral clustering. For a target tag, all the annotations associated with it are modeled as a 3-order tensor. The hypergraph induced from this tensor is then partitioned with a spectral clustering algorithm to find the clusters representing senses of the target tag. We conduct experiment on the Delicious dataset. We perform both supervised and unsupervised evaluation to access the performance of the proposed method. We find that, the proposed method is superior to another method ignoring the multi-type interrelated data. This indicates that, by completely representing the context information with a 3-order tensor and employing the spectral clustering technique to discovering the senses of the target tag, the performance of TSD system can be significantly improved.
