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Abstract: We perform a canonical analysis of the bimetric theory in the metric formulation,
computing the constraints and their algebra explicitly. In particular, we compute a secondary con-
straint, that has been argued to exist earlier, and show that it has the correct form to eliminate
the ghost. We also identify a set of four first class constraints that generate the algebra of general
covariance. The covariance algebra naturally determines a spacetime metric for the theory. How-
ever, in bimetric theory, this metric is not unique but depends on how the first class constraints are
identified.
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1 Introduction
Bimetric theory is a theory of the gravitational metric interacting with another spin-2 field. The
study of such a theory can be motivated by comparing general relativity with Maxwell’s theory
and noting that they are the simplest possible theories of a spin-2 and a spin-1 field, respectively.
However, while Maxwell’s theory works perfectly well at the classical level, and to a large extent
even at the quantum level, in reality it is not a standalone theory. Rather, it is embeded in the
SU(2)W ×U(1)Y electroweak theory. In fact, all fields in the standard model appear in multiplets,
which is crucial for the consistency and observational viability of the theory. This feature of the
standard model suggests the possibility that general relativity could arise from a setup including
more spin-2 fields. However, constructing theories of multiple spin-2 fields is not straightforward,
since such theories have redundant field components, including ghost modes [1], which must be
eliminated by appropriate constraints present in the theory.
In this paper we carry out an analysis of constraints in the ghost free bimetric theory [2, 3],
which is formulated in terms of two spin-2 fields gµν and fµν . We compute the constraints explicitly,
in particular a secondary constraint that was argued to exist in [4], showing that it has the correct
form to eliminate the ghost. We also identify a set of four first class constraints that generate the
algebra of general covariance. From the work of Hojman, Kucharˇ and Teitelboim (HKT) it known
that one can read off a metric from this algebra [5]. We show that this metric is not unique, but
depends on what combination of constraints are chosen to form a first class set.
Ghost free massive gravity [6–8], which can be obtained from bimetric theory by freezing the
dynamics of fµν , has fewer constraints, due to the lack of general covariance. These were computed
in [9, 10], in [4], and subsequently in [11–18]. In bimetric theory, of the six constraints needed,
five were obtained in [2] and the sixth one was argued to exist in [4]. More work on this has been
carried out in [19–26]. In this paper we address the computation of the sixth constraint and of the
algebra of constraints, as detailed below.
The paper is organized as follows. In the remainder of this section we review the known results
on bimetric constraints and then summarize the results of the present paper. Section 2 gives a review
of the ghost free bimetric theory and presents an outline of the calculations in our reduced phase
space approach. In section 3, the secondary constraint of the bimetric theory is evaluated explicitly
and shown to have the required form. Section 4 deals with finding the first class constraints in
bimetric theory and identifying the HKT metric from the general covariance algebra. In appendix
A, all Lagrange multipliers of the theory are determined at the linear level. Detailed derivations of
the Poisson brackets of constraints are relegated to appendix B.
1.1 Background and summary of results
We consider a gravitational metric gµν with an Einstein-Hilbert action, interacting with another
spin-2 field represented by a symmetric tensor fµν , via a potential V (g
−1f). Then the necessary
condition for the absence of ghosts [27] determines the form of the potential [6–8] and also dictates
the dynamics of fµν to be given by an Einstein-Hilbert term [2], leading to a bimetric action,
S =
∫
d4x
(
M2g
√
| det g|R(g) +M2f
√
| det f |R(f) + 2m4
√
| det g|V (g−1f)
)
. (1.1)
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To eliminate the unwanted field components, the theory must contain constraints, four of which are
associated with general covariance.
In [3] it was shown that general covariance and the reality of the bimetric equations restrict
the two metrics such that their null cones always have a nonvanishing intersection. An implication
is that one can always find coordinate systems in which the two metrics admit simultaneous 3 + 1
decompositions in terms of their respective lapses, shifts and spatial 3-metrics,
N ≡ (−g00)−1/2 , Ni ≡ g0i, γij ≡ gij , (1.2)
L ≡ (−f00)−1/2 , Li ≡ f0i, φij ≡ fij . (1.3)
This decomposition, used in [2, 10], is convenient for analyzing the dynamical content of the theory
and covers the most general case.
Because of the Einstein-Hilbert terms, only time derivatives of γij and φij appear in the action,
hence there are 12 potentially propagating degrees of freedom. The 8 components of the lapses
and shifts are nondynamical. On general grounds, 4 of the potentially dynamical modes (and
their conjugate momenta) can be eliminated by gauge fixing general covariance and the associated
constraints. Of the remaining 8 degrees of freedom, 7 are physical, corresponding to a massless and
a massive spin-2 field, and the remaining mode is the Boulware-Deser ghost. Two constraints are
needed to eliminate the ghost field and its conjugate momentum. Hence we need 6 constraints in
total (along with the equations to determine the lapses and shifts).
After some manipulations, one set of the shift variables, say, the Ni, can be eliminated using
their equations of motion, leading to a Hamiltonian with N,L and Li as Lagrange multipliers,
[2, 10],
H = −
(
NC + LR˜0 + LiR˜i
)
. (1.4)
This yields the first five constraints, C = 0, R˜0 = 0, and R˜i = 0. Since these equations arise from
an action principle, they are valid at all times, in particular C˙ ≈ 0, where the symbol ≈ is used for
weak equalities, i.e. equalities that hold on the surface of the constraints. This equation can be
used to obtain a new condition easily expressed in terms of the Poisson bracket,
C(2) ≡
dC
dt
= {C, H} ≈ 0 . (1.5)
This will be the last constraint needed, provided it has the correct structure. We will see that
C(2) ≈ 0 also ensures the preservation of R˜0, and that R˜i are automatically preserved in time.
Let us first review the situation in massive gravity where fµν is a fixed nondynamical metric
and two constraints are needed to eliminate the ghost. In this case C is the only constraint obtained
directly from the Hamiltonian and it preservation in time gives,
C(2) =
∂C
∂t
+ {C, H} ≈ 0 . (1.6)
The ∂C/∂t term accounts for the explicit time dependence via the background fµν which is no longer
computed by the Poisson bracket. It was shown in [4] that in massive gravity {C(x), C(y)} ≈ 0,
hence, C(2) is independent of N and provides the needed secondary constraint. The explicit form
of C(2), valid for time independent fµν , was computed. Furthermore, it was argued that since these
properties also hold in bimetric theory, equation (1.5) is a constraint in that case as well. The
massive gravity constraints have also been obtained in [11–13] and further confirmed in [14–17]
without a 3+1 decomposition. They were used for the analysis of classical solutions in [28, 29].
Note that C(2) in massive gravity depends on the lapse L and shift Li of the nondynamical fµν [4],
which is not a problem since these are prespecified functions.
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Constraints in Bimetric Theory: It was pointed out in [19, 20] that also in bimetric theory,
C(2), given by (1.5), depends on the lapse L and its spatial derivative ∂iL. It was argued that
then C(2) ≈ 0 is not a constraint since it would determine L rather than eliminate the momentum
conjugate to the ghost field. In this paper, we show that this is not the case. We perform a
canonical analysis of the bimetric theory in the metric formulation, computing all constraints and
their stability conditions. In particular C(2) is calculated explicitly and shown to contain L only
as an overall factor. All terms involving Li and ∂iL are shown to vanish. Hence C(2) ≈ 0 is a
valid secondary constraint, ensuring the absence of the Boulware-Deser ghost. It is also shown
that the stability condition C˙(2) ≈ 0 can be solved for N in terms of L. Then, L and Li can
be determined through gauge fixing general coordinate transformations, allowing us to express all
Lagrange multipliers in terms of the dynamical variables. This is explicitly worked out at the linear
level in appendix A. The explicit expressions obtained are also needed for solving the initial value
problem.
The canonical analysis of bimetric theory has also been performed in [22, 23], in chiral and
tetrad variables, respectively. They conclude that the theory does have the constraints to eliminate
the ghost and propagates the appropriate seven degrees of freedom. However, due to the different
formalisms used, it not trivial to directly compare their expression for the secondary constraints
with the ones obtained here.
First class constraints and the HKT metric: GR has a Hamiltonian HGR = −NµRµ,
leading to constraints R0 ≈ 0, Ri ≈ 0, which in turn satisfy the general covariance algebra,
{R0(x), R0(y)} = −
[
Ri(x)
∂
∂xi
δ3(x− y)−Ri(y) ∂
∂yi
δ3(x− y)
]
,
{R0(x), Ri(y)} = −R0(y) ∂
∂xi
δ3(x− y), (1.7)
{Ri(x), Rj(y)} = −
[
Rj(x)
∂
∂xi
δ3(x− y)−Ri(y) ∂
∂yj
δ3(x − y)
]
.
In fact, this is a feature of any covariant theory [30]. The algebra contains both Ri and R
i, hence
it explicitly depends on a 3-metric that relates the two. In GR this is the spatial metric gij .
In [5] Hojman, Kucharˇ and Teitelboim conjectured that this observation can be used to identify
a 3-metric in theories which have general covariance but where a unique metric is not a priori
specified. Obviously, bimetric theory is such an example. The theory admits two independent
matter sectors each coupled minimally to one of the metrics [2, 31]. Therefore, restricting to one
matter sector, the covariance algebra leads to either gij or fij as the HKT metric. However, the
full theory can also contain other combinations of g and f as effective metrics, and a priori it is
not obvious if a preferred combination exists and how this is compatible with the matter sectors.
In [22], the constraint algebra was studied in a chiral formulation of the bimetric theory. The
metric identified using the HKT-conjecture is a complicated function of the variables used and does
not coincide with either gµν or fµν . Some aspects of the bimetric constraint algebra have been
considered in [24, 25], in [19–21], as well as in [23], but without addressing the HKT metric.
Having obtained the constraints, in this paper we also compute the constraint algebra. We
identify a set of 4 first class constraints among the six outlined above, and show that they satisfy
the standard algebra of general covariance. The first class constraints can be easily identified
by imposing the second class constraints and the stability condition C˙2 ≈ 0, to bring the bimetric
Hamiltonian to the form H = −LµRµ. The HKT metric appearing in the covariance algebra is then
found to be fij . However, using an alternative set of variables modifies the first class constraints
and leads to gij as the HKT metric. The explanation is that a set of first class constraints can be
identified among all the constraints in different ways, each choice leading to a different HKT metric.
The possibility of other choices, beyond the two mentioned above, is also discussed. It is possible
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that the metric identified in [22] corresponds to one such choice. All this is consistent with matter
couplings, since their structure is similar to the gravitational sector.
In this paper the constraints have mainly been used to argue for the absence of ghosts and the
correct counting of degrees of freedom. In addition, they are also essential for determining valid
initial data that will be evolved by the remaining dynamical equations. However, for bimetric theory
to be fully consistent, it is also necessary that the dynamical equations produce causal evolution.
Some aspects of this problem have been investigated in [3, 32–37].
2 Review of constraints in bimetric gravity
In this section we review the derivation of the constraints in bimetric theory following [2, 4].
2.1 The Hamiltonian formulation of bimetric theory
The most general ghost free bimetric action for spin-2 fields gµν and fµν is [2],
S =
∫
d4x
(
M2g
√
| det g|R(g) +M2f
√
| det f |R(f) + 2m4
√
| det g|
4∑
n=0
βnen(
√
g−1f)
)
, (2.1)
where R(g) and R(f) are the respective Ricci scalars, Mg and Mf are the corresponding Planck
masses, and βn are five free parameters. The interactions between gµν and fµν involve the square
root matrix S =
√
g−1f , which is a specific root of the matrix g−1f to be specified below. The
ek(S) are elementary symmetric polynomials of the eigenvalues of S given by (with Tr(S) = [S]),
e0(S) = 1, e1(S) = [S], e2(S) =
1
2
(
[S]2 − [S2]) , e3(S) = 1
6
(
[S]3 − 3[S][S2] + 2[S3]) ,
e4(S) =
1
24
(
[S]4 − 6[S]2[S2] + 3[S2]2 + 8[S][S3]− 6[S4]) . (2.2)
For a 4× 4 matrix, e4(S) ≡ detS and ek(S) ≡ 0 for k > 4. Note that det(1 + S) =
∑4
n=0 en(S), so
the potential
∑4
n=0 βnen(S) is a deformation of det(1 + S). Each term has the property,√
| det g| en(
√
g−1f) =
√
| det f | e4−n(
√
f−1g), (2.3)
hence, the action (2.1) retains its form under the interchange of gµν and fµν [2]. The theory can
be easily generalized to any dimension d.
By definition, the matrix S =
√
g−1f must satisfy [7, 8],
(√
g−1f
)µ
λ
(√
g−1f
)λ
ν
= gµλfλν . (2.4)
This does not specify the square root uniquely and may even admit nonreal solutions. Obviously,
as long as S is not uniquely specified, the action (2.1) remains ill defined. This problem has a
natural resolution as follows (see [3] for details). In order for the action to be invariant under
coordinate transformations, Sµν must transform as a (1, 1) tensor and only the principal root has
this property.1 Furthermore, to obtain real equations of motion, g and f must be restricted such
that a real principal root always exists. This restriction turns out to imply that the null cones of
the metrics g and f have a nonvanishing intersection, so that they admit common spacelike and
timelike directions [3]. Thus, the requirements of reality and general covariance specify the theory
uniquely by restricting S to the real principal root of g−1f . The same requirements also ensure
that all allowed g and f admit simultaneous proper 3+1 decompositions.
1All non-principal roots cease to transform as (1, 1) tensors whenever eigenvalues of g−1f belonging to distinct
Jordan blocks happen to coincide.
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Therefore, without loss of generality, we can use the 3+1 metric decompositions (1.2) and (1.3)
in the bimetric action. As in GR, the action will only contain time derivatives of the 3-metrics γij
and φij . Denoting the corresponding canonical momenta by pi
ij and pij , the Lagrangian can be
readily expressed in terms of the phase space variables, as in [38],
L =
(
piij γ˙ij +NR
0(g) +N iR
(g)
i
)
+
(
pij φ˙ij + LR
0(f) + LiR
(f)
i
)
+ 2m4N
√
det γ
3∑
n=0
βnen(
√
g−1f). (2.5)
The first line simply contains the 3 + 1 decomposition of the Einstein-Hilbert terms for g and f .
Here, N i = γijNj and L
i = φijLj , where γ
ij and φij are the inverses of γij and φij , respectively.
As in general relativity, R0(g), R
(g)
i , R
0(f) and R
(f)
i are given by,
R0(g) =M2g
√
det γ 3R(g) +
1
M2g
√
det γ
(
1
2pi
2 − piijpiij
)
, R
(g)
i = 2
√
det γ γij∇k
(
pijk√
det γ
)
, (2.6)
R0(f) =M2f
√
detφ 3R(f) +
1
M2f
√
detφ
(
1
2p
2 − pijpij
)
, R
(f)
i = 2
√
detφφij∇¯k
(
pjk√
detφ
)
, (2.7)
where ∇i and ∇¯i are the covariant derivatives compatible with γij and φij , respectively.
In (2.5), the lapses and shifts, N , L, N i and Li, appear without time derivatives. The dynamical
variables are γij , φij , pi
ij and pij with a total of 24 (phase space) components, corresponding to
12 potentially propagating degrees of freedom, including potential ghost modes2. The theory has
enough symmetries and constraints to eliminate the ghost and reduce the number of propagating
modes to seven, corresponding to a massless and a massive spin-2 field. However, since the potential
term in (2.5) is nonlinear in the lapses and shifts, some manipulations are needed to make the
constraints manifest. This is outlined in subsection 2.3, where the constraint that eliminates the
ghost field is obtained. A second constraint that eliminates the canonical momentum of the ghost
field is computed in section 3.
2.2 Outline of the analysis
To obtain the constraint equations, we work in a reduced phase space. Before getting into the details,
it is worthwhile to briefly outline our procedure and show, in particular, that it is equivalent to the
more elaborate formalism of [11, 12, 19–21] involving an enlarged phase space. In the next subsection
we will see that the bimetric Lagrangian has the general form L(qm, q˙m, Qr, ni), depending on a
set of dynamical variables qm(t) and two sets of nondynamical variables Qr(t) and ni(t). Here,
for simplicity we ignore the space dependence of fields and gauge invariances. The nonvanishing
canonical momenta are pm = ∂L/∂q˙m conjugate to qm. The Lagrangian equations of motion are,
p˙m =
∂L
∂qm
,
∂L
∂Qm
= 0 ,
∂L
∂ni
= 0 . (2.8)
These contain all the information about dynamics and constraints. To completely disentangle the
two, we rewrite the action in terms of phase space variables using the Hamiltonian H = pmq˙m−L,
S =
∫
dt [pmq˙m −H(p, q,Q, n)] (2.9)
Then, on varying with respect to qm, p
m, Qr, and ni, one obtains the equivalent set of equations,
p˙m = − ∂H
∂qm
, q˙m =
∂H
∂pm
,
∂H
∂Qm
= 0 ,
∂H
∂ni
= 0 . (2.10)
2In this usage, a degree of freedom consists of two phase space variables, i.e., the field and its conjugate momentum.
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It turns out that the ni equations determine ni = ni(q, p), independent of Qr, which can be used
to eliminate the ni from the action. Although now the action develops an extra dependence on p
m
and qm through the ni, in practice, variations of H can be computed at fixed ni, since,
δH = δ
∣∣
ni
H +
∂H
∂ni
∣∣∣
qm,pm,Qr
δni (2.11)
and the last term vanishes for the solutions of the ni equations. Hence, effectively, H = H(q, p,Q).
In bimetric theory, the Qr appear as Lagrange multipliers and the Hamiltonian has the form
H = Hr(p, q)Qr. It follows that ∂Hr/∂ni = 0, either being proportional to the ni equations
of motion or because some Hr did not contain ni to begin with. In terms of the Poisson brackets
defined with respect to the conjugate pairs (qm, p
m), the above equations can be recast as,
p˙m = {pm, H} , q˙m = {qm, H} , Hr(p, q) = 0 . (2.12)
The constraints on Hr can be solved to eliminate an equal number of dynamical variables.
In bimetric theory the above equations hide one more constraint that can be extracted as
follows. Since the constraints are obtained from the action principle, they hold at all times, in
particular, dHr/dt = 0. One of the constraints, say H1 ≡ C is special. Since C varies only with pm
and qm, we get dC/dt = {C,H}, using (2.10). Hence, C˙ = 0 combined with (2.10) implies,
C2 ≡ {C,H} = 0 . (2.13)
This turns out to be independent of the Qr and thus is a new constraint. One can also compute
dC2/dt = {C2, H} = 0, but this equation contains some of the Qr and is not a constraint on the
qm and p
m. The remaining Hr do not lead to new constraints in this way. Note that, although
expressed in terms of Poisson brackets, the above equations are derived from the action principle.
Let’s now compare the above analysis to the formalism of constrained Hamiltonian dynamics
applied to the same problem [11, 12, 19–21]. This is based on an enlarged phase space spanned by
variables qm, Qr and their conjugate momenta p
m, P r, where the primary constraints P r = 0 are
enforced through Lagrange multipliers ur. The relevant Hamiltonian is,
H ′ = H(p, q,Q) + P rur . (2.14)
We can easily extend this to also include the nondynamical variables ni and their conjugate mo-
menta, say mi = 0. Equations of motion are now given in terms of the Poisson brackets with
H ′ on the enlarged phase space. One can easily check that p˙m = {pm, H ′}′ and q˙m = {qm, H ′}′
reduce to the corresponding equations in the reduced formalism given above. The preservation of
the primary constraints in time then gives P˙ r = {P r, H ′}′ = 0 which reproduce the constraints
Hi = 0. If ni are included, their equations of motion will also arise in this way. The new equations
are Q˙r = {Qr, H ′}′ = ur which reflect the fake dynamics of the Qr. Finally, the preservation of
C = H1 in time leads to the same constraint C2 ≡ C˙ = {C,H ′}′ = 0 as above, and the C˙2 = 0
equation is unchanged as can be checked by using the properties of the other constraints. Hence
working in the reduced phase space is equivalent to the framework of the constrained Hamiltonian
dynamics.
2.3 Constraints from lapse and shift equations
In order to deal with the square root matrix in the bimetric action and show that the equations
for the eight lapse and shift variables encode five constraints, it is convenient to introduce the shift
like variables ni through [7, 9, 10],3
N i − Li = Lni +NDijnj. (2.15)
3 Due to the interchange symmetry (2.3), the following analysis also holds with the roles of g and f interchanged.
– 7 –
The 3× 3 matrix D can be obtained explicitly as a solution to the equation [10],
√
xD =
√
(γ−1 −DnnTDT )φ . (2.16)
Such a solution always exists [39], but is not needed here. The quantity x stands for,
x ≡ 1− niφijnj. (2.17)
From equation (2.16), it follows that D has the property,
φikD
k
j = φjkD
k
i. (2.18)
Now, on eliminating N i in favor of ni, the action corresponding to (2.5) becomes, [2]
S =
∫
d4x
(
piij∂tγij + p
ij∂tφij + L
iR˜i + LR˜
0 +NC
)
, (2.19)
where N , L and Li appear as five Lagrange multipliers and we have defined,
R˜0 = R0(f) + niR
(g)
i + 2m
4
√
det γU ′, (2.20)
R˜i = R
(g)
i +R
(f)
i , (2.21)
C = R0(g) +R(g)i Dijnj + 2m4
√
det γV , (2.22)
with, √
det γU ′ =
√
det γU + β4
√
detφ. (2.23)
U and V contain the parameters βn, and are given by,
U ≡β1
√
x+ β2
[
x e1(D) + n
iφijD
j
kn
k
]
+ β3
[√
x
(
e1(D)n
iφijD
j
kn
k −DiknkφijDj lnl
)
+ x3/2e2(D)
]
, (2.24)
V ≡β0 + β1
√
x e1(D) + β2x e2(D) + β3x
3/2 e3(D). (2.25)
The en(D) are defined similar to (2.2), but now e3(D) = detD, since D is a 3× 3 matrix.
In the action (2.19), the equations of motion for N , L and Li are C = 0, R˜0 = 0 and R˜i = 0.
However, C and R˜0 depend on the redefined shifts ni. Therefore, in order for them to impose
constraints on the dynamical variables, it is necessary that the equations for ni are independent of
the Lagrange multipliers. Only then will C, R˜0 and R˜i impose five constraints on the dynamical
variables. Indeed, the nk equations of motion are,
∂L
∂nk
= L
∂R˜0
∂nk
+N
∂C
∂nk
= 0. (2.26)
But, from equation (2.16), it follows that [10],
∂R˜0
∂nk
= Ck, ∂C
∂nk
= Ci ∂(D
i
jn
j)
∂nk
, (2.27)
where
Ci = R(g)i − 2m4
√
det γ
nlφlj√
x
[
β1δ
j
i + β2
√
x
(
δjiD
m
m −Dji
)
+ β3x
(
1
2δ
j
i (D
m
mD
n
n −DmnDnm) +DjmDmi −DjiDmm
) ]
. (2.28)
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Inserting (2.27) into (2.26) yields the equation,
Ci
[
Lδik +N
∂(Dijn
j)
∂nk
]
= 0. (2.29)
The expression inside the square brackets is the Jacobian matrix ∂N i/∂nk of (2.15), and is invert-
ible. Hence, the ni equations of motion imply,4
Ci = 0. (2.30)
These are independent of N , L and Li and can in principle be solved for the ni. In the β1-model
(i.e. when β2 = β3 = 0) it is easy to obtain the explicit solution, while perturbative solutions can
be constructed for general βn [10]. When these solutions are inserted in the equations of motion
for N , L and Li, one obtains five constraints on γij , φij , pi
ij and pij ,
C = 0 , R˜0 = 0 , R˜i = 0 . (2.31)
R˜0 and R˜i can be associated with general covariance while C = 0 eliminates the BD ghost field. A
new constraint is needed to remove the momentum conjugate to the ghost and is reviewed below.
2.4 The existence of the extra secondary constraint
The five constraints (2.31) obtained from an action principle are valid at all times, in particular,
C˙ ≡ dC/dt = 0 holds. Contrast this with the Hamiltonian formulation where such conditions
must be imposed additionally, leading to new constraints (see for example, [40]). However, even
here recasting in Hamiltonian form, C˙ = {C, H}, is useful as it requires eliminating γ˙ij , etc., using
the dynamical equations. Then C˙ = 0 extracts a new secondary constraint from the dynamical
equations. Specifically, if C(2) ≡ {C, H} ≈ 0 does not involve Lagrange multipliers, it will be a new
constraint on the dynamical variables (otherwise it could be solved for a Lagrange multiplier).5
The explicit expression for C(2) in massive gravity with a fixed fµν was obtained in [4]. It is
independent of N , but contains L and Li. This is not an issue since in massive gravity these are
prespecified functions and C(2) ≈ 0 remains a constraint on the dynamical variables. However, in
bimetric theory, where fµν is not prespecified, such a dependence is problematic. Indeed, in [19, 20]
it was argued that, in bimetric theory, C(2) depends on L and ∂iL (as one may expect from (2.34))
and hence is no longer a constraint on dynamical variables. Note that, in principle, C(2) could
still turn out to be a constraint since L and Li can be determined in terms of dynamical variables
through gauge fixing general covariance.
In the remainder of this section, we review the argument in [4] that a secondary constraint exists
in both theories. Then, in section 3 we will go beyond [4] to explicitly evaluate C(2) in bimetric
theory and show that its vanishing does not depend on L and Li, hence it is a genuine constraint.
We also show that no further constraints arise since C˙(2) ≈ 0 determines the Lagrange multiplier
N . L and Li are determined through gauge fixing, similarly to what is done in GR. At the linear
level, this is explicitly worked out in appendix A.
In bimetric theory C depends on the dynamical variables, hence using Poisson brackets one has,
C(2)(x) =
d
dt
C(x) = {C(x), H} ≈ 0. (2.32)
4Since ∂L/∂nk = (∂L/∂N i)(∂N i/∂nk), (2.30) are simply the equations of motion for N i expressed in terms of
ni.
5In the terminology of [40], the vanishing of the momenta conjugate to the lapses and shifts are the primary
constraints, and the validity of these at all times leads to (2.31) as secondary constraints. The validity of C = 0 at
all times gives the new secondary constraint C(2) = 0.
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The Hamiltonian can be read off from the action in (2.19) as,
H = −
∫
d3y
(
N(y)C(y) + L(y)R˜0(y) + Li(y)R˜i(y)
)
. (2.33)
Then it follows that,
C(2)(x) ≈ −
∫
d3y
(
N(y){C(x), C(y)}+ Li(y){C(x), R˜i(y)}+ L(y){C(x), R˜0(y)}
)
≈ 0, (2.34)
where the Poisson bracket is defined by
{A,B} =
∫
d3z
(
δA
δγmn(z)
δB
δpimn(z)
− δA
δpimn(z)
δB
δγmn(z)
)
+
∫
d3z
(
δA
δφmn(z)
δB
δpmn(z)
− δA
δpmn(z)
δB
δφmn(z)
)
. (2.35)
Note that if {C(x), C(y)} 6≈ 0, then (2.34) could determine N , rather than impose a constraint on
the dynamical variables, as suggested in [19]. Hence, for C(2) to be a constraint, it is necessary
that {C(x), C(y)} ≈ 0, while in bimetric theory (2.34) must also be independent of L and Li. This
bracket is evaluated using (2.35), but since C does not depend on pij (neither explicitly nor through
the ni), the second line vanishes and the bracket is given by the first line alone. The variations also
include the dependence of C on γij and piij through ni. However, since ∂C/∂nk = 0 by (2.27) and
(2.30), the ni dependence can be ignored. Then, using (2.22), one gets [4],
{C(x), C(y)} = {R0(g)(x), R0(g)(y)}+ {R(g)i (x), R(g)j (y)}Diknk(x)Dj lnl(y)
+ {R0(g)(x), R(g)i (y)}Diknk(y)− {R0(g)(y), R(g)i (x)}Diknk(x)
+ Smn(x)
δR
(g)
i (y)
δpimn(x)
Dikn
k(y)− Smn(y)δR
(g)
i (x)
δpimn(y)
Dikn
k(x), (2.36)
where
Smn = R
(g)
j
∂(Djkn
k)
∂γmn
+ 2m4
∂(
√
det γV )
∂γmn
. (2.37)
From equation (2.16), the following relations can be derived,
∂
∂γmn
Tr(
√
xD) = − 1√
x
(
niφij
∂(Djkn
k)
∂γmn
− 1
2
φij
(
D−1
)j
k
∂γki
∂γmn
)
,
∂
∂γmn
(
Tr(
√
xD)2
)
= −2
(
niφijD
j
k
∂(Dkln
l)
∂γmn
− 1
2
φij
∂γji
∂γmn
)
, (2.38)
∂
∂γmn
(
Tr(
√
xD)3
)
= −3√x
(
niφijD
j
kD
k
l
∂(Dlrn
r)
∂γmn
− 1
2
φijD
j
k
∂γki
∂γmn
)
.
Using these, eliminating R
(g)
j though (2.28), and imposing equation (2.30), S
mn can be written as
Smn = m4
√
det γ
(
V γmn − V¯mn) . (2.39)
where,
V¯ mn = γmi
[
β1
1√
x
φik
(
D−1
)k
j
+ β2
(
φik
(
D−1
)k
j
Dll − φij
)
+ β3
√
x
(
φikD
k
j − φijDkk + 1
2
φik
(
D−1
)k
j
(
DllD
h
h −DlhDhl
))]
γjn. (2.40)
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Finally, using this, as well as the Poisson brackets (1.7), one gets,
{C(x), C(y)} = −
[
C(x)Dijnj(x) ∂
∂xi
δ3(x− y)− C(y)Dijnj(y) ∂
∂yi
δ3(x− y)
]
. (2.41)
Hence, {C(x), C(y)} ≈ 0 which shows the existence of the secondary constraint C(2) ≈ 0 in massive
gravity, and potentially in bimetric theory [4]. C(2) is given by the remaining terms in (2.34).
3 The secondary constraint in bimetric theory
Here we compute the secondary constraint C(2) in bimetric theory and show that its vanishing is
independent of the lapse and shift functions. We also show that it reduces to the known expression
for massive gravity.
3.1 Evaluation of the bimetric secondary constraint
Using (2.41), the expression (2.34) for C(2) on the constraint surface becomes,
C(2)(z) ≈ −
∫
d3y {C(z), Li(y)R˜i(y) + L(y)R˜0(y)} (3.1)
= −
∫
d3y
(
{C(z), Li(y)R˜i(y) + L(y)R˜0(y)}g + {C(z), Li(y)R˜i(y) + L(y)R˜0(y)}f
)
.
In the second line, the brackets {}g are evaluated with respect to (γij , piij), and {}f are evaluated
with respect to (φij , p
ij). Note that, as before, the dependence of C and R˜0 on γij , piij and φij
through ni can be ignored, due to (2.27). The brackets are therefore evaluated at fixed ni. By
inspecting (2.20) and (2.21), we observe that the {}g bracket coincides with a Poisson bracket
computed in [4] for massive gravity, since the new terms in LiR˜i+LR˜
0 that contain R0(f) and R
(f)
i
do not contribute to the bracket. This contribution is given by,
∫
d3y{C(z), Li(y)R˜i(y) + L(y)R˜0(y)}g = −
(
m4
M2g
L
(
γmnpi
k
k − 2pimn
)
Umn
+ 2m4
√
det γγniD
i
kn
k∇m (LUmn) +
(
R
(g)
j D
i
kn
k − 2m4
√
det γγjkV¯
ki
)
∇i(Lnj + Lj)
+
√
det γ
[
∇i
(
R0(g)√
det γ
)
+∇i
(
R
(g)
j√
det γ
)
Djkn
k
]
(Lni + Li)
)
, (3.2)
where
Umn ≡ 2√
det γ
δ(
√
det γU)
δγmn
= Uγmn + 2
∂U
∂γmn
. (3.3)
As for the {}f bracket, since C is independent of pij , the only nonzero contributions will come from
the pij dependent terms in R˜0 and R˜i, combined with φij dependent terms in C,
{C(z), Li(y)R˜i(y) + L(y)R˜0(y)}f = Zmn(z)
(
Lk(y)
δR
(f)
k (y)
δpmn(z)
+ L(y)
δR0(f)(y)
δpmn(z)
)
, (3.4)
where Zmn is given by,
Zmn =
∂C
∂φmn
= R
(g)
j
∂(Djkn
k)
∂φmn
+ 2m4
√
det γ
∂V
∂φmn
. (3.5)
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To compute Zmn, we need the following expressions that can be derived from (2.16),
∂
∂φmn
Tr(
√
xD) = − 1√
x
[
niφij
∂
(
Djkn
k
)
∂φmn
− 1
2
Qmn1
]
, (3.6)
∂
∂φmn
Tr(xD2) = −2
[
Diln
lφij
∂
(
Djkn
k
)
∂φmn
− 1
2
Qmn2
]
, (3.7)
∂
∂φmn
Tr(x3/2D3) = −3√x
[
DilD
l
rn
rφij
∂
(
Djkn
k
)
∂φmn
− 1
2
Qmn3
]
. (3.8)
where Qmn1 , Q
mn
2 and Q
mn
3 are defined as,
Qmn1 = (D
−1)miγ
ni − ninmDni, (3.9)
Qmn2 = γ
mn −DminiDnjnj , (3.10)
Qmn3 = D
m
iγ
in −DmiDijnjDnknk, (3.11)
and can be shown to be symmetric using (2.16). Differentiating equation (2.25) with respect to
fmn, using (3.6)-(3.8) and performing some algebraic manipulations yields,
∂V
∂φmn
= −n
lφlk√
x
[
β1δ
k
i + β2
√
x
(
δkiD
r
r −Dki
)
+ β3x
(
δki e2(D) +D
k
rD
r
i −DkiDrr
) ]∂ (Dijnj)
∂φmn
+
1
2
W¯mn, (3.12)
where
W¯mn =
β1√
x
Qmn1 + β2
(
DiiQ
mn
1 −Qmn2
)
+ β3
√
x
(
e2(D)Q
mn
1 −DiiQmn2 +Qmn3
)
. (3.13)
On inserting (3.12) into (3.5) and imposing (2.30), Zmn becomes,
Zmn = m4
√
det γW¯mn. (3.14)
Now, to integrate (3.4), we use
δR0(f)(y)
δpmn(z)
=
1
M2f
√
detφ
(
φmn(y)p
k
k(y)− 2pmn(y)
)
δ3(z − y), (3.15)
∫
d3yLi(y)
δR
(f)
i (y)
δpmn(z)
= − [(∇¯z)mLn(z) + (∇¯z)nLm(z)] , (3.16)
which are similar to the corresponding expressions for R0(g) and R
(g)
i in [4]. Performing the inte-
gration, and using equation (3.14), yields
−
∫
d3y{C(z), Li(y)R˜i(y) + L(y)R˜0(y)}f
= m4
√
det γW¯mn
(
2L
M2f
√
detφ
(
pmn − 1
2
φmnp
k
k
)
+ ∇¯mLn + ∇¯nLm
)
. (3.17)
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Combining this with (3.2) gives a preliminary expression for the secondary constraint in bimetric
theory which seemingly depends on L, Li and their spatial derivatives,
C(2) ≈
m4
M2g
L
(
γmnpi
k
k − 2pimn
)
Umn + 2m4
√
det γγniD
i
kn
k∇m (LUmn)
+
(
R
(g)
j D
i
kn
k − 2m4
√
det γγjkV¯
ki
)
∇i(Lnj + Lj)
+
√
det γ
[
∇i
(
R0(g)√
det γ
)
+∇i
(
R
(g)
j√
det γ
)
Djkn
k
]
(Lni + Li)
− m
4
M2f
L
√
det γ√
detφ
(
φmnp
k
k − 2pmn
)
W¯mn + 2m4
√
det γφjkW¯
ki∇¯iLj. (3.18)
One can verify that C(2) is consistent with the corresponding expression in massive gravity. For
this, note that the last line of (3.18) coming from (3.17) is related to the φmn equation of motion,
∂
∂t
φmn =
2L
M2f
√
detφ
(
pmn − 1
2
φmnp
k
k
)
+ ∇¯mLn + ∇¯nLm. (3.19)
Hence, using (3.5) and (3.14), we have,
−
∫
d3y{C(z), Li(y)R˜i(y) + L(y)R˜0(y)}f = ∂C
∂φmn
∂
∂t
φmn. (3.20)
In massive gravity where φmn is nondynamical, the right hand side corresponds to the explicit time
dependence of C through the fµν background. More precisely, consider,
C(2) =
d
dt
C = ∂C
∂γij
∂γij
∂t
+
∂C
∂piij
∂piij
∂t
+
∂C
∂φij
∂φij
∂t
+
∂C
∂pij
∂pij
∂t
. (3.21)
The last term vanishes since C does not depend on pij , and the third term is the one in (3.20). The
first two terms produce the Poisson bracket with respect to (γij , pi
ij) and are common with massive
gravity. Then, from (3.18), the expression for C(2) in massive gravity becomes,
CMG(2) ≈
∂C
∂φij
∂φij
∂t
+
m4
M2g
L
(
γmnpi
k
k − 2pimn
)
Umn + 2m4
√
det γγniD
i
kn
k∇m (LUmn)
+
(
R
(g)
j D
i
kn
k − 2m4
√
det γγjkV¯
ki
)
∇i(Lnj + Lj)
+
√
det γ
[
∇i
(
R0(g)√
det γ
)
+∇i
(
R
(g)
j√
det γ
)
Djkn
k
]
(Lni + Li), (3.22)
which is consistent with the expression in [4].6
3.2 The Li independence of C(2)
Note that all Li dependent terms of C(2) arise from the bracket {C(z), Li(y)R˜i(y)} in equation (3.1).
In this section, we show that, on the constraint surface, all such terms vanish in bimetric theory
(though not in massive gravity). Denoting the Li dependent part of C(2) in (3.18) by CS , one gets,
CS ≈
√
det γ
[
∇i
( R0(g)√
det γ
)
+∇i
( R(g)j√
det γ
)
Djkn
k
]
Li
+R
(g)
j D
i
kn
k∇iLj − 2m4
√
det γ
(
γjkV¯
ki∇iLj − φjkW¯ ki∇¯iLj
)
. (3.23)
6In [4], the L in the third term of (3.22) is outside the covariant derivative which is a misprint corrected here.
Also the first term is absent for backgrounds with fµν = ηµν .
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By adding and subtracting terms, the first line can be completed to include C (2.22), and we get,
CS ≈ Li∂iC −∆ . (3.24)
To write the first term, we have used the fact that C is a scalar density so that C/√det γ is a scalar.
Hence, one has
√
det γ∇i(C/
√
det γ) ≈ ∂iC, on the constraint surface. Since C ≈ 0 at all points on
a spacelike hypersurface, it follows that ∂iC ≈ 0. In the second term, the quantity ∆ stands for,
∆ =R
(g)
j
(∇i(Djknk)Li −Diknk∇iLj)
+ 2m4
√
det γ
(
∂iV L
i + γjkV¯
ki∇iLj − φjkW¯ ki∇¯iLj
)
. (3.25)
Since
∫
d3y{C(z), Li(y)R˜i(y)} = −CS(z), the quantity ∆ appears in the computation of this bracket
in Appendix B.3, more precisely, in equation (B.88). A lengthy calculation, which is relegated to
the appendix, shows that ∆ = 0 and therefore, CS ≈ 0. The dependence on Li therefore vanishes
entirely and all such terms should be dropped from the expression for C(2) in (3.18).
3.3 The ∂iL independence of C(2)
In this section, it is shown that all terms in C(2) involving derivatives of L vanish on the constraint
surface. Denote the ∂iL dependent part of C(2) by CD. From equation (3.18) it follows that
CD =
(
R
(g)
j n
j + 2m4
√
det γU
)
Dikn
k∂iL (3.26)
+ 4m4
√
det γγniD
i
kn
k ∂U
∂γmn
∂mL− 2m4
√
det γγinV¯
nmni∂mL, (3.27)
where we have used the expression (3.3) for Umn. The first two terms are simplified by using (2.24)
and (2.17) to rewrite U , and then imposing (2.30) to get,
(
R
(g)
j n
j + 2m4
√
det γU
)
= 2m4
√
det γ
[
β1√
x
+ β2D
l
l + β3
√
x e2(D)
]
. (3.28)
Note that U given in (2.24) has the form U = β1[U1] + β2[U2] + β3[U3]. To simplify the third term
in CD, we need to compute ∂U∂γmn (at fixed ni). The β1-term vanishes trivially,
β1
∂[U1]
∂γmn
= β1
∂
√
x
∂γmn
= 0. (3.29)
The β2-term is also easily evaluated using the first equation in (2.38),
β2
∂[U2]
∂γmn
=
β2
2
φij
(
D−1
)j
k
∂γki
∂γmn
. (3.30)
Similarly, using (2.38), the β3-term becomes,
β3
∂[U3]
∂γmn
=
β3
2
√
x
[
xDll
(
D−1
)j
k
− xδjk + nlφlqDqrnr
(
D−1
)j
k
− nlφlknj
]
φji
∂γki
∂γmn
, (3.31)
where we have also used the relation,7
nlφli
(
xDij +D
i
rn
rnqφqj
) ∂ (Djknk)
∂γmn
=
1
2
niφijn
lφlk
∂γjk
∂γmn
. (3.32)
7Equation (3.32) is analogous to equation (4.6) in [10], and is derived in a similar way.
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Now, substituting (3.28), (3.29), (3.30) and (3.31) in the expression for CD, one can see that it
vanishes on using the identity,
Dikn
k − njφjm
(
D−1
)m
n
γni = 0, (3.33)
which follows from equations (2.16) and (2.17) that define the matrix D. For example, the β1-term
of CD is given by,
Cβ1D = 2m4
√
det γ
β1√
x
[
Dikn
k − njφjm
(
D−1
)m
n
γni
]
∂iL = 0, (3.34)
Similarly one can show that Cβ2D and Cβ3D also vanish on repeated application of (3.33), hence,
CD = 0. This means that C(2) is independent of ∂iL and can be expressed as,
C(2) ≈ L
(
m4
M2g
(
γmnpi
k
k − 2pimn
)
Umn + 2m4
√
det γγniD
i
kn
k∇mUmn
+
(
R
(g)
j D
i
kn
k − 2m4
√
det γγjkV¯
ki
)
∇inj
+
√
det γ
[
∇i
(
R0(g)√
det γ
)
+∇i
(
R
(g)
j√
det γ
)
Djkn
k
]
ni
− m
4
M2f
√
det γ√
detφ
(
φmnp
k
k − 2pmn
)
W¯mn
)
. (3.35)
Since L is an overall factor, imposing this secondary constraint is equivalent to C(2)/L ≈ 0. This
can be solved for the canonical momentum of the ghost mode.
One can check that there are no additional secondary constraints. From (4.4) and (4.5) below,
we see that the brackets {R˜0(x), R˜i(y)} and {R˜0(x), R˜0(y)} vanish on the constraint surface. Thus,
the condition ˙˜R0 ≈ 0, leads to an equation that is identical with (3.35), (except that L is replaced
by N) and imposes the same constraint. This, combined with the fact that ˙˜Ri ≈ 0 is automatically
satisfied, shows that there are no further constraints.
4 The algebra of general covariance and the HKT metric
4.1 The algebra of general covariance
In general relativity, the Poisson brackets of the first class constraints, R0 ≈ 0, Ri ≈ 0, are [41],
{R0(x), R0(y)} = Ri(y) ∂
∂yi
δ3(x− y)−Ri(x) ∂
∂xi
δ3(x− y),
{R0(x), Ri(y)} = −R0(y) ∂
∂xi
δ3(x− y), (4.1)
{Ri(x), Rj(y)} = Ri(y) ∂
∂yj
δ3(x − y)−Rj(x) ∂
∂xi
δ3(x− y).
This is the algebra of spacetime diffeomorphisms and is not unique to general relativity. Any
covariant field theory will have first class constraints satisfying the algebra (4.1) after second class
constraints have been imposed [30]. This is a necessary and sufficient condition for the constraints
to generate spacetime diffeomorphisms.
Since the algebra (4.1) contains both Ri and R
i, it implicitly contains a metric to manipulate
the index. In general relativity and theories minimally coupled to it, this is the spatial metric
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γij ≡ gij . Furthermore, in such theories, the diffeomorphism constraints appear in the Hamiltonian
with Lagrange multipliers, as
H = −NR0 −N iRi, (4.2)
provided second class constraints and their stability conditions, if any, are already imposed. Here,
N and N i are the lapse and shift functions that complete gij to gµν .
This observations can help identify a spacetime metric in a diffeomorphism invariant theory.
The algebra (4.1) also holds in generally covariant theories where a spacetime metric is not a priori
specified. Then, as conjectured by Hojman, Kucharˇ and Teitelboim [5], the tensor that relates
Ri and R
i can be identified as the metric of spacelike hypersurfaces. An explicit example of this,
for Ashtekar’s canonical formulation of gravity, is given in [42]. Here we are interested in the
implications of the conjecture for bimetric theory which does not a priori have a unique metric
candidate. We will obtain the algebra of first class constraints and show that it leads to different
HKT metrics depending on how the constraints are identified. Hence in these type of models the
HKT conjecture does not lead to a unique metric.
4.2 First class constraints in bimetric theory
Bimetric theory has six independent constraints, R˜0, R˜i, C and C(2), given by equations (2.20) -
(2.22) and (3.35). Four linear combinations of these should be first class and satisfy the algebra
(4.1). We first show that R˜i are first class. The Poisson brackets of the first five constraints are
{R˜i(x), R˜j(y)} = −
[
R˜j(x)
∂
∂xi
δ3(x − y)− R˜i(y) ∂
∂yj
δ3(x− y)
]
, (4.3)
{R˜0(x), R˜i(y)} = −R˜0(y) ∂
∂xi
δ3(x− y), (4.4)
{R˜0(x), R˜0(y)} = −
[
φij(x)R˜j(x)
∂
∂xi
δ3(x − y)− φij(y)R˜j(y) ∂
∂yi
δ3(x− y)
]
, (4.5)
{C(x), R˜i(y)} = −C(y) ∂
∂xi
δ3(x− y), (4.6)
{C(x), C(y)} = −
[
C(x)Dijnj(x) ∂
∂xi
δ3(x− y)− C(y)Dijnj(y) ∂
∂yi
δ3(x− y)
]
, (4.7)
{C(x), R˜0(y)} = −C(2)(x)
L(x)
δ3(x− y). (4.8)
Equation (4.3) is easily derived from (2.21), and the fact that R
(g)
i and R
(f)
i each satisfy the spatial
part of (4.1). The bracket (4.7) is given in (2.41) and the remaining ones are derived in appendix
B. All of these brackets vanish on the constraint surface.
Now consider the brackets involving C(2), starting with {C(2)(x), R˜i(y)}. This vanishes on the
constraint surface as seen from the definition of C(2) in (2.32) and the Jacobi identity,
{C(2)(x), R˜i(y)} = {{C(x), H}, R˜i(y)} = {C(x), {H, R˜i(y)}} − {H, {C(x), R˜i(y)}}. (4.9)
Indeed, using (4.6), the last bracket becomes,
{H, {C(x), R˜i(y)}} = C(2)(y)
∂
∂xi
δ3(x− y), (4.10)
which is weakly zero. In addition, using (2.33), as well as (4.3), (4.4) and (4.6) it follows that
{H, R˜i(y)} = −
[
∂N(y)
∂yi
C(y) + ∂L(y)
∂yi
R˜0(y) +
∂
∂yj
(
Lj(y)R˜i(y)
)
+
∂Lj(y)
∂yi
R˜j(y)
]
. (4.11)
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Now all brackets in {C(x), {H, R˜i(y)}} are known and result in terms proportional to a constraint
or its spatial derivative. Hence, this expression, and therefore {C(2)(x), R˜i(y)}, is weakly zero,
showing that the Poisson brackets of R˜i with all constraints vanish weakly. Therefore, R˜i are first
class constraints generating the algebra of spatial diffeomorphisms in (4.1).
To find the remaining first class constraint, we turn our attention to the brackets {C(x), C(2)(y)}
and {R˜0(x), C(2)(y)}, neither of which is weakly zero. This can be seen by noting that they appear
in the expression for C˙(2), which, on using (2.33) and {C(2)(x), R˜i(y)} ≈ 0, becomes,
C˙(2)(x) ≈ −
∫
dy
[
L(y){C(2)(x), R˜0(y)}+N(y){C(2)(x), C(y)}
]
. (4.12)
This is computed at the linear level in appendix A and the result, in equation (A.45), shows that
the two brackets are not weakly zero. Hence, none of the constraints R˜0, C or C(2) is first class.
However, a first class combination of them could exist [40]. Note that the brackets {C(x), C(2)(y)}
and {R˜0(x), C(2)(y)} contain no derivatives of delta functions, as can be shown using the Jacobi
identity, similar to the analysis in [22]. Then they have the form,
{C(x), C(2)(y)} = L(x)D(x)δ3(x− y), (4.13)
{R˜0(x), C(2)(y)} = L(x)E(x)δ3(x − y), (4.14)
where D and E are nonzero functions of the phase space variables. Now define the constraint Rˆ0
as the linear combination,
Rˆ0 ≡WC + R˜0, W ≡ −E
D
. (4.15)
The Poisson bracket of Rˆ0 and C(2) is now weakly zero,
{Rˆ0(x), C(2)(y)} = {W (x), C(2)(y)}C(x) +W (x){C(x), C(2)(y)} + {R˜0(x), C(2)(y)}
≈ −E(x)
D(x)
L(x)D(x)δ3(x− y) + L(x)E(x)δ3(x− y) = 0. (4.16)
Moreover, from (4.4) - (4.8), it follows that the brackets of Rˆ0 with other constraints also vanish
on the constraint surface. Hence, Rˆ0 is a first class constraint. Note that we will find the same
constraint by solving the stability condition C˙(2) ≈ 0 for N and replacing it in the Hamiltonian.
Indeed, using (4.13) and (4.14) in (4.12) and setting C˙(2) ≈ 0 gives N = WL. This, when inserted
into the Hamiltonian (2.33), reduces it to
H = −LRˆ0 − LiR˜i, (4.17)
which is the desired form (4.2). Furthermore, using (4.4) - (4.8), it follows that
{Rˆ0(x), R˜i(y)} ≈ −Rˆ0(y) ∂
∂xi
δ3(x− y). (4.18)
{Rˆ0(x), Rˆ0(y)} ≈ −
[
φij(x)R˜j(x)
∂
∂xi
δ3(x− y)− φij(y)R˜j(y) ∂
∂yi
δ3(x − y)
]
. (4.19)
The weak equalities ≈ now hold on the surface of the second class constraints C and C(2). Rˆ0
generates time diffeomorphisms as in (4.1). Rˆ0 and R˜i together generate the diffeomorphism algebra.
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4.3 The HKT metrics
It is obvious that on the right hand side of (4.19), the index of R˜i is raised using φ
ij , hence, by
the HKT conjecture [5] described above, fij ≡ φij will be a HKT spatial metric in bimetric theory.
Furthermore, the Lagrange multipliers L and Li in the Hamiltonian (4.17) will be the corresponding
lapse and shift functions, leading to a spacetime metric fµν .
Singling out fµν in this way might seem odd considering that both metrics appear in the
bimetric action on similar footing. But this is a consequence of the choice of variables that was
made to arrive at the constraints. Obviously, it is possible to repeat all manipulations with gµν and
fµν interchanged, as commented in footnote 3. This will result in a Lagrangian linear in L, N and
N i, and finally γij will appear as the HKT metric in the covariance algebra.
In fact, it is not even necessary to repeat all steps with the g and f metrics interchanged. We
can start with the ni still given by (2.15) but use them to eliminate the Li (instead of the N i). The
resulting Lagrangian has the form,
L = piij∂tγij + pij∂tφij +N iR˜i + LCL +NCN , (4.20)
where CN and CL differ from C and R˜0. Then, proceeding as in the previous section, the stability
conditions of CN and CL provide a sixth constraint, whose stability condition in turn can be solved
for L. Using this solution gives a Hamiltonian H = −N ˜˜R0−N iR˜i, where ˜˜R0 and R˜i are first class
constraints satisfying the spatial diffeomorphism algebra and,
{ ˜˜R0(x), ˜˜R0(y)} ≈ −
[
γij(x)R˜j(x)
∂
∂xi
δ3(x− y)− γij(y)R˜j(y) ∂
∂yi
δ3(x− y)
]
, (4.21)
which yields γij as the spatial HKT metric and gµν as the spacetime metric. Hence, both gµν and
fµν can arise as HKT metrics, consistent with the general structure of the theory.
8 This is also
consistent with the nature of ghost free matter couplings, whereby, a certain type of matter can
only couple minimally to one of the metrics.
The nonuniqueness of this metric is easy to understand. The observation made by HKT was
that whenever the Hamiltonian can be expressed as H = −MR˜0−M iR˜i, with first class constraints
R˜0 and R˜i satisfying the covariance algebra, then a metric can be read off from the {R˜0(x), R˜0(y)}
bracket as described above. However, in a theory where diffeomorphisms act on different sectors,
there may exist multiple ways of selecting the first class constraints (and the Lagrange multipliers)
each leading to a different choice of the HKT metric. In bimetric theory there is a further restriction.
If, for some choice of variables, the HKT metric involves a combination of g and f metrics, then that
combination must transform as a rank-2 tensor whenever g and f are transformed under coordinate
transformations. For example, if we follow the steps leading to the Hamiltonian (4.17), but then
use N =WL to eliminate L in (2.33), we obtain (with
ˆˆ
R0 = Rˆ0/W ),
H = −N ˆˆR0 − LiR˜i. (4.22)
However, a covariant metric with lapse N and shift Li does not exist. Indeed, the algebra of
ˆˆ
R0
and R˜i is not of the canonical form (4.1). Two different redefinitions of the
ˆˆ
R0 that restores the
canonical form of the algebra will lead to the HKT metric being fµν or gµν .
It may be possible to choose other variables than the ones described above. For example one
may use any linear combination of the shifts,M i = aN i+bLi (with a 6= −b) as Lagrange multipliers.
Using stability conditions of the constraints one would then put the Hamiltonian in the form
H = −MµRµ, (4.23)
8What determines the metric is not so much the field redefinition (2.15), but rather what shifts are retained as
Lagrange multipliers. If N i are retained the HKT-metric is gµν , whereas Li lead to fµν .
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If the Rµ algebra has the canonical form, it will be possible to identify a new HKT metric with
M0 and M i as the lapse and shift. This metric may be a complicated function of the phase space
variables that depends on a and b. The metric identified in [22] could be an example of this.
Note that, in any case, the physical gravitational metric is the one that minimally couples to
matter, say gµν , as dictated by absence of the ghost [2].
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A Determining the Lagrange multipliers
In massive gravity, the requirement that C(2) ≈ 0 is preserved under time evolution, gives an
equation that determines the Lagrange multiplier N [4]. In bimetric gravity, the corresponding
equation depends on all five Lagrange multipliers N,L, and Li,
d
dt
C(2)(x) = {C(2)(x), H}
=−
∫
dy
[
Li(y){C(2)(x), R˜i(y)}+ L(y){C(2)(x), R˜0(y)}+N(y){C(2)(x), C(y)}
]
≈ 0, (A.1)
However, now four of the multipliers are determined by gauge fixing general coordinate transforma-
tions, analogous to the procedure in [38]. Then (A.1) becomes an equation for the fifth multiplier.
Here, we demonstrate this procedure explicitly in the linearized β1-model: using general co-
variance to determine L and Li, (A.1) becomes an equation for N . We start with the equations of
motion for γij , φij , pi
ij , and pij . Since the interaction terms in the action (2.1) do not depend on
piij , varying with respect to it gives the same equation for γij as in general relativity,
∂tγij =
2N
M2g
√
det γ
(
piij − 1
2
γijpi
)
+∇iNj +∇jNi, (A.2)
where, Ni are given by equation (2.15) . Similarly, varying with respect to p
ij leads to equation
(3.19) for φij . However, since the interaction terms of (2.1) depend on γij , the equation for pi
ij will
have extra terms compared to the corresponding equation in general relativity. The extra terms
can be computed using (2.37), (2.39) and (3.3), and the equation becomes,
∂tpi
ij =−M2gN
√
det γ
(
3Rij(g) − 1
2
γij 3R(g)
)
+
N
2M2g
√
det γ
γij
(
pimnpimn − 1
2
pi2
)
− 2N
M2g
√
det γ
(
piikpik
j − 1
2
pipiij
)
+M2g
√
det γ
(∇i∇jN − γij∇k∇kN)
+
√
det γ
[
∇k
(
Nkpiij√
det γ
)
−∇k
(
N ipijk√
det γ
)
−∇k
(
N jpiik√
det γ
)]
+m4
√
det γ
[
N
(
V γij − V¯ ij)+ LU ij] . (A.3)
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In the above, we express the N i in terms of ni given by equation (2.15). Analogously, using
equations (3.5) and (3.14), the equation for pij is (for general βn),
∂tp
ij =−M2fL
√
detφ
(
3Rij(f) − 1
2
φij 3R(f)
)
+
L
2M2f
√
detφ
φij
(
pmnpmn − 1
2
p2
)
− 2L
M2f
√
detφ
(
pikpk
j − 1
2
ppij
)
+M2f
√
detφ
(∇¯i∇¯jL− φij∇¯k∇¯kL)
+
√
detφ
[
∇¯k
(
Lkpij√
detφ
)
− ∇¯k
(
Lipjk√
detφ
)
− ∇¯k
(
Ljpik√
detφ
)]
+m4
√
det γ
(
NW¯ ij + LU˜ ij
)
, (A.4)
Here, in analogy with (3.3), U˜mn is defined as
U˜mn ≡ 2 ∂U
′
∂φmn
, (A.5)
We now focus on the β1-model by setting β2 = β3 = 0. The equations will admit flat background
solutions gµν = fµν = ηµν if β0 = −3β1, and β4 = −β1. which we also assume [31]. To linearize
the theory around the flat background, we consider the small perturbations,
N = 1 + δN , γij = δij + γˆij , L = 1+ δL, Li = δLi, φij = δij + φˆij , (A.6)
with the boundary condition that all the perturbations vanish at infinity. A symmetric tensor
perturbation admits the following linear orthogonal decomposition [38],
aij = a
TT
ij + a
T
ij + ∂iaj + ∂jai. (A.7)
The components are defined in terms of aT ,
aT = a− 1∇2 ∂
i∂jaij , (A.8)
and are given by,
ai =
1
∇2
(
∂jaij − 1
2
1
∇2 ∂i∂
j∂kajk
)
,
aTij =
1
2
(
δija
T − 1∇2 ∂i∂ja
T
)
, (A.9)
aTTij = aij − aTij − ∂iaj − ∂jai.
Here, a is the trace of aij , defined as a = aijδ
ij , and 1/∇2 is the inverse of the flat space Laplacian.
In the β1-model, the linearized equations of motion become
∂tγˆij =
2
M2g
(
piij − 1
2
δijpi
)
+ ∂iLj + ∂jLi +
2
m4β1
(
∂i∂
kpijk + ∂j∂
kpiik
)
, (A.10)
∂tφˆij =
2
M2f
(
pij − 1
2
δijp
)
+ ∂iLj + ∂jLi, (A.11)
∂tpi
ij =− M
2
g
2
(
∂k∂
iγˆjk + ∂k∂
j γˆik − ∂i∂j γˆ −∇2γˆij)
+
M2g
2
δij
(
∂k∂lγˆkl −∇2γˆ
)
+M2g
(
∂i∂jδN − δij∇2δN)
−m4β1
(
1
2
φˆij − 1
2
γˆij − δij φˆ
2
+ δij
γˆ
2
− δijδL+ δijδN
)
, (A.12)
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∂tp
ij =− M
2
f
2
(
∂k∂
iφˆjk + ∂k∂
jφˆik − ∂i∂j φˆ−∇2φˆij
)
+
M2f
2
δij
(
∂k∂lφˆkl −∇2φˆ
)
+M2f
(
∂i∂jδL− δij∇2δL)
+m4β1
(
1
2
φˆij − 1
2
γˆij − δij φˆ
2
+ δij
γˆ
2
− δijδL+ δijδN
)
, (A.13)
where, in the derivation of A.10, we have used
ni =
φijR
(g)
j√
4m8β21 det γ + R
(g)
k φ
klR
(g)
l
, (A.14)
which is the solution to 2.30 in the β1-model [10]. In addition, the constraints R˜
0 = 0 and C = 0,
with R˜0 and C given by (2.20) and (2.22), are linearized to
M2f
(
∂i∂j φˆij −∇2φˆ
)
+m4β1
(
γˆ − φˆ
)
= 0, (A.15)
M2g
(
∂i∂j γˆij −∇2γˆ
)
+m4β1
(
φˆ− γˆ
)
= 0. (A.16)
In order to determine L and Li, coordinate conditions must be imposed. Here we follow a prescrip-
tion outlined in [3] and impose coordinate conditions with respect to the composite metric,
hµν = gµλ
(√
g−1f
)λ
ν
, (A.17)
which results in simpler equations. The null cone of hµν always encloses the intersection of the null
cones of gµν and fµν [3]. Carrying out a 3 + 1 decomposition of hµν around a flat background,
H ≡ (−h00)−1/2 = 1 + δH , Hi ≡ h0i = δHi, 3hij ≡ hij = δij + hˆij , (A.18)
we obtain, at the linear level,
hˆij =
1
2
(
γˆij + φˆij
)
. (A.19)
The canonical momentum of 3hij is given by
piijh = 2
(
piij + pij
)
. (A.20)
We can now use this to choose a coordinate condition to fix a time direction, as well as a
spacelike hypersurface. In analogy with [38], we choose
∇2pih − ∂i∂jpiijh = 0, (A.21)
which ensures that the time direction lies inside the null cones of both gµν and fµν . We must also
choose coordinate conditions on the hypersurface. In principle the condition ∂jhˆij = 0 could be
used, to extend the analogy to [38]. However, the equations turns out to be simpler if the condition
∂j φˆij = 0. (A.22)
is used instead. The coordinate conditions (A.21) and (A.22) can be rewritten as
piTh = 0⇒ piT + pT = 0, (A.23)
φˆi = 0, (A.24)
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using the orthogonal decomposition (A.7) [43]. When rewriting them this way, one makes use of
1
∇2 0 = 0, (A.25)
which holds for the vanishing boundary conditions at infinity [44]. Let us now define,
Pij ≡ pij − 1
2
δijp, (A.26)
and use Pij to express (A.11) as
∂tφˆij =
2
M2f
Pij + ∂iLj + ∂jLi. (A.27)
From the definition of the vector component, ai, in (A.9), it follows that if aij = ∂iLj + ∂jLi then
ai = Li. This leads us to the equation
∂tφˆi =
2
M2f
Pi + Li, (A.28)
where
Pi =
1
∇2
[
∂jpij − 1
4
∂ip− 1
2
∂i
1
∇2 ∂
j∂kpjk
]
. (A.29)
This, together with (A.24), means (A.28) can be rewritten as
Li =
2
M2f
1
∇2
(
∂jpij − 1
4
∂ip− 1
2
∂i
1
∇2 ∂
j∂kpjk
)
. (A.30)
The Lagrange multipliers Li are therefore determined in terms of the dynamical variables. Note
that this is consistent with the boundary conditions, since both Li and p
ij vanish at infinity.
We now turn our attention to L. By imposing the linearized constraint (A.15), the linearized
pij equation of motion, (A.13), can be simplified to
∂tp
ij =− M
2
f
2
(
∂k∂
iφˆjk + ∂k∂
j φˆik − ∂i∂jφˆ−∇2φˆij
)
+M2f
(
∂i∂jδL− δij∇2δL)+m4β1
(
δijδN − δijδL− 1
2
γˆij +
1
2
φˆij
)
. (A.31)
From this, we derive the equation of motion for pT by computing the trace of the transverse part
of each term on the right hand side, using (A.8). This gives the result
∂tp
T =− M
2
f
2
(
∂i∂jφˆij −∇2φˆ
)
− 2M2f∇2δL
+ 2m4β1 (δN − δL)− m
4
2
β1
(
γˆT − φˆT
)
, (A.32)
Similarly, using (A.8) and (A.16), the equation of motion for piT becomes
∂tpi
T =− M
2
g
2
(
∂i∂j γˆij −∇2γˆ
)− 2M2g∇2δN
− 2m4β1 (δN − δL) + m
4
2
β1
(
γˆT − φˆT
)
. (A.33)
– 22 –
Adding these equations yields
∂t
(
piT + pT
)
=− M
2
g
2
(
∂i∂j γˆij −∇2γˆ
)− M2f
2
(
∂i∂j φˆij −∇2φˆ
)
− 2M2g∇2δN − 2M2f∇2δL, (A.34)
which, using the coordinate condition (A.23) as well as the constraints (A.15) and (A.16), reduces
to
2M2g∇2δN + 2M2f∇2δL = 0, (A.35)
which in turn simplifies to
M2g δN +M
2
f δL = 0. (A.36)
In order to solve for δL and δN in terms of the dynamical variables, the linearized version of
equation (A.1) is needed. This equation will now be derived. The linearized version of the secondary
constraint, equation (3.35), is
C(2) = −2∂i∂jpiij + β1
m4
M2g
pi − β1 m
4
M2f
p, (A.37)
and the quadratic Hamiltonian is
H = −
∫
d3y
[
M2g
2
(
−1
2
∂kγˆij∂
kγˆij + ∂iγˆjk∂
j γˆik − ∂iγˆij∂j γˆ + 1
2
∂kγˆ∂
kγˆ
)
+
M2f
2
(
−1
2
∂kφˆij∂
kφˆij + ∂iφˆjk∂
j φˆik − ∂iφˆij∂j φˆ+ 1
2
∂kφˆ∂
kφˆ
)
+M2g δN
(
∂i∂j γˆ
ij −∇2γˆ)+M2f δL(∂i∂j φˆij −∇2φˆ)
+
m4β1
4
(
γˆij γˆij − γˆ2 + φˆij φˆij − φˆ2 − 2γˆij φˆij + 2γˆφˆ
)
+m4β1
(
φˆ (δN − δL)− γˆ (δN − δL)
)
+ Hˆ(pi, p)
]
, (A.38)
where Hˆ(pi, p) is a function of piij and pij , the exact form of which will not matter in the calculations
to come. Since the linearized C(2) only depends on the momenta, the the linearized version of
equation (A.1) can be written
C˙(2)(x) = {C(2)(x), H} = −
∫
d3z
(
δC(2)(x)
δpimn(z)
δH
δγˆmn(z)
+
δC(2)(x)
δpmn(z)
δH
δφˆmn(z)
)
, (A.39)
where C(2) and H are given by equation (A.37) and (A.38). From these equations it follows that
δC(2)(x)
δpimn(z)
= −2 ∂
∂xm
∂
∂xn
δ3(x − z) + β1 m
4
M2g
δmnδ
3(x− z), (A.40)
δC(2)(x)
δpmn(z)
= −β1 m
4
M2f
δmnδ
3(x− z), (A.41)
δH
δγˆ(z)
= −
[
M2g
2
(∇2γˆmn − ∂i∂mγˆin − ∂i∂nγˆim + ∂m∂nγˆ + δmn∂i∂j γˆij − δmn∇2γˆ)
+M2g
(
∂m∂nδN − δmn∇2δN)
+m4β1
(
1
2
(
γˆmn − δmnγˆ − φˆmn + δmnφˆ
)
− δmn (δN − δL)
)]
(A.42)
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δH
δφˆ(z)
= −
[
M2f
2
(
∇2φˆmn − ∂i∂mφˆin − ∂i∂nφˆim + ∂m∂nφˆ+ δmn∂i∂j φˆij − δmn∇2φˆ
)
+M2f
(
∂m∂nδL− δmn∇2δL)
+m4β1
(
1
2
(
φˆmn − δmnφˆ− γˆmn + δmnγˆ
)
+ δmn (δN − δL)
)]
. (A.43)
Inserting these into equation (A.39) yields the result
C˙(2) = m4β1
[
1
2
(
∂i∂j φˆ
ij −∇2φˆ
)
− 1
2
(
∂i∂j γˆ
ij −∇2γˆ)
+m4β1
(
φˆ− γˆ − 3 (δN − δL)
)( 1
M2g
+
1
M2f
)]
, (A.44)
which, after imposing the constraints (A.15) and (A.16), simplifies to
C˙(2) ≈ 3m8β21
(
1
M2g
+
1
M2f
)(
1
2
(
φˆ− γˆ
)
+ δL− δN
)
. (A.45)
C˙(2) ≈ 0 then implies
δN − δL = 1
2
(
φˆ− γˆ
)
, (A.46)
which, together with equation (A.36), can be solved for δL and δN . The result is
δL = − M
2
g
2
(
M2g +M
2
f
) (φˆ− γˆ) , (A.47)
δN =
M2f
2
(
M2g +M
2
f
) (φˆ− γˆ) . (A.48)
This shows that all Lagrangemultipliers in bimetric gravity can be determined, using the consistency
condition that C(2) is preserved in time, as well as suitable coordinate conditions. This procedure
can be generalized to the non-linear case, in a manner similar to that described in [38].
B Computation of the Poisson brackets
Here we compute the Poisson brackets of the constraints R˜0, R˜i, C, and C(2). A computation of the
algebra of constraints of general relativity (4.1) can be found in the appendix of [45] to which we
refer for the relevant details. In particular, we reproduce the following results that will be useful in
the computation of brackets in bimetric theory. To systematically deal with the derivatives of the
delta function that arise in the calculations one can introduce smoothing functions and define,
A
(g)
H ≡
∫
d3xa0(x)R0(g)(x), A(g) ≡
∫
d3xai(x)R
(g)
i (x), (B.1)
B
(g)
H ≡
∫
d3yb0(y)R0(g)(y), B(g) ≡
∫
d3ybi(y)R
(g)
i (y), (B.2)
where a0, ai, b0 and bi are time independent smoothing functions. These can be used to compute
the brackets of the constraints involving the metric gµν , since, for example,
{A(g), B(g)} =
∫
d3x
∫
d3yai(x)bi(y){R(g)i (x), R(g)i (y)}. (B.3)
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Then, one can obtain the following intermediate relations,
δA(g)
δγmn
=
√
det γ∇i
(
ai
pimn√
det γ
)
− pimi∇ian − pini∇iam, (B.4)
δA(g)
δpimn
= − (γnj∇maj + γmj∇naj) , (B.5)
δA
(g)
H
δpimn
= − a
0
M2g
√
det γ
(
2pimn − γmnpikk
)
, (B.6)
{A(g), B(g)} = −
∫
d3z
(
aiR
(g)
j ∇ibj − bjR(g)i ∇jai
)
, (B.7)
{A(g)H , B(g)} = −
∫
d3za0∇i
(
biR0(g)
)
, (B.8)
{A(g)H , B(g)H } = −
∫
d3z
(
a0Ri(g)∇ib0 − b0Ri(g)∇ia0
)
. (B.9)
Similarly, in analogy with (B.1) and (B.2), for the fµν metric one can define,
A
(f)
H ≡
∫
d3xa0(x)R0(f)(x), A(f) ≡
∫
d3xai(x)R
(f)
i (x), (B.10)
B
(f)
H ≡
∫
d3yb0(y)R0(f)(y), B(f) ≡
∫
d3ybi(y)R
(f)
i (y), (B.11)
which satisfy the same relations as those for the gµν metric above.
B.1 Evaluation of {R˜0(x), R˜i(y)}
Corresponding to the bimetric constraints R˜0 (2.20) and R˜i (2.21), let us introduce the smeared
functions,
F ≡
∫
d3xf(x)R˜0(x), G ≡
∫
d3ygi(y)R˜i(y), (B.12)
where, f(x) and gi(y) are time independent smoothing functions. It follows that
{F,G} =
∫
d3x
∫
d3yf(x)gi(y){R˜0(x), R˜i(y)}. (B.13)
From the definition of the Poisson bracket, this can also be written as
{F,G} = {F,G}g + {F,G}f =
∫
d3z
(
δF
δγmn(z)
δG
δpimn(z)
− δF
δpimn(z)
δG
δγmn(z)
)
+
∫
d3z
(
δF
δφmn(z)
δG
δpmn(z)
− δF
δpmn(z)
δG
δφmn(z)
)
. (B.14)
The variations of G with respect to γij and pi
ij are given by (B.4) and (B.5),
δG
δγmn
=
√
det γ∇i
(
gi
pimn√
det γ
)
− pimi∇ign − pini∇igm, (B.15)
δG
δpimn
= − (γnj∇mgj + γmj∇ngj) . (B.16)
The variations with respect to φij and p
ij are given by the analogue of (B.4) and (B.5) for fµν ,
δG
δφmn
=
√
detφ∇¯i
(
gi
pmn√
detφ
)
− pmi∇¯ign − pni∇¯igm, (B.17)
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δG
δpmn
= − (φnj∇¯mgj + φmj∇¯ngj) . (B.18)
From equation (2.27), it follows that when computing the variations of F , we need not consider
the implicit dependence on the dynamical variables through ni, but can in fact keep ni fixed. It is
therefore useful to introduce the notation,
f i = fni, (B.19)
and define the quantities,
BF ≡
∫
d3xf(x)R0(f)(x), DF ≡
∫
d3xf i(x)R
(g)
i (x). (B.20)
From these definitions, and (2.20), it follows that,
δF
δγmn
=
δDF
δγmn
+ 2m4f
∂
(√
det γU ′
)
∂γmn
,
δF
δpimn
=
δDF
δpimn
, (B.21)
δF
δφmn
=
δBF
δφmn
+ 2m4f
√
det γ
∂U ′
∂φmn
,
δF
δpmn
=
δBF
δpmn
. (B.22)
Then the bracket {F,G}g can then be written as,
{F,G}g = {DF , G}g + 2m4
∫
d3zf
∂
(√
det γU ′
)
∂γmn
δG
δpimn
. (B.23)
Since ni is kept fixed, the first term is similar in form to (B.7), and is therefore given by
{DF , G}g = −
∫
d3z
(
f iR
(g)
j ∇igj − gjR(g)i ∇jf i
)
. (B.24)
The second term is (since
√
det γU ′ and
√
det γU differ by a term independent of γ),
2m4
∫
d3zf
∂
(√
det γU ′
)
∂γmn
δG
δpimn
= −2m4
∫
d3zf
√
det γ
(
U∇jgj + 2 ∂U
∂γmn
γnj∇mgj
)
. (B.25)
Now we turn our attention to {F,G}f , which can be written as,
{F,G}f = {BF , G}f + 2m4
∫
d3zf
√
det γ
∂U ′
∂φmn
δG
δpmn
. (B.26)
The first term is analogous to (B.8), and is therefore given by
{BF , G}f = −
∫
d3zf∂i
(
giR0(f)
)
. (B.27)
Here as have used
∇¯i
(
giR0(f)
)
= ∂i
(
giR0(f)
)
, (B.28)
which follows since gi is a vector and R0(f) is a scalar density9. The second term becomes,
2m4
∫
d3zf
√
det γ
∂U ′
∂φmn
δG
δpmn
= −2m4
∫
d3zf
√
det γU˜mnφnj∇¯mgj, (B.29)
where U˜mn is defined by (A.5). Putting the above results together, one obtains,
{F,G} =
∫
d3z
[
− f∂i
(
giR0(f)
)
− f iR(g)j ∇igj + gjR(g)i ∇jf i
− 2m4f
√
det γ
(
U∇igi + 2 ∂U
∂γmn
γnj∇mgj + U˜mnφnj∇¯mgj
)]
. (B.30)
9To derive the identity, one needs the formula for the covariant derivative of a scalar density, ∇αD = ∂αD−Γ
µ
αµD.
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We now bring (B.30) to the appropriate form by rewriting the terms. Using integration by
parts, the third term can be rewritten as,∫
d3zgjR
(g)
i ∇jf i = −
∫
d3zf∂i
(
ginjR
(g)
j
)
+
∫
d3zfgiR
(g)
j ∇inj . (B.31)
Using (2.23) and (A.5), it is possible to write,
f
√
det γU˜mnφnj∇¯mgj = 2f
√
det γ
∂U
∂φmn
φnj∇¯mgj + β4f
√
detφ∇¯igi. (B.32)
The last term in the above expression, together with the fourth term in (B.30), can be rewritten in
the following manner,∫
d3zf
(√
det γU∇igi + β4
√
detφ∇¯igi
)
=
∫
d3zf
(
∂i
(
gi
√
det γU ′
)
− gi
√
det γ∂iU
)
. (B.33)
Putting these results into (B.30), and using (2.20), we get,
{F,G} =
∫
d3z
[
− f∂i
(
giR˜0
)
+ fgiR
(g)
j ∇inj − f iR(g)j ∇igj
+ 2m4f
√
det γ
(
gi∂iU − 2 ∂U
∂γmn
γnj∇mgj − 2 ∂U
∂φmn
φnj∇¯mgj
)]
. (B.34)
The first term in this expression is the one that appears in the covariance algebra. Thus, to obtain
the correct algebra, all other terms must cancel. Note that, since f i = fni, we can write,
fgiR
(g)
j ∇inj − f iR(g)j ∇igj = fgiR(g)j ∂inj − f iR(g)j ∂igj . (B.35)
In the second line, writing U = β1[U1] + β2[U2] + β3[U3], the derivative
∂U
∂γmn
was computed in
equations (3.29)-(3.31). Now we evaluate
∂U
∂φmn
in a similar way. The β1-term gives,
β1
∂[U1]
∂φmn
= β1
∂
√
x
∂φmn
= −β1
2
nmnn√
x
. (B.36)
The β2-term, on using equation (3.6), becomes
β2
∂[U2]
∂φmn
= β2
(
−n
mnn
2
Dii + n
(mDn)kn
k +
1
2
Qmn1
)
. (B.37)
The β3-term, on using (3.6) and (3.7), becomes,
β3
∂[U3]
∂φmn
= β3
√
x
[
1√
x
∂
(√
xDll
)
∂φmn
niφijD
j
kn
k −Diknkφij
∂
(
Dj ln
l
)
∂φmn
+
nmnn
2x
Dikn
kφijD
j
ln
l
+Dlln
(mDn)kn
k −DmknkDnlnl − n
mnn
2
e2(D) +
1
2
DllQ
mn
1 −
1
2
Qmn2
]
. (B.38)
Using (3.6), the first two terms of this can be rewritten as,
∂
(√
xDll
)
∂φmn
niφijD
j
kn
k −√xDiknkφij
∂
(
Dj ln
l
)
∂φmn
= −nlφli
(√
xDij +
1√
x
Dirn
rnqφqj
)
∂
(
Djkn
k
)
∂φmn
+
1
2
1√
x
niφijD
j
kn
kQmn1 , (B.39)
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When combined with the relation10
nlφli
(√
xDij +
1√
x
Dirn
rnqφqj
)
∂
(
Djkn
k
)
∂φmn
=
1
2
nmnn√
x
Dikn
kφijD
j
ln
l +
√
xn(mDn)lD
l
kn
k − 1
2
√
xDmkn
kDnln
l, (B.40)
this implies that the β3-term becomes,
β3
∂[U3]
∂φmn
=β3
√
x
[
Dlln
(mDn)kn
k − n(mDn)lDlknk − 1
2
Dmkn
kDnln
l
− n
mnn
4
(
DiiD
j
j −DijDji
)
+
1
2
DllQ
mn
1 −
1
2
Qmn2 +
1
2x
niφijD
j
kn
kQmn1
]
. (B.41)
Putting these together gives ∂U/∂φmn.
Now, observe that the last two terms of (B.34) can be written as,
2
∂U
∂γmn
γnj∇mgj + 2 ∂U
∂φmn
φnj∇¯mgj
=
(
2
∂U
∂γmn
γnj + 2
∂U
∂φmn
φnj
)
∂mg
j + 2
∂U
∂γmn
γnjΓ
j
mig
i + 2
∂U
∂φmn
φnj Γ¯
j
mig
i (B.42)
The quantity in the parenthesis is computed using (3.29)-(3.31) and (B.36)-(B.41). Its β1-term is,(
2
∂U
∂γmn
γnj + 2
∂U
∂φmn
φnj
)
β1
= −β1nmn
lφli√
x
δij . (B.43)
After a short calculation, using (3.9), the β2-terms become,(
2
∂U
∂γmn
γnj + 2
∂U
∂φmn
φnj
)
β2
= −β2nmn
lφli√
x
√
x
(
δijD
k
k −Dij
)
. (B.44)
Finally, the β3-term can be written as,(
2
∂U
∂γmn
γnj + 2
∂U
∂φmn
φnj
)
β3
= −β3nmn
lφli√
x
x
(
1
2
δij
(
DrrD
k
k −DrkDkr
)
+DikD
k
j −DijDkk
)
+ β3A
m
j , (B.45)
where Amj are given by,
Amj =
√
x
[
Dll(n
nDmkn
k +Qmn1 )− (nnDml −
1
x
niφilQ
mn
1 )D
l
kn
k −DmknkDnlnl −Qmn2
]
φnj
+
√
x
[
Dllφir
(
D−1
)r
k
− φki + 1
x
nlφlqD
q
rn
rφis
(
D−1
)s
k
− 1
x
nrφrin
lφlk
]
∂γki
∂γmn
γnj . (B.46)
Using (3.9) and (3.10), this reduces to,
Amj = −
(
1√
x
nsφsqD
q
rn
rDmin
i +
√
xDmlD
l
kn
k
)
nnφnj − 1√
x
niφirn
lφlk
∂γrk
∂γmn
γnj = 0. (B.47)
The vanishing of Amj follows from the definition of the matrix D in (2.16), which implies,
xDmlD
l
k = γ
mlφlk −DminiDljnjφlk, (B.48)
10Equation (B.40) is analogous to equation 4.6 in [10], and is derived in a similar way.
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Putting (B.43), (B.44) and (B.45) together, we get,
2m4f
√
det γ
(
−2 ∂U
∂γmn
γnj − 2 ∂U
∂φmn
φnj
)
∂mg
j
=2m4fm
√
det γ
nlφli√
x
[
β1δ
i
j + β2
√
x
(
δijD
k
k −Dij
)
+ β3x
(
1
2
δij
(
DrrD
k
k −DrkDkr
)
+DikD
k
j −DijDkk
)]
∂mg
j = f iR
(g)
j ∂ig
j, (B.49)
where (2.28) and (2.30) have been used in the last step. This means that (B.34) simplifies to
{F,G} =
∫
d3z
[
− f∂i
(
giR˜0
)
+ fgiR
(g)
j ∂in
j
+ 2m4f
√
det γ
(
gi∂iU − 2 ∂U
∂γmn
γnjΓ
j
mig
i − 2 ∂U
∂φmn
φnj Γ¯
j
mig
i
)]
. (B.50)
The final two terms of this can be rewritten as,
2
∂U
∂γmn
γnjΓ
j
mig
i = gi
∂U
∂γmn
∂iγmn, 2
∂U
∂φmn
φnj Γ¯
j
mig
i = gi
∂U
∂φmn
∂iφmn. (B.51)
Furthermore, the derivative of U can be expressed as,
∂iU =
∂U
∂nj
∂in
j +
∂U
∂γmn
∂iγmn +
∂U
∂φmn
∂iφmn. (B.52)
Note that the last two terms in this expression cancels against the terms involving Christoffel
symbols in (B.50). Finally, from (2.27), it follows that,
2m4
√
det γfgi
∂U
∂nj
∂in
j = −fgiR(g)j ∂inj , (B.53)
which cancels against the second term in (B.50). The bracket (B.50) therefore becomes
{F,G} = −
∫
d3zf∂i
(
giR˜0
)
. (B.54)
In view of (B.13), this yields bracket quoted in (4.4),
{R˜0(x), R˜i(y)} = −R˜0(y) ∂
∂xi
δ3(x− y). (B.55)
B.2 Evaluation of {R˜0(x), R˜0(y)}
In analogy with F , BF and DF defined as in (B.12) and (B.20), let us also define,
K ≡
∫
d3yk(y)R˜0(y) , BK ≡
∫
d3yk(y)R0(f)(y) , DK ≡
∫
d3yki(y)R
(g)
i (y). (B.56)
where, ki = kni and, as in the previous section, ni can be kept fixed when computing the variations.
From this, it follows that,
{F,K} =
∫
d3x
∫
d3yf(x)k(y){R˜0(x), R˜0(y)}. (B.57)
The variations of F are once again given by (B.21), and (B.22), while the variations of K are given
by similar equations with smoothing function f replaced by k. As before, the bracket {F,K} can
be split in two parts, {F,K} = {F,K}g + {F,K}f , the first of these is given by,
{F,K}g = {DF , DK}g + 2m4
∫
d3z
∂
(√
det γU ′
)
∂γmn
(
f
δDK
δpimn
− k δDF
δpimn
)
. (B.58)
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The variations δDF /δpi
mn and δDK/δpi
mn are given by (B.5), and the bracket {DF , DK}g is similar
to (B.7). Putting all this together gives,
{F,K}g =
∫
d3z
[
2m4
√
det γUmnγnj
(
kj∂mf − f j∂mk
)− (f iR(g)j ∂ikj − kjR(g)i ∂jf i)
]
, (B.59)
where the covariant derivatives have been replaced with ordinary ones since the terms involving
Christoffel symbols cancel.
Now we turn our attention to {F,K}f . This bracket is given by,
{F,K}f = {BF , BK}f + 2m4
∫
d3z
√
det γ
∂U ′
∂φmn
(
f
δBK
δpmn
− k δBF
δpmn
)
. (B.60)
The variations of BF and BK with respect to p
ij are given by (B.6) and the terms under the integral
sign cancel out. The bracket {BF , BK} is given by (B.9), now with Ri(f) ≡ φijR(f)j . Hence,
{F,K}f = {BF , BK}f = −
∫
d3z
(
fRi(f)∂ik − kRi(f)∂if
)
, (B.61)
Combining {F,K}f and {F,K}g yields the expression
{F,K} =
∫
d3z
[
−Ri(f) (f∂ik − k∂if)−R(g)i
(
f j∂jk
i − kj∂jf i
)
+ 2m4
√
det γUmnγnj
(
kj∂mf − f j∂mk
) ]
. (B.62)
Since ki = nik and f i = nif , the second term in this expression is,
−R(g)i
(
f j∂jk
i − kj∂jf i
)
= niR
(g)
i
(
kj∂jf − f j∂jk
)
. (B.63)
By the definition of Umn (3.3), the last term in (B.62) is,
2m4
√
det γUmnγnj
(
kj∂mf − f j∂mk
)
= 2m4
√
det γU
(
kj∂jf − f j∂jk
)
+ 4m4
√
det γ
∂U
∂γmn
γnj
(
kj∂mf − f j∂mk
)
. (B.64)
Then, using the expression for U in (3.28) we have,
2m4
√
det γU
(
kj∂jf − f j∂jk
)
= 2m4
√
det γ
[
β1√
x
+ β2D
l
l + β3
√
xe2(D)
] (
kj∂jf − f j∂jk
)
− niR(g)i
(
kj∂jf − f j∂jk
)
. (B.65)
The last term cancels against the expression in (B.63), so that (B.62) becomes,
{F,K} =
∫
d3z
[
−
(
fRi(f)∂ik − kRi(f)∂if
)
+ 2m4
√
det γ
(
β1√
x
+ β2D
l
l +
β3
2
√
x
(
DkkD
r
r −DkrDrk
)) (
kj∂jf − f j∂jk
)
+ 4m4
√
det γ
∂U
∂γmn
γnj
(
kj∂mf − f j∂mk
) ]
. (B.66)
We now concentrate on the last term of (B.66). The β2-part of this, using equation (3.30), becomes,[
4m4
√
det γ
∂U
∂γmn
γnj
(
kj∂mf − f j∂mk
)]
β2
= −2m4
√
det γβ2D
m
j
(
kj∂mf − f j∂mk
)
, (B.67)
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where we have used (2.17), together with the relation
φnk
(
D−1
)k
l
γml = xDmn +D
m
in
inkφkn, (B.68)
which follows from (2.16). The β3-part takes the form, on using (3.31),
[
4m4
√
det γ
∂U
∂γmn
γnj
(
kj∂mf − f j∂mk
)]
β3
= 2m4
√
det γβ3
[
√
xDllφir
(
D−1
)r
k
−√xφik
+
1√
x
nlφlqD
q
rn
rφis
(
D−1
)s
k
− 1√
x
nrφrin
lφlk
]
∂γik
∂γmn
γnj
(
kj∂mf − f j∂mk
)
. (B.69)
Using (2.17), (B.48) and (B.68), many of these terms cancel in a way similar to the β2 case in
(B.67). After some calculations, the β3-part reduces to[
4m4
√
det γ
∂U
∂γmn
γnj
(
kj∂mf − f j∂mk
)]
β3
= 2m4
√
det γβ3
√
x
(
DmkD
k
j −DmjDkk
) (
kj∂mf − f j∂mk
)
. (B.70)
Finally, combining these results with equation (2.30), and performing some manipulations, allows
the bracket (B.66) to be expressed as,
{F,K} =
∫
d3z
[
−
(
fRi(f)∂ik − kRi(f)∂if
)
− φijR(g)j (f∂ik − k∂if)
]
= −
∫
d3z
(
fR˜i∂ik − kR˜i∂if
)
, (B.71)
where we have defined
R˜i ≡ φijR˜j = φijR(g)j +Ri(f). (B.72)
Combining this with (B.57) yields the bracket (4.5),
{R˜0(x), R˜0(y)} = −
(
R˜i(x)
∂
∂xi
δ3(x− y)− R˜i(y) ∂
∂yi
δ3(x− y)
)
, (B.73)
B.3 Poisson brackets with the constraint C
We will now compute the Poisson brackets of R˜0 and R˜i with C in (2.22). Let us define,
FC ≡
∫
d3xf(x)C(x). (B.74)
The variations of FC with respect to γij , pi
ij , φij and p
ij are,
δFC
δγmn
=
δA0
δγmn
+
δA
δγmn
+ 2m4f
∂
(√
det γV
)
∂γmn
,
δFC
δpimn
=
δA0
δpimn
+
δA
δpimn
, (B.75)
δFC
δφmn
=
δA
δφmn
+ 2m4f
√
det γ
∂V
∂φmn
,
δFC
δpmn
= 0, (B.76)
where,
A0 ≡
∫
d3xf(x)R0(g)(x), A ≡
∫
d3xf(x)R
(g)
i (x)D
i
j(x)n
j(x). (B.77)
Now, for G defined in (B.12), we evaluate the bracket {FC , G} by spliting it in two parts,
{FC , G} = {FC , G}g + {FC , G}f . (B.78)
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The g-bracket is given by,
{FC , G}g = {A0, G}g + {A,G}g + 2m4
∫
d3zf
∂
(√
det γV
)
∂γmn
δG
δpimn
. (B.79)
The first bracket in this expression is similar to (B.8), and therefore becomes
{A0, G}g = −
∫
d3zf∇j
(
gjR0(g)
)
= −
∫
d3zf∂i
(
giR0(g)
)
(B.80)
The last step holds since gi is a vector and R0(g) is a scalar density, in analogy with (B.28). The
second bracket is similar to (B.7), but there will be an extra term due to the fact that the variation
of Dijn
j with respect to γij does not vanish. The bracket therefore becomes
{A,G}g = −
∫
d3z
(
fDijn
jR
(g)
k ∇igk − gkR(g)i ∇k
(
fDijn
j
)− fR(g)i ∂
(
Dijn
j
)
∂γmn
δG
δpimn
)
. (B.81)
The f -bracket {FC , G}f is given by,
{FC , G}f =
∫
d3z
[
fR
(g)
i
∂
(
Dijn
j
)
∂φmn
δG
δpmn
+ 2m4f
√
det γ
∂V
∂φmn
δG
δpmn
]
. (B.82)
Putting these together gives,
{FC , G} =
∫
d3z
[
gkR
(g)
i ∇k
(
fDijn
j
)− f∂j (gjR0(g))− fDijnjR(g)k ∇igk
+ fSmn
δG
δpimn
+ fZmn
δG
δpmn
]
. (B.83)
Here, Smn is defined in (2.37) and Zmn is defined in (3.5).The first term can be rewritten as,∫
d3zgkR
(g)
i ∇k
(
fDijn
j
)
= −
∫
d3zf∂i
(
giR
(g)
j D
j
kn
k
)
+
∫
d3zfgkR
(g)
i ∇k
(
Dijn
j
)
. (B.84)
The expression for the variation of G given in (B.16), together with (2.39), allows us to write
fSmn
δG
δpimn
= −2m4f
√
det γV∇jgj + 2m4f
√
det γV¯ mnγnj∇mgj, (B.85)
where the first term can be further simplified using,√
det γV∇jgj = ∂i
(
gi
√
det γV
)
− gi
√
det γ∂iV . (B.86)
In a similar way, using (3.14) and (B.18), we can write
fZmn
δG
δpmn
= −2m4f
√
det γW¯mnφnj∇¯mgj . (B.87)
Putting all of this together, the bracket {FC , G} becomes
{FC , G} =
∫
d3zf
[−∂i (giC)+∆′] . (B.88)
where ∆′ is the same as the quantity ∆ in (3.25) with Li replaced by gi,
∆′ = R
(g)
j
(∇i(Djknk)gi −Diknk∇igj)
+ 2m4
√
det γ
(
∂iV g
i + γjkV¯
ki∇igj − φjkW¯ ki∇¯igj
)
. (B.89)
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We now show that ∆′ = 0. First, note that the Christoffel symbols in the first two terms cancel,
R
(g)
j
(∇i(Djknk)gi −Diknk∇igj) = R(g)j (∂i(Djknk)gi −Diknk∂igj) (B.90)
The last two terms of ∆′ are,
γjkV¯
ki∇igj − φjkW¯ ki∇¯igj =
(
V¯ kiγjk − W¯ kiφjk
)
∂ig
j +
(
V¯ kiγjkΓ
j
il − W¯ kiφjkΓ¯jil
)
gl. (B.91)
Using the symmetry relation (2.18), it follows from (2.40) and (3.13) that
V¯ kiγjk − W¯ kiφjk = n
kφkm√
x
Diln
l
[
β1δ
m
j + β2
√
x (δmjD
r
r −Dmj)
+ β3x
(
1
2
δmj
(
DrrD
h
h −DrhDhr
)
+DmnD
n
j −DmjDrr
)]
, (B.92)
which, together with (2.28) and (2.30), implies that
2m4
√
det γ
(
V¯ kiγjk − W¯ kiφjk
)
= R
(g)
j D
i
kn
k. (B.93)
Also, since V¯ ki and W¯ ki are symmetric, the last two terms in (B.91) become,
V¯ kiγjkΓ
j
il =
1
2
V¯ ki∂lγik, W¯
kiφjkΓ¯
j
il =
1
2
W¯ ki∂lφik. (B.94)
The above equations can be used to rewrite ∆′ as,
∆′ = R
(g)
j ∂i(D
j
kn
k)gi +m4
√
det γ
[
2∂iV g
i +
(
V¯ mn∂iγmn − W¯mn∂iφmn
)
gi
]
. (B.95)
We will now compute ∂iV . From (2.25) it follows that,
∂iV = β1∂i
(√
xDjj
)
+
1
2
β2
(
2
√
xDjj∂i
(√
xDkk
)− ∂i (xDjkDkj))
+
1
6
β3
(
3xDjjD
k
k∂i
(√
xDll
)− 3xDklDlk∂i (√xDjj)
− 3√xDjj∂i
(
xDklD
l
k
)
+ 2∂i
(
x3/2DjkD
k
lD
l
j
))
. (B.96)
To evaluate this, we need the following derivatives that can be computed using equation (2.16),
∂i
(√
xDjj
)
=
1
2
1√
x
[
−2njφlj∂i
(
Dlnn
n
)− φlj(D−1)jkγkmγln∂iγmn +Qjl1 ∂iφlj
]
,
∂i
(
xDjkD
k
j
)
= −2Djmnmφlj∂i
(
Dlnn
n
)− φljγjmγln∂iγmn +Qjl2 ∂iφlj , (B.97)
∂i
(
x3/2DjkD
k
lD
l
j
)
=
3
2
√
x
[
−2DjkDkmnmφlj∂i
(
Dlnn
n
)− φljDjkγkmγln∂iγmn +Qjl3 ∂iφlj] .
Using these expressions, as well as (2.40) and (3.13), equation (B.96) can be rewritten as
∂iV = −
[
β1√
x
njφlj + β2
(
Drrn
jφlj −Djmnmφlj
)
+ β3
√
x
(
1
2
(
DrrD
h
h −DrhDhr
)
njφlj −DrrDjmnmφlj +DjkDkmnmφlj
)]
∂i
(
Dlnn
n
)
− 1
2
V¯ mn∂iγmn +
1
2
W¯mn∂iφmn, (B.98)
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which, together with (2.18) and (2.28) implies
2m4
√
det γ∂iV = −R(g)j ∂i
(
Djkn
k
)−m4√det γ (V¯ mn∂iγmn − W¯mn∂iφmn) . (B.99)
Substituting this in (B.95) gives ∆′ = 0, as desired, and one obtains,
{FC , G} = −
∫
d3zf∂i
(
giC) . (B.100)
This expression is of the same form as (B.54), but with R˜0 replaced by C. By the same argument
as for that bracket, it follows that
{C(x), R˜i(y)} = −C(y) ∂
∂xi
δ3(x − y). (B.101)
Since C is a scalar density, it should transform as such under spatial diffeomorphisms. Note that
the Poisson bracket above is of the same form as (4.4). Since R˜0 is also a scalar density, this means
that C transforms in the appropriate way, consistent with our earlier results.
Finally, we look at the bracket {C(x), R˜0(y)}. Recall from (3.1) that
C(2)(x) ≈ −
∫
d3y
[
Li(y){C(x), R˜i(y)}+ L(y){C(x), R˜0(y)}
]
. (B.102)
Imposing the constraint C = 0, equation (B.101) implies that∫
d3yL(y){C(x), R˜0(y)} = −C(2)(x) + Li(x)
∂
∂xi
C(x) ≈ −C(2)(x), (B.103)
since the spatial derivative of C vanishes on the constraint surface. In particular, equation (B.103)
shows that C(2) is independent of Li, as discussed in section 3.2. Then it follows that computing
the bracket {C(x), R˜0(y)} involves preforming essentially the same calculations as those in section
3. The result is
{C(x), R˜0(y)} = −C(2)(x)
L(x)
δ3(x− y). (B.104)
The right hand side of (B.104) is independent of L, as can be seen from (3.35).
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