Differential acoustic resonance spectroscopy (DARS) was developed to examine changes in the resonant frequencies of a cavity perturbed by the introduction of a centimetre-sized sample. Resonant frequency shifts, measured at different resonance modes and between empty and sample-loaded cavities, were used to infer the acoustic properties of the loaded samples in the low frequency range (0.5-2 kHz). To some extent, this laboratory-based measurement technique fills an experimental gap between the low-frequency stress-strain method (quasistatic to several kHz) and the ultrasonic transmission technique (hundreds of kHz to MHz). By means of an effective perturbation model against the DARS system, this study presents a Green's function-based theoretical derivation of an amended DARS perturbation formula under a general impedance boundary condition. Numerical and experimental results show that the amended DARS perturbation is able to reflect the DARS operation mechanism more accurately and more precisely than past efforts. In addition, inversion was performed by fitting the resonance frequencies, measured at various locations inside the DARS resonance cavity, in a least-square sense to estimate the acoustic properties of a test sample. Inversion implementation at different resonance modes makes it possible to perform direct dispersion analysis on reservoir rocks at different low-frequency bands. The results of this study show that the DARS laboratory device, in conjunction with the amended perturbation formula and the proposed inversion strategy, are useful tools for estimating the acoustic properties of centimetre-sized rock samples in the low frequency range.
I N T RO D U C T I O N
From free oscillations of the entire Earth to ultrasound in small rock samples, seismic waves passing through geological materials are subject to attenuation and dispersion in a broad range of frequencies and scales (Aki & Richards 1980) . During the last four decades, numerous theoretical models, with varying degrees of rigor and complexity, have been developed to predict or interpret attenuation and velocity dispersion from wave-induced flow (Biot 1956a,b; Dvorkin & Nur 1993; King & Marsden 2002; Gurevich & Lopatnikov 1995; Gurevich et al. 2007 Gurevich et al. , 2009a Müller et al. 2008) . Müller et al. (2010) presented a systematic review of these theoretical models, and categorized them into three principal groups according to their underlying theoretical frameworks: Biot's theory of poroelasticity; elastodynamic theory, in which local fluid flow is incorporated through an additional hydrodynamic equation, and; viscoelasticity. While progress has been made, these theoretical studies remain unconstrained by experimental data, scarce due to the lack of laboratory measurements made at frequencies below the MHz range. As a result, the applicability of theoretical models to field seismic data requires further investigation. Specifically, broadband laboratory measurements of attenuation and dispersion for a variety of reservoir rocks are needed. Furthermore, more robust methods to estimate dissipation attributes from field data need to be developed.
Laboratory techniques for measuring the acoustic properties of centimetre-sized samples can be divided into three main types: ultrasound, the resonance bar technique, and quasi-static stress-strain measurements. Ultrasonic velocity measurements operate in the hundreds of kHz range. The resonant bar technique operates in the kHz range, close to that used in acoustic logging and seismic exploration (Yin et al. 1992; Cadoret et al. 1995) . The quasi-static stress-strain measurements can be made in a frequency range that overlaps with that of exploration seismology (Batzle et al. 2006) . Other than the resonance bar and forced oscillation methods, in the regime of low-frequency measurements, efforts have also been made to develop variant forms of existing techniques (Zadler et al. 2004; Jackson et al. 2011; Madonna & Tisato 2013; McCann et al. 2014) . To the end, we have developed a new measurement system to investigate the acoustic properties of rock samples at frequencies ranging from 0.5 to 2 kHz, a range which has been explored in several recent studies (Harris et al. 2005; Xu 2007; Wang et al. 2012; Zhao et al. 2013 Zhao et al. , 2014 . The system, differential acoustic resonance spectroscopy (DARS), can be treated as an extension (or a variant) of resonance-bar measurements, and is based on perturbation theory. The resonance frequencies of a fluid-filled cavity are dependent on the sonic velocity of the fluid and on the length of the cavity. The introduction of a sample into the cavity perturbs the resonance properties of the system. Therefore, the acoustic properties of samples can be inferred from the resonant frequency shifts at different resonance modes between measurements with and without the sample present. Wang et al. (2012) systematically generalized the derivation of the perturbation theory underlying the DARS system, starting from the frequency-domain acoustic equations. At the time, the derivation appeared both reasonable and complete and it was thought that the derived perturbation equation was capable of reflecting the DARS operation mechanism both precisely and accurately. However, the approach has a number of shortcomings. Firstly, some of the assumptions and approximation procedures remain unclear, inhibiting user's understanding of the physical system. Accordingly, some of the possible error sources remain unclear. On the other hand, boundary conditions were treated as free or perfectly rigid. The authors realized that such boundary condition assumptions were questionable, but because DARS uses the differential resonance frequency to estimate the properties of test samples, it was thought that the effects of boundary-induced error would somehow be cancelled. However, such boundary assumptions do not conform to the physical truth and, as such, provide the principal shortcoming of the derivation. Second, with respect to the estimation algorithm, the authors showed that the derived perturbation equation could be reduced to a mathematically elegant form, namely a one-data-point fitting approach, when the first-mode resonance frequency was measured at an acoustic pressure antinode. Thus, only the information collected at the acoustic pressure antinode was utilized to estimate the compressibility parameter corresponding to the first-mode resonance frequency. In summary, the main issues with the approach can be generalized as follows: (i) only the compressibility parameter can be estimated at first-mode resonance frequency; (ii) only partial information from the abundant measurements of resonance frequencies is used for the compressibility estimation, meaning that this approach suffers from random error and loss of information; (iii) because of (ii), for the accurate estimation of the compressibility parameter, the DARS system performs better with samples of high compressibility than with samples of low and medium compressibility.
On the basis of the work of (Wang et al. 2012; Zhao et al. 2013 ) developed an inversion approach to improve low estimation accuracy of the compressibility parameter for samples with low and medium compressibility. In this approach, all measured resonance frequencies, with the sample at various locations inside the resonance cavity, contribute to the estimation of acoustic properties.
Thus, to some extent, the inversion approach can improve the estimation accuracy, as compared to the one-data-point method, as well as allowing the simultaneous estimation of both compressibility and density parameters in the low frequency range. However, the inversion approach remains based on the perturbation equation derived under the assumption of free and perfectly rigid boundary conditions.
In this study, we present a Green's function-based theoretical derivation of an amended DARS perturbation formula under a general impedance boundary condition, by means of an effective perturbation model against the DARS system. Numerical and experimental data show that this amended DARS perturbation is able to reflect the DARS operation mechanism more accurately and more precisely that did past approaches. Accordingly, an inversion strategy dependent on the amended DARS perturbation formula was developed to estimate the acoustic properties of a test sample. In addition, the laboratory technique for estimating acoustic properties was successfully extended to higher order resonance frequencies, providing a significant advance on previous capabilities. As a result, it is now possible to conduct direct dispersion observations and analyses on reservoir rocks at different low-frequency bands.
D E R I VAT I O N O F DA R S T H E O RY

Green's function-based single-frequency acoustic pressure
A schematic diagram of the DARS system is shown in Fig. 1(a) . The resonance system of the apparatus consists of a silicon oilfilled tank, a cylindrical aluminium cavity with the two open ends immersed in the container, and a piezoceramic source at the bottom of the silicon oil tank. The resonance frequency shifts, as shown Fig. 1(c) , occur when a sample is loaded in the empty aluminium cavity, and are used to estimate the acoustic properties of the loaded sample. The resonance frequencies of a fluid-filled cavity are dependent on the sonic velocity of the fluid and on the length of the cavity, that is, f = nc 0 /(2L), where c 0 is the speed of sound in the fluid filling the cavity, L is the cavity length, and n is the resonance mode. Fig. 1(b) shows that the DARS system is able to reduce to an effective perturbation model. The region, R 0 , stands for the aforementioned resonance system, and the perturbation region, R, corresponds to a test sample which perturbs the resonance system of the DARS apparatus, thus shifting the resonance frequencies. The surface, S, is the boundary of the region R 0 , with n being the normal direction. The boundary S corresponds to S 1 + S 2 + S 3 + S 4 + S 5 + S 6 in the DARS system, in which, S i (i = 1, 2, . . . , 5) is a rigidity boundary or impedance boundary, while S 6 is a free boundary. The effective perturbation model is able to facilitate the Green's function-based derivation of an amended DARS perturbation equation. This method helps in understanding some of the assumptions and approximations made during the derivation better and improves the analysis on the error sources of the acoustic properties estimation.
The acoustic equation in the effective perturbation model, as shown in Fig. 1(b) , can be expressed as below (Ingard & Morse 1968) :
where p is the acoustic pressure field, and ρ and κ are the density and compressibility parameters, respectively. In eq.
(1), both ρ and κ have different values in the background region, R 0 , and in the perturbation region, R:
If turbulence is present, the right-hand side of eq. (1), instead of being zero, is equal to 1 ρ ∇ · ζ · ∇, where ζ is a kinetic tensor (Ingard & Morse 1968) . However, the fluid used in the DARS system, Dimethyl silicone oil, has a low viscosity (5 cst), a density of 0.93 g cm −3 , and a sonic velocity (c 0 ) of 970 m s −1 at 25 • C. Thus, if we neglect viscosity and heat conduction in the effective perturbation model, the right-hand turbulence term can be approximated to zero. As a result, eq. (1) can be transformed into the following form:
where
By moving the terms representing the effect of the perturbation region (R) to the right side, and by multiplying both sides by ρ, the equation with respect to the acoustic pressure, either inside or outside of the perturbation region (R), can be rewritten in the form:
where c 2 = 1 ρκ . We have put the terms representing the perturbation (R) on the right, as though the terms related to R were a sort of source term. In a sense, they are source terms, for they represent the sources of the scattered acoustic field, produced by the interaction between the acoustic pressure propagation in the region R 0, as well as the perturbation of R. However, the terms on the right-hand side of eq. (3) do not represent the introduction of new energy into the acoustic field in the background region R 0 .
Where the acoustic motion has a single frequency, ω/2π , we can obtain the time-independent equation for the acoustic pressure amplitude as below:
, and k is the wave number.
In this case, the single-frequency acoustic pressure amplitude, p ω , satisfies the following impedance boundary condition (Ingard & Morse 1968) :
where n is the normal direction of the boundary S in Fig. 1(b) , and β(ω, r s ) is the acoustic admittance ratio at the point r s on the boundary S, which is commonly referred to as the acoustic impedance ratio between the two media inside and outside of boundary S. In the case of the DARS system, β is the acoustic impedance ratio between the background fluid (silicon oil) and its contact materials (the Lucite container or aluminium cavity). Physically, the impedance boundary condition as shown in eq. (5) measures the extent to which acoustic waves can be absorbed by boundary S. Notably, the wave number (k) in eq. (4) is a complex number under a general impedance boundary condition. It takes the form k = ω c + iγ , and represents the system of energy dissipation.
Subsequently, efforts were made to obtain the solutions of the single-frequency acoustic pressure amplitude, p ω , in eq. (4) under the general impedance boundary condition, as shown in eq. (5). This allowed the establishment of a DARS perturbation equation, and further clarified the system operation mechanism. In fact, for the acoustic pressure it is much more useful to deal with integral equation solutions, through the Green's function, rather than with a differential equation plus boundary conditions, as shown in eqs (4) and (5).
Considering a recorded response at r, and an excited source with a time function at Point r 0 , in the region R 0 , as shown in Fig. 1(b) , the Green's function can be denoted as G(r, r 0 ; t) for the response at r for a source at r 0 . Accordingly, if there is an acoustic pressure response at r, resulting from a simple-harmonic point source with a driving frequency of ω, then the Green's function is denoted as G ω (r |r 0 ). The Green's function satisfies the principle of reciprocity; that is G ω (r |r 0 ) = G ω (r 0 |r ). Thus, through the utility of the Green's function, we were able to implement a derivation to obtain the solution of eq. (4) under the impedance boundary condition (5).
Considering the effective perturbation model, as shown in Fig. 1(b) , and if no perturbation exists inside the region R 0 , then f (r ) ≡ 0 in eq. (4), namely, the acoustic properties in the perturbation region (R) are consistent with those in the background region (R 0 ). As a result, the Green's function at a driving frequency of ω, G ω (r |r 0 ), satisfies the following form under the general impedance boundary condition in eq. (5):
is a 3-D delta function. Multiplying (6) by p ω (r ), and (4) by G ω (r |r 0 ), and integrating over the region R 0 , after subtraction on both sides, we have:
Employing divergence (Gauss's) theorem, the first term on the left-hand of eq. (7) can be rewritten as: where the surface integral is taken over the boundary surface S of the region R 0 . Substituting the general impedance boundary condition (5) into the surface integral, it becomes zero. The second term on the left-hand side of eq. (7) is not equal to zero in a system of energy dissipation (under a general impedance boundary condition), otherwise it becomes zero when the wavenumber (k) is a real number.
In view of the reciprocity of the Green's function G ω (r |r 0 ), and the symmetry of the delta function δ(r − r 0 ), we can obtain the expression of the acoustic pressure amplitude p ω in the integral equation
Notably, the volume integral in eq. (9) has now taken over the perturbation region. Furthermore, eq. (9) also implies that perturbation R, as though it were an acoustic source, contributes to the distribution of the acoustic pressure p ω . To better understand eq. (9) and its link to the acoustic properties of the perturbation R, the Green's function needs to be further determined.
Under the general impedance boundary condition (5), the acoustic pressure amplitude p ω , in the region R 0 with no perturbation inside R 0 , satisfies the following equation:
The solutions of eq. (10) correspond to a series of eigenvalues, k n , and eigenfunctions, ϕ n , which satisfy the following form:
The eigenfunctions form a set of orthogonal bases, namely:
Thus, an arbitrary acoustic pressure distribution in the region R 0 with no perturbation inside R 0 , which satisfies the boundary condition (5), can be expressed in terms of the linear combination of the set of orthogonal bases. Similarly, the Green's function G ω (r |r 0 ) can also be expressed in the form:
where D n (n = 1, 2, · · ·)are constant coefficients. By substituting (13) into (6), we have:
Multiplying (14) by ϕ m , and integrating over the region R 0 with respect to r, we can obtain the following expression through the utility of the orthogonality:
As a result, we have
Finally, by substituting (16) into (9), we obtain the singlefrequency acoustic pressure distribution in the region R 0 perturbed inside by R:
Looking back, eqs (10) and (4), which correspond to the singlefrequency acoustic pressure solutions without and with the perturbation R introduced into the background region R 0 , we can clarify that k n and k in eq. (17) are the nth eigenvalues (or eigenfrequencies) in the two cases. In essence, in the DARS resonance system, k n and k stand for the nth mode resonance frequencies without and with a sample loaded cavity, respectively. Again, we point out that the wave numbers, k n and k, are complex in a system of energy dissipation (Ingard & Morse 1968) , that is,
Perturbation equation under free and rigid boundary conditions
Through the utility of the Green's function, we obtained the singlefrequency acoustic pressure solution (17) of the differential equation (4), plus the general boundary condition (5) of the integral equation. To further derive the perturbation equation, which is utilized to estimate the acoustic properties of the perturbation R inside the background region R 0 , we next turned to the general boundary condition (5). As mentioned before, the general impedance boundary condition measures the extent to which the acoustic wave can be absorbed by the boundary S. In this sense, the effective perturbation model, as shown in Fig. 1(b) , is of dissipation, with a view that energy interchange occurs inside and outside the impedance boundary (S). In this case, the wave numbers in eq. (17), k n and k, are complex, and have the forms k n = ωn c + iγ n and k = ω c + iγ , respectively. The imaginary part, γ n or γ , characterizes the dissipation of the effective perturbation model, while the real part is associated with the instantaneous response at the angular frequency, ω n or ω (Bourbié et al. 1987) . There exist two extreme cases. First, if the material on the boundary has infinitely large acoustic impedance, 1 β(ω,rs ) → 0, then the impedance boundary condition reduces to a perfectly soft boundary or free boundary condition. On the contrary, if the material on the boundary has infinitely small acoustic impedance, β(ω, r s ) → 0, then the impedance boundary condition reduces to a perfectly rigid boundary condition, ∂ pω ∂n = 0. In both cases, the system, as shown in Fig. 1(b) , has no dissipation, and thus the aforementioned k n and k are real numbers. Again, k n stands for the nth mode resonance frequency with no perturbation existing in the region R 0 . Furthermore, from this point we usek N , instead of k, to represent the nth mode resonance frequency with the perturbation introduced into the background region R 0 . Thus, in the case of a perfectly rigid boundary condition, we have
. If the difference betweenk N and k n is small, the following expression holds:
We refer to eq. (18) as the small perturbation assumption. Our previous work (Wang et al. 2012; Zhao et al. 2013) indicates that, in the case of the DARS system, the small perturbation assumption can be satisfied when the volume of perturbation (a sample) relative to the whole region (cavity) is less than 5 per cent.
In fact, similar to eq. (13), the left-hand term of eq. (17), p ω , can also be expressed in terms of the linear combination of a set of orthogonal bases. However, eq. (18) implies that the nth eigenfunction, ϕ n (r ), dominates in the linear combination, namely p ω (r ) ≈ λϕ n (r ) with λ being a constant, when the nth mode resonance occurs in the region R 0 perturbed by R. Thus, eq. (17) can approximate to the form (note that the subscript N ink N is independent of the summation operator):
Finally, we obtain the perturbation equation as below:
Where V R 0 and V R are the volumes of the region R 0 and the perturbation R, respectively, and:
Multiplying both sides of eq. (20) by c 2 , we obtain the DARS perturbation equation with respect to the angular frequency:
Notably, the perturbation equation (20) is perfectly consistent with the one derived in the previous work (Wang et al. 2012) . However, the Green's function based derivation is capable of clarifying the principal assumptions and approximation procedures:
(i) Free and perfectly rigid conditions are used.
(ii) Viscosity and heat conduction are neglected in the acoustic wave equation (1).
(iii) The acoustic velocity in the background region R 0 is still used when the background region is perturbed by the region R.
(iv) The terms are ignored due to the small perturbation assumption (18).
Perturbation equation under a general impedance boundary condition
A general impedance boundary condition means a hard, but not perfectly rigid boundary. Furthermore, in this case, a portion of the acoustic wave, which stays close to the boundary, is absorbed by the boundary unless it is perfectly rigid. We believe that such a boundary condition conforms to the DARS system. Thus, considering energy dissipation, we derived an amendatory perturbation equation. Under a general impedance boundary condition,
+ iγ N , representing the nth mode resonance frequencies without and with the perturbation R inside R 0 , respectively, are complex numbers. In this situation, the small perturbation assumption means that the following equation holds:
By applying the small perturbation assumption to eq. (17), implementing the derivation similar to eq. (19), and by taking real parts on both sides, we have:
Finally, we obtained an amended perturbation equation under a general impedance boundary condition:
In comparison with eq. (21), the system dissipation feature mainly contributes to the term E = c 2 γ
n (r 0 ) dv 0 . We believe that the amended perturbation equation (24) reflects the DARS measurement system more accurately and precisely than did previous approaches. Moreover, the derivation shows that eq. (24) applies to the different mode resonance cases.
I N V E R S E P RO B L E M
We obtained the DARS perturbation equation (24) under a general impedance boundary condition. Eq. (24) implies that the compressibility contrast, (κ e − κ)/κ, and the density contrast, (ρ e − ρ)/ρ e , between a test sample and the fluid inside the resonance cavity, as shown in Fig. 1(a) , both contribute to the resonance frequency shifts observed at different resonance modes. In practical DARS experiments, the resonance frequencies for the first, second, and third resonance modes can be accurately measured at various locations inside the resonance cavity. Thus, the inverse problem that arises is how to infer the acoustic properties of a test sample, in this case, both compressibility and density parameters, using the multiple location-measured resonance frequencies. In particular, we anticipated that the amended perturbation equation (24), in conjunction with DARS measurements, would be able to invert for the acoustic properties at different mode resonance frequencies. On this basis, it would be possible to carry out the dispersion analysis on reservoir rocks at different low-frequency bands.
To solve the inverse problem, we rewrote the amended perturbation equation (24) as:
where the subscript n is the resonance mode, as previously described, and i represents the measured DARS resonance frequencies inside the resonance cavity, at the location
B z=z i , and E i are dependent on the measurements locations, and have to be determined for each measurement location. At any location (z i , i = 1, 2 · · · m), the measured resonance frequency which is linked to the contrast in acoustic properties between the sample and the background fluid can be adapted from eq. (25):
where ρ e = 1 ρs . To invert for the compressibility and density parameters, {κ e , ρ e } at different mode resonance frequency bands, the difference, in a least-square sense, between predicted and measured resonance frequencies is minimized by using the following objective function:
Accurate estimation of the coefficients A i , B i and E i is crucial for the inversion. According to eqs (20) or (24), the coefficients A i and B i can be explicitly determined by calculating integrals, however, it is difficult to accurately determine the nth eigenfunction ϕ n (r ). As for the coefficient E i , one has to quantitatively analyse the parameters γ n andγ N , which characterize the dissipation feature of the resonance system when the nth resonance occurs. This presents another challenging issue.
Through numerical and experimental studies, we proposed an alternative approach to obtain the coefficients, A i , B i and E i at each location, z i , by using two reference samples instead of calculating the integrals in eqs (20) or (24), and instead of quantitatively determining the dissipation parameters, γ n andγ N . Using the empirical method, the different mode resonance frequencies corresponding to two reference samples of known acoustic properties and volumes were measured at m locations and, thus, we needed to solve a underdetermined system of equations with 2 m equations and 3 m unknowns to obtain the coefficients A i , B i and E i (i = 1, 2, . . . , m). This required that appropriate regularization was applied to solving the undetermined equation system. From experience, the Tikhnonov regularization performs well with regard to this issue. By substituting the coefficients A i , B i and E i (i = 1, 2, . . . , m) into eq. (27), and minimizing the objective function through iteration procedures, we finally obtained the compressibility and density parameters of a test sample, {κ e , ρ e }, for each resonance mode. Fig. 2 shows the inversion flowchart. The selection criterion for the two reference samples was that they had a compressibility contrast that was as large as possible, for example, the aluminium and Lucite standards. Under the circumstances, the determined calibration coefficients, A i , B i and E i , apply to test samples whose compressibility ranges from very low to very high. Particularly, they cover most reservoir rocks, which are our main dispersion research subjects. , and for an empty cavity, ω n . By solving a undermined equation system, the calibration coefficients, A i , B i and E i , were then obtained. Second, the inversion was independently implemented for each resonance mode to obtain the acoustic properties, κ S e , ρ S e , by minimizing the objective function (27) in a least square sense.
N U M E R I C A L E X P E R I M E N T S
In this section, we describe the numerical experiments conducted with regard to two main issues. First, we assessed whether the amended DARS perturbation equation, obtained through a Green's function-based theoretical derivation and under a general impedance boundary condition, was able to reflect the operation mechanism of the DARS system with greater precision and accuracy than past approaches. Second, numerical experiments were used to justify the applicability of the inversion strategy proposed in Section 3, in conjunction with DARS measurements and the amended DARS perturbation equation, to estimating the acoustic properties of a test sample.
Validation of the amended DARS perturbation equation
In order to assess which resonances will be observed in a particular DARS measurement, it is helpful to be able to numerically predict the resonance response of a DARS cavity during a resonance experiment. It is straightforward to use the resonance eigenvalues and eigenvectors to make this prediction. In this study, we used a finite element method (FEM) based commercial software, COMSOL, to perform a comprehensive simulation. In essence, performing this simulation to predict the resonance frequencies is to mathematically solve an eigenfrequency problem with specific boundary conditions. We designed a 3-D model, as shown Fig. 3(a) , whose dimensions and geometry were kept consistent with the physical attributes, to implement the finite element simulation. In our DARS model, the speed of sound and the density of the cavity fluid were 970 m s −1 and 930 kg m −3 , respectively, the same as the properties of the silicon oil used in the DARS measurements. The general impedance boundary conditions utilized in this study better describe the physical system and, as a result, the amended DARS perturbation equation is able to reflect the DARS system with greater precision and accuracy than could previous approaches.
The finite element analysis was implemented relative to the empty DARS resonance cavity (without samples loaded) in two steps. First, we set the boundary conditions as two simple cases, p = 0 (free boundary) for the boundary S 6 , and ∇ p i · n = 0 (perfectly rigid boundary) both for the left and right sides of the aluminium resonance cavity and for the left, right, and bottom sides of the silicon oil tank of Lucite material. Second, all boundaries at S 1 , S 2 , S 3 , S 4 , S 5 and S 6 , were set using general impedance conditions according to the individual impedance values of their corresponding contact materials. For example, at the surface of S 6 , the boundary condition was set as the impedance value of air, instead of as a free boundary (p = 0). This use of general impedance boundary conditions allowed for energy exchange during the acoustic propagation between the inside and outside boundaries and, thus, conformed to the physical truth.
For both boundary condition settings, the DARS simulations were conducted to explore resonance occurrence by applying a sinusoidal excitation to the DARS resonance cavity, monitoring the acoustic pressure at a point inside the cavity, and repeating the process for many frequencies ranging from 500 to 2000 Hz. Fig. 3(b) shows the simulated resonance curves for the two cases. A resonance experiment relative to the empty cavity was also conducted for comparison purposes. The results indicate that the simulated resonance frequencies, under the settings of general boundary conditions, are much closer to the measured results at all three resonance modes, as compared with the simulated resonance frequencies under the settings of free and perfectly rigid boundary conditions. Furthermore, for the general impedance boundary condition, the difference between the measured and the simulated results is not beyond 15 Hz at each resonance mode. However, in the latter case, the resonance frequency difference reaches its maximum, about 200 Hz, at the third resonance mode, as shown in Fig. 3(b) . These observations imply that general impedance boundary conditions, in comparison with free and perfectly rigid boundaries, are better able to describe the DARS physical set-up. Thus, we are now confident in inferring that the amended DARS perturbation equation, as derived from the assumption of general impedance boundary conditions, reflects the DARS operation mechanism with greater precision and accuracy than did previous approaches. In fact, when using free and perfectly rigid boundaries, a resonance frequency shift of about 200 Hz was observed between the simulated and physically measured results. This shift is so large that the assumption of such boundary conditions can be a considerable source of error in terms of estimating the acoustic properties. Notably, the simulated resonance curve, under free and perfectly rigid boundary conditions, was characterized by pulse-shaped resonance peaks at each of three resonance modes, while the simulated resonance peaks under the general impedance boundary condition, and the physically measured resonance peaks both had extended bandwidth at three resonance modes.
These observations reveal that the physical DARS system is of energy dissipation and attenuation, and provide further evidence that the FEM-based simulation, under the general impedance boundary condition, is well able to describe such dissipation features. On the other hand, in the DARS measurement system, the low viscosity of the silicon oil background fluid, the presence of small amounts of air bubbles in the fluid, and a number of other factors all cause the experimental attenuation to some extent. However, such attenuation factors cannot be taken into account in the simulations. Therefore, even under the assumption of general impedance boundary conditions, minor mismatches (of several Hz) are observed between the simulated and measured resonance frequencies. Nevertheless, we want to emphasize that the boundary of the DARS system, as compared with attenuation, is the dominant factor in influencing the frequencies of resonance occurrence. This point was neglected in previous research (Wang et al. 2012; Zhao et al. 2013) .
Finally, through the DARS simulations we were able to obtain pressure distributions corresponding to the fundamental, second, and third resonance modes, as shown in Fig. 3(c) . The results show that the pressure distributions in the empty DARS resonance cavity, under the two aforementioned boundary condition settings, exhibit the same patterns but with variations in the acoustic pressure amplitude.
Feasibility analysis of the inversion strategy
Numerical experiments were also conducted to investigate the applicability of the inversion strategy, as shown in Fig. 2 , for simultaneously estimating the compressibility and density of samples with large ranges of compressibility. Nine hypothetical samples were used in this study. Their acoustic properties, including P-and Swave velocities, v p and v s , density, ρ and compressibility, as defined
−1 , are listed in Table 1 . All cylindrical samples had the same diameter (0.025 m) and length (0.05 m), as shown in Fig. 3(a) . Resonance frequencies at the fundamental, second, and third resonance modes were simulated at each location when samples were moved along the cavity axis. The resonance frequencies For both boundary condition settings (free and rigid), and for the general impedance boundary, the DARS simulations were conducted to explore resonance occurrence by applying a sinusoidal excitation to the DARS resonance cavity. The acoustic pressure at a point inside the cavity was monitored, and the process was repeated at many frequencies (from 500 to 2000 Hz). Physical measurements were also carried out for comparison with the simulated measurements. (c) The simulated acoustic pressure distributions corresponding to the fundamental, second and third resonance modes. Table 1 . Seven synthetic samples with their known compressibility and density values. The resonance frequencies for the first, second and third resonance modes were simulated, and then the acoustic properties were estimated from the simulated resonance frequencies using the inversion strategy (as shown in Fig. 2 ). The relative errors for both density and compressibility are also listed. The synthetic samples (aluminium and Lucite) were used to obtain the calibration coefficients A i , B i and E i using eq. were then used to invert for both the compressibility and density of the test sample. Fig. 4(a) shows the simulated curves of normalized acoustic pressure versus scanning frequency for the empty cavity and for when sample C3 was located at the centre of the cavity. Fig. 4(b) shows the simulated curves of resonance frequency versus measurement location for the hypothetical samples, aluminium, Lucite and C3, at the first, second and third modes, respectively. For simplicity, only the simulated resonance curves for C3 are plotted in Fig. 4(b) . However, in view of the fact that the compressibility values and densities of the other samples (C1, C2, C4, C5, C6 and C7) are between those of aluminium and Lucite, we presume that the resonance curves for the six samples are located in-between these two at each resonance mode. For the further inversion implementation, the simulated resonance frequencies for aluminium and Lucite were utilized to determine the calibration coefficients, A i , B i and E i , as shown in Fig. 2 . Taking C3 as an example, the inversion for the compressibility and density at each resonance mode, as shown in Fig. 4(c) , was to theoretically fit the measured resonance frequencies in a least square sense. Table 1 shows the inversion results for the compressibility and density parameters, and their relative errors for each resonance mode. The results show that the maximum relative errors for the density and compressibility estimations are both below 1 per cent. This demonstrates that the proposed inversion strategy is reliable for simultaneously estimating the compressibility and density of a test sample, both precisely and accurately. Finally, it is important to point out that the hypothetical samples used in the DARS simulations were nonporous and, thus, wave dispersion phenomenon could not be observed through the numerical experiments. This was confirmed by the fact that the inverted compressibility parameters for the three resonance modes were comparable to each other. However, this was not the case for the porous rock samples in the DARS physical experiments. Due to the interaction between porous fluid and rock matrix, it was anticipated that acoustic velocity would vary with the resonance mode, as highlighted in next section. In fact, in this study, one of the most important motivations was to reveal the dispersion mechanisms in the low frequency band (500-2000 Hz) that corresponds to the fundamental, second, and third mode resonance frequencies.
R E S U LT S A N D D I S C U S S I O N
Sample preparation
We applied DARS to a variety of samples, both man-made and natural, and both isotropic and anisotropic. For simplicity, and to illustrate the method, we describe here 10 of the man-made samples, of which five were nonporous and five were porous. By varying the ratios of epoxy, silicon rubber, TALC and quartz of different grain size, as well as varying the compounding and packing, we manufactured ten materials which have different bulk physical properties with continuously increasing densities, and continuously increasing P-and S-wave velocities. The ten samples were machined into a cylinder-shape of 25 mm in diameter and 40 mm in length ( Table 2) . The 'nonporous' of the samples (1-5) was verified by placing the samples into a silicon oil-filled container connected to a vacuum pump. After turning on the pump to evacuate the container, we observed almost no air bubbles flowing out of the samples. Samples 6-10 were porous, with their porosities of 4.2, 5.3, 6.8, 11 and 15 per cent, respectively. Before DARS measurements, each of the five porous samples was fully saturated with silicon oil by means of the vacuum pump. For these samples, we observed large numbers of air bubbles flowing out of each sample. For comparison, we measured dynamic wave velocities, v p and v s , for each silicon oil-saturated sample with the pulse transmission method and a bench-top apparatus.
Laboratory measurements and analysis
In the DARS measurements, multimode resonance frequencies, with the fundamental mode at about 600 Hz, were measured at each location. Higher mode measurements would undoubtedly provide more information about a test sample's acoustic properties. However, going to higher frequencies would have bought additional problems, particularly the presence of substantial attenuation. In our measurements, we were able to collect high quality data sets at fundamental, second, and third mode frequencies, ranging from around 0.5-2 KHz. To some extent, this study fills the gap between those investigating the frequencies used in exploration seismology and those used in sonic logging. As previously described, the DARS operation frequencies, that is, the resonance frequencies of a fluid-filled cavity, are dependent on the sonic velocity of the fluid and a cavity length with the fundamental frequency of f = c 0 /(2L), where c 0 is the sonic velocity of the fluid filling the cavity, and L is the cavity length. Given the cavity fluid, Dimethyl silicone oil with a viscosity of 5 cst and a density of 0.93 g cm −3 at 25 • C, the DARS operation frequencies depend entirely on the resonance tube size. Thus, as shown in Fig. 5(a) , a set of resonance tubes with different sizes were used in the DARS measurements to obtain a wider frequency range.
We used two types of cavities, 70 and 35 cm in length, for the DARS measurements of the ten samples, as shown Table 2 . Fig. 6 shows the recorded resonance curves for the two standard samples (Aluminium and Lucite), for measurements at a fixed location in both cavity lengths. The resonance frequencies of the fundamental, second and third resonance modes, for the two standard samples at different locations inside a resonance tube, were measured. For further inversion implementation, these were then used to obtain the calibrations, A i , B i and E i at each location z i , as shown in Fig. 2 .
Using sample 9 as an example, Fig. 7(a) shows the resonance frequencies, using both the 70 and 35 cm tubes, at the fundamental, second and third resonance modes when the sample was located at the cavity centre. From Fig. 7(a) , it can be observed that the fundamental mode resonance frequency for the resonance tube of 35 cm is very close to the second mode resonance frequency for the resonance tube of 70 cm. In fact, the two resonance frequencies should be the same, assuming that the nth mode resonance frequency is decided by f n = nc 0 /(2L), and that there is a double length relationship between the two resonance tubes. However, the small mismatch observed could be the result of a number of complex factors, for example, mechanical components and the cable connections between the hydrophone and PZT source. We observed distortion occurring at the third-mode resonance peak in the case of the 35 cm resonance tube (also see Fig. 6 ), and this introduces difficulties for precisely identifying the third-mode resonance frequency. Furthermore, artefacts were observed between the secondand third-mode resonance peaks, which are not resonance modes from the 35 cm resonance tube. As previously discussed, going to higher frequencies would likely introduce additional problems, and therefore, high quality data sets were collected only at fundamental and second resonance modes for the 35 cm resonance tube. For the 70 cm resonance tube, the observed resonance frequencies at the fundamental, second, and third resonance modes were utilized to estimate the acoustic properties of test samples. By combining the information from the two resonance tubes, the DARS operation frequency was extended to a wider range, from 0.5 to 2.5 kHz. For both resonance tube lengths, inversions were carried out for the ten samples. Fig. 7(b) shows that, in the case of the 70 cm resonance tube, the inversion curves closely match the DARS measurements for each of the fundamental, second and third resonance modes. Fig. 7(c) shows the inversion cases for the 35 cm resonance tube, including the fundamental and second resonance modes. Thus, when the objective function F in eq. (27) was minimized, we obtained the estimated compressibility and density for each rock sample. Fig. 8(a) shows the DARS-estimated compressibility for each of the ten samples using the two different resonance tubes, 70 cm and 35 cm in length. In the legend, the numbers, 35 and 70, denote the lengths of the resonance tube used in the DARS measurements, and the subscripts, 1, 2 and 3, stand for the fundamental, second and third resonance modes, respectively. Simultaneously, the DARS-estimated densities for the ten samples are plotted in Fig. 8(c) . The error bars for the estimated compressibility and density values come from the inversions of 16 data sets. We compared the pulse transmission-and DARS-based compressibility values of the ten samples by cross-plotting the data sets, as shown in Fig. 8(a) . For the five nonporous samples, the cross-plotted data points of the compressibility values, measured by both the pulse transmission and DARS techniques, fall along a 45
• straight line that passes through the origin. Noticeably, for the DARS measurements, all inverted compressibility values, whether using the 70 cm resonance tube and its corresponding three resonance modes, or using the 35 cm tube and its corresponding two resonance modes, are comparable to one another for each of the five nonporous samples. In contrast, for the five porous samples (6-10) the DARS-estimated compressibility values deviate from the 45
• straight line, indicating velocity dispersion phenomena. In summary, we observed that the magnitude of the differences in the pulse transmission-and DARS-estimated compressibility values for the five porous samples was porosity dependent. For each porous sample, the DARS-estimated compressibility values increase, with the frequency ranging from the fundamental, second and third resonance modes of 70 cm resonance tube, to the fundamental and second resonance modes of the 35 cm resonance tube. Furthermore, as expected, the inverted compressibility values from the fundamental resonance mode of the 35 cm resonance tube are equivalent to those from the second resonance mode of the 70 cm resonance tube. Using the data sets shown in Fig. 8(a) , we plotted the curves of compressibility versus frequency, from the DARS (600-2500 Hz) to the ultrasonic (-MHz) frequency range, as shown in Fig. 8(b) . For samples 1-5, almost no dispersion can be observed, while significant dispersion phenomena occur for samples 6-10. In contrast to samples 6-8, samples 9-10 show much stronger dispersion, even in the DARS frequency range (600-2500 Hz). Also, there is a relatively large compressibility discrepancy between the DARS and ultrasonic frequency bands observed for samples 9 and 10. A possible interpretation for this observation is that because these two samples have the higher porosities, and accordingly the higher permeability values, relatively more fluid could flow in and out of the pore space to release the acoustic pressure gradient in the drained DARS measurements. Therefore, in this particular scenario, we suggest that dynamic flow has an important effect, most likely a softening effect, on porous samples. From the viewpoint of rock physics, more interpretation mechanisms need to be developed for the interaction between the solid and fluid phase in the drained DARS measurements of porous samples. However, this is beyond the scope of the current study. Emphasis here is placed on the fact that the DARSestimated compressibility for porous materials is not the routine compressibility quantified using other techniques, for example, the ultrasonic method. The DARS technique presented can provide a possible interpretation mechanism for wave attenuation and dispersion from wave-induced flow in porous rocks in the low frequency range.
L I M I TAT I O N S O F DA R S M E A S U R E M E N T S
There are some limitations to the DARS-based estimation technique. First, as described before, the small perturbation assumption, eq. (18) under free and rigid boundary conditions or eq. (22) under a general impedance boundary condition, must be satisfied to obtain the DARS perturbation equation. Mathematically, this means that eq. (17) can reasonably be approximated as eq. (21) or (23), namely the DARS perturbation equation under free and rigid boundary conditions or under a general impedance boundary condition, respectively. Numerical studies (Wang et al. 2012; Zhao et al. 2013) show that the small perturbation assumption can be satisfied when a sample volume relative to the DARS cavity is less than 5 per cent. Although the discussion was based on the setting of free and rigid boundary condition, we believe this applies for the case of general impedance boundary condition addressed in this work. Physically, the small perturbation assumption implies that the mth (m = n) resonance mode do not contribute to the estimation of acoustic properties at the nth mode resonance frequency. While the violation of small perturbation assumption will lead to unreliable DARS-based estimate of acoustic properties, one can easily avoid the error source in practical measurements. Second, DARS is currently an open system; thus, the property of the cavity fluid (silicone oil) is more or less affected by changes in the ambient temperature as well as any introduction of air bubbles during the measurements. As a result, the resonant frequencies either with or without a sample are subject to slight fluctuations. Basically this to Estimations of compressibility and density parameters for the two resonance tube lengths (70 and 35 cm) for each of the ten man-made samples. The dispersion of the compressibility parameter for the five porous samples can be observed from 500 to 2500 Hz. For comparison, the compressibility parameters in the ultrasonic frequency band were also measured for each of the ten silicon oil-saturated samples. Standard deviations of DARS-based compressibility and density parameters for the ten samples were calculated from the inversions of repeated measurements.
is a principal error source in the technique. In practical measurements, multiple measurements for a test sample are carried out minimize the error source, and a standard deviation, as shown in Figs 8(a) and (c), is usually calculated to assess the repeatability of multiple measurements.
CONCLUSION
DARS offers a promising technique for characterizing the acoustic properties of centimetre-sized samples in the low frequency range (0.5-2 kHz). To some extent, this laboratory measurement technique fills an experimental gap between the low-frequency stress-strain method (quasi-static to several kHz) and the ultrasonic transmission technique (hundreds of kHz to MHz). By means of an effective perturbation against the DARS system, this paper presents a Green's function-based theoretical derivation of an amended DARS perturbation formula under a general impedance boundary condition, which is able to reflect the DARS operation mechanism more accurately and precisely than did past approaches. In addition, the laboratory technique for estimating acoustic properties was successfully extended to higher order resonance frequencies, providing a significant advance on previous capabilities. As a result, it is now possible to conduct direct dispersion observations and analyses on reservoir rocks at different low-frequency bands.
The results of this study show that the DARS laboratory device, in conjunction with the amended DARS perturbation formula and the proposed inversion strategy, are useful tools for estimating the acoustic properties of centimetre-sized rock samples. This approach provides a potential interpretation mechanism for wave attenuation and dispersion from wave-induced flow in porous rocks in the low frequency range. 
A C K N O W L E D G E M E N T S
