O
ne of the central tenets of signal processing and data acquisition is the Shannon/Nyquist sampling theory, which states that the number of samples required to capture a signal is dictated by its bandwidth. It is not an overstatement to say that this theory underlies most sensing, signal acquisition, and analog-to-digital conversion protocols in use today. However, it is well known that the Nyquist rate is a sufficient, but by no means necessary, condition. Over the last few years, an alternative sampling/sensing theory, known as "compressive sampling" or "compressed sensing" (CS), enables the faithful recovery of signals, images, and other data from what appear to be highly sub-Nyquist-rate samples. How is this possible?
At the heart of the new approach are two crucial observations. The first is that the Shannon/Nyquist signal representation exploits only minimal prior knowledge about the signal being sampled, namely its bandwidth. However, most objects we are interested in acquiring are structured and depend upon a smaller number of degrees of freedom than the bandwidth suggests. In other words, most objects of interest are sparse or compressible in the sense that they can be encoded with just a few numbers without much numerical or perceptual loss.
The second observation is that the useful information content in compressible signals can be captured via sampling or sensing protocols that directly condense signals into a small amount of data. A surprise is that many such sensing protocols do nothing more than linearly correlate the signal with a fixed set of signal-independent waveforms. These waveforms, however, need to be "incoherent" with the family of waveforms in which the signal is compressible. One then typically uses numerical optimization to reconstruct the signal from the linear measurements.
In short, and in stark contrast with conventional wisdom, the theory of CS asserts that one can combine "low-rate sampling" with computational power for efficient and accurate signal acquisition. This point of view is at once simple and powerful: CS bypasses the current, often wasteful, acquisition process in which massive amounts of data are collected only to be-in large part-discarded by a subsequent compression stage, which is usually necessary for storage and transmission purposes. CS data acquisition systems directly translate analog data into a compressed digital form so that one can-at least in principle-obtain super-resolved signals from just a few measurements. After the acquisition step, all we need to do is "decompress" the measured data through an optimization.
Retrieving information from signals with intrinsically few degrees of freedom is a classic parameter estimation problem, going back as far Prony's method of the late 18th century. In modern signal processing, the retrieval of sinusoids buried in noise has led to a rich literature over the last three decades. Posing this as a sampling problem for classes of nonbandlimited but compressible signals is more recent, as evidenced by the recent development of sampling finite-rate-of-innovation signals (i.e., signals with a finite number of degrees of freedom per unit time). In this case, structured, deterministic sampling kernels are used, allowing continuous-time sampling at twice the signal's "innovation rate" rather than twice its bandwidth. CS employs a more general approach and is typically based on random kernels and nonparametric estimation techniques. CS is very broadly applicable and enables the recovery of any compressible signal from very few samples. The estimation framework is based on solving an underdetermined linear system of equations with a compressible or sparse unknown.
This special section aims to present the key ideas underlying the new CS theory as well as selected applications areas where the theory promises to have a significant impact. With this in mind, the articles have been selected to provide the reader with specific insights into the basic theory, capabilities, and limitations of CS. In addition, we hope that the application articles will inspire some readers to develop their own novel applications.
On the theory side, six articles overview the current state-of-the-art in CS and related areas. Here CS enables the design of novel analog-to-digital converter architectures that exploit signal compressibility in order to dramatically reduce the sampling rate. Finally, Haupt et al. overview some of the ongoing work in CS for the decentralized compression and transmission of data collected by a network of sensors and show that the communication costs required to achieve a target distortion level at a desired receiver can be far less than the costs of conventional methods.
We hope that you will enjoy your journey through the theory and applications of compressive sampling.
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