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Abstract
An interesting method called oblique extension principle (OEP) has been proposed in the literature for constructing compactly
supported MRA tight and dual wavelet frames with high vanishing moments and high frame approximation orders. Many compactly
supported MRA wavelet frames have been recently constructed from scalar refinable functions via OEP. Despite the great flexibility
and popularity of OEP for constructing compactly supported MRA wavelet frames in the literature, however, the associated fast
frame transform is generally not compact and a deconvolution appears in the frame transform. Here we say that a frame transform
is compact if it can be implemented by convolutions, coupled with upsampling and downsampling, using only finite-impulse-
response (FIR) filters. In this paper we shall address several fundamental issues on MRA dual wavelet frames and fast frame
transforms. Basically, we present two complementary results on dual wavelet frames which are obtained via OEP from scalar
refinable functions (= refinable function vectors with multiplicity one) and from truly refinable function vectors with multiplicity
greater than one. On the one hand, by a nontrivial argument, we show that from any pair of compactly supported refinable spline
functions φ and φ˜ (not necessarily having stable integer shifts) with finitely supported masks, if we require that the associated fast
frame transform be compact, then any compactly supported dual wavelet frames derived via OEP from φ and φ˜ can have vanishing
moments at most one and the frame approximation order at most two. On the other hand, we prove in a constructive way that from
any pair of compactly supported refinable function vectors φ and φ˜ with multiplicity at least two and with finitely supported masks,
then we can always build a pair of compactly supported dual multiwavelet frames in L2(R) with the following properties:
(i) The associated fast frame transform is compact; therefore, no deconvolution appears in the fast frame transform.
(ii) All the frame generators achieve the highest possible order of vanishing moments; the pair of dual multiwavelet frames has
the highest possible frame approximation order.
(iii) The pair of dual multiwavelet frames and its fast frame transform have the highest possible balancing order; therefore, the
difficulty of approximation inefficiency facing most multiwavelet transforms does not appear here in the associated fast frame
transform.
In short, the two desirable properties (i) and (ii) of dual wavelet frames obtained via OEP from scalar refinable functions are gen-
erally mutually conflicting, while they coexist very well for truly refinable function vectors and multiwavelets with the additional
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B. Han / Appl. Comput. Harmon. Anal. 26 (2009) 14–42 15property of high balancing orders in (iii). In this paper, we shall present a comprehensive study of the frame approximation order,
balancing order and the fast frame transform associated with the dual multiwavelet frames derived from refinable function vectors
via OEP. One of the key ingredients in our study of MRA multiwavelet frames is an interesting canonical form of a matrix mask
which greatly facilitates the investigation of refinable function vectors and multiwavelets. An algorithm is given in this paper for
constructing pairs of dual wavelet frames with compact fast frame transforms and high balancing orders. An example of balanced
spline dual wavelet frames with compact fast frame transforms is provided to illustrate the algorithm and results of this paper.
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1. Introduction and motivation
In this paper, we shall address several fundamental problems on MRA dual wavelet frames and provide a com-
prehensive study of balanced dual multiwavelet frames derived from refinable function vectors. Besides other results,
we prove two complementary results on compactly supported dual wavelet frames derived from scalar refinable func-
tions (which are refinable function vectors with multiplicity one) and from refinable function vectors with multiplicity
greater than one. In short, in certain sense, we demonstrate that dual multiwavelet frames with some desirable prop-
erties derived from refinable function vectors with multiplicity greater than one may have interesting advantages over
dual wavelet frames derived from scalar refinable functions. Our investigation of balanced dual multiwavelet frames
sheds a new light on both MRA wavelet frames and multiwavelet transforms. One of the key ingredients in our study
of MRA multiwavelet frames is an interesting canonical form of a matrix mask, which plays a similar role as the
Jordan canonical form of a matrix in linear algebra and matrix analysis.
As a redundant wavelet system, a wavelet frame has many desirable properties and is of interest in applications
such as signal denoising, image processing and numerical algorithms [1,5–9,21,24]. In order to have a fast frame
transform, a wavelet frame is generally derived from a d-refinable function vector via a multiresolution analysis.
Throughout this paper, d denotes a dilation factor which is just an integer with |d| > 1. For simplicity of presentation,
we further assume that d > 1 and the results for a negative dilation factor can be obtained similarly. We say that
φ := [φ1, . . . , φr ]T :R → Cr×1 is a d-refinable function (or distribution) vector if
φ = d
∑
k∈Z
akφ(d· − k), (1.1)
where a = {ak}k∈Z is a sequence of r × r matrices of complex numbers on Z (that is, a :Z → Cr×r ), and is called the
(matrix) mask with multiplicity r for the refinable function vector φ. When the multiplicity r = 1, the function vector
φ is simply called a scalar function and therefore for the case r = 1, φ is called a scalar d-refinable function with a
scalar mask a. In the frequency domain, the matrix refinement equation in (1.1) can be rewritten as
φˆ(dξ) = aˆ(ξ)φˆ(ξ), ξ ∈ R, (1.2)
where aˆ is the Fourier series of the mask a defined by
aˆ(ξ) :=
∑
k∈Z
ake
−ikξ , ξ ∈ R. (1.3)
The Fourier transform fˆ of f ∈ L1(R) is defined in this paper to be fˆ (ξ) :=
∫
R
f (t)e−itξ dt and can be extended
to square integrable functions and tempered distributions. Clearly, there is a one-to-one and onto correspondence
between a sequence a and its Fourier series aˆ. In this paper, we shall use both a and aˆ. That is, a letter with the ˆsign
above it refers to the frequency domain expression. For simplicity, we call both a and aˆ the mask for φ. A wavelet
function vector ψ = [ψ1, . . . ,ψr ]T is generally derived from the refinable function vector φ via ψˆ(dξ) := bˆ(ξ)φˆ(ξ)
for some r × r matrix bˆ of 2π -periodic trigonometric polynomials with some desirable properties.
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tion vectors in L2(R). We say that {ψ1, . . . ,ψL} generates a d-wavelet frame in L2(R) if {ψj,k := dj/2ψ(dj· − k):
j, k ∈ Z,  = 1, . . . ,L} is a frame in L2(R), that is, there exist two positive constants C1 and C2 such that
C1‖f ‖2L2(R) 
L∑
=1
∑
j∈Z
∑
k∈Z
∣∣〈f,ψj,k 〉∣∣2  C2‖f ‖2L2(R) ∀f ∈ L2(R), (1.4)
where |〈f,ψj,k〉|2 := 〈f,ψj,k〉〈ψj,k, f 〉 is the square of the 2 Euclidean norm of the row vector 〈f,ψj,k〉 in R1×r ,
and for m× n matrix g and j × n matrix h of functions in L2(R), the inner product 〈g,h〉 is an m× j matrix defined
by
〈g,h〉 :=
∫
R
g(t)h(t)T dt, g ∈ (L2(R))m×n, h ∈ (L2(R))j×n. (1.5)
If both {ψ1, . . . ,ψL} and {ψ˜1, . . . , ψ˜L} generate d-wavelet frames in L2(R) and satisfy
〈f,g〉 =
L∑
=1
∑
j∈Z
∑
k∈Z
〈
f, ψ˜j,k
〉 〈
ψj,k, g
〉 ∀f,g ∈ L2(R), (1.6)
then we say that ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) generates a pair of dual d-wavelet frames in L2(R). By (1.6), any
function f ∈ L2(R) has a wavelet frame representation:
f =
L∑
=1
∑
j∈Z
∑
k∈Z
〈
f, ψ˜j,k
〉
ψj,k. (1.7)
An important property of a wavelet system is its order of vanishing moments. We say that {ψ1, . . . ,ψL} has vanishing
moments of order m if∫
R
tkψ(t) dt = 0 ∀ = 1, . . . ,L and k = 0, . . . ,m− 1.
Recently, an oblique extension principle (OEP) has been proposed to construct dual wavelet frames derived from
refinable functions in [1,8]. The OEP has a great flexibility in the design of wavelet frames with high vanishing
moments derived from refinable functions and has been extensively studied in the literature for constructing MRA
wavelet frames, for example, to mention only a few here, see [1–3,7,8,11,13–16] and references therein.
In order to explain the motivations and contributions of this paper clearly, in the following, let us state the oblique
extension principle in a symmetric form and discuss its associated fast frame transform.
Theorem 1.1. Let d be a dilation factor. Let φ and φ˜ be two r ×1 d-refinable function vectors of compactly supported
functions in L2(R) such that
φˆ(dξ) = aˆ(ξ)φˆ(ξ) and ˆ˜φ(dξ) = ˆ˜a(ξ) ˆ˜φ(ξ), ξ ∈ R, (1.8)
for some r × r matrices aˆ and ˆ˜a of 2π -periodic trigonometric polynomials. Suppose that there exist r × r matrices
Θˆ ,
ˆ˜
Θ , b̂,
̂˜
b,  = 1, . . . ,L, of 2π -periodic trigonometric polynomials such that
ˆ˜
Θ(0) ˆ˜φ(0)T Θˆ(0)φˆ(0) = 1 and b̂(0)φˆ(0) = ̂˜b(0) ˆ˜φ(0) = 0,  = 1, . . . ,L, (1.9)
and for γ = 0, . . . , d − 1,
ˆ˜
Θ(dξ) ˆ˜a(ξ)T Θˆ(dξ)aˆ(ξ + 2πγ/d)+
L∑
=1
̂˜
b(ξ)T b̂(ξ + 2πγ/d) = δγ ˆ˜Θ(ξ)T Θˆ(ξ), (1.10)
where δ denotes the Dirac sequence such that δ0 = 1 and δγ = 0 for γ 	= 0. Define
ψ̂(dξ) := b̂(ξ)φˆ(ξ) and ̂˜ψ(dξ) := ̂˜b(ξ) ˆ˜φ(ξ),  = 1, . . . ,L. (1.11)
Then ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) generates a pair of dual d-wavelet frames in L2(R).
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space of all sequences u :Z → Cm×n. For a dilation factor d and a sequence u :Z → Cr×r , the subdivision operator
Su,d and the transition operator Tu,d are defined to be
[Su,dv]j :=
√
d
∑
k∈Z
vkuj−dk and [Tu,dv]j :=
√
d
∑
k∈Z
vkuk−dj T , j ∈ Z, v ∈
(
(Z)
)m×r
. (1.12)
In the frequency domain, one can easily verify that (1.12) is equivalent to
Ŝu,dv(ξ) =
√
dvˆ(dξ)uˆ(ξ) and T̂u,dv(ξ) = 1√
d
d−1∑
γ=0
vˆ(ξ/d + 2πγ/d)uˆ(ξ/d + 2πγ/d)T . (1.13)
Basically, Su,dv is obtained by an upsampling of v with the dilation factor d followed by a convolution with
√
du
while Tu,dv is obtained by a convolution of v with
√
du followed by a downsampling with the dilation factor d . We
say that a (wavelet or frame) transform is compact if it can be implemented by the subdivision operators Suj ,d and
the transition operators Tuj ,d , j = 1, . . . , J , with all uj being finitely supported sequences on Z and J being a finite
number. More generally, we say that a transform is compact if it can be implemented using only convolutions, coupled
with downsampling and upsampling, with finite-impulse-response (FIR) filters. The compactness of a transform is a
very much desired property in practical applications due to its efficiency, speed and simple implementation.
As already pointed out in [8, Proposition 4.5], the fast frame transform associated with tight wavelet frames ob-
tained via OEP is generally not compact and a deconvolution appears in the frame reconstruction transform. For the
convenience of the reader, let us translate the fast frame transform from the setting of tight wavelet frames in [8]
into the general case of dual wavelet frames obtained via OEP in Theorem 1.1. As in [8], The frame decomposition
transform is almost the same as the classical fast wavelet decomposition transform. For an input data vj :Z → C1×r ,
the frame decomposition transform computes the coarse-scale low-pass wavelet coefficients vj−1 and the high-pass
wavelet coefficients wj−1,,  = 1, . . . ,L, from vj , by
vj−1 := Ta˜,dvj and wj−1, := Tb˜,dvj ,  = 1, . . . ,L. (1.14)
But as pointed out in [8], the frame reconstruction transform is slightly different. From vj−1 and wj−1,,  = 1, . . . ,L,
the frame reconstruction transform can perfectly reconstruct the original signal vj by
v˜j := Sa,d
[
vj−1 ∗ θ]+ L∑
=1
Sb,dw
j−1, and recover vj from v˜j via v˜j = vj ∗ θ, (1.15)
where[
vj−1 ∗ θ]
n
:=
∑
k∈Z
v
j−1
k θn−k
denotes the convolution and θˆ (ξ ) := ˆ˜Θ(ξ)T Θˆ(ξ). The perfect reconstruction of the original signal vj by the frame
reconstruction transform in (1.15) is guaranteed by the conditions in (1.10). If there is no extra condition put on
Θ and Θ˜ , then a deconvolution is unavoidable in the frame reconstruction transform in (1.15) which could result
in a time-consuming nonlocal algorithm. More seriously, quite often a thresholding operation is applied to the low-
pass frame coefficients vj−1 and high-pass frame coefficients wj−1,,  = 1, . . . ,L. So, one obtains ˚v˜j instead of
the exact v˜j in (1.15) and then reconstructs an approximated signal v˚j through the deconvolution ˚v˜j = v˚j ∗ θ . One
hopes that v˚j is close to the original signal vj as long as the thresholded ˚v˜
j
is close enough to v˜j . However, it is not
guaranteed by Theorem 1.1 that det θˆ (ξ ) 	= 0 for all ξ ∈ R. (In fact, since θˆ is a matrix, one could even end up with the
situation that det θˆ (ξ ) ≡ 0 for all ξ ∈ R, see [14].) In such a situation, the existence and stability of a solution v˚j to the
deconvolution ˚v˜
j = v˚j ∗ θ could be a serious problem and a small error in ˚v˜j could be significantly amplified in v˚j ,
even if one could manage to implement the deconvolution with a reasonable speed and efficiency. For the simplest
and ideal case, Θˆ = ˆ˜Θ = Ir , the OEP becomes the UEP (unitary extension principle) in [21,22] and the fast frame
transform is obviously compact. However, as pointed out in [1,7,8], using the unitary extension principle, tight and
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the frame approximation order is low. For example, any compactly supported tight or dual wavelet frames derived via
UEP from any compactly supported refinable B-splines (with stability) of any order can have the vanishing moments
at most 1 [1,8,21] and the frame approximation orders at most 2 [8]. The OEP in [1,8] is largely introduced and
motivated to overcome this difficulty, since vanishing moments and the frame approximation order are two of the
most desirable properties of a wavelet system. Now we are facing a serious dilemma here and this paper is partially
motivated by the following fundamental problem on dual wavelet frames:
Q1: For a given pair of compactly supported d-refinable function vectors with finitely supported matrix masks, can
we really obtain a pair of compactly supported dual d-wavelet frames in L2(R) via the OEP in Theorem 1.1 such
that the derived pair of dual d-wavelet frames has highest possible order of vanishing moments and the highest
possible frame approximation order, while the associated fast frame transform is compact? In other words, in
order to use the OEP, do we have to sacrifice the compactness of the fast frame transform in order to achieve high
vanishing moments and high frame approximation order of MRA dual d-wavelet frames?
The reader, who is familiar with a multiwavelet transform in applications and who is aware of the approxima-
tion inefficiency facing most multiwavelet transforms if the multiwavelets do not have high balancing order, may
immediately ask the following question (which is another motivation of this paper):
Q2: Can the pair of dual d-wavelet frames derived via OEP in Theorem 1.1 and its associated fast frame transform
have high balancing order and good approximation properties?
In order to address this issue more clearly, let us first recall the definition of sum rules. For an r × r matrix aˆ of
2π -periodic trigonometric polynomials, we say that aˆ satisfies the sum rules of order m with a dilation factor d if
there exists a 1 × r vector yˆ of 2π -periodic trigonometric polynomials such that
yˆ(0) 	= 0 and yˆ(dξ)aˆ(ξ + 2πγ/d) = δγ yˆ(ξ)+O
(|ξ |m), ξ → 0, γ = 0, . . . , d − 1. (1.16)
Let f (j) denote the j th derivative of a smooth function f . Note that only the values yˆ(j)(0), j = 0, . . . ,m − 1,
are needed in (1.16). In other words, (1.16) is equivalent to yˆ(0) 	= 0 and [yˆ(d·)aˆ](j)(2πγ/d) = δγ yˆ(j)(0) for all
j = 0, . . . ,m− 1 and γ = 0, . . . , d − 1.
In many applications, data v is given as a sequence of scalar numbers, that is, v :Z → C. However, the input data
vj in (1.14) is a sequence of 1 × r row vectors, that is, vj :Z → C1×r . So, one has to convert a scalar sequence v into
a vector sequence vj . A simple way to do this is to take vj := Ev (see [4,20,23]), where
E :(Z) → ((Z))1×r with [Ev]k = [vrk, vrk+1, . . . , vrk+r−1], k ∈ Z, v ∈ (Z). (1.17)
Let Πm−1 denote the linear space of all polynomials of degree less than m. For a sequence v, we say that v is a
polynomial sequence of degree less than m, denoted by v ∈ Πm−1, if vk = p(k), k ∈ Z for some p ∈ Πm−1. Suppose
that a mask aˆ satisfies the sum rules of order m. In order to have a sparse and efficient wavelet representation, for the
fast frame transform in (1.14) and (1.15), it is very important to require that
(1) T
b˜,d
vj = 0 for all vj ∈ E(Πm−1) and  = 1, . . . ,L; that is, for a discrete polynomial sequence in Πm−1, all its
high-pass wavelet coefficients wj−1, should vanish.
(2) Sa,d [(Ta˜,dvj ) ∗ θ ] = vj ∗ θ for all vj ∈ E(Πm−1); that is, any discrete polynomial sequence in Πm−1 can be
exactly recovered without using its high-pass wavelet coefficients wj−1,,  = 1, . . . ,L.
(3) Ta˜,dvj ∈ E(Πm−1) for all vj ∈ E(Πm−1); This condition enables us to keep the properties in (1) and (2) if a
multilevel fast frame transform is used, since for original polynomial input data in Πm−1, the input discrete data
for the next level fast frame transform is now from Ta˜,dE(Πm−1).
See Section 4 for more detail on fast frame transforms and their balancing orders. The above three items are always
true for the case of scalar wavelets (that is, the multiplicity r = 1) since the conversion operator E is the identity
mapping. However, for the multiplicity r > 1, these three conditions are often no longer true and such properties
are called the balancing property of multiwavelets in the literature. Balanced orthonormal multiwavelets have been
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paper, we shall present a comprehensive study on the balancing property of the fast frame transforms associated with
the dual wavelet frames derived via the OEP in Theorem 1.1. Some of our results on this topic sheds a new light on
the results in [4,20,23] even for the special case of orthonormal and biorthogonal multiwavelets.
Another important issue of wavelet frames is the frame approximation order of the frame representation in (1.7).
For m 0, we denote Wm2 (R) the Sobolev space of all functions f ∈ L2(R) such that
‖f ‖2Wm2 (R) :=
∫
R
(
1 + |ξ |2)m∣∣fˆ (ξ)∣∣2 dξ < ∞. (1.18)
The Sobolev seminorm |f |Wm2 (R) is defined to be
|f |2Wm2 (R) :=
∫
R
|ξ |2m∣∣fˆ (ξ)∣∣2 dξ, f ∈ Wm2 (R). (1.19)
Following [8], we say that a pair of dual d-wavelet frames generated by ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) provides frame
approximation order m if there exists a positive constant C, independent of f and n, such that∥∥f − Qn(f )∥∥L2(R)  Cd−mn|f |Wm2 (R) ∀f ∈ Wm2 (R) and n ∈ N, (1.20)
where d is a dilation factor and the truncated frame operator Qn is defined to be
Qn(f ) :=
n−1∑
j=−∞
L∑
=1
∑
k∈Z
〈
f, ψ˜j,k
〉
ψj,k, f ∈ L2(R), n ∈ Z. (1.21)
We completely answer the questions in Q1 and Q2 for the case multiplicity r > 1 by establishing the following
result.
Theorem 1.2. Let d be a dilation factor. Let φ and φ˜ be two r ×1 d-refinable function vectors of compactly supported
functions in L2(R) such that φˆ(dξ) = aˆ(ξ)φˆ(ξ) and ˆ˜φ(dξ) = ˆ˜a(ξ) ˆ˜φ(ξ) with φˆ(0) 	= 0 and ˆ˜φ(0) 	= 0 for some r × r
matrices aˆ and ˆ˜a of 2π -periodic trigonometric polynomials. Suppose that aˆ and ˆ˜a satisfy the sum rules of orders
m and m˜ in (1.16) with 1 × r vectors yˆ and ˆ˜y of 2π -periodic trigonometric polynomials, respectively. Assume that
yˆ(0)φˆ(0) 	= 0 and ˆ˜y(0) ˆ˜φ(0) 	= 0. If r > 1, then one can obtain in a constructive way r × r matrices Θˆ, ˆ˜Θ , b̂, ̂˜b,
 = 1, . . . , d , of 2π -periodic trigonometric polynomials such that
(1) All the conditions in (1.9) and (1.10) of Theorem 1.1 are satisfied with L = d .
(2) The matrices Θˆ and ˆ˜Θ are strongly invertible, that is, both Θˆ−1 and ˆ˜Θ−1 are r × r matrices of 2π -periodic
trigonometric polynomials.
(3) ({ψ1, . . . ,ψd}, {ψ˜1, . . . , ψ˜d}) generates a pair of compactly supported dual d-wavelet frames in L2(R), where
ψ and ψ˜,  = 1, . . . , d , are defined in (1.11).
(4) {ψ1, . . . ,ψd} and {ψ˜1, . . . , ψ˜d} have m˜ and m orders of vanishing moments, respectively.
(5) The pair of dual d-wavelet frames generated by ({ψ1, . . . ,ψd}, {ψ˜1, . . . , ψ˜d}) has the highest possible frame
approximation order m.
(6) Its fast frame transform is compact and has the highest possible balancing order m.
Note that if 1 is a simple eigenvalue of both aˆ(0) and ˆ˜a(0), then yˆ(0)φˆ(0) 	= 0 and ˆ˜y(0) ˆ˜φ(0) 	= 0 are automatically
satisfied since φˆ(0) 	= 0 and ˆ˜φ(0) 	= 0. See Section 3 for more detail.
The key ingredient in Theorem 1.2 lies in that under the assumption r > 1, the two r × r matrices Θˆ and ˆ˜Θ of
2π -periodic trigonometric polynomials with all the desirable and required properties can be chosen in such a way
that the inverses of Θˆ and ˆ˜Θ are also r × r matrices of 2π -periodic trigonometric polynomials. This key ingredient
is critically built on an interesting canonical form of a matrix mask, which will be developed in this paper and which
greatly facilitates the study of many problems on refinable function vectors and multiwavelets.
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us look at the family of compactly supported d-refinable spline functions, which have many applications in approxi-
mation theory and numerical algorithms. Wavelet systems derived from refinable splines are of particular interest in
wavelet analysis, due to the fact that a refinable spline function (vector) has an explicit analytic expression, which
is crucial in some applications such as numerical algorithms, while almost all other refinable function vectors lack
explicit analytic expressions.
We say that a compactly supported function f is a spline if there is a finite partition −∞ = t0 < t1 < · · · < tn−1 <
tn = ∞ such that the restriction of f on each interval (tj−1, tj ) agrees with some polynomial for each j = 1, . . . , n.
Since spline wavelets are of particular interest in wavelet analysis and a compact fast frame transform is important in
applications, this paper is also motivated by the following question on MRA spline dual wavelet frames:
Q3: Does there exist a pair of dual d-wavelet frames obtained via OEP in Theorem 1.1 from some pair of compactly
supported scalar spline d-refinable functions (not necessarily having stable integer shifts) with finitely supported
masks such that it has a compact fast frame transform and vanishing moments of order greater than 1?
There are many interesting results on spline wavelet frames obtained via OEP, see [1,2,7,8,14–16]. For example,
from any B-spline of order m, which is a spline refinable function whose integer shifts are stable and linearly inde-
pendent, it has showed in [1,8] that a compactly supported spline tight wavelet frame can be obtained via OEP such
that it has the highest possible vanishing moments m and the highest possible frame approximation order m. See [7]
for a comprehensive study of dual wavelet frames via OEP from any pair of d-refinable functions.
However, if we require a compact fast frame transform, things will be completely different and the above question
Q3 is answered by the following result.
Theorem 1.3. Let d be a dilation factor. Let φ and φ˜ be two compactly supported scalar d-refinable functions in
L2(R) such that φˆ(ξ) :=∏∞j=1 aˆ(d−j ξ) and ˆ˜φ(ξ) :=∏∞j=1 ˆ˜a(d−j ξ) for some finitely supported masks a = {ak}k∈Z
and a˜ = {a˜k}k∈Z satisfying aˆ(0) = ˆ˜a(0) = 1 and
all the roots of the Laurent polynomial
(∑
k∈Z
akz
k
)(∑
n∈Z
a˜nz
−n
)
have modulus one. (1.22)
In particular, (1.22) is satisfied for any pair of compactly supported spline d-refinable functions with finitely supported
masks a and a˜. For any 2π -periodic trigonometric polynomials Θˆ, ˆ˜Θ , b̂, ̂˜b,  = 1, . . . ,L, such that (1.9) and (1.10)
are satisfied, if the associated fast frame transform is compact, letting ψ, ψ˜ be defined in (1.11), then the pair of
dual d-wavelet frames, generated by ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) and obtained via OEP in Theorem 1.1 with r = 1,
can have the frame approximation order at most two and each of {ψ1, . . . ,ψL} and {ψ˜1, . . . , ψ˜L} can have vanishing
moments of order at most one.
The two refinable (spline) functions in Theorem 1.3 are not required to have stable integer shifts and it is not
necessary that Θˆ = ˆ˜Θ = 1 in Theorem 1.3, even if we require that the associated fast frame transform be compact. In
other words, for compactly supported scalar spline d-refinable functions, the freedom in the choice of Θ and Θ˜ is not
enough to help us to achieve both a compact fast frame transform and high vanishing moments. So, on the one hand,
Theorem 1.3 demonstrates that the condition r > 1 in Theorem 1.2 is essential. On the other hand, by Theorem 1.2,
from any pair of compactly supported spline d-refinable function vectors with multiplicity r > 1, one can always
obtain pairs of spline dual d-wavelet frames in L2(R) such that they have both a compact fast frame transform and
the highest possible order of vanishing moments.
Let φ be a compactly supported d-refinable function in L2(R) with a finitely supported mask. Despite the result
in Theorem 1.3 for the dual wavelet frames derived from scalar refinable functions, it is of interest to point out that
the properties of a compact fast frame transform and high vanishing moments can still be achieved simultaneously
via Theorem 1.2 if instead of using the scalar refinable function φ, one could consider the refinable function vectors:
[φ(r·),φ(r· − 1), . . . , φ(r· − r + 1)]T , or [φ,φ, . . . , φ]T , or even simply [φ,0, . . . ,0]T .
The structure of the paper is as follows. In Section 2, we shall develop an interesting canonical form of a matrix
mask which plays a critical role in our investigation of wavelet frames derived from refinable function vectors. The
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refinement equations and multiwavelets. Since the frame approximation order has been only discussed for scalar
refinable functions in [8] and since it plays an important role in our understanding of the balancing property of MRA
wavelet frames, we shall discuss in Section 3 the frame approximation order for the dual wavelet frames obtained
via OEP in Theorem 1.1. In Section 4, we shall discuss various aspects of the fast frame transform in detail and then
investigate its balancing property. Balancing property of fast frame transforms has not been studied in the literature
for dual multiwavelet frames derived from refinable function vectors. Our investigation on balancing property of a
fast frame transform also sheds a new light on known results on balancing property of orthogonal and biorthogonal
wavelet bases. The relation between the frame approximation order and the balancing order of dual wavelet frames
will be discussed in Section 4. The proofs to Theorems 1.2 and 1.3 will be presented in Section 5. An algorithm
will be given in Section 6 for constructing pairs of dual wavelet frames with compact fast frame transforms and high
balancing orders. An example of balanced spline dual wavelet frames with compact fast frame transforms is provided
in Section 6 to illustrate the algorithm and results of this paper.
2. The canonical form of a matrix mask
In this section, we shall develop a canonical form of a matrix mask with multiplicity greater than one. As the
Jordan canonical form of a square matrix plays a significant rule in matrix analysis, the canonical form of a matrix
mask greatly facilitates our investigation of refinable function vectors, vector subdivision schemes and multiwavelets.
The notion of a canonical form of a matrix mask was first introduced in [14] for dimension one and in [12] for high
dimensions. Built on the work [12,14], in this section we shall introduce a new canonical form of a matrix mask with
multiplicity greater than one, which plays a critical role in our study of MRA wavelet frames and balancing property
of the fast frame transform. The new canonical form of a matrix mask developed in this section will be also useful for
studying many problems elsewhere on refinable function vectors and multiwavelets.
For a square matrix Uˆ (ξ) of 2π -periodic trigonometric polynomials, we say that Uˆ is strongly invertible if Uˆ (ξ)
is invertible for all ξ ∈ R and the inverse of Uˆ (ξ) is also a matrix of 2π -periodic trigonometric polynomials. When
Uˆ (ξ) is strongly invertible, for φˆ(dξ) = aˆ(ξ)φˆ(ξ), setting ˆ˚a(ξ) := Uˆ (dξ)aˆ(ξ)Uˆ(ξ)−1 and ˆ˚φ(ξ) := Uˆ (ξ)φˆ(ξ), one can
deduce that ˆ˚φ(dξ) = ˆ˚a(ξ) ˆ˚φ(ξ). It is evident that φ is compactly supported if and only if ˚φ is compactly supported.
Similarly, the mask a is finitely supported if and only if a˚ is finitely supported.
Now we have the following result on the canonical form of a matrix mask with multiplicity greater than one.
Theorem 2.1. Let d be a dilation factor. Let aˆ be an r × r matrix of 2π -periodic trigonometric polynomials with
multiplicity r > 1. Suppose that aˆ satisfies the sum rules of order m in (1.16) with the dilation factor d and a 1 × r
vector yˆ of 2π -periodic trigonometric polynomials. If there is an r × 1 vector φ of compactly supported distributions
such that
φˆ(dξ) = aˆ(ξ)φˆ(ξ) and yˆ(0)φˆ(0) 	= 0, (2.1)
then for any nonnegative integer n, there exists a strongly invertible r × r matrix Uˆ (ξ) of 2π -periodic trigonometric
polynomials such that Uˆ can be obtained constructively, Uˆ−1 is a matrix of 2π -periodic trigonometric polynomials,
and Uˆ (dξ)aˆ(ξ)Uˆ (ξ)−1 takes the form[
(1 + e−iξ + · · · + e−i(d−1)ξ )mP1,1(ξ) (1 − e−idξ )mP1,2(ξ)
(1 − e−iξ )nP2,1(ξ) P2,2(ξ)
]
(2.2)
with (
1 + e−iξ + · · · + e−i(d−1)ξ )mP1,1(ξ) = 1 +O(|ξ |n), ξ → 0, (2.3)
where P1,1,P1,2,P2,1 and P2,2 are some 1 × 1, 1 × (r − 1), (r − 1)× 1 and (r − 1)× (r − 1) matrices of 2π -periodic
trigonometric polynomials. Moreover, letting ˆ˚φ(ξ) := Uˆ (ξ)φˆ(ξ), then ˚φ = [ ˚φ1, . . . , ˚φr ]T is a d-refinable distribution
vector with the mask given in (2.2) and
ˆ˚
φ1(ξ) = ˆ˚φ1(0)+ O
(|ξ |n) and ˆ˚φ(ξ) = O(|ξ |n), ξ → 0,  = 2, . . . , r. (2.4)
That is, ˚φ1 has the coiflet property of order n and all other components ˚φ2, . . . , ˚φr have the vanishing moments of
order n.
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there exists a strongly invertible r × r matrix Uˆ1(ξ) of 2π -periodic trigonometric polynomials such that Uˆ1(ξ) can be
obtained constructively and
ˆ˜a(ξ) := Uˆ1(dξ)aˆ(ξ)Uˆ1(ξ)−1 =
[
(1 + e−iξ + · · · + e−i(d−1)ξ )mQ1,1(ξ) (1 − e−idξ )mQ1,2(ξ)
(1 − e−iξ )nQ2,1(ξ) Q2,2(ξ)
]
(2.5)
with Q1,1(0) = d−m, where Q1,1,Q1,2,Q2,1 and Q2,2 are some 1 × 1, 1 × (r − 1), (r − 1)× 1 and (r − 1)× (r − 1)
matrices of 2π -periodic trigonometric polynomials. Moreover, for ˆ˜φ(ξ) := [ ˆ˜φ1, . . . , ˆ˜φr ]T := Uˆ1(ξ)φˆ(ξ), the following
hold:
ˆ˜
φ1(0) 	= 0 and ˆ˜φ(ξ) = O
(|ξ |n), ξ → 0,  = 2, . . . , r. (2.6)
Denote ˆ˜a1,1(ξ) := (1 + e−iξ + · · · + e−i(d−1)ξ )mQ1,1(ξ), that is, ˆ˜a1,1 is the (1,1)-entry of the matrix ˆ˜a. Then
ˆ˜a1,1(0) = 1 by Q1,1(0) = d−m. By [12, Lemma 2.2] and ˆ˜a1,1(0) = 1, since d is a dilation factor, we can construct a
finitely supported sequence c = {ck}k∈Z such that
cˆ(0) = 1 and cˆ(dξ) ˆ˜a1,1(ξ) = cˆ(ξ )+ O
(|ξ |n), ξ → 0. (2.7)
In fact, the values cˆ(j)(0), j = 1, . . . , n − 1, are uniquely determined by ˆ˜a(j)1,1(0), j = 0, . . . , n − 1 via (2.7) and the
Leibniz differentiation formula (see [12, Lemma 2.2]).
Denote c˜(z) :=∑k∈Z ckzk , z ∈ C \ {0}. Then c˜(1) = 1 	= 0 and c˜ is a Laurent polynomial. Since 1 is the only root
of (1− z)n+m, we see that there exist two Laurent polynomials h˜(z) and g˜(z) such that c˜(z)h˜(z)− (1− z)n+mg˜(z) = 1
for all z ∈ C \ {0}. That is, setting hˆ(ξ) := h˜(e−iξ ) and gˆ(ξ) := g˜(e−iξ ), we have
cˆ(ξ )hˆ(ξ)− (1 − e−iξ )n+mgˆ(ξ) = 1 ∀ξ ∈ R. (2.8)
Since r > 1, we can define an r × r matrix Uˆ2(ξ) of 2π -periodic trigonometric polynomials by
Uˆ2(ξ) :=
⎡⎣ cˆ(ξ ) (1 − e−iξ )m 0(1 − e−iξ )ngˆ(ξ) hˆ(ξ) 0
0 0 Ir−2
⎤⎦ . (2.9)
By (2.8), we deduce that det Uˆ2(ξ) = 1. Therefore, Uˆ2 is strongly invertible. Now we show that
ˆ˚a(ξ) := Uˆ2(dξ) ˆ˜a(ξ)Uˆ2(ξ)−1 = Uˆ2(dξ)Uˆ1(dξ)aˆ(ξ)Uˆ1(ξ)−1Uˆ2(ξ)−1
must take the desirable form in (2.2) by taking Uˆ (ξ) := Uˆ2(ξ)Uˆ1(ξ). By calculation, we deduce that
Uˆ2(dξ) ˆ˜a(ξ) =
⎡⎣ cˆ(dξ) (1 − e−idξ )m 0(1 − e−idξ )ngˆ(dξ) hˆ(dξ) 0
0 0 Ir−2
⎤⎦× [ ˆ˜a1,1(ξ) (1 − e−idξ )mQ1,2(ξ)
(1 − e−iξ )nQ2,1(ξ) Q2,2(ξ)
]
=
[
cˆ(dξ) ˆ˜a1,1(ξ)+ (1 − e−idξ )m(1 − e−iξ )n∗ (1 − e−idξ )m ∗ +(1 − e−idξ )m∗
(1 − e−idξ )n ∗ +(1 − e−iξ )n∗ ∗
]
=
[
cˆ(dξ) ˆ˜a1,1(ξ)+ (1 − e−idξ )m(1 − e−iξ )n∗ (1 − e−idξ )m∗
(1 − e−iξ )n∗ ∗
]
,
where ∗ denotes some generic matrix of 2π -periodic trigonometric polynomials. Now, we have
Uˆ2(dξ) ˆ˜a(ξ)Uˆ2(ξ)−1 =
[
Uˆ2(dξ) ˆ˜a(ξ)
]
Uˆ2(ξ)
−1
=
[
cˆ(dξ) ˆ˜a1,1(ξ)+ (1 − e−idξ )m(1 − e−iξ )n∗ (1 − e−idξ )m∗
(1 − e−iξ )n∗ ∗
]
×
[
hˆ(ξ) −(1 − e−iξ )m 0
−(1 − e−iξ )ngˆ(ξ) cˆ(ξ) 0
0 0 Ir−2
]
=
[ ˆ˚a1,1(ξ) −cˆ(dξ) ˆ˜a1,1(ξ)(1 − e−iξ )m + (1 − e−idξ )m∗
(1 − e−iξ )n∗ ∗
]
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ˆ˚a1,1(ξ) := cˆ(dξ) ˆ˜a1,1(ξ)hˆ(ξ)+
(
1 − e−idξ )m(1 − e−iξ )n ∗ . (2.10)
Since ˆ˜a1,1(ξ) = (1 + e−iξ + · · · + e−i(d−1)ξ )mQ1,1(ξ), by the definition of ˆ˚a1,1 in (2.10), we can deduce now that
cˆ(dξ) ˆ˜a1,1(ξ)(1 − e−iξ )m = (1 − e−idξ )mcˆ(dξ)Q1,1(ξ) and
ˆ˚a1,1(ξ) =
(
1 + e−iξ + · · · + e−i(d−1)ξ )mP1,1(ξ)
for some 2π -periodic trigonometric polynomial P1,1. By (2.7) and (2.8), we have
cˆ(dξ) ˆ˜a1,1(ξ)hˆ(ξ) = cˆ(ξ )hˆ(ξ)+ O
(|ξ |n)= 1 + (1 − e−iξ )n+mgˆ(ξ)+ O(|ξ |n)= 1 +O(|ξ |n), ξ → 0.
Therefore, by the definition of ˆ˚a1,1 in (2.10), we conclude that
ˆ˚a1,1(ξ) := cˆ(dξ) ˆ˜a1,1(ξ)hˆ(ξ)+
(
1 − e−idξ )m(1 − e−iξ )n∗ = 1 +O(|ξ |n), ξ → 0.
So, ˆ˚a must take the form of (2.2) and the relation in (2.3) holds.
Since Uˆ (ξ) = Uˆ2(ξ)Uˆ1(ξ) and ˆ˜φ(ξ) = Uˆ1(ξ)φˆ(ξ), we have ˆ˚φ(ξ) = Uˆ2(ξ) ˆ˜φ(ξ). Now it follows from (2.6) and
(2.9) that[ ˆ˚
φ2(ξ), . . . ,
ˆ˚
φr(ξ)
]T = O(|ξ |n), ξ → 0. (2.11)
On the other hand, ˆ˚φ(dξ) = ˆ˚a(ξ) ˆ˚φ(ξ) and ˆ˚a takes the form in (2.2), by (2.3) and (2.11), we deduce that
ˆ˚
φ1(dξ) =
(
1 + e−iξ + · · · + e−i(d−1)ξ )mP1,1(ξ) ˆ˚φ1(ξ)+O(|ξ |n)= ˆ˚φ1(ξ)+O(|ξ |n), ξ → 0.
Since d is a dilation factor, by [12, Lemma 2.2] and the above relation, we must have ˆ˚φ1(ξ) = ˆ˚φ1(0) + O(|ξ |n) as
ξ → 0. Therefore, (2.4) is verified. 
Note that if 1 is a simple eigenvalue of aˆ(0) and φ is a compactly supported d-refinable distribution vector associ-
ated with mask aˆ such that φˆ(0) 	= 0, then the condition yˆ(0)φˆ(0) 	= 0 in (2.1) is automatically satisfied. This can be
proved by using the Jordan canonical form of the matrix aˆ(0) and the relations yˆ(0)aˆ(0) = yˆ(0) and aˆ(0)φˆ(0) = φˆ(0).
That is, if yˆ(0) 	= 0 and φˆ(0) 	= 0, then the assumption that 1 is a simple eigenvalue of aˆ(0) will force yˆ(0)φˆ(0) 	= 0.
In general, Theorem 2.1 does not hold for the scalar case r = 1. In fact, if r = 1, then the requirement that Uˆ be a
strongly invertible r × r matrix (in this case, r = 1 and both Uˆ and Uˆ−1 are 2π -periodic trigonometric polynomials)
will force Uˆ (ξ) to be a nontrivial multiple of a monomial. Therefore, if Theorem 2.1 holds for r = 1, then up to a
factor e−i(d−1)kξ for some k ∈ Z, the mask aˆ must satisfy aˆ(ξ) = 1 + O(|ξ |n) as ξ → 0. But a lot of scalar masks
generally lack this desirable coiflet property. In particular, the mask aˆ(ξ) = d−me−ikξ (1 + e−iξ + · · · + e−i(d−1)ξ )m,
m ∈ N and k ∈ Z, for the B-spline of order m, does not satisfy aˆ(ξ) = 1 + O(|ξ |n) as ξ → 0, for any n 3.
3. The frame approximation order of the truncated frame representation
The frame approximation order is an important indicator of the efficiency of a wavelet frame representation. The
frame approximation order for dual wavelet frames derived via OEP from scalar refinable functions has been addressed
in [8]. In this section, we shall continue the line developed in [8] to study the frame approximation order for dual
multiwavelet frames derived via OEP in Theorem 1.1 from refinable function vectors. Our discussion of the frame
approximation order for dual multiwavelet frames is based on the approach of sum rules of a matrix mask, instead
of the approach in [8] on approximation order provided by the shift-invariant spaces generated by the corresponding
scalar refinable function. So, our approach here is not a straightforward generalization of the scalar case in [8] and we
provide a more direct approach on frame approximation order in this section.
In order to investigate frame approximation order, we need the following result which is a direct consequence of
[18, Theorem 3.1] (also see [17]).
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Cφ,φ˜ > 0 such that∣∣1 − ˆ˜φ(ξ)T φˆ(ξ)∣∣2  Cφ,φ˜ |ξ |2m, a.e. ξ ∈ [−π,π], (3.1)∑
k∈Z\{0}
∣∣ ˆ˜φ(ξ)T φˆ(ξ + 2πk)∣∣2  Cφ,φ˜ |ξ |2m, a.e. ξ ∈ [−π,π], (3.2)
then there exists a positive constant C, depending only on φ, φ˜ and Cφ,φ˜ , such that∥∥f − Pn(f )∥∥L2(R)  Cd−mn|f |Wm2 (R) ∀f ∈ Wm2 (R) and n ∈ N, (3.3)
where d is a dilation factor and
Pn(f ) :=
∑
k∈Z
〈f, φ˜n,k〉φn,k, f ∈ L2(R) with φn,k := dn/2φ
(
dn· − k). (3.4)
For an m×n matrix g and a j ×n matrix h of functions in L2(R), we denote [gˆ, hˆ] the m×j matrix of 2π -periodic
functions as follows:
[gˆ, hˆ](ξ) :=
∑
k∈Z
gˆ(ξ + 2πk)hˆ(ξ + 2πk)T , ξ ∈ R. (3.5)
Recall that for any positive integer m, the B-spline Bm of order m is defined to be
B̂m(ξ) :=
(
1 − e−iξ
iξ
)m
, ξ ∈ R, that is, Bm :=
m copies︷ ︸︸ ︷
χ[0,1] ∗ · · · ∗ χ[0,1], m ∈ N, (3.6)
where χ[0,1] denotes the characteristic function of the interval [0,1] and ∗ denotes the convolution of two functions.
Note that Bm is a compactly supported Cm−2 function with support [0,m].
The following lemma will be needed later and is of interest in its own right.
Lemma 3.2. Let F be a compactly supported function in L2(R) and m be a nonnegative integer. If Fˆ (j)(2πk) = 0 for
all j = 0, . . . ,m− 1 and k ∈ Z \ {0}, then there exists a positive constant C such that∑
k∈Z\{0}
∣∣Fˆ (ξ + 2πk)∣∣2  C|ξ |2m, a.e. ξ ∈ [−π,π]. (3.7)
Proof. Denote B := Bm+1 the B-spline function of order m + 1 in (3.6). Clearly, Bˆ(0) = 1 and Bˆ(j)(2πk) = 0
for all j = 0, . . . ,m − 1 and k ∈ Z \ {0}. Take a finitely supported sequence c on Z such that cˆ(ξ )Bˆ(ξ) = Fˆ (ξ) +
O(|ξ |m), ξ → 0, that is, cˆ(j)(0) = [Fˆ /Bˆ](j)(0) for all j = 0, . . . ,m − 1. Define gˆ(ξ) := Fˆ (ξ) − cˆ(ξ )Bˆ(ξ). Then g
is a compactly supported function in L2(R) and by our assumption on F , we see that gˆ(j)(2πk) = 0 for all j =
0, . . . ,m − 1 and k ∈ Z. Now by [12, Theorem 3.6], there exists a compactly supported function h ∈ L2(R) such that
gˆ = (1 − e−iξ )mhˆ(ξ). Therefore, we have
Fˆ (ξ) = gˆ(ξ)+ cˆ(ξ )Bˆ(ξ) = (1 − e−iξ )mhˆ(ξ)+ cˆ(ξ )Bˆ(ξ).
Since h is a compactly supported function in L2(R), [hˆ, hˆ] agrees with some 2π -periodic trigonometric polynomial
almost everywhere and therefore, [hˆ, hˆ] ∈ L∞(R). Consequently, for ξ ∈ [−π,π], by the definition of B = Bm+1 in
(3.6), we have∑
k∈Z\{0}
∣∣Fˆ (ξ + 2πk)∣∣2  2 ∑
k∈Z\{0}
[∣∣1 − e−iξ ∣∣2m∣∣hˆ(ξ + 2πk)∣∣2 + ∣∣cˆ(ξ )∣∣2∣∣Bˆ(ξ + 2πk)∣∣2]
 21+2m sin2m(ξ/2)[hˆ, hˆ](ξ) + 23+2m sin2m+2(ξ/2)‖cˆ‖2L∞(R)
∑
k∈Z\{0}
|ξ + 2πk|−2m−2
 C22m sin2m(ξ/2) C|ξ |2m,
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C := 2∥∥[hˆ, hˆ]∥∥
L∞(R) + 8‖cˆ‖2L∞(R) sup
ξ∈[−π,π]
∑
k∈Z\{0}
|ξ + 2πk|−2m−2 < ∞.
This completes the proof. 
For refinable function vectors, we have the following result on the operator Pn in (3.4).
Theorem 3.3. Let d be a dilation factor. Let φ and φ˜ be two compactly supported r ×1 function vectors in L2(R) such
that φˆ(dξ) = aˆ(ξ)φˆ(ξ) for some r × r matrix aˆ of 2π -periodic trigonometric polynomials. Suppose that aˆ satisfies the
sum rules of order m in (1.16) with the dilation factor d and a 1×r vector yˆ of 2π -periodic trigonometric polynomials
such that yˆ(0)φˆ(0) = 1. If
ˆ˜
φ(ξ)T − ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ) = O(|ξ |m), ξ → 0, (3.8)
then the inequality (3.2) holds. Conversely, if span{φˆ(2πk): k ∈ Z} = Cr and the inequality (3.2) holds, then (3.8)
must be true. Moreover, (3.1) and (3.8) hold if and only if
ˆ˜
φ(ξ)T = yˆ(ξ)+O(|ξ |m), ξ → 0. (3.9)
Consequently, (3.9) implies the approximation order m in (3.3) with Pn defined in (3.4).
Proof. Denote Fˆ (ξ) := yˆ(ξ)φˆ(ξ). By our assumption on yˆ and φ, F is a compactly supported function in L2(R). By
φˆ(dξ) = aˆ(ξ)φˆ(ξ) and (1.16), we have
Fˆ (dξ) = yˆ(dξ)φˆ(dξ) = yˆ(dξ)aˆ(ξ)φˆ(ξ) = yˆ(ξ)φˆ(ξ)+O(|ξ |m)= Fˆ (ξ)+O(|ξ |m), ξ → 0.
Since d is a dilation factor, by Fˆ (0) = yˆ(0)φˆ(0) = 1, it follows from the above relation that we must have Fˆ (j)(0) = δj
for all j = 0, . . . ,m − 1 (see [12, Lemma 2.2]). For any k ∈ Z \ {0}, we can write k = dj k0 for some j ∈ N ∪ {0} and
a unique integer k0 ∈ Z \ [dZ]. Now we deduce from (1.16) that as ξ → 0
Fˆ
(
dj ξ + 2πk)= Fˆ (dj ξ + 2πdjk0)= yˆ(dj ξ + 2πdjk0)φˆ(dj (ξ + 2πk0))
= yˆ(dj ξ)aˆ(dj−1(ξ + 2πk0))× · · · × aˆ(ξ + 2πk0)aˆ(ξ/d + 2πk0/d)φˆ(ξ/d + 2πk0/d)
= [yˆ(dj ξ)aˆ(dj−1ξ)]aˆ(dj−2ξ) · · · aˆ(dξ)aˆ(ξ)aˆ(ξ/d + 2πk0/d)φˆ(ξ/d + 2πk0/d)
= yˆ(dj−1ξ)aˆ(dj−2ξ) · · · aˆ(dξ)aˆ(ξ)aˆ(ξ/d + 2πk0/d)φˆ(ξ/d + 2πk0/d)+O(|ξ |m)
= yˆ(dξ)aˆ(ξ)aˆ(ξ/d + 2πk0/d)φˆ(ξ/d + 2πk0/d)+O
(|ξ |m)
= yˆ(ξ)aˆ(ξ/d + 2πk0/d)φˆ(ξ/d + 2πk0/d)+O
(|ξ |m)= O(|ξ |m).
Hence, we conclude (also see [12, Proposition 3.2]) that
Fˆ (j)(2πk) = δj δk ∀k ∈ Z and j = 0, . . . ,m− 1 with Fˆ (ξ) := yˆ(ξ)φˆ(ξ). (3.10)
Since F is a compactly supported function in L2(R), by (3.10) and Lemma 3.2, (3.7) holds.
Denote hˆ(ξ) := ˆ˜φ(ξ)T − ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ). By (3.8) and the continuity of φˆ and ˆ˜φ, there exists a positive constant
C1 such that |hˆ(ξ)|2 = hˆ(ξ)hˆ(ξ)T  C1|ξ |2m for all ξ ∈ [−π,π]. Note that Fˆ (ξ + 2πk) = yˆ(ξ)φˆ(ξ + 2πk). For
ξ ∈ [−π,π], by ˆ˜φ(ξ)T = hˆ(ξ) + ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ), we deduce that∑
k∈Z\{0}
∣∣ ˆ˜φ(ξ)T φˆ(ξ + 2πk)∣∣2
 2
∑
k∈Z\{0}
∣∣hˆ(ξ)φˆ(ξ + 2πk)∣∣2 + 2 ∑
k∈Z\{0}
∣∣ ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ)φˆ(ξ + 2πk)∣∣2
= 2hˆ(ξ)
∑
φˆ(ξ + 2πk)φˆ(ξ + 2πk)T hˆ(ξ)T + 2∣∣ ˆ˜φ(ξ)T φˆ(ξ)∣∣2 ∑ ∣∣Fˆ (ξ + 2πk)∣∣2.k∈Z\{0} k∈Z\{0}
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with an r × r matrix of 2π -periodic trigonometric polynomials almost everywhere. Therefore, there exists a positive
constant C2, depending only on φ, such that for ξ ∈ [−π,π],
0 hˆ(ξ)
∑
k∈Z\{0}
φˆ(ξ + 2πk)φˆ(ξ + 2πk)T hˆ(ξ)T  hˆ(ξ)[φˆ, φˆ](ξ)hˆ(ξ)T  C2hˆ(ξ)hˆ(ξ)T  C1C2|ξ |2m.
Now it follows from (3.7) that for ξ ∈ [−π,π],∑
k∈Z\{0}
∣∣ ˆ˜φ(ξ)T φˆ(ξ + 2πk)∣∣2  2C1C2|ξ |2m + 2∥∥ ˆ˜φT φˆ∥∥2L∞([−π,π])C|ξ |2m  Cφ,φ˜ |ξ |2m,
where Cφ,φ˜ := 2C1C2 + 2C‖ ˆ˜φT φˆ‖2L∞([−π,π]) < ∞. So, (3.2) holds.
Conversely, since φˆ is a continuous function vector and span{φˆ(2πk): k ∈ Z} = Cr , there exist integers k1, . . . , kr
with k1 = 0 such that the square matrix Φ(ξ) := [φˆ(ξ), φˆ(ξ +2πk2), . . . , φˆ(ξ +2πkr)] has a nonzero determinant in a
neighborhood of ξ = 0. Note that the extra assumption k1 = 0 is justified by the just proved fact in (3.10) that yˆ(0) 	= 0
and Fˆ (2πk) = yˆ(0)φˆ(2πk) = 0 for all k ∈ Z \ {0}. By the assumption in (3.2), we have ˆ˜φ(ξ)T φˆ(ξ + 2πk) = O(|ξ |m)
as ξ → 0 for all k ∈ Z \ {0}. Therefore, we deduce that as ξ → 0,
ˆ˜
φ(ξ)T Φ(ξ) = ˆ˜φ(ξ)T [φˆ(ξ), φˆ(ξ + 2πk2), . . . , φˆ(ξ + 2πkr)]= [ ˆ˜φ(ξ)T φˆ(ξ),O(|ξ |m), . . . ,O(|ξ |m)].
Since Φ(ξ) is invertible in a neighbor of ξ = 0, we conclude from the above relation that as ξ → 0,
ˆ˜
φ(ξ)T = [ ˆ˜φ(ξ)T φˆ(ξ),O(|ξ |m), . . . ,O(|ξ |m)]Φ(ξ)−1 = ˆ˜φ(ξ)T φˆ(ξ)eT1 Φ(ξ)−1 + O(|ξ |m), (3.11)
where e1 := [1,0, . . . ,0]T ∈ Rr . On the other hand, it follows from (3.10) that yˆ(ξ)Φ(ξ) = eT1 + O(|ξ |m) as ξ → 0.
Therefore, we have yˆ(ξ) = eT1 Φ(ξ)−1 +O(|ξ |m) as ξ → 0. Consequently, it follows from (3.11) that
ˆ˜
φ(ξ)T = ˆ˜φ(ξ)T φˆ(ξ)eT1 Φ(ξ)−1 +O
(|ξ |m)= ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ)+ O(|ξ |m), ξ → 0.
Therefore, (3.8) holds.
If (3.1) and (3.8) are satisfied, then we deduce that
ˆ˜
φ(ξ)T = ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ) +O(|ξ |m)= (1 + O(|ξ |m))yˆ(ξ) +O(|ξ |m)= yˆ(ξ)+O(|ξ |m), ξ → 0.
So, (3.1) and (3.8) together imply (3.9).
Conversely, if (3.9) holds, it follows from (3.10) that
ˆ˜
φ(ξ)T φˆ(ξ) = yˆ(ξ)φˆ(ξ)+O(|ξ |m)= 1 +O(|ξ |m), ξ → 0,
and
ˆ˜
φ(ξ)T − ˆ˜φ(ξ)T φˆ(ξ)yˆ(ξ) = yˆ(ξ)− [yˆ(ξ)φˆ(ξ)]yˆ(ξ)+O(|ξ |m)
= yˆ(ξ)− yˆ(ξ) +O(|ξ |m)= O(|ξ |m), ξ → 0.
So, (3.9) implies both (3.1) and (3.8). Since (3.8) ⇒ (3.2), if (3.9) holds, then (3.1) and (3.2) of Lemma 3.1 are
satisfied. Now by Lemma 3.1, we conclude that (3.9) implies (3.3). 
Under the sum rule condition in Theorem 3.3, we showed in the proof of Theorem 3.3 that (3.3) holds provided
that (3.9) is satisfied.
Conversely, if (3.3) holds, then by [18, Theorem 2.2], (3.1) and (3.2) must be satisfied. Now under the very mild
condition span{φˆ(2πk): k ∈ Z} = Cr , it follows from Theorem 3.3 that (3.9) must hold. That is, under the assumption
span{φˆ(2πk): k ∈ Z} = Cr and the sum rule condition in Theorem 3.3, (3.9) is a necessary and sufficient condition
for (3.3) to be true. Also note that if
1 is a simple eigenvalue of ˆ˜a(0) and dj is not an eigenvalue of ˆ˜a(0) for all j ∈ N, (3.12)
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formula: ˆ˜φ(0) = ˆ˜a(0) ˆ˜φ(0) and
ˆ˜
φ(j)(0) = [dj Ir − ˆ˜a(0)]−1 j−1∑
=0
j !
!(j − )!
ˆ˜a(j−)(0) ˆ˜φ()(0), j ∈ N. (3.13)
Similarly, if
1 is a simple eigenvalue of aˆ(0) and d−j is not an eigenvalue of aˆ(0) for all 1 j < m, (3.14)
then up to a multiplicative constant, the values yˆ(j)(0), j = 0, . . . ,m − 1, are uniquely determined by yˆ(dξ)aˆ(ξ) =
yˆ(ξ)+O(|ξ |m), ξ → 0, via the recursive formula: yˆ(0)aˆ(0) = yˆ(0) and
yˆ(j)(0) = [1 − dj aˆ(0)]−1 j−1∑
=0
j !
!(j − )!d
yˆ()(0)aˆ(j−)(0), j = 1, . . . ,m− 1. (3.15)
So, the condition in (3.9) can be easily checked from the masks aˆ and ˆ˜a by (3.13) and (3.15).
Now we have the main result in this section on the frame approximation order for a pair of dual multiwavelet
frames obtained via OEP in Theorem 1.1 from refinable function vectors.
Theorem 3.4. Let d be a dilation factor. Let φ and φ˜ be two compactly supported r × 1 d-refinable function vec-
tors in L2(R) such that φˆ(dξ) = aˆ(ξ)φˆ(ξ) and ˆ˜φ(dξ) = ˆ˜a(ξ) ˆ˜φ(ξ) for some r × r matrices aˆ and ˆ˜a of 2π -periodic
trigonometric polynomials. Suppose that aˆ satisfies the sum rules of order m in (1.16) with the dilation factor d and
a 1 × r vector yˆ of 2π -periodic trigonometric polynomials such that yˆ(0)φˆ(0) = 1. Assume that (1.9) and (1.10) are
satisfied for some r × r matrices Θˆ, ˆ˜Θ , b̂, ̂˜b,  = 1, . . . ,L, of 2π -periodic trigonometric polynomials. Let ψ and
ψ˜,  = 1, . . . ,L, be defined in (1.11). If
ˆ˜
φ(ξ)T
ˆ˜
Θ(ξ)T Θˆ(ξ) = yˆ(ξ) +O(|ξ |m), ξ → 0, (3.16)
then the pair of dual d-wavelet frames generated by ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) has the frame approximation
order m. Moreover, (3.16) is a necessary condition for the frame approximation order m if span{φˆ(2πk): k ∈ Z} = Cr .
Proof. Let Fˆ (ξ) := yˆ(ξ)φˆ(ξ). By the proof of Theorem 3.3, we see that (3.10) holds. Denote
ηˆ(ξ) := θˆ (ξ )φˆ(ξ), ˆ˜η(ξ) := ˆ˜θ(ξ) ˆ˜φ(ξ) with ˆ˜θ(ξ)T θˆ(ξ) = ˆ˜Θ(ξ)T Θˆ(ξ), (3.17)
where θˆ and ˆ˜θ are r × r matrices of 2π -periodic trigonometric polynomials. By (1.10), one can easily obtain the frame
decomposition formula in the setting of functions: for j ∈ Z,
Pjf = Pj−1f +
L∑
=1
∑
k∈Z
〈
f, ψ˜j−1,k
〉
ψj−1,k with Pjf :=
∑
k∈Z
〈f, η˜j,k〉ηj,k, f ∈ L2(R), (3.18)
which can be verified by noting
〈Pjf,g〉 = 12π
∫
R
gˆ(ξ)
∑
k∈Z
fˆ
(
ξ + 2πdjk) ˆ˜η(d−j ξ + 2πk)T ηˆ(d−j ξ)dξ, f, g ∈ L2(R). (3.19)
Now it follows from the above formula in (3.18) that
PJ2f = PJ1f +
J2−1∑
j=J1
L∑
=1
∑
k∈Z
〈
f, ψ˜j,k
〉
ψj,k, J1 < J2, f ∈ L2(R). (3.20)
Since all η˜ and η are vectors of compactly supported functions in L2(R), we observe that ˆ˜η, ηˆ ∈ L∞(R) and all the
operators Pj : L2(R) → L2(R) are well defined and uniformly bounded since ‖Pj‖ = ‖P0‖ for all j ∈ Z.
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f,g ∈ B and j ∈ N, we have∣∣∣∣gˆ(ξ)∑
k∈Z
fˆ
(
ξ + 2πdjk) ˆ˜η(d−j ξ + 2πk)T ηˆ(d−j ξ)∣∣∣∣ C∣∣gˆ(ξ)∣∣ ∈ L1(R),
where
C := ‖ ˆ˜η‖L∞(R)‖ηˆ‖L∞(R)
∥∥∥∥∑
k∈Z
∣∣fˆ (· + 2πk)∣∣∥∥∥∥
L∞(R)
< ∞.
Now by (3.19) and the Lebesgue dominated convergence theorem, noting that ˆ˜η(0)T ηˆ(0) = 1 by (1.9), we deduce that
for all f,g ∈ B,
lim
j→∞〈Pjf,g〉 =
1
2π
∫
R
gˆ(ξ)
∑
k∈Z
lim
j→∞ fˆ
(
ξ + 2πdjk) ˆ˜η(d−j ξ + 2πk)T ηˆ(d−j ξ)dξ = 〈f,g〉.
Since all Pj are uniformly bounded and B is dense in L2(R), we conclude that limj→+∞ 〈Pjf,g〉 = 〈f,g〉. By [11,
Theorems 2.2 and 2.3], each of {ψ1, . . . ,ψL} and {ψ˜1, . . . , ψ˜L} generates a Bessel d-wavelet sequence in L2(R),
that is, the right-hand inequality in (1.4) holds. In other words, we proved that for every J1 ∈ Z,
{ηJ1,k: k ∈ Z} ∪
{
ψj,k: j  J1, k ∈ Z,  = 1, . . . ,L
}
and
{η˜J1,k: k ∈ Z} ∪
{
ψ˜j,k: j  J1, k ∈ Z,  = 1, . . . ,L
} (3.21)
form a pair of dual frames in L2(R). On the other hand, for any f := χ[t1,t2], since η is a vector of compactly supported
functions in L2(R), by the definition of Pjf in (3.18), there exists a positive constant C1, depending only on η, such
that
‖Pjf ‖2L2(R)  C1
∑
k∈Z
∣∣〈f, η˜j,k〉∣∣2 = C1∑
k∈Z
2−j
∣∣∣∣ ∫
2j [t1,t2]−k
η˜(t) dt
∣∣∣∣2  C1r|t2 − t1| ∫⋃
k∈Z(2j [t1,t2]−k)
η˜(t)T η˜(t) dt.
Since η˜ ∈ (L2(R))r×1, we deduce from the above inequality that limj→−∞ ‖Pjf ‖L2(R) = 0 for f = χ[t1,t2], t1, t2 ∈ R.
Since Pj is uniformly bounded in L2(R), so we conclude that limj→−∞ ‖Pjf ‖L2(R) = 0 and limj→−∞〈Pjf,g〉 = 0
for all f,g ∈ L2(R). Now it follows from (3.20) or (3.21) that ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) generates a pair of dual
d-wavelet frames in L2(R). In particular, if we take J1 → −∞ and setting J2 = n in (3.20), then it follows from
(3.20) that Qn(f ) = Pn(f ) for all n ∈ Z, where the truncated frame operator Qn is defined in (1.21) and Pn is defined
in (3.18). Now we take one particular choice in (3.17) as follows:
θˆ (ξ ) = Ir and ˆ˜θ(ξ) = Θˆ(ξ)T ˆ˜Θ(ξ).
Then η = φ. Now (3.16) is equivalent to ˆ˜η(ξ)T = yˆ(ξ) + O(|ξ |m). Replacing φ˜ by η˜ in Theorem 3.3, it follows from
Theorem 3.3 that (3.3) holds with φ˜ being replaced by η˜. Note that for this case, the definition of Pn in (3.4) with φ˜
being replaced by η˜ agrees with the definition of Pn in (3.18). Since Qn = Pn with φ˜ being replaced by η˜ in (3.4), the
pair of dual d-wavelet frames generated by ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) has the frame approximation order m. If
span{φˆ(2πk): k ∈ Z} = Cr , then by Theorem 3.3, (3.16) must be a necessary condition for the frame approximation
order m. 
As we can see from the proof of Theorem 3.4 which also gives a proof to Theorem 1.1, the key idea of the OEP in
Theorem 1.1 is to replace the given generators φ and φ˜ with new “generators” η and η˜ in (3.17) for the shift-invariant
spaces generated by φ and φ˜ so that (3.16) holds. In particular, for the scalar case r = 1, by (3.10), it is evident that
(3.16) is equivalent to ˆ˜η(ξ)ηˆ(ξ) = 1+O(|ξ |m) as ξ → 0. In this way, the frame approximation order can be improved
so that it matches the highest possible approximation order provided by the shift-invariant space generated by φ. Note
that the choices for η and η˜ in (3.17) are not unique. By (3.19) and the definition of η, η˜ in (3.17), we see that all the
operators Pj in (3.18) are independent of all the possible choices of η an η˜ in (3.17). However, we shall see that the
different choices of η an η˜ in (3.17) will affect our interpretation of input data for the associated fast frame transform,
which we shall discuss in detail in next section.
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In this section, we shall discuss in detail the fast frame transform associated with dual wavelet frames derived via
OEP in Theorem 1.1 from refinable function vectors. Then we shall study the balancing property of the fast frame
transform.
Assume that all the conditions in Theorem 1.1 are satisfied. Define η and η˜ as in (3.17). Then (3.20) holds. It is
important to notice that by (3.19), all the operators Pj in (3.18) are independent of the choices of θ and θ˜ in the
definition of η and η˜ in (3.17).
The efficiency of the frame representation in (1.7) largely lies in two aspects: (1) The frame approximation order.
That is, as we discussed in Section 3, for a given function f ∈ L2(R), how well can f be approximated by PJ2(f )
for a sufficiently large integer J2? (2) The sparseness of the frame representation in (1.7) and the speed of the fast
frame transform. Issue (1) has been addressed in Section 3 and the information of the approximating function PJ2f is
encoded into the wavelet coefficients {〈f, η˜J2,k〉}k∈Z. Denote
v
j
k := 〈f, η˜j,k〉 and wj,k :=
〈
f, ψ˜j,k
〉
, j ∈ Z, k ∈ Z,  = 1, . . . ,L. (4.1)
In order to implement the multilevel frame decomposition in (3.20) efficiently, from vJ2 , one needs to compute the
sequences of wavelet coefficients vJ1 and wj,, j = J1, . . . , J2 − 1 and  = 1, . . . ,L. For this purpose, a fast frame
transform is used to compute the coarse-scale low-pass wavelet coefficients vj−1 and the high-pass wavelet coeffi-
cients wj−1,,  = 1, . . . ,L, from the fine-scale low-pass wavelet coefficients vj . For simplicity of discussion, in this
section, we assume that the determinant of ˆ˜Θ(ξ)T Θˆ(ξ) does not vanish (such assumption will not affect our main
result in Theorem 1.2 since both Θˆ and ˆ˜Θ are strongly invertible); otherwise, the fast frame transform discussed in
this section needs to be modified accordingly. By (1.8) and (3.17), we deduce that
ηˆ(dξ) = ˆ˚a(ξ)ηˆ(ξ) with ˆ˚a(ξ) := θˆ (dξ)aˆ(ξ)[θˆ (ξ )]−1,
ˆ˜η(dξ) = ˆ˚˜a(ξ) ˆ˜η(ξ) with ˆ˚˜a(ξ) := ˆ˜θ(dξ) ˆ˜a(ξ)[ ˆ˜θ(ξ)]−1. (4.2)
Based on (3.20), now the frame decomposition transform for discrete data is given by
vj−1 = T
˚a˜,d
vj and wj−1, = T
˚
b˜,d
vj ,  = 1, . . . ,L, (4.3)
and the frame reconstruction transform for discrete data is given by
vj := Sa˚,dvj−1 +
L∑
=1
S
˚b,d
wj−1,, (4.4)
where the operators T
˚a˜,d
and Sa˚,d are defined in (1.12), and the new sequences ˚b and ˚b˜ are defined to be
̂˚
b(ξ) := b̂(ξ)[θˆ (ξ )]−1 and ̂˜˚b(ξ) := ̂˜b(ξ)[ ˆ˜θ(ξ)]−1,  = 1, . . . ,L. (4.5)
For the following particular choice of θ and θ˜ in (3.17):
θˆ (ξ ) = ˆ˜Θ(ξ)T Θˆ(ξ) and ˆ˜θ(ξ) = Ir , (4.6)
the above fast frame transform becomes the one given in [8] as well as (1.14) and (1.15) in Section 1. Note that if
the relation ˆ˜θ(ξ)T θˆ(ξ) = ˆ˜Θ(ξ)T Θˆ(ξ) holds, then the conditions in (1.9) and (1.10) are the same with Θ and Θ˜ being
replaced by θ and θ˜ , respectively. Consequently, without loss of any generality of the above described fast frame
transform, we may assume by convention that θ = Θ and θ˜ = Θ˜ in (3.17) and in (4.1)–(4.5).
Since the possible approximation inefficiency of a multiwavelet transform is caused by the conversion operator
E : (Z) → ((Z))1×r in (1.17), which converts a sequence of scalar numbers into a sequence of 1 × r row vectors,
we need to understand the property of the conversion operator E and in particular, its restriction on the polynomial
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sequence of 1 × r vectors on Z. By [12, (2.13)] or using p(· − k) =∑∞μ=0 p(μ)(·)(−k)μ/μ!, we have
p ∗ y :=
∑
k∈Z
p(· − k)yk =
∞∑
μ=0
p(μ)(·) (−i)
μ
μ! yˆ
(μ)(0), p ∈ Πm−1, (4.7)
where Πm−1 denotes the linear space of all polynomials with degree less than m. Now we define a space Pm−1,y as
in [10, Section 2] and [12, p. 53] by
Pm−1,y :=
{
p ∗ y ∈ (Πm−1)1×r : p ∈ Πm−1
}
, m ∈ N. (4.8)
The above definition of the vector polynomial space Pm−1,y in (4.8) depends only on the values yˆ(μ)(0), μ =
0, . . . ,m − 1 and it plays an important role in the study of the approximation property of refinable function vectors
[10,12].
The following simple observation naturally connects the balancing property with the space Pm−1,y and serves as
our starting point for investigating the balancing property of a fast frame transform for dual multiwavelet frames.
Lemma 4.1. Let d be a dilation factor. Let E :(Z) → ((Z))1×r be given by [Ev]k := [vrk, vrk+1, . . . , vrk+r−1],
k ∈ Z and v ∈ (Z). Let yˆ be a 1×r vector of 2π -periodic trigonometric polynomials. Then for any positive integer m,
E(Πm−1) :=
{
E(p): p ∈ Πm−1
}= Pm−1,y (4.9)
if and only if there exists a 2π -periodic trigonometric polynomial cˆ such that
cˆ(0) 	= 0 and yˆ(ξ) = cˆ(ξ )[1, eiξ/r , . . . , ei(r−1)ξ/r]+O(|ξ |m), ξ → 0. (4.10)
Proof. Let p ∈ Πm−1 and 0  r − 1. Using the Taylor expansion, we have
p(r· + ) = p(r(· + /r))= ∞∑
μ=0
[
p(r·)](μ)(·) 1
μ! (/r)
μ =
∞∑
μ=0
[
p(r·)](μ)(·) (−i)μ
μ! (i/r)
μ.
Hence, by (4.7), we conclude that [p(r·),p(r· + 1), . . . , p(r· + r − 1)] = p(r·) ∗ Y , where Yˆ is some 1 × r vector
of 2π -periodic trigonometric polynomials such that Yˆ (ξ) = [1, eiξ/r , . . . , ei(r−1)ξ/r ] + O(|ξ |m) as ξ → 0. Now it
is straightforward to see that E(Πm−1) = Pm−1,Y . By [12, Lemma 3.3], Pm−1,Y = Pm−1,y if and only if (4.10)
holds. 
Next we discuss the subdivision operator Sa,d and the transition operator Ta˜,d in (1.12) acting on vectors of poly-
nomial sequences on Z. The following two results are our basis to understand the balancing property of a multiwavelet
transform and a fast frame transform.
Proposition 4.2. Let a˜ be a finitely supported sequence of r × r matrices on Z. Let y be a finitely supported sequence
of 1 × r vectors on Z. Then for any positive integer m, we have
(i) For every p ∈ Πm−1, Ta˜,d (p ∗ y) = d1/2p(d·) ∗ y˚, where y˚ is a finitely supported sequence of 1 × r vectors on
Z such that ˆ˚y(dξ) = yˆ(ξ) ˆ˜a(ξ)T + O(|ξ |m) as ξ → 0.
(ii) Ta˜,d (p ∗ y) = 0 for all p ∈ Πm−1 if and only if yˆ(ξ) ˆ˜a(ξ)T = O(|ξ |m) as ξ → 0.
(iii) Ta˜,dPm−1,y ⊆ Pm−1,y if and only if yˆ(ξ) ˆ˜a(ξ)T = cˆ(dξ)yˆ(dξ)+O(|ξ |m) as ξ → 0 for some 2π -periodic trigono-
metric polynomial cˆ(ξ ).
(iv) Ta˜,dPm−1,y = Pm−1,y if and only if yˆ(ξ) ˆ˜a(ξ)T = cˆ(dξ)yˆ(dξ)+O(|ξ |m) as ξ → 0 for some 2π -periodic trigono-
metric polynomial cˆ(ξ ) with cˆ(0) 	= 0.
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Ta˜,d (p ∗ y)
]
j
= √d
∑
k∈Z
(p ∗ y)ka˜k−dj T =
√
d
∑
k∈Z
∑
n∈Z
p(k − n)yna˜k−dj T =
√
d
∑
k∈Z
∑
n∈Z
p(dj + k)yna˜k+nT .
Using the Taylor expansion of p(d·) at the point j , we have
p(dj + k) = p(d(j + d−1k))= ∞∑
μ=0
[
p(d·)](μ)(j) (d−1k)μ
μ! .
By the assumption on y˚, we have ˆ˚y(μ)(0) = [yˆ(·/d) ˆ˜a(·/d)T ](μ)(0) for μ = 0, . . . ,m− 1. Hence,
(−i)μ
μ!
ˆ˚y(μ)(0) = (−i)
μ
μ!
[
yˆ(·/d) ˆ˜a(·/d)T ](μ)(0) =∑
k∈Z
∑
n∈Z
yna˜k+nT
(d−1k)μ
μ! .
Therefore, by the above identities, we deduce that
[
Ta˜,d (p ∗ y)
]
j
= √d
∞∑
μ=0
[
p(d·)](μ)(j)∑
k∈Z
∑
n∈Z
yna˜k+nT
(d−1k)μ
μ! =
√
d
∞∑
μ=0
[
p(d·)](μ)(j) (−i)μ
μ!
ˆ˚y(μ)(0).
So, by (4.7), it follows from the above relation that Ta˜,d (p ∗ y) =
√
dp(d·) ∗ y˚. Hence, (i) holds.
By (i), we have Ta˜,d(p ∗ y) = d1/2p(d·) ∗ y˚ for p ∈ Πm−1. So, by (4.7), Ta˜,d (p ∗ y) = 0 for all p ∈ Πm−1 if and
only if ˆ˚y(μ)(0) = 0 for all μ = 0, . . . ,m − 1. That is, if and only if, yˆ(ξ) ˆ˜a(ξ)T = ˆ˚y(dξ) = O(|ξ |m) as ξ → 0. So,
(ii) is true.
Let y˚ be a finitely supported sequence of 1 × r vectors on Z such that ˆ˚y(dξ) = yˆ(ξ) ˆ˜a(ξ)T + O(|ξ |m) as ξ → 0.
By (i), we have Ta˜,dPm−1,y = Pm−1,y˚ . Now by [12, Lemma 3.3], Pm−1,y˚ ⊆ Pm−1,y if and only if there exists a 2π -
periodic trigonometric polynomial cˆ such that ˆ˚y(ξ) = cˆ(ξ )yˆ(ξ) + O(|ξ |m) as ξ → 0. So, (iii) is verified. (iv) follows
directly from (iii) and [12, Lemma 3.3]. 
Proposition 4.3. Let a and a˜ be two finitely supported sequences of r × r matrices on Z. Let y be a finitely supported
sequence of 1 × r vectors on Z. Then for any positive integer m, we have
(i) Sa,dPm−1,y ⊆ (Πm−1)1×r if and only if
yˆ(dξ)aˆ(ξ + 2πγ/d) = O(|ξ |m), ξ → 0, γ = 1, . . . , d − 1. (4.11)
(ii) If Sa,dPm−1,y ⊆ (Πm−1)1×r , then Sa,d(p ∗ y) = d−1p(d−1·) ∗ [Sa,dy] = d−1/2p(d−1·) ∗ y˚ for all p ∈ Πm−1,
where ˆ˚y(ξ) := yˆ(dξ)aˆ(ξ).
(iii) Sa,dTa˜,d (p ∗ y) = p ∗ y for all p ∈ Πm−1 if and only if
yˆ(ξ) ˆ˜a(ξ)T aˆ(ξ + 2πγ/d) = δγ yˆ(ξ)+O
(|ξ |m), ξ → 0, γ = 0, . . . , d − 1. (4.12)
Proof. To prove (i), by calculation, for p ∈ Πm−1, we have[
Sa,d(p ∗ y)
]
j
= √d
∑
k∈Z
(p ∗ y)kaj−dk =
√
d
∑
k∈Z
∑
n∈Z
p(k − n)ynaj−dk
=
∑
k∈Z
p(k)
√
d
∑
n∈Z
ynaj−dk−dn =
∑
k∈Z
p(k)[Sa,dy]j−dk = d−1/2[SSa,dyp]j .
Hence, Sa,dPm−1,y ⊆ (Πm−1)1×r is equivalent to SSa,dyΠm−1 ⊆ (Πm−1)1×r . Now by [10, Proposition 2.2] or
[12, (2.19)], we see that SSa,dyΠm−1 ⊆ (Πm−1)1×r if and only if Ŝa,dy(ξ + 2πγ/d) = O(|ξ |m) as ξ → 0 for
γ = 1, . . . , d − 1. That is, Sa,dPm−1,y ⊆ (Πm−1)1×r if and only if yˆ(dξ)aˆ(ξ + 2πγ/d) = d−1/2Ŝa,dy(ξ + 2πγ/d) =
O(|ξ |m) as ξ → 0 for all γ = 1, . . . , d − 1. So, (i) holds.
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So, (ii) holds.
Now we prove (iii). Denote ˆ˜y(ξ) := yˆ(ξ/d) ˆ˜a(ξ/d)T . By (i) of Proposition 4.2, we have Ta˜,d (p∗y) = d1/2p(d·)∗ y˜.
Therefore, Sa,dTa˜,d (p ∗ y) = d1/2Sa,d(p(d·) ∗ y˜). By (i) and (ii), we see that Sa,dTa˜,d (p(d·) ∗ y˜) = p ∗ y for all
p ∈ Πm−1 is equivalent to
yˆ(ξ) ˆ˜a(ξ)T aˆ(ξ + 2πγ/d) = ˆ˜y(dξ)aˆ(ξ + 2πγ/d) = O(|ξ |m), ξ → 0, γ = 1, . . . , d − 1,
and p ∗ y = d1/2Sa,d(p(d·)∗ y˜) = d−1/2p ∗ [Sa,d y˜] for all p ∈ Πm−1. But p ∗ y = p ∗ [d−1/2Sa,d y˜] for all p ∈ Πm−1
if and only if d−1/2Ŝa,d y˜(ξ) = yˆ(ξ)+ O(|ξ |m) as ξ → 0, that is,
yˆ(ξ) ˆ˜a(ξ)T aˆ(ξ) = ˆ˜y(dξ)aˆ(ξ)+ O(|ξ |m)= d−1/2Ŝa,d y˜(ξ)+O(|ξ |m)= yˆ(ξ)+ O(|ξ |m), ξ → 0.
Consequently, (iii) holds. 
Now we have the main result on the balancing property of a fast frame transform.
Theorem 4.4. Let d be a dilation factor. Let aˆ and ˆ˜a be r × r matrices of 2π -periodic trigonometric polynomials.
Assume that (1.10) is satisfied for some r × r matrices Θˆ, ˆ˜Θ , b̂, ̂˜b,  = 1, . . . ,L, of 2π -periodic trigonometric
polynomials. Use θ = Θ and θ˜ = Θ˜ in the fast frame transform in (4.1)–(4.5) and assume that the determinant of
ˆ˜
Θ(ξ)T Θˆ(ξ) does not vanish for all ξ ∈ R. Let φ˜ be an r × 1 vector of compactly supported distributions such that
ˆ˜
φ(dξ) = ˆ˜a(ξ) ˆ˜φ(ξ) and ˆ˜φ(0) 	= 0. Denote Yˆ (ξ) := [1, eiξ/r , . . . , ei(r−1)ξ/r ]. Then
(i) there exists a 2π -periodic trigonometric polynomial cˆ with cˆ(0) 	= 0 such that
ˆ˜
Θ(ξ)
ˆ˜
φ(ξ)T = cˆ(ξ )Yˆ (ξ)+O(|ξ |m) and ̂˜b(ξ) ˆ˜φ(ξ) = O(|ξ |m), ξ → 0,  = 1, . . . ,L, (4.13)
implies
(ii) the fast frame transform has the balancing order m:
T
˚a˜,d
v ∈ E(Πm−1) and T˚
b˜,d
v = 0 ∀ = 1, . . . ,L, v ∈ E(Πm−1), (4.14)
and
Sa˚,dT ˚a˜,dv = v ∀v ∈ E(Πm−1), (4.15)
where E(Πm−1) is defined in (4.9) and a˚, ˚a˜, ˚b, ˚b˜ are defined in (4.2) and (4.5).
Conversely, if (3.12) and (4.14) are satisfied, then (i) must hold. Moreover, (4.14) or (i) implies that aˆ satisfies the
sum rules of order m in (1.16) with the dilation factor d and the vector yˆ(ξ) := cˆ(ξ )Yˆ (ξ)Θˆ(ξ) for some 2π -periodic
trigonometric polynomial cˆ with cˆ(0) 	= 0.
Proof. By Lemma 4.1, we have E(Πm−1) = Pm−1,Y . By (4.13) and ˆ˜φ(dξ) = ˆ˜a(ξ) ˆ˜φ(ξ), we deduce that as ξ → 0,
cˆ(ξ )Yˆ (ξ)
ˆ˚˜
a(ξ)T = cˆ(ξ )Yˆ (ξ)[ ˆ˜Θ(ξ)T ]−1 ˆ˜a(ξ)T ˆ˜Θ(dξ)T
= ˆ˜φ(ξ)T ˆ˜a(ξ)T ˆ˜Θ(dξ)T +O(|ξ |m)= ˆ˜φ(dξ)T ˆ˜Θ(dξ)T +O(|ξ |m)
= cˆ(dξ)Yˆ (dξ)+O(|ξ |m)
and
cˆ(ξ )Yˆ (ξ)
̂˜˚
b(ξ)T = cˆ(ξ )Yˆ (ξ)[ ˆ˜Θ(ξ)T ]−1 ̂˜b(ξ)T = ̂˜b(ξ) ˆ˜φ(ξ)T +O(|ξ |m)= O(|ξ |m).
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cˆ(ξ )Yˆ (ξ)
ˆ˚˜
a(ξ)T = cˆ(dξ)Yˆ (dξ)+O(|ξ |m) and Yˆ (ξ) ̂˜˚b(ξ)T = O(|ξ |m), ξ → 0. (4.16)
Denote ˆ˚y(ξ) := cˆ(ξ )Yˆ (ξ). By Proposition 4.2 and (4.16), we have T
˚a˜,d
(p ∗ y˚) = d1/2p(d·) ∗ y˚ for all p ∈ Πm−1. It
follows from Lemma 5.1 and cˆ(0) 	= 0 that Pm−1,y˚ = E(Πm−1) and T ˚a˜,dPm−1,y˚ = Pm−1,y˚ . By (ii) of Proposition 4.2
and the second part of (4.16), T
˚
b˜,d
v = 0 for all v ∈ Pm−1,Y = E(Πm−1). Therefore, (4.14) holds.
(4.15) is a direct consequence of (4.14) and the perfect reconstruction of the fast frame transform. In fact, (1.10) is
equivalent to
ˆ˚˜
a(ξ + 2πγ/d)T ˆ˚a(ξ) +
L∑
=1
̂˜˚
b(ξ + 2πγ/d)T ̂˚b(ξ) = δγ Ir , γ = 0, . . . , d − 1. (4.17)
Therefore, for v ∈ E(Πm−1), it follows from (4.14) and (4.17) that
vˆ(ξ) =
d−1∑
γ=0
vˆ(ξ + 2πγ/d) ˆ˚˜a(ξ + 2πγ/d)T ˆ˚a(ξ)+
L∑
=1
d−1∑
γ=0
vˆ(ξ + 2πγ/d) ̂˜˚b(ξ + 2πγ/d)T ̂˚b(ξ)
= √dT̂
˚a˜,d
v(dξ) ˆ˚a(ξ)+ √d
L∑
=1
T̂
˚
b˜,d
v(dξ)
̂˚
b(ξ) = ̂[Sa˚,dT ˚a˜,dv](ξ).
So, (4.15) is verified. That is, (i) implies (ii).
If (4.14) holds, then (4.15) holds and consequently, Sa˚,dE(Πm−1) = E(Πm−1). Now by [10, Theorem 2.4], the
mask ˆ˚a must satisfy the sum rules of order m with the dilation factor d and a 1 × r vector ˆ˚y of 2π -periodic trigono-
metric polynomials such that Pm−1,y˚ = E(Πm−1). By Lemma 5.1 or [12, Lemma 3.3], we have ˆ˚y(ξ) = ˆ˜c(ξ)Yˆ (ξ) +
O(|ξ |m), ξ → 0 for some 2π -periodic trigonometric polynomial ˆ˜c with ˆ˜c(0) 	= 0. Since ˆ˚a(ξ) = Θˆ(dξ)aˆ(ξ)[Θˆ(ξ)]−1,
it is now straightforward to check that aˆ satisfies the sum rules of order m with the vector yˆ(ξ) := ˆ˜c(ξ)Yˆ (ξ)Θˆ(ξ). If
(4.13) holds, multiplying ˆ˜φ(ξ)T on the left side of (1.10), then by (4.13) we can directly check that aˆ satisfies the sum
rules of order m with yˆ(ξ) := cˆ(ξ )Yˆ (ξ)Θˆ(ξ); that is, we can particularly set ˆ˜c = cˆ, where cˆ is given in (4.13).
Conversely, suppose that (3.12) and (4.14) hold. Then (4.15) holds and aˆ satisfies the sum rules of order m with
yˆ(ξ) = cˆ(ξ )Yˆ (ξ)Θˆ(ξ) for some 2π -periodic trigonometric polynomial cˆ with cˆ(0) 	= 0. In particular, we have
cˆ(dξ)Yˆ (dξ)Θˆ(dξ)aˆ(ξ) = cˆ(ξ )Yˆ (ξ)Θˆ(ξ)+ O(|ξ |m), ξ → 0. (4.18)
By Proposition 4.2, (4.14) is equivalent to the second condition in (4.16) and Yˆ (ξ) ˆ˚˜a(ξ)T = ˆ˚c(dξ)Yˆ (dξ)+O(|ξ |m) as
ξ → 0 for some 2π -periodic trigonometric polynomial ˆ˚c. Multiplying Yˆ (ξ) on the left side and Θˆ(ξ) on the right side
of (4.17) with γ = 0, we deduce that
Yˆ (ξ)Θˆ(ξ) = Yˆ (ξ) ˆ˚˜a(ξ)T Θˆ(dξ)aˆ(ξ)+O(|ξ |m)= ˆ˚c(dξ)Yˆ (dξ)Θˆ(dξ)aˆ(ξ) +O(|ξ |m), ξ → 0.
Now by (4.18) and the above relation, since cˆ(0) 	= 0, we deduce that
Yˆ (ξ)Θˆ(ξ) = ˆ˚c(dξ)Yˆ (dξ)Θˆ(dξ)aˆ(ξ)+O(|ξ |m)= ˆ˚c(dξ)
cˆ(dξ)
cˆ(ξ)Yˆ (ξ)Θˆ(ξ)+O(|ξ |m), ξ → 0.
Since det Θˆ(0) 	= 0 and 1 is the first entry of Yˆ , we conclude from the above relation that ˆ˚c(dξ)cˆ(ξ) = cˆ(dξ) +
O(|ξ |m), ξ → 0. That is, (4.14) implies (4.16).
By our assumption in (3.12) on ˆ˜a, up to a multiplicative constant, all ˆ˜φ(j)(0), j ∈ N∪ {0}, are uniquely determined
by ˆ˜φ(ξ)T ˆ˜a(ξ)T = ˆ˜φ(dξ)T . Consequently, by the first part of (4.16) and the above uniqueness result on ˆ˜φ(j)(0), we
see that the first part of (4.13) holds with cˆ in (4.13) being replaced by αcˆ for some appropriate nonzero constant α.
Now the second part of (4.13) is a direct consequence of the second part of (4.16) and the first part of (4.13). 
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(1) aˆ satisfies the sum rules of order m in (1.16) with yˆ(ξ) := cˆ(ξ )Yˆ (ξ)Θˆ(ξ).
(2) {ψ˜1, . . . , ψ˜L} has m vanishing moments.
(3) The pair of dual d-wavelet frames generated by ({ψ1, . . . ,ψL}, {ψ˜1, . . . , ψ˜L}) has the frame approximation
order m.
Proof. By Theorem 4.4, (1) holds and yˆ(0) 	= 0. (2) is equivalent to the second condition in (4.13). By (4.13) and
yˆ(ξ) = cˆ(ξ )Yˆ (ξ)Θˆ(ξ), we have
ˆ˜
φ(ξ)T
ˆ˜
Θ(ξ)T Θˆ(ξ) = ˆ˜Θ(ξ) ˆ˜φ(ξ)T Θˆ(ξ)+ O(|ξ |m)= cˆ(ξ )Yˆ (ξ)Θˆ(ξ) = yˆ(ξ) +O(|ξ |m), ξ → 0.
So, (3.16) holds. Now by (1.9), it follows from the above relation that
1 = ˆ˜φ(0)T ˆ˜Θ(0)T Θˆ(0)φˆ(0) = yˆ(0)φˆ(0).
So, yˆ(0)φˆ(0) = 1. Since aˆ satisfies the sum rules of order m in (1.16) with yˆ and yˆ(0)φˆ(0) = 1, by Theorem 3.4, we
conclude that (3) holds. 
From Corollary 4.5, we see that the balancing property of a dual multiwavelet frame is stronger than the notions of
vanishing moments, frame approximation order, and the sum rules. The analysis in this section also works for a general
conversion operator E˜ : (Z) → ((Z))1×r instead of the operator E given in (1.17). As long as E˜(Πm−1) = Pm−1,y
for some sequence y, the same conclusions hold with E and Y being replaced by E˜ and y, respectively.
5. Proofs of Theorems 1.2 and 1.3
In this section, we shall prove Theorems 1.2 and 1.3. In order to prove Theorem 1.2, we need the following auxiliary
result.
Recall that an r × r matrix Uˆ (ξ) of 2π -periodic trigonometric polynomials is strongly invertible if Uˆ (ξ)−1 is also
a matrix of 2π -periodic trigonometric polynomials.
Lemma 5.1. Let yˆ and ˆ˜y be two 1 × r vectors of C∞(R) functions such that yˆ(0) 	= 0 and ˆ˜y(0) 	= 0. If r > 1, then for
any nonnegative integer n, there is a strongly invertible r × r matrix Uˆ (ξ) of 2π -periodic trigonometric polynomials
such that
yˆ(ξ) = ˆ˜y(ξ)Uˆ(ξ)+ O(|ξ |n), ξ → 0. (5.1)
Proof. We first prove that there exists a strongly invertible r × r matrix Vˆ of 2π -periodic trigonometric polynomials
such that
yˆ(ξ)Vˆ (ξ) = [1,0, . . . ,0] +O(|ξ |n), ξ → 0. (5.2)
Denote [yˆ1(ξ), . . . , yˆr (ξ)] = yˆ(ξ). Since yˆ(0) 	= 0, without loss of any generality, we may assume yˆ1(0) 	= 0; oth-
erwise, we perform a permutation on yˆ first. Then by [12, Lemma 2.2], there exist 2π -periodic trigonometric
polynomials cˆ1, cˆ2, . . . , cˆr such that
cˆ1(ξ)yˆ1(ξ) = 1 + O
(|ξ |n) and yˆ(ξ) − cˆ(ξ)yˆ1(ξ) = O(|ξ |n), ξ → 0,  = 2, . . . , r. (5.3)
Note that cˆ1(0) 	= 0. By the same argument as in (2.8) of the proof of Theorem 2.1, there exist 2π -periodic trigono-
metric polynomials hˆ and gˆ such that
cˆ1(ξ)hˆ(ξ) −
(
1 − e−iξ )2ngˆ(ξ) = 1 ∀ξ ∈ R. (5.4)
Define fˆ (ξ) := [cˆ2(ξ), . . . , cˆr (ξ)] and two strongly invertible matrices Uˆ1 and Uˆ2 by
Uˆ1(ξ) :=
[
1 −fˆ (ξ)
0 Ir−1
]
and Uˆ2(ξ) :=
[
cˆ1(ξ) (1 − e−iξ )n 0
(1 − e−iξ )ngˆ(ξ) hˆ(ξ) 0
0 0 Ir−2
]
.
Now by (5.3) and (5.4), it is easy to check (5.2) by taking Vˆ (ξ) := Uˆ1(ξ)Uˆ2(ξ).
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ˆ˜y(ξ) ˆ˜V (ξ) = [1,0, . . . ,0] +O(|ξ |n) as ξ → 0. Now the proof is completed by taking Uˆ (ξ) := ˆ˜V (ξ)[Vˆ (ξ)]−1. 
Proof of Theorem 1.2. Since yˆ(0)φˆ(0) 	= 0 and ˆ˜y(0) ˆ˜φ(0) 	= 0, multiplying nonzero constants with yˆ and ˆ˜y, without
loss of any generality, we may assume that yˆ(0)φˆ(0) = ˆ˜y(0) ˆ˜φ(0) = 1. Since r > 1, by Theorem 2.1 and the assump-
tions in Theorem 1.2, there exist two strongly invertible r × r matrices Uˆ1(ξ) and ˆ˜U1(ξ) of 2π -periodic trigonometric
polynomials such that
ˆ˚a(ξ) := Uˆ1(dξ)aˆ(ξ)Uˆ1(ξ)−1 =
[ ˆ˚a1,1 ˆ˚a1,2
ˆ˚a2,1 ˆ˚a2,2
]
,
ˆ˚˜
a(ξ) := ˆ˜U1(dξ) ˆ˜a(ξ) ˆ˜U1(ξ)−1 =
[ ˆ˚˜
a1,1
ˆ˚˜
a1,2
ˆ˚˜
a2,1
ˆ˚˜
a2,2
]
, (5.5)
where ˆ˚a2,2 and ˆ˚˜a2,2 are (r − 1)× (r − 1) matrices of 2π -periodic trigonometric polynomials and(
1 + e−iξ + · · · + e−i(d−1)ξ )m ∣∣ ˆ˚a1,1(ξ),(
1 − e−idξ )m ∣∣ ˆ˚a1,2(ξ), (1 − e−iξ )m+m˜ ∣∣ ˆ˚a2,1(ξ),(
1 + e−iξ + · · · + e−i(d−1)ξ )m˜ ∣∣ ˆ˚˜a1,1(ξ),(
1 − e−idξ )m˜ ∣∣ ˆ˚˜a1,2(ξ), (1 − e−iξ )m+m˜ ∣∣ ˆ˚˜a2,1(ξ), (5.6)
and
ˆ˚a1,1(ξ) = 1 + O
(|ξ |m+m˜) and ˆ˚˜a1,1(ξ) = 1 +O(|ξ |m+m˜), ξ → 0. (5.7)
Moreover, denoting ˆ˚φ(ξ) := Uˆ1(ξ)φˆ(ξ) and ˆ˚˜φ(ξ) := ˆ˜U1(ξ) ˆ˜φ(ξ), we have
ˆ˚
φ1(ξ) = 1 + O
(|ξ |m+m˜), ˆ˚φ(ξ) = O(|ξ |m+m˜),
ˆ˚˜
φ1(ξ) = 1 + O
(|ξ |m+m˜), ˆ˚˜φ(ξ) = O(|ξ |m+m˜), ξ → 0,  = 2, . . . , r. (5.8)
Let F(ξ) := e−i(−1)ξ Ir for  = 1, . . . , d and D(ξ) := diag((1 − e−iξ ), Ir−1). Now we definê˚
b(ξ) := F(ξ)D(ξ)m˜ = e−i(−1)ξD(ξ)m˜ = e−i(−1)ξ diag((1 − e−iξ )m˜, Ir−1),  = 1, . . . , d, (5.9)
and define
̂˜˚
b,  = 1, . . . , d , via the relation
⎡⎢⎢⎢⎢⎣
̂˜˚
b1(ξ)̂˜˚
b2(ξ)
...̂˜˚
bd(ξ)
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
̂˚
b1(ξ) ̂˚b1(ξ + 2π/d) · · · ̂˚b1(ξ + 2π(d − 1)/d)̂˚
b2(ξ) ̂˚b2(ξ + 2π/d) · · · ̂˚b2(ξ + 2π(d − 1)/d)
...
...
. . .
...̂˚
bd(ξ)
̂˚
bd(ξ + 2π/d) · · · ̂˚bd(ξ + 2π(d − 1)/d)
⎤⎥⎥⎥⎥⎦=
⎡⎢⎢⎢⎢⎣
Ir − ˆ˚a(ξ)T ˆ˚˜a(ξ)
−ˆ˚a(ξ + 2π/d)T ˆ˚˜a(ξ)
...
−ˆ˚a(ξ + 2π(d − 1)/d)T ˆ˚˜a(ξ)
⎤⎥⎥⎥⎥⎦
T
.
(5.10)
Now we show that all
̂˜˚
b are matrices of 2π -periodic trigonometric polynomials. Define
E(ξ) :=
⎡⎢⎢⎣
F 1(ξ) F 1(ξ + 2π/d) · · · F 1(ξ + 2π(d − 1)/d)
F 2(ξ) F 2(ξ + 2π/d) · · · F 2(ξ + 2π(d − 1)/d)
...
...
. . .
...
d d d
⎤⎥⎥⎦ .
F (ξ) F (ξ + 2π/d) · · · F (ξ + 2π(d − 1)/d)
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equivalent to[ [ ̂˜˚
b1(ξ)
]T [ ̂˜˚
b2(ξ)
]T · · · [ ̂˜˚bd(ξ)]T ]T = d−1E(ξ)M˜(ξ)D(ξ)m (5.11)
with
M˜(ξ) :=
⎡⎢⎢⎣
M˜1(ξ)
M˜2(ξ)
...
M˜d(ξ)
⎤⎥⎥⎦ :=
⎡⎢⎢⎢⎢⎣
D(ξ)−m˜
[
Ir − ˆ˚a(ξ)T ˆ˚˜a(ξ)
]
D(ξ)−m
−D(ξ + 2π/d)−m˜ ˆ˚a(ξ + 2π/d)T ˆ˚˜a(ξ)D(ξ)−m
...
−D(ξ + 2π(d − 1)/d)−m˜ ˆ˚a(ξ + 2π(d − 1)/d)T ˆ˚˜a(ξ)D(ξ)−m
⎤⎥⎥⎥⎥⎦ .
Now we use a similar argument as in [14] to show that M˜ is a vector of 2π -periodic trigonometric polynomials. By
(5.5) and (5.6), for γ = 0, . . . , d − 1, we have
ˆ˚a(ξ + 2πγ/d)T ˆ˚˜a(ξ)
=
[ ˆ˚a1,1(ξ + 2πγ/d) (1 − ei(ξ+2πγ/d))m˜∗
(1 − eidξ )m∗ ∗
][ ˆ˚˜
a1,1(ξ) (1 − e−idξ )m˜∗
(1 − e−iξ )m∗ ∗
]
=
[ ˆ˚a1,1(ξ + 2πγ /d) ˆ˚˜a1,1(ξ)+ (1 − ei(ξ+2πγ /d))m˜(1 − e−iξ )m∗ (1 − e−idξ )m˜ ∗ +(1 − ei(ξ+2πγ /d))m˜∗
(1 − eidξ )m ∗ +(1 − e−iξ )m∗ ∗
]
=
[ ˆ˚a1,1(ξ + 2πγ /d) ˆ˚˜a1,1(ξ)+ (1 − ei(ξ+2πγ /d))m˜(1 − e−iξ )m∗ (1 − ei(ξ+2πγ /d))m˜∗
(1 − e−iξ )m∗ ∗
]
,
where ∗ denotes some generic matrix of 2π -periodic trigonometric polynomials. By (5.6), we have ˆ˚a1,1(ξ) =
(1−eidξ )m
(1−eiξ )m ∗ and
ˆ˚˜
a1,1(ξ) = (1−eidξ )m˜(1−e−iξ )m˜ ∗. Therefore, for γ = 1, . . . , d − 1, we deduce that
M˜γ+1(ξ) = −D(ξ + 2πγ/d)−m˜ ˆ˚a(ξ + 2πγ/d)T ˆ˚˜a(ξ)D(ξ)−m
= −
[
(1 − ei(ξ+2πγ/d))−m˜
Ir−1
][ ˆ˚a(ξ + 2πγ/d)T ˆ˚˜a(ξ)][ (1 − e−iξ )−m
Ir−1
]
=
[( 1−eidξ
(1−e−iξ )(1−ei(ξ+2πγ/d))
)m+m˜ ∗ +∗ ∗
∗ ∗
]
.
Now it is easy to see from the above expression that M˜2, . . . , M˜d are matrices of 2π -periodic trigonometric polyno-
mials. Similarly, for γ = 0, by (5.5) and (5.6), we have
M˜1(ξ) =
[
D(ξ)
]−m˜[
Ir − ˆ˚a(ξ)T ˆ˚˜a(ξ)
]
D(ξ)−m
=
[
(1 − eiξ )−m˜
Ir−1
][
Ir − ˆ˚a(ξ)T ˆ˚˜a(ξ)
][ (1 − e−iξ )−m
Ir−1
]
=
[
1−ˆ˚a1,1(ξ) ˆ˚˜a1,1(ξ)
(1−e−iξ )m+m˜ ∗ +∗ ∗∗ ∗
]
.
Now by (5.7), it is easy to see that M˜1 is a 2π -periodic trigonometric polynomial. By (5.11), we conclude that all
̂˜˚
b
are well defined r × r matrices of 2π -periodic trigonometric polynomials.
Now by Lemma 5.1, there exists a strongly invertible r × r matrix Uˆ of 2π -periodic trigonometric polynomials
such that
[1,0, . . . ,0]Uˆ (ξ) = Yˆ (ξ)+O(|ξ |m), ξ → 0 with Yˆ (ξ) := [1, eiξ/r , . . . , ei(r−1)ξ/r]. (5.12)
Now we define
Θˆ(ξ) := Uˆ (ξ)−1Uˆ1(ξ), ˆ˜Θ(ξ) := Uˆ (ξ)T ˆ˜U1(ξ),
b̂(ξ) := ̂˚b(ξ)Uˆ1(ξ), ̂˜b(ξ) := ̂˜˚b(ξ) ˆ˜U1(ξ),  = 1, . . . , d. (5.13)
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ˆ˚˜
a(ξ)T ˆ˚a(ξ + 2πγ/d)+
d∑
=1
̂˜˚
b(ξ)T
̂˚
b(ξ + 2πγ/d) = δγ Id, γ = 0, . . . , d − 1. (5.14)
Therefore, by (5.13) and (5.14), for γ = 0, . . . , d − 1, we conclude that
ˆ˜
Θ(dξ) ˆ˜a(ξ)T Θˆ(dξ)aˆ(ξ + 2πγ/d)+
d∑
=1
̂˜
b(ξ)T b̂(ξ + 2πγ/d)
= ˆ˜U1(ξ)T ˆ˚˜a(ξ)T ˆ˚a(ξ + 2πγ/d)Uˆ1(ξ + 2πγ/d)+ ˆ˜U1(ξ)T
d∑
=1
̂˜˚
b(ξ)T
̂˚
b(ξ + 2πγ/d)Uˆ1(ξ + 2πγ/d)
= δγ ˆ˜U1(ξ)T Uˆ(ξ)Uˆ(ξ)−1Uˆ1(ξ + 2πγ/d) = δγ ˆ˜Θ(ξ)T Θˆ(ξ).
So, (1.10) holds. By (5.8) and (5.12), as ξ → 0, we have
ˆ˜
Θ(ξ)
ˆ˜
φ(ξ)T = ˆ˜φ(ξ)T ˆ˜U1(ξ)T Uˆ(ξ) = ˆ˜˚φ(ξ)T Uˆ(ξ) = [1,0, . . . ,0]Uˆ (ξ)+ O
(|ξ |m)= Yˆ (ξ) +O(|ξ |m).
Similarly, by (5.8) and (5.11), we deduce that
̂˜
b(ξ)
ˆ˜
φ(ξ) = ̂˜˚b(ξ) ˆ˜U1(ξ) ˆ˜φ(ξ) = ̂˜˚b(ξ) ˆ˜˚φ(ξ) = O(|ξ |m), ξ → 0,
where in the last identity we used
D(ξ)m
ˆ˜˚
φ(ξ) = [(1 − e−iξ )m ˆ˜˚φ1(ξ), ˆ˜˚φ2(ξ), . . . , ˆ˜˚φd(ξ)]T = O(|ξ |m).
By the same argument, it follows from (5.8) and (5.9) that
b̂(ξ)φˆ(ξ) = ̂˚b(ξ)Uˆ1(ξ)φˆ(ξ) = ̂˚b(ξ) ˆ˚φ(ξ) = O(|ξ |m˜), ξ → 0.
Hence, we see that the condition in (4.13) is satisfied with cˆ ≡ 1 and the second part of (1.9) is automatically true. By
(5.8), we have
ˆ˜
Θ(0) ˆ˜φ(0)T Θˆ(0)φˆ(0) = ˆ˜φ(0)T ˆ˜U1(0)T Uˆ(0)Uˆ(0)−1Uˆ1(0)φˆ(0) = ˆ˜˚φ(0)T ˆ˚φ(0) = 1.
Therefore, (1.9) holds. Now by Theorem 4.4 and Corollary 4.5, all the claims in Theorem 1.2 hold. 
We make some remarks here on the OEP in Theorem 1.1 and the fast frame transform in (4.1)–(4.5). The key idea
of the OEP in Theorem 1.1 is to replace the given generators φ and φ˜ with new generators η and η˜ in (4.2) with some
desirable properties. Then the wavelet functions ψ, ψ˜ can be equivalently derived from the new generators η and η˜
by
ψ̂(dξ) = b̂(ξ)φˆ(ξ) = ̂˚b(ξ)ηˆ(ξ) and ̂˜ψ(dξ) = ̂˜b(ξ) ˆ˜φ(ξ) = ̂˜˚b(ξ) ˆ˜η(ξ),  = 1, . . . ,L. (5.15)
Now the key condition (1.10) in the OEP of Theorem 1.1 can be equivalently rewritten as
ˆ˚˜
a(ξ)T ˆ˚a(ξ + 2πγ/d)+
L∑
=1
̂˜˚
b(ξ)T
̂˚
b(ξ + 2πγ/d) = δγ Ir , γ = 0, . . . , d − 1. (5.16)
The proof of Theorem 1.2 implicitly follows this line: First, construct the desirable new generators η and η˜ in (4.2) by
appropriately choosing strongly invertible Θˆ and ˆ˜Θ . Then obtain the desired wavelet functions ψ, ψ˜,  = 1, . . . , d ,
from the new generators η and η˜.
From the proof of Theorem 1.1 which is embedded in that of Theorem 3.4, we see (also cf. [1,7,8,13,14]) that all
the matrices aˆ, ˆ˜a, Θˆ, ˆ˜Θ and b̂, ̂˜b,  = 1, . . . ,L, in the OEP of Theorem 1.1 could be allowed to be matrices of 2π -
periodic rational trigonometric polynomials, instead of the more restrictive 2π -periodic trigonometric polynomials,
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and each of {ψ1, . . . ,ψL} and {ψ˜1, . . . , ψ˜L} generates a Bessel wavelet sequence in L2(R). For example, all the
conclusions in Theorem 1.1 still hold if each entry in the matrices Θˆ, ˆ˜Θ, b̂, ̂˜b,  = 1, . . . ,L, takes the form of
P(ξ)/Q(ξ) for some 2π -periodic trigonometric polynomials P and Q such that Q(ξ) 	= 0 for all ξ ∈ R. The fast
frame transform in (4.1)–(4.5) could be still compact even if some filters are rational trigonometric polynomials.
In order to prove Theorem 1.3, we need the following lemma.
Lemma 5.2. Let ξ1, . . . , ξN ∈ R \ [2πZ]. Define
B(ξ) :=
N∏
n=1
e−iξ − eiξn
1 − eiξn , ξ ∈ R, (5.17)
where i denotes the imaginary unit such that i2 = −1. Then
B ′′(0)− [B ′(0)]2 = − N∑
n=1
1
2(1 − cos(ξn))  0. (5.18)
Moreover, B ′′(0)− [B ′(0)]2 = 0 if and only if B(ξ) = 1 for all ξ ∈ R, that is, N = 0.
Proof. Since ξ1, . . . , ξN /∈ 2πZ, we see that B(ξ) is well defined and B(0) = 1. Differentiating both sides of (5.17)
near ξ = 0 once and twice, we deduce that
B ′(ξ)
B(ξ)
= −i
N∑
n=1
1
1 − ei(ξ+ξn) and
B ′′(ξ)B(ξ) − [B ′(ξ)]2
[B(ξ)]2 =
N∑
n=1
ei(ξ+ξn)
(1 − ei(ξ+ξn))2 .
By B(0) = 1, it follows from the above identity that
B ′′(0)− [B ′(0)]2 = N∑
n=1
eiξn
(1 − eiξn)2 = −
N∑
n=1
1
(1 − eiξn)(1 − e−iξn) = −
N∑
n=1
1
2(1 − cos(ξn)) .
Since 1 − cos(ξn) > 0 by ξn ∈ R \ [2πZ], we conclude that B ′′(0)− [B ′(0)]2  0. 
Now we prove Theorem 1.3 under a more general assumption.
Proof of Theorem 1.3. We prove a general version of Theorem 1.3 by allowing all filters to be 2π -periodic ra-
tional trigonometric polynomials, provided that all the functions in Theorem 1.1 are well-defined in L2(R) and the
conclusion in Theorem 1.1 still holds.
In order to have a compact fast frame transform, by our discussion in Section 4, it is necessary that both ˆ˚a(ξ) :=
Θˆ(dξ)aˆ(ξ)Θˆ(ξ)−1 and ˆ˚˜a(ξ) := ˆ˜Θ(dξ) ˆ˜a(ξ) ˆ˜Θ(ξ)−1 are 2π -periodic trigonometric polynomials. In particular,
ˆ˚˜
a(ξ) ˆ˚a(ξ) = θˆ (dξ) ˆ˜a(ξ)aˆ(ξ)θˆ (ξ)−1 with θˆ (ξ ) := ˆ˜Θ(ξ)Θˆ(ξ) (5.19)
is a 2π -periodic trigonometric polynomial. By (1.9), we must have θˆ (0) 	= 1. If the right side of (5.19) is a 2π -periodic
trigonometric polynomial, then
A˜(z) := A(z)θ˜(zd)/θ˜(z), z ∈ C \ {0} with A(z) := (∑
k∈Z
akz
k
)(∑
n∈Z
a˜nz
−n
)
(5.20)
must be a Laurent polynomial, where θ˜ (z) :=∑k∈Z θkzk and ∑k∈Z θke−ikξ = θˆ (ξ ). We remind the reader that there
are many nonconstant Laurent polynomials θ˜ such that θ˜ (zd)/θ˜(z) is still a Laurent polynomial. An example for d = 2
is θ˜ (ξ ) = 1 + z + z2 and then θ˜ (z2)/θ˜(z) = 1 − z + z2.
By our assumption in (1.22), the function A(z), after removing all removable singularities, is a Laurant polynomial
and all its roots lie on the unit circle. Now we show that if A˜ is a Laurent polynomial then all the roots and (non-
removable) singularities of θ˜ (z) on C \ {0} lie on the unit circle of the complex plane. Otherwise, suppose θ˜ (z0) = 0
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all zdn0 , n ∈ N, are distinct zeros of θ˜ (z), which is a contradiction, since as a rational Laurent polynomial, θ˜ can have
only finitely many zeros and singularities. Similarly, suppose that z0 is a (non-removable) singularity of θ˜ , that is,
1/θ˜(z0) = 0. Denote z1/d0 to be any root to zd = z0. Then z1/d0 is a singularity of θ˜ (zd). Since A has no singularity,
by (5.20), z1/d0 must be a singularity of θ˜ (z). That is, all zd
−n
0 , n ∈ N, are distinct singularities of θ˜ (z), which is a
contradiction.
Therefore, A˜ is a Laurent polynomial with all roots lying on the unit circle. Denoting B(ξ) := A˜(e−iξ ), then
B(0) = A˜(1) = 1 and B must take the form in (5.17) of Lemma 5.2.
If φ and φ˜ are compactly supported spline d-refinable functions with finitely supported masks a and a˜, by [19], we
see that (1.22) must hold.
If the frame approximation order is at least 3, by Theorem 3.4, then (3.16) holds with m = 3 and yˆ(ξ) := 1/φˆ(ξ).
That is, we have ˆ˜φ(ξ)φˆ(ξ)θˆ (ξ) = 1 +O(|ξ |3), ξ → 0. Therefore,
1 = ˆ˜φ(dξ)φˆ(dξ)θˆ(dξ)+O(|ξ |3)= B(ξ) ˆ˜φ(ξ)φˆ(ξ)θˆ(ξ) +O(|ξ |3)= B(ξ) +O(|ξ |3), ξ → 0.
Hence,
1 − B(ξ) = O(|ξ |3), ξ → 0, that is, B ′(0) = 0 and B ′′(0) = 0. (5.21)
If the vanishing moments of either {ψ˜1, . . . , ψ˜L} or {ψ1, . . . ,ψL} is at least 2, by (1.10), then it is easy to see that we
also must have (5.21). In particular, it follows from (5.21) that B ′′(0)−[B ′(0)]2 = 0. Since B takes the form in (5.17)
of Lemma 5.2, it follows from Lemma 5.2 and B ′′(0) − [B ′(0)]2 = 0 that we must have B(ξ) = 1 for all ξ ∈ R. By
the definition of B(ξ) = θˆ (dξ) ˆ˜a(ξ)aˆ(ξ)θˆ(ξ)−1 and B(ξ) = 1, we have θˆ (dξ) ˆ˜a(ξ)aˆ(ξ)θˆ(ξ)−1 = 1. But this implies
1 = ∏∞j=1[θˆ (d−j dξ) ˆ˜a(d−j ξ)aˆ(d−j ξ)θˆ(dj ξ)−1] = θˆ (ξ ) ˆ˜φ(ξ)φˆ(ξ). Since θˆ (ξ ) = P(ξ)/Q(ξ) for some 2π -periodic
trigonometric polynomials P and Q, this yields Q(ξ) = P(ξ)φˆ(ξ) ˆ˜φ(ξ) ∈ L1(R) since φ, φ˜ ∈ L2(R). So, the only
possibility is Q ≡ 0, which is a contradiction to θˆ (0) = 1. 
6. Algorithm and examples of balanced dual multiwavelet frames
In this section, we shall present an algorithm for constructing balanced dual multiwavelet frames with a compact
fast frame transform and vanishing moments. An example is given to illustrate the algorithm and the results in this
paper.
Though the proof of Theorem 1.2 is constructive, the following algorithm provides some guidelines for constructing
balanced dual multiwavelet frames with a compact frame algorithm and other desirable properties.
Algorithm 6.1. Let d be a dilation factor. Let φ and φ˜ be r × 1 vectors of compactly supported functions in L2(R)
such that φˆ(dξ) = aˆ(ξ)φˆ(ξ) and ˆ˜φ(dξ) = ˆ˜a(ξ) ˆ˜φ(ξ) for some r × r matrices aˆ and ˆ˜a of 2π -periodic trigonometric
polynomials. Assume that aˆ and ˆ˜a satisfy the sum rules of orders m and m˜ in (1.16) with 1 × r vectors yˆ and ˆ˜y of
2π -periodic trigonometric polynomials with yˆ(0)φˆ(0) = 1. The construction procedure consists of three steps.
(i) Construct a strongly invertible r × r matrix Θˆ of 2π -periodic trigonometric polynomials such that yˆ(ξ) =
cˆ(ξ )Yˆ (ξ)Θˆ(ξ)+O(|ξ |m) as ξ → 0, where Yˆ (ξ) := [1, eiξ/r , . . . , eiξ(r−1)/r ] and cˆ is a freely chosen 2π -periodic
trigonometric polynomial with cˆ(0) 	= 0 so that the degree of Θˆ is as low as possible.
(ii) Construct a strongly invertible r × r matrix ˆ˜Θ of 2π -periodic trigonometric polynomials with low degrees such
that as ξ → 0,
ˆ˜
Θ(ξ)
ˆ˜
φ(ξ)T = cˆ(ξ )Yˆ (ξ)+O(|ξ |m), (6.1)
ˆ˜
Θ(dξ) ˆ˜a(ξ)T Θˆ(dξ)φˆ(dξ) = ˆ˜Θ(ξ)T Θˆ(ξ)φˆ(ξ)+ O(|ξ |m), (6.2)
ˆ˜
Θ(ξ)
ˆ˜
φ(ξ)T Θˆ(ξ)φˆ(ξ) = 1 +O(|ξ |m+m˜). (6.3)
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ing moment conditions are satisfied:̂˜
b(ξ)
ˆ˜
φ(ξ) = O(|ξ |m) and b̂(ξ)φˆ(ξ) = O(|ξ |m˜), ξ → 0. (6.4)
Define ψ, ψ˜,  = 1, . . . , d , as in (1.11). Then ({ψ1, . . . ,ψd}, {ψ˜1, . . . , ψ˜d}) generates a pair of dual d-wavelet
frames in L2(R) with a compact fast frame transform and with balancing order m. The frame approximation order
is m. Moreover, {ψ1, . . . ,ψd} and {ψ˜1, . . . , ψ˜d} have m˜ and m vanishing moments, respectively.
Note that the conditions in (6.2) and (6.3) are necessary in order to have (1.10) and (6.4).
To present our example in this section, we need the following simple fact.
Proposition 6.2. Let d be a dilation factor and r be a positive integer. Let ϕ be a compactly supported d-refinable
function vector with multiplicity L such that ϕˆ(dξ) = Aˆ(ξ)ϕˆ(ξ) with ϕˆ(0) 	= 0 such that Aˆ is an L × L matrix of
2π -periodic trigonometric polynomials and Aˆ satisfies the sum rules of order m with a vector ŷA of 2π -periodic
trigonometric polynomials. Define φ := [ϕ(r·), ϕ(r·− 1), . . . , ϕ(r·− r + 1)]T . Then φˆ(dξ) = aˆ(ξ)φˆ(ξ) and aˆ satisfies
the sum rules of order m in (1.16) with
yˆ(ξ) = [ŷA(ξ/r), eiξ/r ŷA(ξ/r), . . . , eiξ(r−1)/r ŷA(ξ/r)]+O(|ξ |m), ξ → 0,
where the matrix mask a :Z → C(rL)×(rL) is determined by: the L × L block (j, k)-entry of the matrix an is given by
Arn−d(j−1)+k−1 for all n ∈ Z and 1 j, k  r with aˆ(ξ) =∑k∈Z ake−ikξ and Aˆ(ξ) =∑k∈Z Ake−ikξ .
Proof. Note that
φˆ(dξ) = r−1[Aˆ(ξ/r), e−idξ/r Aˆ(ξ/r), . . . , e−id(r−1)ξ/r Aˆ(ξ/r)]T ϕˆ(ξ/r).
Now all the claims can be checked by a direct computation. The mask a can be also derived from the refinement
equation in the time domain. 
Example 6.3. Let d = r = 2 and ϕ = B4(· − 2), where B4 is the B-spline of order 4 in (3.6). Then ϕˆ(2ξ) = Aˆ(ξ)ϕˆ(ξ)
with Aˆ(ξ) := cos4(ξ/2). Denote φ := φ˜ := [ϕ(2·), ϕ(2· − 1)]T . Then by Proposition 6.2, φˆ(2ξ) = aˆ(ξ)φˆ(ξ), where a
is supported on [−1,2] and a is given by
a−1 = 116
[
1 4
0 0
]
, a0 = 116
[
6 4
1 4
]
, a1 = 116
[
1 4
0 0
]
, a2 = 116
[
0 0
1 0
]
,
and ak = 0 for all k ∈ Z \ {−1,0,1,2}. Note that aˆ satisfies the sum rules of order 4 with yˆ(ξ) := [1, eiξ/2]/ϕˆ(ξ/2).
Now we apply Algorithm 6.1 to this example with m = m˜ = 2. We set cˆ(ξ ) = 1/ϕˆ(ξ/2) and Θˆ = I2 in item (i). For
item (ii), we obtain a strongly invertible ˆ˜Θ as follows:
ˆ˜
Θ(ξ) := 1
3
[
2eiξ + 14 + 2e−iξ −6eiξ − 6
−6 − 6e−iξ 18
]
.
For item (iii), we have that b˜1 is supported on [−2,2] and 16b˜1 is given by[−4 0
−1 0
]
(−2)
,
[
0 0
0 4
]
(−1)
,
[
8 0
0 −4
]
(0)
,
[
0 0
0 0
]
(1)
,
[−4 0
1 0
]
(2)
,
where [∗](k) denotes the element of a matrix mask at position k, that is, here it means 16 b˜1k = [∗](k) for k ∈ Z. The
dual high-pass filter b˜2 is supported on [−1,3] and 3472 b˜2 is given by[
14 −28
−858 1716
]
(−1)
,
[ −623 −28
−1716 1716
]
(0)
,
[
1330 −28
−858 0
]
(1)
,[−623 −28
0 0
]
,
[
14 0
0 0
]
.(2) (3)
B. Han / Appl. Comput. Harmon. Anal. 26 (2009) 14–42 41Fig. 1. The top row is the graphs of the spline refinable function vectors η (= φ) and η˜ in Example 6.3. The middle row is the graphs of ψ1
and ψ2. The bottom row is the graphs of ψ˜1 and ψ˜2. A graph with a solid (dashed) line denotes the first (second) component of a function
vector. ψ1,ψ2, ψ˜1, ψ˜2 have 2 vanishing moments and symmetry. ({ψ1,ψ2}, {ψ˜1, ψ˜2}) generates a pair of dual 2-wavelet frames in L2(R) with
a compact fast frame algorithm. Its balancing order is 2.
The primal high-pass filter b1 is supported on [−3,3] and 192b1 is given by[
3 12
12 48
]
,
[
9 −24
36 −96
]
,
[ −46 −16
−588 1008
]
,
[
124 −16
0 −1008
]
,
(−3) (−2) (−1) (0)
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588 96
]
(1)
,
[
9 12
−36 −48
]
(2)
,
[
3 0
−12 0
]
(3)
.
The primal high-pass filter b2 is supported on [−3,3] and 61776b2 is given by[
0 0
0 4704
]
(−3)
,
[
0 0
1253 −7308
]
(−2)
,
[−39897 128700
−76720 158844
]
(−1)
,[ −42900 −128700
−161546 158844
]
(0)
,
[
165594 −128700
−76720 −7308
]
(1)
,[−42900 128700
1253 4704
]
(2)
,
[−39879 0
0 0
]
(3)
.
Define ψ1,ψ2, ψ˜1, ψ˜2 as in (1.11) with L = 2. Then ({ψ1,ψ2}, {ψ˜1, ψ˜2}) generates a pair of spline dual 2-wavelet
frames in L2(R) such that all ψ1,ψ2, ψ˜1, ψ˜2 have vanishing moments at least 2 and are either symmetric or antisym-
metric. The fast frame transform is compact, the balancing order is 2 and the frame approximation order is also 2. See
Fig. 1 for the graphs of φ,η, η˜,ψ1,ψ2, ψ˜1, ψ˜2. A similar example with m = 4 and m˜ = 2 can also be obtained (that
is, the balancing order is 4). For simplicity of presentation, we shall not list it here.
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