Abstract. The Wright-Fisher process with selection is an important tool in population genetics theory. Traditional analysis of this process relies on the diffusion approximation.
Introduction

4
Modern population genetics theory can be broken down into two broad subclasses: 5 forward-in-time, in which the generation-to-generation allele frequency dynamics are tracked, 6 and backward-in-time, in which genealogical relationships are modeled. While forward-in-7 time models were developed first, the introduction of the coalescent by Kingman [1982] 8 ushered in a revolution in our understanding of neutral genetic variation. The success 9 of the coalescent in providing a simple framework for analyzing neutral loci has inspired 10 a number of attempts to construct a genealogical representation of models with natural 11 selection [Krone and Neuhauser, 1997, Neuhauser and Krone, 1997, Donnelly and Kurtz, 12 Date: Started on July 1, 2013; compiled on May 11, 2014. (1) ∂ ∂t φ α (x, y; t) = 1 2 ∂ 2 ∂y 2 y(1 − y)φ α (x, y; t) − α ∂ ∂y y(1 − y)φ α (x, y; t), with the initial condition φ α (x, y, 0) = δ(x − y) with δ(·) the usual Dirac delta function 73 [Ewens, 2004] .
74 Kimura [1955a] found that the for the case α = 0, the transition density admits an probability density functional, which assigns a probability density to any path from x to y.
79
Then, the total transition probability from x to y is computed by integrating this density 80 over all paths from x to y (Figure 1 ).
81
This probability density functional can be developed intuitively by considering the 82 "short-time transition densities". Standard theory for diffusion processes shows that for δt 1, we can approximate
A naive approach might be to attempt to approximate the probability density of a path
85
by diving the interval [0, t] into n intervals of length δt. Then we approximate with the 86 probability of the so-called "zig-zag path",
with z i = z(iδt). However, this fails for a variety of reasons, in particular the dependence of the diffusion coefficient on the current allele frequency [Graham, 1977, Dürr and Bach, 1978] . Instead, I compute the relative probability density function for a path with selection compared to a neutral path. This functional, which can be rigorously derived using
Girsanov's theorem [Rogers and Williams, 2000] can be intuitively developed as
Thus, as δt ↓ 0 and n ↑ ∞ such that nδt = t, we have
in which the time dependence of z is suppressed for notational convenience. Now, we 89 can write the transition density as the integral over all neutral Wright-Fisher paths of the relative probability of that path with selection, sity using a perturbation expansion. Note that the first term in the exponential of (4) is 97 independent of the path, and hence we focus on the path integral
We begin by expanding the exponential in a Taylor series about α = 0,
In the Appendix, I show that the exchange of the summation and the integral is justified 99 by Fubini's theorem. This is in stark contrast to the case in quantum physics, in which the 100 exchange of the sum and integral is often not justified, leading to zero radius of convergence 101 in the perturbation parameter.
102
Thus, the task of approximating the transition density with selection is reduced to the task of computing the functional integrals
he was focused on the case where the allele is eventually fixed or lost, whereas here we need 106 to consider only those paths that go from x to y in time t. To compute these integrals, it is 107 useful to introduce a diagrammatic method, known as a Feynman diagram [Feynman and 108 Hibbs, 2012, Chorin and Hald, 2006] . Borrowing from the language of physics momentarily,
109
we can regard V (x) = x(1−x) as a potential energy, and we can consider the allele frequency 110 being scattered by the potential.
111
The idea can be seen in Figure 2 . When the integrand is raised to the kth power, we 112 imagine that the allele frequency changes neutrally until some time s 1 , at which point it 113 interacts with the potential and is scattered. Then, it evolves neutral until time s 2 , at 114 which point it again interacts with the potential and is scattered. This proceeds until the 115 scattering at time s k , after which the allele frequency evolves neutrally to y at time t.
116
Because the interaction times s i could have happened at any time between 0 and t and the 117 allele frequency z i at time s i is random, we integrate over all times and allele frequencies.
118
For example, we can compute
where the factor of 2 comes from the two orderings in which the scatterings happened. In 120 general, the kth order Feynman diagram will come with a factor of k! to count the number 121 of orderings of the scattering events.
122
Because we know the neutral transition density, computing the integrals that arise from
123
Feynman diagrams is straightforward. Unfortunately, the neutral transition density is only known as an infinite series and in practice computing the integrals is more difficult. In the 125 Appendix, I show how to achieve efficient computation of these integrals for arbitrary k. α (x, y; t), this bound is
As argued in the Appendix, when t < 4, this bound is less than
which approaches 0 as k → ∞ for any α. Thus, the perturbation expansion convergences 132 to the true transition density for any α, provided that t is small enough.
133
The error bound presented above is rather crude. To get a more informative picture values of α, a large number of terms are required for an accurate approximation.
Discussion
141
The Wright-Fisher process with selection is a primary tool for elucidating the impact 142 of natural selection on genetic variation. However, the transient behavior of the process 143 has been difficult to study, with much work focusing on equilibrium aspects, such as the 144 stationary distribution [Wright, 1931] are critical to forming a complete understanding of how natural selection shapes genomes.
147
In this paper, I presented a novel path integral formulation of the Wright-Fisher process 148 with genic selection. This led naturally to a simple perturbation scheme for computing the 149 transition density with weak selection.
150
The perturbation expansion of the transition density can be understood by using Feyn- factor can be thought of as the probability that a one or the other allelic type "wins" 162 selective event.
163
The perturbation scheme described in this paper works best for weak selection. For 164 stronger selection, other approximation methods, such as the Gaussian diffusion approxi-165 mation [Nagylaki, 1990 , Feder et al., 2013 
Note that, because z represents a frequency, we know that z is bounded between 0 and 1 for all s. Thus,
Without loss of generality, we can assume that t < 4 because if not, we could rescale time
299
(and hence rescale α) to ensure that t < 4. Therefore,
Now, to apply Fubini's theorem, I must show that
For the first case, observe that
An extremely similar calculation shows that the second case is true as well. 
with λ i = i(i + 1)/2, the eigenvalues of Kimura's transition density.
304
The integrals over allele frequencies can be done exactly by using the properties of the 305 Gegenbauer polynomials. First,
after making the substitution z = 1 − 2x. This puts the Gegenbauer polynomials on their 307 natural domain, [−1, 1] . Now, multiplying through by one of the factors of (1 − z 2 ),
The first term can be recognized as the orthogonality condition for the Gegenbauer poly-309 nomials and hence,
To simplify the second term, use the recurrence relation for the Gegenbauer polynomials 311 to find that,
Substituting and multiplying through yields
Again, these integrals can be simplified using the orthogonality of the Gegenbauer polynomials to finally see that the integral in (8) equals
An important consequence of this fact is that the many of the terms in the sum (7) are 313 equal to zero.
314
The integrals over the intermediate times can also be evaluated exactly, although I have 315 not been able to find a general formula. In this case, it is straight-forward to precompute To evaluate a path integral, many such paths are generated and each assigned a probability. Then, the sum of probabilities over all paths is taken. Paths were generated using the method of Schraiber et al. [2013] . ... Figure 2 . Feynman diagrams. Feynman diagrams are used to evaluate the integrals that show up in the perturbation expansion. The allele starts at time 0 and frequency x, evolving neutrally until time s 1 , when it has frequency z 1 and is perturbed by natural selection. It then evolves to time s 2 and allele frequency z 2 , at which point it is again perturbed by natural selection. This continues until the final perturbation at time s k and frequency z k , after which it evolves neutrally to time t and frequency y. 2 evolves under genetic drift and natural selection for t = .1 with a variety of selection coefficients. The probability that the allele was not absorbed is then computed. Dots show the values from simulations while lines indicate successively higher orders of perturbation expansion.
