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In this work, we generalize the numerical method discussed in [Z. Avazzadeh, M. Heydari,
G.B. Loghmani, Numerical solution of Fredholm integral equations of the second kind by
using integral mean value theorem, Appl. math. modelling, 35 (2011) 2374–2383] for solv-
ing linear and nonlinear Fredholm integral and integro-differential equations of the second
kind. The presented method can be used for solving integral equations in high dimensions.
In this work, we describe the integral mean value method (IMVM) as the technical algo-
rithm for solving high dimensional integral equations. The main idea in this method is
applying the integral mean value theorem. However the mean value theorem is valid for
multiple integrals, we apply one dimensional integral mean value theorem directly to fulﬁll
required linearly independent equations. We solve some examples to investigate the appli-
cability and simplicity of the method. The numerical results conﬁrm that the method is
efﬁcient and simple.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Integral equations can describe many different events in science and engineering. Since the most natural phenomena in
the real world are related to many factors and parameters, the equations arisen from themodelling are involved to numerous
variables. Although there are some different powerful methods to obtain exact and approximate solutions of integral equa-
tions, only a few of them can be efﬁcient and applicable to solve the high dimensional problems.
This study is an effort to generalize the new method [1] for solving linear and nonlinear Fredholm integral of the second
kind in any dimension and the systems included of any such equations. Themethods heretofore availablewhich can solve high
dimensional equations are the radial basis functions (RBFs)method [2,3], the spline functionsmethod [20], the block puls func-
tions (BPFs) method [21], the spectral methods such as collocation and Tau method [4–8], Nystrom’s method [9,7], transform
methods [10], Adomian decomposition method (ADM) [11–13], wavelets methods [14] and many other methods [15–17].
In this paper, we propose the integral mean value method (IMVM) for solving the high dimensional integral equations
concerning the ﬁrst part of this paper [1]. The main idea is applying the mean value theorem for multiple integrals to trans-
form it the system of equations. The obtained system can be solved by Newton’s method or other efﬁcient methods [18]. The
illustrative examples conﬁrm the validity, efﬁciency and accuracy of the new method.
This paper is organized as follows: Section 2 brieﬂy reviews the description of the method based on [1] for solving the one
dimensional integral equations. In Section 3, we develop the method to solve two dimensional integral equations of the sec-
ond kind by using the double integral mean value theorem. Section 4 is devoted to generalized the method for solving high. All rights reserved.
. Heydari), z.avazzadeh@yahoo.com (Z. Avazzadeh), hnavabpour@yazduni.ac.ir (H. Navabpour),
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solving system of integral equations using the proposed method in Section 5. We investigate some numerical examples to
show the applicability and efﬁciency of the new method.
2. Description of the integral mean value method (IMVM)
Consider the Fredholm integral equation of second kind as followsuðxÞ ¼ f ðxÞ þ k
Z b
a
kðx; tÞFðuðtÞÞdt; x; t 2 ½a; b; ð1Þwhere k is a real number, also F, f and k are given continuous functions, and u is unknown function to be determined. Nowwe
apply the integral mean value theorem for solving the above integral equation.
Theorem 1 (mean value theorem for integrals [19]). If xðxÞ is continuous in [a,b], then there is a point c 2 [a,b], such thatZ b
a
xðxÞdx ¼ ðb aÞxðcÞ: ð2ÞNow we describe how (1) can be solved using the integral mean value theorem. By applying (2) for the right hand of (1),
since the integral
R b
a kðx; tÞFðuðtÞÞdt depends on x, cwill be a function with respect to x and here we write it as cðxÞ. So we can
getuðxÞ ¼ f ðxÞ þ kðb aÞkðx; cðxÞÞFðuðcðxÞÞÞ; ð3Þwhere cðxÞ 2 ½a; b and x 2 ½a; b. In practice, to be able to implement our algorithm, we take cðxÞ as a constant. This assump-
tion results inuðxÞ ¼ f ðxÞ þ kðb aÞkðx; cÞFðuðcÞÞ; ð4Þ
where c 2 ½a; b. Therefore, ﬁnding the value of c and u(c) lead to obtain the solution of integral equation. The way to ﬁnd c
and u(c) is reported from [1] as the following algorithm.
Algorithm
(i) Substitute c into (4) which givesuðcÞ ¼ f ðcÞ þ kðb aÞkðc; cÞFðuðcÞÞ: ð5Þ
(ii) Replace (4) into (1) which givesuðxÞ ¼ f ðxÞ þ k
Z b
a
kðx; tÞFðf ðtÞ þ kðb aÞkðt; cÞFðuðcÞÞÞdt: ð6Þ(iii) Let c into (6) which lead touðcÞ ¼ f ðcÞ þ k
Z b
a
kðc; tÞFðf ðtÞ þ kðb aÞkðt; cÞFðuðcÞÞÞdt: ð7Þ(iv) Solve the obtained equations (5) and (7) simultaneously.
Consecutive substitutions provide the needful linearly independent equations. For solving the above nonlinear system,
we can use the various methods [18]. Here, Newton’s method is used to solve the obtained system.
3. Solving of two dimensional integral equations via IMVM
Consider the following two dimensional integral equation of the second kinduðx; yÞ ¼ f ðx; yÞ þ k
Z b
a
Z d
c
kðx; y; s; tÞFðuðs; tÞÞdsdt: ð8ÞFor solving the above equation, we apply the integral mean value theorem similarly. However the mean value theorem is
valid for double integrals, we apply one dimensional integral mean value theorem directly to fulﬁll required linearly inde-
pendent equations.
Corollary (mean value theorem for integrals). If xðx; yÞ is continuous in ½a; b  ½c; d, then there are points c1 2 ½a; b and
c2 2 ½c; d, such that
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a
xðs; tÞds ¼ ðb aÞxðc1; tÞ ð9Þand Z d
c
xðs; tÞdt ¼ ðd cÞxðs; c2Þ: ð10ÞProof. It is clear using (2). hTheorem 2 (mean value theorem for double integrals). If xðx; yÞ is continuous in ½a; b  ½c; d, then there are points c1 2 ½a; b
and c2 2 ½c; d, such thatZ b
a
Z d
c
xðs; tÞdsdt ¼ ðb aÞðd cÞxðc1; c2Þ: ð11ÞProof. It is clear using Theorem 1. h
By applying (9) and (10) for the right hand of (8), since the integral
R b
a
R d
c kðx; y; s; tÞFðuðs; tÞÞdsdt depends on x and y, c1 and
c2 will be functions with respect to x and y and here we write them as c1ðx; yÞ 2 ½a; b and c2ðx; yÞ 2 ½c; d when x 2 ½a; b and
y 2 ½c; d. Similar to the previous case, in practice, to be able to implement our algorithm, we take c1ðx; yÞ and c2ðx; yÞ as con-
stants. Now to ﬁnd the solution of integral equation we describe the following algorithm:
Algorithm
(i) Apply (10) in (8) to getuðx; yÞ ¼ f ðx; yÞ þ kðd cÞ
Z b
a
kðx; y; s; c2ÞFðuðs; c2ÞÞds: ð12Þ(ii) Apply (9) to getZ b
a
kðx; y; s; c2ÞFðuðs; c2ÞÞds ¼ ðb aÞkðx; y; c1; c2ÞFðuðc1; c2ÞÞ: ð13Þ(iii) Replace the obtained equation in (12) asuðx; yÞ ¼ f ðx; yÞ þ kðb aÞðd cÞkðx; y; c1; c2ÞFðuðc1; c2ÞÞ: ð14Þ
(iv) Let ðx; yÞ ¼ ðc1; c2Þ in the (14). It is obtained asuðc1; c2Þ ¼ f ðc1; c2Þ þ kðb aÞðd cÞkðc1; c2; c1; c2ÞFðuðc1; c2ÞÞ: ð15Þ
(v) Replace (14) into (8) and then let ðx; yÞ ¼ ðc1; c2Þ in the obtained formula.uðc1; c2Þ ¼ f ðc1; c2Þ þ k
Z b
a
Z d
c
kðc1; c2; s; tÞFðf ðs; tÞ þ kðb aÞðd cÞkðs; t; c1; c2ÞFðuðc1; c2ÞÞÞdsdt: ð16Þ(vi) Substitute (14) into (12). We haveuðx; yÞ ¼ f ðx; yÞ þ kðd cÞ
Z b
a
kðx; y; s; c2ÞF f ðs; c2Þ þ kðb aÞðd cÞkðs; c2; c1; c2ÞFðuðc1; c2ÞÞð Þds: ð17Þ(vii) Let ðx; yÞ ¼ ðc1; c2Þ to be in the above equationuðc1; c2Þ ¼ f ðc1; c2Þ þ kðd cÞ
Z b
a
kðc1; c2; s; c2ÞF f ðs; c2Þ þ kðb aÞðd cÞkðs; c2; c1; c2ÞFðuðc1; c2ÞÞð Þds: ð18Þ(viii) Solve the Eqs. (15), (16) and (18) simultaneously as the system including 3 equations and 3 unknowns c1; c2 and
uðc1; c2Þ. Therefore, according to (14) we can construct the solution of (8).
4. Solving of high dimensional integral equations via IMVM
Consider the following integral equation of the second kinduðx1;x2; . . . ;xnÞ¼ f ðx1;x2; . . . ;xnÞþk
Z b1
a1
Z b2
a2
. . .
Z bn
an
kðx1;x2; . . . ;xn;t1;t2; . . . ;tnÞFðuðt1;t2; . . . ;tnÞÞdtndtn1 . . .dt1; ð19Þ
M. Heydari et al. / Applied Mathematical Modelling 37 (2013) 432–442 435which can be considered in the other useful type as followsuðxÞ ¼ f ðxÞ þ k
Z b1
a1
Z b2
a2
. . .
Z bn
an
kðx; tÞFðuðtÞÞdtndtn1 . . .dt1; ð20Þwhere x ¼ ðx1; x2; . . . ; xnÞ and t ¼ ðt1; t2; . . . ; tnÞ. These notations are valid in the following lines.
Similar to the previous section, instead of using mean value theorem for multiple integral, we apply one dimensional inte-
gral mean value theorem directly to provide needful linearly independent equations.
Corollary (mean value theorem for integrals). If sðxÞ is continuous in ½a1; b1  ½a2; b2  . . .  ½an; bn, then there are points
ci 2 ½ai; bi; i ¼ 1;2; . . . ;n, such thatð1Þ
Z b1
a1
sðxÞdx1 ¼ ðb1  a1Þsðc1; x2; . . . ; xnÞ; ð21Þ
ð2Þ
Z b2
a2
sðxÞdx2 ¼ ðb2  a2Þsðx1; c2; x3; . . . ; xnÞ; ð22Þ
..
.
ðiÞ
Z bi
ai
sðxÞdxi ¼ ðbi  aiÞsðx1; x2; . . . xi1; ci; xiþ1; . . . ; xnÞ; ð23Þ
..
.
ðnÞ
Z bn
an
sðxÞdxn ¼ ðbn  anÞsðx1; x2; . . . xn1; cnÞ: ð24ÞProof. It is clear using Theorem 1. hTheorem 3 (mean value theorem for multiple integrals). If sðxÞ is continuous in ½ai; bin; i ¼ 1;2; . . . ;n, then there are points
ci 2 ½ai; bi; i ¼ 1;2; . . . ;n, such thatZ b1
a1
Z b2
a2
. . .
Z bn
an
sðxÞdxndxn1 . . .dx1 ¼
Yn1
j¼0
ðbnj  anjÞsðc1; c2; . . . ; cnÞ: ð25Þ
R R RBy applying (21)–(24) for the right hand of (20), since the integral b1a1
b2
a2
. . .
bn
an
kðx; tÞFðuðtÞÞdtndtn1 . . . dt1 depends on
x1; x2; . . . ; xn then c1; c2;    ; cn will be functions with respect to x1; x2;    ; xn and here we write them as
ciðx1; x2; . . . ; xnÞ 2 ½ai; bi; i ¼ 1;2; . . . ;n when xi 2 ½ai; bi; i ¼ 1;2; . . . ;n. Similar to the previous cases, in practice, to be able
to implement our algorithm, we take ciðx1; x2; . . . ; xnÞ; i ¼ 1;2; . . . ;n as constants.
In the similar way, to ﬁnd uðx1; x2; . . . ; xnÞ, we have to obtain c1; c2; . . . ; cn and uðc1; c2; . . . ; cnÞ. Follow the consecutive
substituting in the following algorithm which lead to the system including ðnþ 1Þ unknowns and ðnþ 1Þ linearly indepen-
dent equations.
Algorithm
(i) Apply the integral mean value theorem (24) asZ bn
an
kðx; tÞFðuðtÞÞdtn ¼ ðbn  anÞkðx; nnÞFðuðnnÞÞ; ð26Þwhere nn ¼ ðt1; . . . ; tn1; cnÞ.
(ii) Substitute (26) into (20) to obtainuðxÞ ¼ f ðxÞ þ kðbn  anÞ
Z b1
a1
. . .
Z bn1
an1
kðx; nnÞFðuðnnÞÞdtn1 . . .dt1: ð27Þ(iii) Again, we use the integral mean value theorem (23) with i ¼ n 1, as followsZ bn1
an1
kðx; t1; . . . ; tn1; cnÞFðuðt1; . . . ; tn1; cnÞÞdtn1 ¼ ðbn1  an1Þkðx; nn1ÞFðuðnn1ÞÞ; ð28Þ
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(iv) Replace the above equation into (27). So, we haveuðxÞ ¼ f ðxÞ þ kðbn  anÞðbn1  an1Þ
Z b1
a1
. . .
Z bn2
an2
kðx; nn1ÞFðuðnn1ÞÞdtn2 . . .dt1: ð29Þ(v) Repeat the process for i ¼ 3; ::;n 1, asuðxÞ ¼ f ðxÞ þ kðbn  anÞ . . . ðbniþ1  aniþ1Þ
Z b1
a1
. . .
Z bni
ani
kðx; nniþ1ÞFðuðnniþ1ÞÞdtni . . . dt1; ð30Þwhere nniþ1 ¼ ðt1; . . . ; tni; cniþ1; tniþ2; . . . ; cnÞ. Also, the nth step of the above process leads to
uðxÞ ¼ f ðxÞ þ kðbn  anÞðbn1  an1Þ . . . ðb1  a1Þkðx; n1ÞFðuðn1ÞÞ; ð31Þwhere n1 ¼ ðc1; c2; . . . ; cnÞ.
(vi) Let x ¼ n1 into (31) to getuðn1Þ ¼ f ðn1Þ þ k
Yn1
j¼0
ðbnj  anjÞkðn1; n1ÞFðuðn1ÞÞ: ð32ÞNow the ﬁrst equation of the proposed system including ðnþ 1Þ unknowns and ðnþ 1Þ equations is constructed.
(vii) To make the other equations, the demonstrated process must be repeated such that the ith achieved equation is as
followsuðxÞ ¼ f ðxÞ þ k
Yi1
j¼0
ðbnj  anjÞ
Z b1
a1
. . .
Z bni
ani
kðx; nniþ1Þ
Fðf ðnniþ1Þ þ k
Yn1
j¼0
ðbnj  anjÞkðnniþ1; n1ÞFðuðn1ÞÞÞdtni . . .dt1; ð33Þwhere i ¼ 1; . . . ; n 1, and givesuðn1Þ ¼ f ðn1Þ þ k
Yi1
j¼0
ðbnj  anjÞ
Z b1
a1
. . .
Z bni
ani
kðn1; nniþ1ÞFðf ðnniþ1Þ
þ k
Yn1
j¼0
ðbnj  anjÞkðnniþ1; n1ÞFðuðn1ÞÞÞdtni . . .dt1; ð34Þas the ith equation. Therefore, we obtain the n 1, new equations when i ¼ 1; . . . ;n 1, for ﬁnal mentioned system including
ðnþ 1Þ unknowns and ðnþ 1Þ equations. Also, (32) can be provided (34) with i ¼ n.
(viii) Implement the previous step to obtain the nth equation asuðxÞ ¼ f ðxÞ þ k
Z b1
a1
. . .
Z bn
an
kðx; tÞF f ðtÞ þ k
Yn1
j¼0
ðbnj  anjÞkðt; n1ÞFðuðn1ÞÞ
 !
dtn . . .dt1; ð35Þwhich lead touðn1Þ ¼ f ðn1Þ þ k
Z b1
a1
. . .
Z bn
an
kðnn; tÞF f ðtÞ þ k
Yn1
j¼0
ðbnj  anjÞkðt; nnÞFðuðnnÞÞ
 !
dtn . . .dt1: ð36ÞFinally, the last equation of the proposed system including ðnþ 1Þ unknowns and ðnþ 1Þ equations is constructed. (ix) Solve
the nonlinear system including (32), (34) and (36) with the Newton’s method or other efﬁcient methods.
The algorithm describe how to utilize the mean value theorem to achieve a system of linearly independent equations. To
more clarify, the ﬁnal system is demonstrated as followsE1 : uðn1Þ¼ f ðn1ÞþðbnanÞ
Z b1
a1
. . .
Z bn1
an1
kðn1;nnÞFðf ðnnÞþk
Yn1
j¼0
ðbnjanjÞkðnn;n1ÞFðuðn1ÞÞÞdtn1 . . .dt1;
Ei : uðn1Þ¼ f ðn1Þþk
Yi1
j¼0
ðbnjanjÞ
Z b1
a1
. ..
Z bni
ani
kðn1;nniþ1ÞFðf ðnniþ1Þþk
Yn1
j¼0
ðbnjanjÞkðnniþ1;n1ÞFðuðn1ÞÞÞdtni . . .dt1; i¼2;3;. . .;n1;
En : uðn1Þ¼ f ðn1Þþk
Yn1
j¼0
ðbnjanjÞkðn1;n1ÞFðuðn1ÞÞ;
Enþ1 : uðn1Þ¼ f ðn1Þþk
Z b1
a1
. ..
Z bn
an
kðn1;tÞF f ðtÞþk
Yn1
j¼0
ðbnjanjÞkðt;n1ÞFðuðn1ÞÞ
 !
dtn . . .dt1:
Remark. The equations of the ﬁnal system include the numerous integrals containing long terms. It is recommended to useM. Heydari et al. / Applied Mathematical Modelling 37 (2013) 432–442 437the numerical integration rules such as Gauss quadrature rule or trapezoidal integration method.5. The system of integral equations via IMVM
We can develope the presented method for solving systems included Fredholm integral equations of the second kind as
(19) in arbitrary dimension. This performance for one dimensional integral equations is described in the ﬁrst part of paper
[1]. Now it is applicable for solving the systems included the numerous integral equations deﬁned in different dimensions.
This method is ﬂexible to solve such various systems. The more details and formulae are straight forward and interested
reader can construct them easily.6. Numerical results
Some different examples of two and three dimensional integral equations of the second kind are chosen to illustrate the
proposed method. Also, the system of integral equations are solved to show applicability and ﬂexibility of the method for
solving the various problems. To compare the presented method with the other methods, the examples are selected from
other papers which solved two dimensional integral equations. Comparison between results conﬁrms the efﬁciency and sim-
plicity of the presented method is considerable. Noting that the associated computations with the examples were performed
using MAPLE 13 on a Personal Computer.
Example 1. Let the following linear integral equation [14,17]uðx; yÞ ¼ f ðx; yÞ þ
Z 1
0
Z 1
0
ðt sin sþ 1Þuðt; sÞdtds; 0 6 x; y 6 1; ð37Þwheref ðx; yÞ ¼ x cos y 1
6
ðsin 1þ 3Þ sin 1 ð38Þand the exact solution is uðx; yÞ ¼ x cos y. Using the presented method leads to the following system of equations1
6
sin12þ1
2
sin1c1ðcosc2þc3 sinc2Þ¼0;
1
12
ð6c33sin1sin12þ6c3c1 sinc1Þcos112 c3ð3c1 sinc2þ1Þc1 cosc2þ
1
6
ðcos121Þþ3
4
sin1þ 5
12
sin12¼0;
1
12
ð4cosc2þ3sin1þsin126c312c3c1Þsinc212ð1þ2c1Þcosc2þ
1
2
c3c1 sinc22þ
1
3
sin12þsin1¼0;where c3 ¼ uðc1; c2Þ. The obtained values of c1; c2 and uðc1; c2Þ using presented algorithm are as followsc1 ¼ 0:5328686595; c2 ¼ 0:7282555159; uðc1; c2Þ ¼ 0:3976993896:
The error function is demonstrated in Fig. 1. Note that the absolute error is 1:2 1010 with considering 10 digits and it is
equivalent to the exact solution. Clearly, the solution can be improved with increasing the signiﬁcant digits.Example 2. Let the following nonlinear integral equation [14]uðx; yÞ ¼ f ðx; yÞ þ
Z 1
0
Z 1
0
ðt sin sþ 1Þu3ðt; sÞdtds; 0 6 x; y 6 1; ð39Þwheref ðx; yÞ ¼ x cos yþ 1
20
ðcos4 1 1Þ  1
12
sin 1ðcos2 1þ 2Þ ð40Þand the exact solution is uðx; yÞ ¼ x cos y. According to the mentioned algorithm, the following system of equations are
obtainedc3  c1 cos c2  ðc1 sin c2 þ 1Þc33 þ :21 ¼ 0;
c3  :43c33 þ :14 c1 cos c2  :43c33c1 sin c2  :85c63c12 sin c22  1:71c63c1 sin c2  1:23c93c31 sin c32
 3:69c93c21 sin c22  3:69c93c1 sin c2  :85c63  1:23c93 ¼ 0;
Fig. 1. The graph of error function for Examples 1–4.
438 M. Heydari et al. / Applied Mathematical Modelling 37 (2013) 432–442c3  c1 cos c2 þ :21 :20 sin c2 cos c32  :25 cos c32  ð:75 sin c2 þ 1Þðc1c33 sin c2 þ c33  :21Þ cos c22
 ðsin c2 þ 1:5Þðc1c33 sin c2 þ c33  :21Þ2 cos c2  ð:5 sin c2 þ 1Þððc1 sin c2 þ 1Þc33  :21Þ3 ¼ 0:The values of c1; c2 and uðc1; c2Þ are as follows
c1 ¼ 0:6432079374; c2 ¼ 0:5925467340; uðc1; c2Þ ¼ c3 ¼ 0:5335545403:The computations are done with 10-digit precision. The error function is demonstrated in Fig. 1.Example 3. Consider the integral equation as follows [14,6]uðx; yÞ ¼ 1
1þ xþ yð Þ2
 x
6ð1þ yÞ þ
Z 1
0
Z 1
0
x
1þ y ð1þ t þ sÞu
2ðt; sÞdtds; 0 6 x; y 6 1; ð41Þwith the exact solution uðx; yÞ ¼ 1
1þxþyð Þ2. Implementation of the presented method fulﬁll a system including 3 unknown and 3
equations which can be solved by Newton’s method. Solving the obtained system leads toc1 ¼ 0:4115037279; c2 ¼ 0:4056168648; uðc1; c2Þ ¼ 0:3028534322;
M. Heydari et al. / Applied Mathematical Modelling 37 (2013) 432–442 439with considering 10-digit accuracy. The solution of integral equation can be obtained by (14). The error function is shown in
Fig. 1.Example 4. Consider the following nonlinear integral equation [7]uðx; yÞ ¼  log 1þ xy
1þ y2
 
þ x
16ð1þ yÞ þ
Z 1
0
Z 1
0
xð1 t2Þ
ð1þ yÞð1þ s2Þ ð1 e
uðt;sÞÞdtds; ð42Þwhere 0 6 x; y 6 1, and the exact solution is uðx; yÞ ¼  log 1þ xy1þy2
 
. The obtained values for c1; c2 and uðc1; c2Þ according to
the described algorithm are as followsc1 ¼ 0:6240937706; c2 ¼ 0:5659570621; uðc1; c2Þ ¼ 0:2370632168;
where 10-digit precision are considered. As described in (14), the solution of integral equation can be obtained by c1; c2 and
uðc1; c2Þ. The error function is demonstrated in Fig. 1.Example 5. Consider the triple integral equations as followsuðx1; x2; x3Þ ¼ x1x2ðx3  x2Þ þ 1180þ
1
5
Z 1
0
Z 1
0
Z 1
0
t1uðt1; t2; t3Þdt1dt2dt3; ð43Þwhere 0 6 x1; x2; x3 6 1, and the exact solution is uðx1; x2; x3Þ ¼ x1x2 ðx3  x2Þ. The obtained values for c1; c2; c3 and
uðc1; c2; c3Þ according to the described demonstrated algorithm are as followsc1 ¼ :5815519756; c2 ¼ 0:6318813079; c3 ¼ :5000000000; uðc1; c2; c3Þ ¼ 0:4855450245:
The number of used digits are deﬁned 64 for this problem. However, the results are reported with just 10 signiﬁcant digits.
Now as described in (32), the solution of integral equation can be obtained by c1; c2; c3 and uðc1; c2; c3Þ. Since the approxi-
mated solution is x1x2 ðx3  x2Þ  0:0000918378, the absolute error is 9:1 105 for all points in ½0;13 .Example 6. Consider the following integral equations synchronouslyu1ðx; yÞ ¼ f1ðx; yÞ þ
Z 1
0
Z 1
0
k11ðx; y; t; sÞu1ðt; sÞdtdsþ
Z 1
0
Z 1
0
k12ðx; y; t; sÞu2ðt; sÞdtds;
u2ðx; yÞ ¼ f2ðx; yÞ þ
Z 1
0
Z 1
0
k21ðx; y; t; sÞu1ðt; sÞdtdsþ
Z 1
0
Z 1
0
k22ðx; y; t; sÞu2ðt; sÞdtds;wherek11ðx; y; t; sÞ ¼ xt; k12ðx; y; t; sÞ ¼ 1; f 1ðx; yÞ ¼
5
12
xþ yþ 3
4
;
k21ðx; y; t; sÞ ¼ 1; k22ðx; y; t; sÞ ¼ ts; f 2ðx; yÞ ¼ xy
67
36
;with the exact solution u1ðx; yÞ ¼ xþ y, and u2ðx; yÞ ¼ xy, where 0 6 x; y; s; t 6 1. Implementation of the presented method
fulﬁll a system including 12 unknowns and 12 equations which can be constructed as followsu1ðc11; c21Þ  f1ðc11; c21Þ  k11ðc11; c21; c11; c21Þu1ðc11; c21Þ  k12ðc11; c21; c12; c22Þu2ðc12; c22Þ ¼ 0;
u1ðc13; c23Þ  f1ðc13; c23Þ  k11ðc13; c23; c11; c21Þu1ðc11; c21Þ  k12ðc13; c23; c12; c22Þu2ðc12; c22Þ ¼ 0;
u2ðc12; c22Þ  f2ðc12; c22Þ  k21ðc12; c22; c13; c23Þu1ðc13; c23Þ  k22ðc12; c22; c14; c24Þu2ðc14; c24Þ ¼ 0;
u2ðc14; c24Þ  f2ðc14; c24Þ  k21ðc14; c24; c13; c23Þu1ðc13; c23Þ  k22ðc14; c24; c14; c24Þu2ðc14; c24Þ ¼ 0:Then we deﬁne the following functionsp1ðx; yÞ ¼ f1ðx; yÞ þ k11ðx; y; c11; c21Þu1ðc11; c21Þ þ k12ðx; y; c12; c22Þu2ðc12; c22Þ;
q1ðx; yÞ ¼ f2ðx; yÞ þ k21ðx; y; c13; c23Þu1ðc13; c23Þ þ k22ðx; y; c14; c24Þu2ðc14; c24Þ;
p2ðx; yÞ ¼ f1ðx; yÞ þ
Z 1
0
k11ðx; y; t; c21Þp1ðt; c21Þdt þ
Z 1
0
k12ðx; y; t; c22Þq1ðt; c22Þdt;
q2ðx; yÞ ¼ f2ðx; yÞ þ
Z 1
0
k21ðx; y; t; c23Þp1ðt; c23Þdt þ
Z 1
0
k22ðx; y; t; c24Þq1ðt; c24Þdt;
p3ðx; yÞ ¼ f1ðx; yÞ þ
Z 1
0
Z 1
0
k11ðx; y; t; sÞp1ðt; sÞdtdsþ
Z 1
0
Z 1
0
k12ðx; y; t; sÞq1ðt; sÞdt ds;
q3ðx; yÞ ¼ f2ðx; yÞ þ
Z 1
0
Z 1
0
k21ðx; y; t; sÞp1ðt; sÞdt dsþ
Z 1
0
Z 1
0
k22ðx; y; t; sÞq1ðt; sÞdtds:
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u2ðc12; c22Þ  q2ðc22; c12Þ ¼ 0; u2ðc12; c22Þ  q3ðc22; c12Þ ¼ 0;
u1ðc13; c23Þ  p2ðc23; c13Þ ¼ 0; u1ðc13; c23Þ  p3ðc23; c13Þ ¼ 0;
u2ðc14; c24Þ  q2ðc24; c14Þ ¼ 0; u2ðc14; c24Þ  q3ðc24; c14Þ ¼ 0:Now we put together 12 equations as the system to obtain 12 unknowns. Solving the obtained system leads toc11 ¼ 0:59505; c21 ¼ 0:38527; u1ðc11; c21Þ ¼ 0:98032;
c12 ¼ 0:45939; c22 ¼ 0:54420; u2ðc12; c22Þ ¼ 0:75000;
c13 ¼ 0:51632; c23 ¼ 0:38527; u1ðc13; c23Þ ¼ 0:90159;
c14 ¼ 0:84564; c24 ¼ 0:04998; u2ðc14; c24Þ ¼ 0:95773:The number of used digits are deﬁned 64 for this problem. However, we report the results with just 5 signiﬁcant digits. The
solution of the system of integral equations can be assembled based on (14) corresponding to a system as followsu1ðx; yÞ ¼ f1ðx; yÞ þ k11ðx; y; c11; c21Þu1ðc11; c21Þ þ k12ðx; y; c12; c22Þu2ðc12; c22Þ;
u2ðx; yÞ ¼ f2ðx; yÞ þ k21ðx; y; c13; c23Þu1ðc13; c23Þ þ k22ðx; y; c14; c24Þu2ðc14; c24Þ;The obtained functions are u1ðx; yÞ ¼ 1:00000xþ yþ 5:00000 1064 and u2ðx; yÞ ¼ xy 1:00000. Note that the absolute er-
rors are 5 1064 with considering 64 digits which signify to the exact solutions.Example 7. Consider the following system of nonlinear integral equationsu1ðx; yÞ ¼ 14 xþ y
1
6
þ
Z 1
0
Z 1
0
xtu21ðt; sÞdtdsþ
Z 1
0
Z 1
0
tu2ðt; sÞdtds;
u2ðx; yÞ ¼ xy 2536þ
Z 1
0
Z 1
0
su1ðt; sÞdt ds þ
Z 1
0
Z 1
0
tsu2ðt; sÞdtds;with the exact solution u1ðx; yÞ ¼ xþ y, and u2ðx; yÞ ¼ xy, where 0 6 x; y; s; t 6 1. Implementation of the presented method
provide the system including 12 unknowns and 12 equations which can be constructed as described in Example 6. Solving
the obtained system leads toc11 ¼ 0:59116; c21 ¼ 0:53518; u1ðc11; c21Þ ¼ 1:12635;
c12 ¼ 0:57735; c22 ¼ 0:49999; u2ðc12; c22Þ ¼ 0:28867;
c13 ¼ 0:46445; c23 ¼ 0:60708; u1ðc13; c23Þ ¼ 1:07153;
c14 ¼ 0:80941; c24 ¼ 0:25895; u2ðc14; c24Þ ¼ 0:20960:However the results are reported with just 5 signiﬁcant digits, the number of used digits are deﬁned 64 for this problem. The
obtained solutions using the above values is equivalent to the exact solution because the absolute error will be 4:4 1064
with considering 64 digits.7. Discussion and conclusion
We have constructed the new efﬁcient integral mean value method (IMVM) for solving linear and nonlinear Fredholm
integral of the second kind and the systems included such equations in arbitrary dimension. This paper completes the dis-
cussed method in [1] for solving high dimensional problems. However, the main idea is based on the famous integral mean
value theorem, the method has it own nobility. The numerical results show high accuracy and conﬁrm IMVM can compete
with the other efﬁcient methods for solving high dimensional integral equations.
It must be emphasized that for simplicity of computations, c(x) in the mean value theorem, was taken as a constant. It
remains a matter of further research (as an open problem) to modify the presented algorithms in this paper or new algo-
rithms with a c as a function of x.
Comparison between the IMVM and other methods conﬁrms the efﬁciency and privileges of IMVM. In particular, we com-
pared the IMVMand the direct substitutionmethod (DSM) in details. Althoughbothmethods arebasedon the substitution tech-
nique, but can never be considered identical. In some cases, IMVM is easier technique to solve integral equations than DSM.
Comparing the substitution technique between IMVM and DSM shows the structural differences described as follows. For
two dimensional integral Eq. (8), we have.
(i) IMVM always leads to a system containing 3 equations and 3 unknowns.
(ii) In DSM, the number of unknowns is dependents on the degenerate kernel. If we consider
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XN
i¼0
giðx; yÞhiðs; tÞ; ð44Þthis method leads to a system including ðN þ 1Þ-equations and ðN þ 1Þ-unknowns.
Example 8. Consider the following degenerate kernel integral equationuðx; yÞ ¼ f ðx; yÞ þ
Z 1
0
Z 1
0
kðx; y; t; sÞuðt; sÞdt ds; 0 6 x; y 6 1; ð45Þwherekðx; y; t; sÞ ¼
X1000
i¼0
X1000
j¼0
ð2yÞið3sÞj
5iþjþ2
ð46Þand f ðx; yÞ is compatible to exact solution uðx; yÞ ¼ x2y3. By using the IMVM, values of c1; c2 and uðc1; c2Þ are found as follows:
c1 ¼ 0:5773502691; c2 ¼ 0:6674910940; uðc1; c2Þ ¼ 0:09913229758and we can get exact solution uðx; yÞ ¼ x2y3.
Note that we will obtain the system included 1001-equations and 1001-unknowns by DSM. Hence, IMVM can be much
more efﬁcient for high dimensional cases.
Also, The second difference is described by the following example.
Example 9. Consider the following non-degenerate kernel integral equationuðx; yÞ ¼ f ðx; yÞ þ
Z 1
0
Z 1
0
kðx; y; t; sÞuðt; sÞdt ds; 0 6 x; y 6 1; ð47Þwherekðx; y; t; sÞ ¼ exp x
5
 5
t
 
 1 ð48Þand f ðx; yÞ is compatible to exact solution uðx; yÞ ¼ xy. By using the IMVM, values of c1; c2 and uðc1; c2Þ are found as follows:
c1 ¼ 0:1764888589; c2 ¼ 0:05756519849; uðc1; c2Þ ¼ 1:778693776 1016:The error function is demonstrated in Fig. 2.
Note that:
1. DSM can only solve integral equations which have degenerate kernel.
2. IMVM is able to solve some integral equations which have a non-degenerate kernel as well as those with degenerate
kernels.
Therefore, IMVM is new method with special advantages. Since the method is validated for some integral equations by
degenerate or non-degenerate kernel, this method can be investigated for other kinds of integral equations as the subject
of further research.Fig. 2. The graph of error function for Example 9.
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