We obtain novel, explicit formulas for the sensitivity of Jacobi matrices to small perturbations of their spectra. Our derivation is based on the connection between Lanczos's algorithm and the discrete Gel'fand-Levitan inverse spectral method. We prove uniform stability of Lanczos recursions in discrete primitive norms, for perturbations of the eigenvalues relative to their separations. A stronger, l 1 norm stability bound is also derived, under additional assumptions of rate of decay of the perturbations of the spectrum, which arise naturally for Sturm-Liouville operators.
Introduction
Let T be a real, symmetric, tridiagonal n × n (Jacobi) matrix, with entries α i and β j > 0 on the diagonal and subdiagonal, respectively, for i = 1, . . . , n and j = 1, . . . , n − 1. Let also λ i ∈ R and s i ∈ R n , i = 1, . . . , n, be the eigenvalues and orthonormal eigenvectors of T, such that the matrices = diag(λ 1 , . . . , λ n ) and S = (s 1 , . . . , s n ) satisfy
TS = S .
The inverse problem of finding T from spectral data and e T 1 S (the first row of S) is classic one, and it is solved uniquely [1] [2] [3] [4] [5] [6] [7] and efficiently, with a Lanczos recursion for matrix , and initial vector e T 1 S [8] . Equivalently, T is determined by the coefficients in the three term recursion of polynomials orthogonal with respect to the Stieltjes measure 
where H is the Heaviside (step) function and S 1p are the entries in e T 1 S [3, [9] [10] [11] . In this paper, we study the sensitivity of the entries of T, with respect to perturbations of and e T 1 S. In particular, we seek stability bounds which do not depend on the dimension n of the problem.
We shall use the following notation convention: Matrices are denoted by capital letters and the entries of, say matrix S, are S ij . All vectors are denoted with small, boldfaced letters. We let e j , for j = 1, . . . , n, be the canonical basis vectors of R n (columns of the identity matrix) and we use the super index T for transpose.
Let us define perturbed spectral data = + d , e 
but explicit compact formulas for dT, in terms of d and e T 1 dS have not been known. Instead, various stability bounds on dT have been derived [10, [13] [14] [15] [16] , but they exhibit at least polynomial growth in the space dimension n.
In this paper, we derive explicit formulas for perturbation dT, using a Gel'fandLevitan approach [17] [18] [19] [20] , in discrete form [21, 22] , as introduced by Natterer in [22] . A number of new stability estimates for Lanczos recursions follow directly from the formulas derived here. In particular, we obtain uniform stability bounds, in a discrete primitive norm, for perturbations of the eigenvalues relative to their separations. Moreover, under additional assumptions on rates of decay of the perturbations of the spectral data, which arise naturally in inverse Sturm-Liouville problems [18] , we obtain a stronger uniform stability estimate, in the l 1 norm.
This paper is organized as follows: in Section 2, we review the discrete Gel'fandLevitan formulation due to Natterer [22] , which we then use in our derivation of explicit formulas for dT, in Section 3. We give the stability estimates of Lanczos recursions in Section 4. For a special class of Jacobi matrices, that arise in the discretization of Sturm-Liouville equations, we show that the stability estimates are independent of the dimension n of the problem. Concluding remarks are given in Section 6. In Appendix A, we show an alternative proof of the sensitivity formulae, using the theory of orthogonal polynomials. Finally, in Appendix B, we explain how to extend the stability analysis to the classic version of Jacobi inverse eigenvalue problems, where, instead of eigenvector components e T 1 S, we specify the eigenvalues of the right lower (n − 1) × (n − 1) block of T.
Discrete Gel'fand-Levitan method
In this section, we review the discrete Gel'fand-Levitan algorithm derived by Natterer [22] , in a slightly modified form, tailored to our objectives, and discuss its connection with the continuum setting. We should point out that the perturbations do not have to be small in this section.
Perturbations and transmutation matrices
Let us introduce a so-called transmutation matrix G ∈ R n×n , satisfying
where E = I − e n e T n is the projection on the orthogonal complement of span {e n }.
Theorem 1 (Natterer [22] ). G is uniquely defined by Eqs. (2) and it is lower triangular.
Proof. Eqs. (2) can be solved by a Lanczos type iteration, as follows: Let g i = e T i G be the rows of G, and rewrite (2) as
By assumption, β j / = 0, so we can determine uniquely, from (3), all the rows of G. That G is lower triangular follows easily from (3) and the tridiagonal structure of T.
Let now S and be the matrices of orthonormal eigenvectors and eigenvalues of T, respectively, and define S 0 ∈ R n×n , such that
Theorem 2 (Natterer [22] ). S 0 is determined uniquely by Eqs. (4) and it satisfies
Proof. The uniqueness of S 0 is obtained easily from (4), which we write row by row as
To prove (5), we check that G S satisfies Eqs. (4). Using (2), we have
and (5) follows from the uniqueness of solution of (4), established above.
Algorithm 1 (The inversion algorithm).
Assuming that we know a matrix T and spectral data , e T 1 S, calculate the matrix S 0 , using recursion (6) . The orthogonality of S and (5) imply
so G can be computed from the Cholesky factorization of S 0 S T 0 . Finally, T is calculated in terms of T and G, using recursion (3).
The key point of the inversion algorithm is: To find T , we seek first S, which is related to the matrix of "generalized" eigenvectors S 0 of the given T, through the transmutation matrix (kernel) G. The matrix S 0 solves the "initial value problem" (4), and it differs from S, the matrix of eigenvectors of T, when / = . Finally, the orthogonality of S requires that kernel G satisfy Eq. (7).
Continuum interpretation
Consider Schrödinger's equation in a unit interval,
with some real scattering potential function q(z). Suppose that we discretize (8) with a finite difference scheme, on a staggered grid
with spacing h j = z j +1 − z j andĥ j =ẑ j −ẑ j −1 , for j = 1, . . . , n, between the primary and dual points, respectively. The discretized equations are
where y 0 is assigned to some dummy node z 0 that we can take at arbitrarily small distance h 0 to the left of z 1 . Using a diagonal scaling matrix
we rewrite the system of equations (9) with excluded y 0 , in compact form,
where
and T is a Jacobi matrix, with entries
Now, let us similarly consider another potentialq(z) and denote by T the corresponding finite difference Schrödinger operator (Jacobi matrix). We associate to the column and row indices of matrix G discrete spatial and temporal coordinates z j and t i , for 1 i n and 1 j n. Then, Eq. (2) can be interpreted as the finitedifference approximation of wave problem
and G ij /ĥ 1 becomes the finite difference approximation of the wave Green's function g(t, z). At t 1 = 0, we have a unit impulse at location z 1 = 0, as given by initial condition e T 1 G = e T 1 . This impulse propagates at later times, as described by finite difference equations (3) . When T / = T, by causality, the scattered impulse advances one grid cell at each time step, so G is lower triangular. In this case, in the continuum setting, we have a nonzero perturbation of Schrödinger potential q − q, so we obtain nonzero g for 1 t > z. However, if T = T, there is no scattering and the impulse travels undisturbed, which makes G an identity. This case corresponds to q − q = 0 and the continuous wave solution g = δ(z − t).
Finally, kernel G determines the eigenvectors of T (see (5)) and, since they are orthonormal, we obtain (7), the discrete counterpart of the Gel'fand-Levitan integral equation for g(t, z) [17] [18] [19] [20] 23] .
Remark 1.
Here our objective is to show the connection of the discrete and continuous Gel'fand-Levitan settings, and we do not intend to use Algorithm 1 for numerical calculations. In the above continuum interpretation we did not specify the choice of the grid, which is essential for solving numerically the inverse spectral problem for (8) . Take for example a grid size n, and suppose that the grid points are arbitrarily distributed in [0,1]. The finite-difference inverse problem usually gives answers that are far from the true q(z) and the results do not improve as we increase n. This is because arbitrary grids lead to discrete Sturm-Liouville operators (matrices) with eigenvalues that have different asymptotes than those in the continuum [24] . However, we experimentally showed in [25] that there exists a class of so called "optimal grids" with "correct" spectral asymptotes, which lead to the true solution q(z) for large n. The perturbation analysis developed in this work has been used by us for the convergence proof of the discrete inversion approach on the optimal grids in [26] . We discuss one of such grids in more details in Section 5.
Sensitivity analysis
To calculate the sensitivity of T to perturbations of the spectrum, we linearize the discrete Gel'fand-Levitan equations of Section 2 around T, and S. Substituting (1) in (2), we have
where G = I + dG + o( dG ). These equations are similar to (2) and they can be solved with a three-term recursion for rows dg i = e T i dG,
For example, let us calculate the diagonal of dG. Taking the (i + 1)st component of the last equation in (12) and using the lower triangular structure of dG, we have
Similarly, we get the subdiagonal of dG, from the ith component of the last equation in (12),
Now, we wish to determine dG, in terms of the perturbations of the spectral data. To achieve this, linearize (7),
, where S 0 = S + dS 0 + o( dS 0 ), and define the matrix (matrix differential form) dV = dS 0 S T , so that (13) and (14) become
The sensitivity analysis reduces to calculating dV , which solves a matrix equation derived by linearizing (4), 
Next, we take advantage of the linearity of Eqs. (16) and we write
where dV λ and dV s are the contributions of d and e T 1 dS, to the solution of equation (16) . We calculate dV λ and dV s , separately, in Sections 3.1 and 3.2.
Sensitivity to perturbations of the eigenvalues
To calculate the sensitivity to perturbations of the eigenvalues, we solve
This equation differs from (11) just through the right-hand side, so it has a unique solution that can be found with a three-term recursion. Since we are interested in just a few components of dV λ , appearing in Eqs. (15), we decompose the solution as
for some vector dr to be found,
and
Note that, by construction, the first i rows of dQ (i) are identically zero and
Thus, it suffices to get dW (i) and dP (i) , for i = 1, . . . , n, and substitute them in (15) . Let us solve (18) . We write the unknown dr in the basis of eigenvectors of T,
and we multiply (19) from the left and right by S T and S, respectively,
Taking the diagonal part of (21) and using (18), we have for the j th entry,
Then, substituting (22) in (21) gives
or, equivalently,
Next, we seek the solution of (19) in the form
Such a matrix satisfies the first equation in (19) , and scalar differentials dD q are determined by the "initial" condition on e T 1 dP (i) . The result is
the unique solution of Eq. (19).
Theorem 3.
Assuming that e T 1 dS = 0, we have, for i = 2, . . . , n,
whereas, for i = 1, . . . , n − 1,
Finally,
Proof. The proof is simply the substitution of (23), (24) and (20) in (17) and, subsequently, in (15) . Equality (27) follows from (26) and identity
Sensitivity to perturbations of the weights
Here, we suppose that the eigenvalues are unperturbed, so (16) becomes
is the unique solution. The sensitivity result follows from (28) and (15):
Moreover,
Stability estimates for Lanczos recursions

Estimates with respect to the eigenvalues
Recalling that Jacobi matrices have distinct eigenvalues, let us take a decreasing ordering of λ j , for j = 1, . . . , n, and let
be the eigenvalue separation. The perturbation of λ j , relative to the separation, is denoted by
and (25), (26) become
We have the following, weak (discrete primitive) stability estimates: . We have, for all i = 2, . . . , n,
Proof. From (34), we obtain
where, by definition, q /|λ q − λ p | 1. Cauchy-Schwarz's inequality gives
and, from (32), we have
where Cauchy-Schwarz's inequality was used, once more. Similarly, (35) satisfies
and (37) follows as above, from (33) and Cauchy-Schwarz's inequality.
We also have the strong, l 1 stability estimates:
Assume that e T 1 dS = 0 and let ξ be defined as above, in Theorem 5. Then,
Proof. From (32), we have
Bound (38) follows by summation over i and by using Cauchy-Schwarz's inequality,
Next, we obtain from (33), for all i = 2, . . . , n − 1,
whereas, for i = 1,
and, for i = n, in view of (27) 
Summing over i, we get
and (39) follows from Cauchy-Schwarz's inequality.
Estimates with respect to the weights
If only the weights S 2 1i , i = 1, . . . , n, are perturbed, we have the following stability bounds: Theorem 7. Assume that d = 0. Then, for all i = 2, . . . , n, we have the weak (discrete primitive) estimates
Proof. Eq. (29) gives
so (40) is proved. Similarly, from (30), we have
We also have the strong, l 1 stability bounds:
Proof. From (29), we have
Further, (30) gives, for i = 2, . . . , n − 1,
and, for i = n, by virtue of (31)
Now, summing over i, we have
Discussion of the stability estimates. Connection with discrete SturmLiouville problems
In Section 4, we derived stability estimates of two kinds. The first kind, given by Theorems 5 and 7, considers discrete primitive norms of dβ j /β j and dα j , respectively. We call them discrete primitive, because, if we associated with each j a point z j , in a uniform mesh, of spacing 1/n, the left-hand sides in (36), (37), (40) and (41) would correspond to discretizations of integrals, from z 1 to z i−1 , of expressions dβ(z)/β(z) and dα(z), some interpolations of nodal values dβ j /β j and dα j , on the grid. This discrete primitive norm is obviously weaker than the l 1 norm that we consider in Theorems 6 and 8 but the tradeoff is that, in general, the upper bounds on the l 1 norm can be very large and growing to infinity as n → ∞ because of the factor n p=1 p / =r r |λ r − λ p | appearing in the right-hand sides of (38) and (39). There are however important cases of Jacobi matrices, for which this factor grows slow enough (uniformly with n) and perturbations dθ r decay at a fast enough rate as r increases, in order to achieve l 1 estimates that are bounded independently of the dimension n of the problem. Such matrices arise, for example, from the discretization of Sturm-Liouville equations, with sufficiently smooth coefficients. We illustrate next this fact, through an example motivated by our recent study of continuum limits of solutions of discrete inverse Sturm-Liouville problems, on so called optimal finite difference grids [26] . Now, let us revisit the finite-difference interpretation given in Section 2.2. The Schrödinger operator in (8) has infinitely many distinct, negative eigenvalues λ j and orthonormal eigenfunctions y j (z), for j 1. The eigenvalues of T depend on the grid that we choose. Among all possible grids, we distinguish the "optimal" one, which ensures that the eigenvalues of T are the n largest λ j , and that the first components of the eigenvectors S 1j are given byĥ 1 2 1 y j (0), for j = 1, . . . , n. The existence and uniqueness of solution of the inverse spectral problem for Jacobi matrix T [2] [3] [4] [5] [6] [7] guarantees that such an optimal grid exists and it is unique. For simplicity of the explanation, let us take the case q(z) = q = constant, where
and where we can write T and therefore the optimal grid, explicitly (see [26] )
Next, consider the discretization of another Schrödinger equation, with potential
where q(z) is a mean zero, sufficiently smooth function, say in
and T is a Jacobi matrix, similar to T, with entries β i and α i . As explained above, the discretization is done on the optimal grid obtained by solving the inverse spectral problem for T, with the n largest eigenvalues λ j of the Schrödinger operator and the weightsS 1j = ĥ 1 2 1 y j (0), for j = 1, . . . , n. Because the perturbation of the potential is O(ε), the spectral data are of the form
and the stability bounds derived in Sections 4.1 and 4.2 give us estimates of the entries in T.
From now on, symbol has the same meaning as 'O'. Moreover, multiplicative constants, hidden under the and 'O' symbols, are independent of n.
Under our assumptions on q(z), the eigenvalue and weight perturbations obey [23] dλ j ε j ,
and, since the eigenvalue separation is
we have that
Then, the l 1 bounds in Theorems 6 and 8 give
Now,
so, using (43), we obtain
Thus, (44) becomes
Finally, (10) and (42) give
and, in view of (45) and the inequality n r=1 |dθ r | r ε n r=1 1 r ε log n, we obtain
So we have proved here that the perturbations of log β i are uniformly bounded. Comparing that with at least O(n) growth of the entries of the unperturbed matrix which follows from (42) and (10), we can see that the offdiagonal components of the Jacobi matrix do not depend on q in the asymptotic limit n → ∞. A similar statement can be made for the diagonal elements. In other words, we have arrived at an interesting conclusion that the coefficients of Lanczos recursions, using truncated spectral measures of Schrödinger differential operators, are asymptotically independent of smooth perturbations of the potential. This result is related to the convergence result of [26] for the discrete inverse problems.
Concluding remarks
Remark 9. The stability estimates of Sections 4 and 5 apply for infinitesimal perturbations but they can be easily extended, by integration, to finite perturbations.
Remark 10.
It is well known [28, 29] that Lanzcos recursions are unstable to computer roundoff. According to [30] , roundoff influence (in particular, the loss of orthogonality) on computer arithmetic Lanczos recursions is equivalent to the appearance, in the vicinity of the true spectrum, of clusters of spurious eigenvalues of an extended tridiagonal operator (with the computed recursion as the left upper block). The total weight of a cluster approximates the weight of the corresponding true eigenvalue, so the spectral measure of Greenbaum's operator approximates the measure of the basic matrix. A natural question arises, if this fact is in contradiction with our stability results. The answer is "no contradiction", because our differential expressions deal with an arbitrary, but fixed dimension n, while Greenbaum's operator has larger dimensions than the basic matrix. Note also that elements of Greenbaum's cluster have separations of the same order as the cluster's width. Imagine then that we work with the extended tridiagonal matrix, and let its eigenvalues choose their location more or less chaotically inside the cluster. Generally, in this case spectral perturbations become of the same order as the separations within the cluster, so according to our perturbation formulas, we can obtain large perturbations of the recursion coefficients, including its initial part of length n.
Remark 11. Finally, we note that the sensitivity formulas (not the estimates) can be extended by means of analytical continuation to non-Hermitian Lanczos algorithms using pseudo inner products, for example, to the modification intended for complex symmetric matrices [31] .
Appendix A. Relation to orthogonal polynomials
Natterer noticed that the discrete Gel'fand-Levitan theory can be formulated in the language of orthogonal polynomials. His remark can also be applied to derivation of formulae (32)-(35).
Indeed, consider measure (1) with nodes λ j and weights y j = S 2 1j . Introduce the corresponding orthonormal polynomials Q i and second kind polynomials P i .
Perturbed measure parameters λ j and y j induce the perturbed scalar product f, g pert = n j =1 y j f ( λ j )g( λ j ). Put e ij = Q i , Q j pert − δ ij . A standard small perturbation analysis in junction with the Lanczos recurrence
leads to the differential expressions
(cf. (15)). We shall use the following formulae concerning orthonormal polynomials: In fact, paper [14] gives estimates for arbitrary positive weights, but at the expense of a polynomial in n growth of bounds (even for equal weights).
Appendix B. Classic Jacobi inverse eigenvalue problem
The classic Jacobi inverse eigenvalue problem is stated in terms of the mixed spectrum λ 1 < µ 1 < λ 2 < · · · < µ n−1 < λ n , (B.1)
where λ i are the same as earlier and µ i are the eigenvalues of the principal lower (n − 1) × (n − 1) submatrix of T. In this formulation, eigenvalue perturbations are to be compared to the separations in the mixed spectrum (B.1). The weights y i are expressed in terms of the elements of (B.1) by means of the simple formula
which allows one to easily estimate relative perturbations of y i when the mixed spectrum is perturbed. Therefore, we can utilize the chain rule to obtain estimates in terms of dλ j and dµ i .
