Abstract. We show how the derivation of the Derrida-Lebowitz-Speer-Spohn equation can be prolonged to obtain a new equation, generalizing the models obtained in the paper by these authors. We then investigate quickly its properties.
1. Introduction 1.1. The physics. In [8] , Derrida, Lebowitz, Speer and Spohn proposed a simplified model to describe the low temperature Glauber dynamics of the North-East model in the presence of two phases with an anchored interface. It can be described as a Markov process η(t) on {−1, 1} n . The model has two parameters, λ + , λ − > 0. Informally, at time t ≥ 0, each site x ∈ {1, . . . , n} has an independent alarm clock which rings after an exponential random variable with mean 1/λ ηx(t) . When the first alarm rings, say at site x, we exchange the values of η x (t) and η y (t) where, if it exists, y is the minimum of all x < z ≤ n such that η z (t) = −η x (t). If for all z > x, η z (t) = η x (t) we nevertheless invert the value of η x (t). More formally, for η ∈ {−1, 1} n , the exchange rate c x,y (η) between two sites 1 ≤ x < y ≤ n is defined as Then, we consider the Markov process η(t) ∈ {−1, 1} n which exchanges and flips the values of its coordinates with the above transition rates. This process has the beautiful property that (η x (t)) 1≤x≤k its restriction to {1, . . . , k}, with k < n, again follows the same dynamics. From the Kolmogorov extension theorem, we can define a Markov process η(t) on {−1, 1} N whose restriction to (η x (t)) 1≤x≤n is the above Markov process. It is not difficult to check that, for each n ≥ 1 the processes (η x (t)) 1≤k≤n is an irreducible Markov process. It has a unique invariant measure. In particular the whole Markov process on {−1, 1} N admits a unique invariant measure which we will denote by P. We can alternatively interpret the process as an interacting particle system. For η ∈ {−1, 1} N , we say that sites such that η x = 1 are occupied by a particle and sites such that η x = −1 are empty. A site can be occupied by at most one particle. We denote the position of the particles by 1 ≤ X 1 < X 2 < · · · , i.e. for integer k ≥ 1, η X k = 1 and η X k−1 +ℓ = −1 for 1 ≤ ℓ < X k − X k−1 (with the convention X 0 = 0). Then, the Markov process for the particles X(t) = (X 1 (t), X 2 (t), . . .) is described as follows. For each x ∈ {X k−1 (t) + 1, · · · , X k (t) − 1}, at rate λ − , the k-th particle jumps from X k (t) to x. For each k, at rate λ + , the k-th particle jumps by one step on its right: it jumps to X k (t) + 1 and pushes all its right neighbors by 1 if they prevent it from jumping to the right. This equivalent description of the process shows its similarity with simple exclusion processes which have been studied extensively in integrable probability, see notably [3, 7, 19] and for general overviews [18, 10, 4] . Other closely related models of spin exchanges are studied in [16, 1] . It seems however that despite the models studied in the aforementioned articles, the Markov process X(t) has no known closed form formula for its marginal at time t. Nevertheless, the process has again the restriction property that the process of the first k-th particle (X 1 (t), · · · , X k (t)) follows the same Markovian dynamics. Using this property, it is again not difficult to check that the Markov process X(t) admits a unique invariant measure on N N .
1.2.
The magnetization and its asymptotic behaviour. In [8] , the authors are mainly interested by the stationary magnetization. It is the random variable
where η has the invariant distribution of the Markov process. The variable can also be easily deduced from the particle system X in stationary regime
For the remainder of this paper, we set
(observe that 0 ≤ C ≤ 1 4 and −1 ≤ µ ≤ 1). The case µ = 0 is called the unbiased (or symmetric) case. The case µ = 0, the biased (or asymmetric) case. In [8] , based on a non-rigorous approximation, the authors conjecture that if µ = 0, a central limit theorem holds for M n , for any x ∈ R,
In the unbiased case, µ = 0, [8] conjectures that a different scaling and weak limit appear. Namely, for all x ∈ R,
for some probability measure Q on R independent of (λ + , λ − ). In the unbiased case, the scaling of the variance as √ n suggests that the unbiased process falls into the universality class of EdwardsWilkinson. In the biased case, the scaling n 1/3 suggests the KPZ universality class, for a recent survey on the latter see [6] .
1.3.
A new PDE governing the equilibrium measure. In [8] , the authors derive non-rigorously a PDE associated to the rescaled marginal of M n . In the present paper, we will revisit the computation of [8] and obtain a generalization of their PDE.
To be more precise, we introduce the functions
where E denotes the expectation with respect to the stationary measure P, 1 I is the indicator function and K ± n is the number of successive left neighbors of site n (including n) such that η x = ±1. The stationarity of the process implies that U + n (m) = U − n (m) ([8, Eqn (4.18)]). We set their common value to be U (m).
We adopt the ansatz
Observe that the scaling between n and m is consistent with (1.2). Under a non-rigorous approximation, we show that under this scaling, as ε → 0, w is governed by the following partial differential equation:
, which can also be written
x log w . For µ = 0, the leading term vanish and the presence of ε agrees with (1.1). The equation for v such that w = v 2 is somewhat simpler: it reads
or equivalently
The equations (1.3) and (1.4) generalize the PDEs found in [8] , which correspond to the cases µ = 0 and C = has been the subject of intensive research in the PDE community, see [2, 5, 9, 11, 13, 15, 14, 17] and the references therein; we will come back to the results obtained in these papers in Section 3.
In the biased case µ = 0, the equation derived in the present paper, namely (1.4), corresponds to adding a right-hand side to the equation derived in [8] . This seems to reflect an important correction, since it has a dissipative behaviour, thus giving a trend towards an equilibrium as t → ∞. We could not identify this equilibrium in the case where the equation is set in R, which is the most interesting one, but it should be related to the crucial question of the asymptotic invariant measure of the random process under consideration.
1.4. An instructive analogy: the sum of independent random variables. In order to better understand the computation which will follow, let us start with the simple example of independent and identically distributed (iid) variables. Assume that (σ k ) k≥1 is a sequence of iid variables on {−1, 1} with ν = Eσ k , i.e. P(σ k = 1) = 1 − P(σ k = −1) = (1 + ν)/2. We set
and P n (m) = P(S n = m). We have the recursion
The convergence of a properly rescaled version of P n to the heat equation could be obtained heuristically as follows. For any ε > 0, we may define a function p ε (t, x) such that P n (m) = p ε (ε 2 n, ε(m−νn)).
We may rewrite (1.5) as, if t = ε 2 n and x = ε(m − νn),
We now let ε → 0. The central limit theorem implies notably that p ε /ε converges to a probability density function p. We expand in powers of ε the above identity. The first non-zero term is in ε 2 , it gives the PDE
2 ). We recognize the heat equation in one dimension. Also, for any ε, ε ′ > 0, we have that
Hence, for any s > 0, if we consider the case ε ′ = sε and ε → 0, we deduce that the probabilistically relevant solution of the PDE should also satisfy, p(t, x) = sp(s 2 t, sx). In other words, they should be of the form
for a probability density function g. It follows that g satisfies an ODE which we can of course explicitly solve in this simple case and retrieve the Gaussian density. As in [8] , for the DLSS Markov process, we will follow a similar strategy.
1.5. Plan of the paper. The non-rigorous derivation of (1.3) and (1.4) is presented in Section 2, while some properties of these equations are analyzed formally in Section 3 . Finally, in Section 4, we discuss the invariant measure for the first particles of the above stochastic process.
Derivation of the extended DLSS equation
2.1. Outline of the derivation. We will use the equations
which appear in [8] as (6.4), (6.9), and (6.10) respectively. These equations rely on the simplifying approximation that, given M n , η n+1 is (approximately) independent of K ± n . This could be justified heuristically by observing that the DLSS Markov process now defined on {−1, 1} Z/nZ instead of {−1, 1} N preserves the number of + and − sites and, given the number of + and − sites, the invariant probability measure is the uniform measure (see [8] ). Hence, we may expect that when n and m are large, P(η n−ℓ = a ℓ , −k ≤ ℓ ≤ k|M n = m) could be approximated by −k≤ℓ≤k P(η n−ℓ = a ℓ |M n = m).
Our plan is now as follows (1) Expand u in powers of ε, with coefficients depending on w (Section 2.2).
(2) Expand wh in powers of ε, with coefficients depending on w (Section 2.3). (3) Find the equation satisfied by w (Section 2.4).
Expansion of u in ε.
We start with the ansatz
and aim at determining α, β, γ and δ as functions of w. First, expanding the left-hand side of (2.3) to order 3 gives
while expanding the right-hand side of (2.3) to order 1 yields
Identifying terms of order 0 and 1 in ε in the left-and right-hand sides of (2.3) leads to α = λ + λ − w and β = 0.
Next, expand the right-hand side of (2.3) to order 3 in ε, taking advantage of the fact that β = 0. This gives
where A and B have already been determined, and
Using the equality α = λ + λ − w as well as the definitions of C and µ leads to the more simple formulas
and identifying the terms of order 2 in ε in the left-and right-hand sides of (2.3) gives, respectively,
Expansion of wh in ε.
Expanding the right-hand side of (2.2) to order 3 in ε gives
or, after replacing α, γ and δ by the formulas derived above,
(2.5)
Equation satisfied by w.
The left-hand side of (2.1) reads, to order 4 in ε,
while the right-hand side of (2.1) can be expanded as
which, with the help of (2.5), gives
Equating terms of order 4 and 5 on the left-and right-hand sides of (2.1) yields
which is the desired result.
A few properties of the equations
We examine in this section some of the properties of (1.3) and (1.4); we stay at a formal level and do not try to give rigorous proofs.
3.1. A more precise setting. In order to alleviate the notations, we denote in the following
(notice that L ≥ 0). We let the independent variables (t, x) range over R + × T or R + × R, the second case being physically more relevant. The equation on w (taking values in R + ) reads now
while the equation on v (taking values in R) is given by
3.2. Questions of sign. It seems to be a delicate question to understand how the equations (3.1) and (3.2) are exactly related, the difficulty arising at points where v or w vanish. What is clear is the following: assuming that v is smooth and setting w = v 2 , a small computation gives that
so that w solves (3.1) in a weak sense if v solves (3.2). Notice that w defined by w = v 2 is automatically non-negative. Whether one can always lift (3.1) to (3.2) is unclear, and is related to the following question: assume w(t = 0) does not vanish; can the corresponding solution w of (3.1) vanish at later times? It is a difficult open problem if K = 0, where the answer is expected to be negative. For K = 0, it might be possible that w vahishes for t > 0. Indeed, if w remains positive, it means that v keeps a constant sign if it does so initially. But this is known to be false for the Airy equation L = 0, thus presumably also if K >> L.
We will ignore these questions in the sequel. (where λ is non-negative). However, the probabilistic interpretation of the equation requires that w be the density of a probability measure, making its multiplication by a non-negative number physically irrelevant. For K = 0 or L = 0, the equation has a scaling symmetry (v → v(λ 3 t, λx) and v → v(λ 4 t, λx) respectively), which is lost for general K and L. The gradient flow structure noticed and exploited in [11, 17] for K = 0 is also lost if K = 0.
Lyapunov functions.
On the one hand, it was first noticed in [2] that quantities of the type |w| α or |(w β ) x | 2 are monotonic for solutions of (3.1) if K = 0. The range of β was later extended in [13] . On the other hand, (3.1) is simply Airy's equation if L = 0, for which conserved quantities are well-known: v and all the L 2 -based Sobolev norms |∂ s x v| 2 . It is not surprising that Lyapunov functions for the general case K, L = 0 correspond to these quantities which are invariant or monotonic both if K = 0 and L = 0:
• The "mass" w dx = v 2 dx of w is conserved: d dt w dx = 0 (since w models a density of probability, the physical interpretation is clear).
• The "momentum"
• The "Fisher information"
3.5. Exact solutions. For K = 0, examples of exact solutions were first given in [2] ; we show how some of these examples can be extended to the case K = 0, providing some insight into the dynamics of this new equation.
• First, it is immediate to check that v = sin(x − Kt) is an exact traveling wave solution, which becomes stationary if K = 0.
• Similarly for v = sinh(x + Kt).
• Next, it was already noticed that the Airy functions Ai(x) = ∞ 0 cos(tx + t 3 /3) dt gives, if K = 0, the traveling wave v = Ai(x − 2Lt). It is also well-known that
is a solution of the Airy equation obtained if L = 0. For K, L = 0, we were able to find an exact solution based on the Airy function:
(this formula can be checked directly using the fact that the Airy function Ai solves the ODE y ′′ = xy).
• This remains true if Ai is replaced by the Airy function of the second kind often denoted Bi.
Though these explicit solutions certainly help understanding better the equation, it is not clear how much they say about its large time behavior in the case of finite mass, which is physically relevant.
Indeed, if one thinks of the setting where x ∈ T, the only acceptable solution in the above list is the periodic one v = sin(x + Kt). However, it is known to be unstable, at least in the case K = 0, see [15] . As for the setting where x ∈ R, the above solutions all have infinite mass, even though the one based on the Airy function decays at infinity.
3.6. Asymptotic behaviour.
3.6.1. The case x ∈ T. Without loss of generality, we assume here that w = 1. For L = 0, there is no trend to equilibrium, and w oscillates indefinitely. For K = 0, it was proved in [5, 9] that w converges exponentially fast to the constant w ≡ 1 (see also [11] for a much more general framework). This remains true for K, L = 0: we claim that there exists µ > 0 such that the Fisher information of a solution w of (3.1) satisfies for t ≥ 0
Indeed, a small computation gives
The inequality (3.3) in [9] gives a majorization of the above right-hand side by −µL |∂
for a constant µ > 0. This leads to the differential inequality
from which the desired result follows by Poincaré's inequality.
3.6.2.
The case x ∈ R. If K = 0, still under the assumption that w = 1, it was established in [17] that the solution w of (3.1) converges to a Gaussian:
If L = 0, v is simply a solution of the Airy equation, for which the asymptotics are
where F is complex-valued and can be expressed in terms of the Fourier transform of the initial data, while the modified Airy function Ai is given by
(though this is classical, the only reference we could find is [12] , equation (2.3)).
When K, L = 0, we expect the asymptotic form of the solution to be dictated by the Airy equation in first approximation; indeed, the solution is spreading as t → ∞, and thus ∂ 4
x v << ∂ 3 x v. Let us start with the Ansatz
(we assume for simplicity that F is real-valued -which is hopefully justified! -so that Re AiF reduces to Ai F ). Plugging this Ansatz in 3.2 gives
(where the arguments of Ai and F are understood to be x+α (−3Kt) 1/3 and x+β t respectively). Equating the above left-and right-hand sides leads to choosing α(t) = 2L 3K log t and β(t) = − 4L 3K log t, in other words to the equivalent for v
This equivalent should be valid on long time scales, but it is not clear at all if it remains valid as t → ∞, and, if this is the case, what is F . Indeed, determining the equivalent for v as t → ∞ seems to be a difficult question; but also a quite interesting one, since this is directly related to the asymptotic form of the invariant measure of the DLSS Markov process.
While we are not able to characterize it, it is possible to obtain the invariant measure of the first particles: this is the object of the next section.
Invariant probability measure
In this section, we study the invariant probability measure of the DLSS Markov process. We find more convenient to study the interacting particle process. The invariant measure depends only the ratio λ = λ + /λ − . Without loss of generality, we set λ − = 1 and λ + = λ.
We restrict our attention to the first n particles X(t) = (X 1 (t), · · · , X n (t)). We set x 0 = 0 and consider
, where x 0 = 0 and the vectors e i,k and e i = e i,0 are defined by e i,k (j) = 1 I(i ≤ j ≤ i + k). The first double sum corresponds to a move on the right of the i-th particle which may have pushed its right neighbors, the second sum is move on the left of the i-th particle. If X(t) is stationary, i.e. u(t, x) = u(x) = P(X = x) where P is the invariant measure, we obtain the system of equations (λn + (x n − n)) u(x) (4. The function u = u n depends implicitly on the total number of particles. However, recall that the restriction property of the DLSS process implies that Hence with a slight abuse of notation, we will remove the explicit dependency in n and set for x ∈ N k , u(x) = u k (x). It is easy to solve (4.2) in the case n = 1. It corresponds to the stationary distribution of the first + in the DLSS process. Note that the expression for u 1 (x) implies a faster than exponential tail. For n = 2, the computation is already difficult. For integers 1 ≤ x < y, using (4.3), we find similarly We see from this expression that u(x, y) could in principle be computed by recursion on y ≥ 2. Indeed, in (4.4) u(x, y) is expressed in terms of u(x) and u(x ′ , y ′ ), 1 ≤ x ′ < y ′ ≤ y − 1 (this remark extends to any number of particles n ≥ 1). The computation of the first terms gives u(1, 2) = 1 (λ + 1) 2 , u(2, 3) = λ(5λ + 4) (λ + 1) 2 (λ 2 + 3λ + 4)
, u(1, 3) = λ(2λ 2 + 11λ + 8) (λ + 1) 2 (λ + 2)(λ 2 + 3λ + 4)
.
We have however not been able to find a closed-form formula for all x < y.
