A new neutron-gamma discriminator based on the support vector machine (SVM) method is proposed to improve the performance of the time-of-flight neutron spectrometer. The neutron detector is an EJ-299-33 plastic scintillator with pulse-shape discrimination (PSD) property. The SVM algorithm is implemented in field programmable gate array (FPGA) to carry out the real-time sifting of neutrons in neutron-gamma mixed radiation fields. This study compares the ability of the pulse gradient analysis method and the SVM method. The results show that this SVM discriminator can provide a better discrimination accuracy of 99.1%. The accuracy and performance of the SVM discriminator based on FPGA have been evaluated in the experiments. It can get a figure of merit of 1.30.
Introduction
Neutron diagnostics are reliable for plasma physics research and have been used since the early days for fusion devices [1] [2] [3] [4] . A time-of-flight (TOF) spectrometer for the measurement of the 2.5 MeV neutron emission from fusion plasmas is proposed for advanced neutron emission spectroscopy (NES) diagnosis [5] on the HL-2M tokamak. It is aimed at high energy resolution and high detection efficiency of NES measurements [6] . Two types of plastic scintillators are used to detect a 'start' and a 'stop' signal for TOF measurements. Standard plastics are sensitive both for gamma-rays (γ) and neutrons (n), without having the properties of discrimination of these two kinds of events [7, 8] . To avoid the effect of the gamma background of HL-2M tokamak, a new type of plastic scintillator named EJ-299-33 with pulse-shape discrimination (PSD) property is employed in the spectrometer [9, 10] . The discrimination of the neutron and gamma events in such plastic is possible due to the differences in the light pulses induced by the neutron and the gamma-ray. In order to separate the gamma and neutron events using their different pulse shapes, a digital signal processing module is applied in the TOF spectrometer.
Fast scintillators in the TOF spectrometer are designed to detect particles at rates up to 10 6 pulses per second. The massive data streams produced by the scintillators will be accumulated if the delay of digital PSD electronics exceeds a few hundred nanoseconds. Nevertheless, most of the existing research works focused on implementing the discrimination method in software (mostly using MATLAB) because the real-time classifier with low delay is difficult to realize [11] . In recent years, the advanced FPGA technology offers flexible and rapid data processing capabilities for real-time applications [12] [13] [14] . To achieve ultra-low delay discrimination, a fast PSD algorithm based on FPGA is urgently needed. A common choice is the PGA algorithm which is simple and fast [15, 16] . However, the discrimination accuracy is unsatisfactory and becomes even worse with high noise. Some other methods based on wavelet [17] or artificial neural networks [18] can obtain high discrimination accuracy, but they are complicated and computationally expensive which is not suitable for the low latency PSD electronics system.
The SVM is a machine-learning algorithm, which has been widely used in the fields of linear and nonlinear classification due to its high performances [19] [20] [21] . It is insensitive to noise and can provide high-speed discrimination with high accuracy. In this work, an SVM classifier has been implemented in FPGA and tested in experiments with an 241 Am- 9 Be source. The results show that the SVM method can achieve high discrimination accuracy of 99.1%, which is much better than that of PGA (92.1%).
Principle of the fast PSD algorithms

The PGA method
The PGA method for fast PSD using digital electronics was first presented by D'Mellow et al [22] . It uses the gradient between the peak amplitude and the discrimination amplitude (the amplitude at a specified time after the peak amplitude) to determine the particle type. Since the gradient is influenced significantly by the amplitude of the pulse, it is necessary to normalize the pulse in order to eliminate this effect. The gradient with the normalized pulse is described as follows:
where k t is the gradient of the pulse falling edge, x p is the peak amplitude, x d is the discrimination amplitude, t p is the occurrence time of the peak value and t d is the occurrence time of the discrimination value.
SVM method
The SVM was originally introduced by Vapnik in 1979 [19] .
It is based on the concept of a decision boundary that separates two different classes of data in a high-dimensional feature space. The SVM method involves two phases: the learning phase and the classifying phase. The learning phase of the SVM is to analyze a labeled data set to obtain a decision function. Then, the classification phase uses the decision function to predict information of some unclassified instances. This can be deployed on an FPGA.
In the learning phase, an SVM for linear binary classification is presented with a training data set consisting of pairs of vector events X i in the feature space, and class labels L i (−1 for negative events and 1 for positive events). As shown in figure 1 , an SVM separates the data events of two different classes, by finding the hyperplane with the maximum margin between the boundaries of the two classes. The events on the boundary of each class are called support vectors (SVs) which influence the formation of the hyperplane. This formation can be written in vector format as:
where W is known as a weight vector that corresponds to the normal vector to the separating hyperplane. X is a vector in the feature space. b denotes the perpendicular distance from the hyperplane to the origin. The decision function can be described as:
Thus, the new input data can be classified by using the decision function in the classifying phase. The value (W·X i +b) is called the decision value.
Hardware implement
The block schematic of the n/γ discriminator for the TOF spectrometer is shown in figure 2 . It mainly consists of a detector, a fast ADC and a high-performance FPGA. The key component of the neutron detector is an EJ-299-33 plastic scintillator manufactured by Eljen Technology. The crystal, a right circular cylinder having dimensions 5.2 cm diameter by 6 mm depth, was mounted to a 5.1 cm diameter photomultiplier tube (model number R1828-01) manufactured by Hamamatsu.
The process of the n/γ discriminator is briefly described as follows. The neutron and gamma pulse signals are sent to an amplifier to adjust the amplitude of the signals. They are then digitalized by a fast ADC with an amplitude resolution of 14 bit and a sampling rate up to 250 MSPS. The digital data stream is transferred to the FPGA (Xilinx Kintex-7) with real-time parallel and pipeline process capabilities. It performs real-time n/γ pulse shape discrimination. Finally, the discrimination result is passed to the TOF spectrometer for neutron energy calculation.
The key process of PSD is the SVM classifying phase which is implemented in the FPGA. Firstly, a noise discriminator is applied to filter out the noise and picks up the available pulse data. Then the available pulse data are divided into two parallel parts. One part is Peak Searching, which is used to get the peak position of the pulse. The other part is a series of cascaded flip-flops, multipliers and adders, which is used to compute the decision value. The pipeline structure, with the ability to execute decision function calculation in each clock cycle, allows the n/γ discriminator to process up to 250 million classifications per second, considerably faster than the existing speeds of most classifiers. At last, the SVM output module selects the decision function results based on the peak positions and transmits them to the TOF spectrometer.
Training process and simulation test
For SVM learning phase, the pulse signals with credible neutron or gamma labels must be obtained to form the training data set. In addition, a testing data set is needed to evaluate the performance of an SVM classifier and a PGA classifier which is implemented for accuracy comparison. Both methods, PGA and SVM, were implemented in MATLAB 2015a platform in this section. The SVM classifier was built by using the popular LibSVM package [23] .
Data and preprocessing
Data used in this section were obtained in laboratory measurements of an 241 Am- 9 Be source performed by the plastic scintillator detector mentioned in section 3. The radioactivity of the neutron source manufactured in 1978 was 2.0×10 8 Bq. The source is set at a 10 cm distance to the center of the scintillator. Detected pulses were digitized by a LeCroy WaveRunner 620 Zi digital oscilloscope with an 8 bit resolution at sampling rate of 20 GS s . To label the detected pulses, a reference n/γ discrimination called Charge Comparison Method (CCM) was applied. A typical pulse signal is shown in figure 3 . In the CCM, the Q tail and Q total denote the integration of the pulse tail and the whole pulse. The integral range of Q tail is from the signal peak to 100 ns after the peak and the integral range of Q total is from 4.5 ns before the peak to 100 ns after the peak. The ratio of tail-to-total integrals is expressed as:
The integral range of Q tail and Q total is shown in figure 3 . Figure 4 shows the scatter plot of all sampled pulses with CCM discrimination. The x-axis is the peak amplitudes, and the . The gamma ray events in the figure have lower amplitude than the neutrons because the 4.4 MeV gamma rays only deposit part of their energy in the scintillator with 6 mm thickness [24] . Each instance was labeled with a neutron or gamma ray by CCM discrimination to form a data set.
In order to establish an unbiased training and test data subset, the data set was balanced with respect to the number of gamma rays and neutrons. Then, the data set was randomly split into a training (80%) subset and a test (20%) subset. After preprocessing, the training subset contained 10 000 neutron pulses and 10 000 gamma ray pulses; the test subset contained 2500 neutron pulses and 2500 gamma ray pulses. Finally, to match the sampling rate of the ADC employed in the discriminator, the pulse signals were down sampled to 250 MSPS.
Training process
In this process, the linear kernel function is chosen due to its excellent accuracy and high speed. The weight vector W and the offset b of the decision function were calculated from the training data set by using LibSVM-tools.
Simulation test
According to the classification model, each event with a sampling rate of 250 MSPS in the test data set has a predicted neutron or gamma label. The predicted labels are compared with the CCM label to calculate the accuracy of the SVM classifier. In addition, we design a PGA classifier for comparison. It searches the peak amplitude and chooses the amplitude of 12 ns after the peak amplitude as the discrimination amplitude. We can also get the accuracy of the PGA classifier compared with the CCM label.
The accuracy values of both methods on the training and the test data set are summarized in table 1, respectively. It can be seen that PGA and SVM have achieved acceptable accuracy in both training and test data set. In the experiment, the SVM-based classifier correctly labeled 19 838 out of 20 000 pulses in training and 4955 out of 5000 pulses in test. The PGA-based classifier, by contrast, managed to correctly label 18 263 out of 20 000 pulses in training and 4607 out of 5000 pulses in test and was clearly worse than SVM. Figures 5 and 6 show the scatter plots of PGA and SVM with test data set. In the scatter plots, the pulse peak amplitude values are displayed on the horizontal axis, and the decision values of each method are displayed on the vertical axis. It can be immediately seen that the SVM method separated the neutron and the gamma ray events with a clear boundary. However, many events are unable to discriminate from the scatter plot of PGA. The results indicate that the SVM method has excellent n/γ discrimination ability.
Performance evaluation
This experiment focused on implementing the SVM classification phase online on FPGA after executing the training phase in MATLAB. The test structure is shown in figure 7 .
The plastic scintillator detector is exposed to an 241 Am- 9 Be source in laboratory measurements. It is set to the same as described in section 4.1. The decision function to be implemented in the FPGA is obtained in section 4.2, training process. The weight vector W and the offset b of the function are represented as floating-point numbers in MATLAB. They are transferred to 20 bit fixed-point numbers with the purpose of high-speed calculation. Finally, the classifier uploads the decision value of each event via PCI eXtension for Instrumentation (PXI) bus to the software.
To describe the n/γ discrimination capability, the figure of merit (FOM) method is utilized [25] . It is defined as:
n n where P n and P γ are the peak positions of neutron and γ-ray events, respectively. The FWHM n and FWHM γ are the fullwidth at half maximum (FWHM) of those two peaks, correspondingly. If the spectra are consistent with Gaussian distributions [26] , the FOM can be written as:
n n where μ n and μ γ are the mean values of the neutron and γ-ray distributions; σ n and σ γ are the corresponding standard deviations of the distributions. Figure 8 shows the distribution histogram of the measured decision value and the Gaussian fitting curve, and good consistency can be seen. The calculated value of the FOM is 1.3037 which indicates the high performance of the n/γ discrimination method.
Conclusions
In conclusion, a real-time neutron-gamma discriminator based on the support vector machine method is developed for the TOF neutron spectrometer.
The results demonstrate that the discrimination FOM is up to 1.30 in experiments with an 241 Am- 9 Be source. In addition, the use of the pipeline architecture facilitates a realtime high-speed discriminator. It will bring a great help for the TOF spectrometer to achieve higher energy resolution and for further understandings of plasma physics in HL-2M. 
