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LOCALIZATION FUNCTORS AND COSUPPORT IN DERIVED
CATEGORIES OF COMMUTATIVE NOETHERIAN RINGS
TSUTOMU NAKAMURA AND YUJI YOSHINO
Abstract. Let R be a commutative Noetherian ring. We introduce the notion
of localization functors λW with cosupports in arbitrary subsets W of SpecR;
it is a common generalization of localizations with respect to multiplicatively
closed subsets and left derived functors of ideal-adic completion functors. We
prove several results about the localization functors λW , including an explicit
way to calculate λW by the notion of Cˇech complexes. As an application,
we can give a simpler proof of a classical theorem by Gruson and Raynaud,
which states that the projective dimension of a flat R-module is at most the
Krull dimension of R. As another application, it is possible to give a functorial
way to replace complexes of flat R-modules or complexes of finitely generated
R-modules by complexes of pure-injective R-modules.
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1. Introduction
Throughout this paper, we assume that R is a commutative Noetherian ring.
We denote by D = D(ModR) the derived category of all complexes of R-modules,
by which we mean that D is the unbounded derived category. For a triangulated
subcategory T of D, its left (resp. right) orthogonal subcategory is defined as
⊥T = {X ∈ D | HomD(X, T ) = 0 } (resp. T ⊥ = { Y ∈ D | HomD(T , Y ) = 0 }).
Moreover, T is called localizing (resp. colocalizing) if T is closed under arbitrary
direct sums (resp. direct products).
Recall that the support of a complex X ∈ D is defined as follows;
suppX =
{
p ∈ SpecR
∣∣ X ⊗LR κ(p) 6= 0 } ,
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where κ(p) = Rp/pRp. We write LW = {X ∈ D | suppX ⊆W } for a subset W
of SpecR. Then LW is a localizing subcategory of D. Neeman [18] proved that
any localizing subcategory of D is obtained in this way. The localization theory of
triangulated categories [14] yields a couple of adjoint pairs (iW , γW ) and (λW , jW )
as it is indicated in the following diagram:
LW
iW
//
D
γW
oo
λW
//
L⊥W
jW
oo(1.1)
Here, iW and jW are the inclusion functors LW →֒ D and L
⊥
W →֒ D respectively.
In the precedent paper [17], the authors introduced the colocalization functor with
support in W as the functor γW . If V is a specialization-closed subset of SpecR,
then γV coincides with the right derived functor RΓV of the section functor ΓV with
support in V ; it induces the local cohomology functors HiV (−) = H
i(RΓV (−)). In
loc. cit., we established some methods to compute γW for general subsets W of
SpecR. Furthermore, the local duality theorem and Grothendieck type vanishing
theorem of local cohomology were extended to the case of γW .
On the other hand, in this paper, we introduce the notion of localizations functors
with cosupports in arbitrary subsets W of SpecR. Recall that the cosupport of a
complex X ∈ D is defined as follows;
cosuppX = { p ∈ SpecR | RHomR(κ(p), X) 6= 0 } .
We write CW = {X ∈ D | cosuppX ⊆W } for a subset W of SpecR. Then CW is
a colocalizing subcategory of D. Neeman [19] proved that any colocalizing subcat-
egory of D is obtained in this way.1
We remark that there are equalities
⊥CW = LW c , C
W = L⊥W c ,(1.2)
where W c = SpecR\W . The second equality follows from Neeman’s theorem [18,
Theorem 2.8], which states that LW c is equal to the smallest localizing subcategory
of D containing the set { κ(p) | p ∈W c }. Then it is seen that the first one holds,
since ⊥(L⊥W c) = LW c (cf. [14, §4.9]).
Now we write λW = λW c and j
W = jW c . By (1.1) and (1.2), there is a diagram
of adjoint pairs:
⊥CW = LW c
iW c
//
D
γW c
oo
λW
//
CW = L⊥W c
jW
oo
We call λW the localization functor with cosupport in W .
For a multiplicatively closed subset S of R, the localization functor λUS with co-
support in US is nothing but (−)⊗R S−1R, where US = { p ∈ SpecR | p ∩ S = ∅ }.
Moreover, for an ideal a of R, the localization functor λV (a) with cosupport in V (a)
is isomorphic to the left derived functor LΛV (a) of the a-adic completion functor
ΛV (a) = lim
←−
(−⊗R R/an) defined on ModR. See Section 2 for details.
In this paper, we establish several results about the localization functor λW with
cosupport in a general subset W of SpecR.
1This result is not needed in this work.
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In Section 3, we prove that λW is isomorphic to
∏
p∈W LΛ
V (p)(−⊗RRp) if there
is no inclusion relation between two distinct prime ideals in W . Furthermore, we
give a method to compute λW for a general subsetW . We write ηW : idD → λ
W (=
jWλW ) for the natural morphism given by the adjointness of (λW , jW ). In addition,
note that whenW0 ⊆W , there is a morphism ηW0λW : λW → λW0λW ∼= λW0 . The
following theorem is one of the main results of this paper.
Theorem 1.3 (Theorem 3.15). Let W , W0 and W1 be subsets of SpecR with W =
W0∪W1. We denote by W0
s
(resp. W1
g
) is the specialization (resp. generalization)
closure of W . Suppose that one of the following conditions holds:
(1) W0 =W0
s
∩W ;
(2) W1 =W ∩W1
g
.
Then, for any X ∈ D, there is a triangle
λWX
f
−−−−→ λW1X ⊕ λW0X
g
−−−−→ λW1λW0X −−−−→ λWX [1],
where
f =
(
ηW1λWX
ηW0λWX
)
, g =
(
λW1ηW0X (−1) · ηW1λW0X
)
.
This theorem enables us to compute λW by using λW0 and λW1 for smaller
subsets W0 and W1. Furthermore, as long as we consider the derived category D,
the theorem and Theorem 3.22 in Section 3 generalize Mayer-Vietoris triangles by
Benson, Iyengar and Krause [2, Theorem 7.5].
In Section 4, as an application, we give a simpler proof of a classical theorem
due to Gruson and Raynaud. The theorem states that the projective dimension of
a flat R-module is at most the Krull dimension of R.
Section 5 contains some basic facts about cotorsion flat R-modules.
Section 6 is devoted to study the cosupport of a complexX consisting of cotorsion
flat R-modules. As a consequence, we can calculate γV cX and λ
VX explicitly for
a specialization-closed subset V of SpecR.
In Section 7, using Theorem 1.3 above, we give a new way to get λW . In fact,
provided that d = dimR is finite, we are able to calculate λW by a Cˇech complex
of functors of the following form;∏
0≤i≤d
λ¯Wi −−−−→
∏
0≤i<j≤d
λ¯Wj λ¯Wi −−−−→ · · · −−−−→ λ¯Wd · · · λ¯W0 ,
whereWi = {p ∈ W | dimR/p = i} and λ¯
Wi =
∏
p∈Wi
ΛV (p)(−⊗RRp) for 0 ≤ i ≤ d.
This Cˇech complex sends a complexX of R-module to a double complex in a natural
way. We shall prove that λWX is isomorphic to the total complex of the double
complex if X consists of flat R-modules.
Section 8 treats commutativity of λW with tensor products. Consequently, we
show that λWY can be computed by using the Cˇech complex above if Y is a complex
of finitely generated R-modules.
In Section 9, as an application, we give a functorial way to construct quasi-
isomorphisms from complexes of flat R-modules or complexes of finitely generated
R-modules to complexes of pure-injective R-modules.
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2. Localization functors
In this section, we summarize some notions and basic facts used in the later
sections.
We write ModR for the category of all modules over a commutative Noetherian
ring R. For an ideal a of R, ΛV (a) denotes the a-adic completion functor lim←−(−⊗R
R/an) defined on ModR. Moreover, we also denote by M∧a the a-adic completion
ΛV (a)M = lim
←−
M/anM of an R-module M . If the natural map M → M∧a is an
isomorphism, then M is called a-adically complete. In addition, when R is a local
ring with maximal ideal m, we simply write M̂ for the m-adic completion of M .
We start with the following proposition.
Proposition 2.1. Let a be an ideal of R. If F is a flat R-module, then so is F∧a .
As stated in [22, 2.4], this fact is known. For the reader’s convenience, we
mention that this proposition follows from the two lemmas below.
Lemma 2.2. Let a be an ideal of R and F be a flat R-module. We consider a short
exact sequence of finitely generated R-modules
0 −−−−→ L −−−−→ M −−−−→ N −−−−→ 0.
Then
0 −−−−→ (F ⊗R L)∧a −−−−→ (F ⊗R M)
∧
a −−−−→ (F ⊗R N)
∧
a −−−−→ 0
is exact.
Lemma 2.3. Let a and F be as above. Then we have a natural isomorphism
(F ⊗RM)
∧
a
∼= F∧a ⊗RM
for any finitely generated R-module M .
Using Artin-Rees Lemma and [5, I; §2; Proposition 6], we can prove Lemma
2.2, from which we obtain Lemma 2.3. Furthermore, Lemma 2.2 and Lemma 2.3
imply that F∧a ⊗R (−) is an exact functor from the category of finitely generated
R-modules to ModR. Therefore Proposition 2.1 holds. 
It is also possible to show that F∧a is flat over R
∧
a by the same argument as
above.
If R is a local ring with maximal idealm, thenm-adically complete flatR-modules
are characterized as follows:
Lemma 2.4. Let (R,m, k) be a local ring and F a flat R-module. Set B =
dimk F/mF . Then there is an isomorphism
F̂ ∼=
⊕̂
B
R,
where
⊕
B R is the direct sum of B-copies of R.
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This lemma is proved in [20, II; Proposition 2.4.3.1]. See also [8, Lemma 6.7.4].
As in the introduction, we denote by D = D(ModR) the derived category of all
complexes of R-modules. We write complexes X cohomologically;
X = (· · · → X i−1 → X i → X i+1 → · · · ).
For a complex P (resp. F ) of R-modules, we say that P (resp. F ) is K-projective
(resp. K-flat) if HomR(P,−) (resp. (−) ⊗R F ) preserves acyclicity of complexes,
where a complex is called acyclic if all its cohomology modules are zero.
Let a be an ideal of R and X ∈ D. If P is a K-projective resolution of X , then
we have LΛV (a)X ∼= ΛV (a)P . Moreover, LΛV (a)X is also isomorphic to ΛV (a)F if
F is a K-flat resolution of X . In addition, it is known that the following proposition
holds.
Proposition 2.5. Let a be an ideal of R and X be a complex of flat R-modules.
Then LΛV (a)X is isomorphic to ΛV (a)X.
To prove this proposition, we remark that there is an integer n ≥ 0 such that
Hi(LΛV (a)M) = 0 for all i > n and all R-modules M , see [11, Theorem 1.9] or [1,
p. 15]. Using this fact, we can show that ΛV (a) preserves acyclicity of complexes of
flat R-modules. Then it is straightforward to see that LΛV (a)X is isomorphic to
ΛV (a)X . 
Let W be any subset of SpecR. Recall that γW denotes a right adjoint to the
inclusion functor iW : LW →֒ D, and λW denotes a left adjoint to the inclusion
functor jW : CW →֒ D. Moreover, γW and λW are identified with iW γW and
jWλW respectively. We write εW : γW → idD and ηW : idD → λW for the natural
morphisms induced by the adjointness of (iW , γW ) and (λ
W , jW ) respectively.
Note that λW ηW (resp. γW εW ) is invertible, and the equality λ
W ηW = ηWλW
(resp. γW εW = εWγW ) holds, i.e., λ
W (resp. γW ) is a localization (resp. colo-
calization) functor on D. See [14] for more details. In this paper, we call λW the
localization functor with cosupport in W .
Using (1.2), we restate [17, Lemma 2.1] as follows.
Lemma 2.6. Let W be a subset of SpecR. For any X ∈ D, there is a triangle of
the following form;
γW cX
εWcX−−−−→ X
ηWX
−−−−→ λWX −−−−→ γW cX [1].
Furthermore, if
X ′ −−−−→ X −−−−→ X ′′ −−−−→ X ′[1]
is a triangle with X ′ ∈ ⊥CW = LW c and X
′′ ∈ CW = L⊥W c , then there exist unique
isomorphisms a : γW cX → X
′ and b : λWX → X ′′ such that the following diagram
is commutative:
γW cX
εWcX−−−−→ X
ηWX
−−−−→ λWX −−−−→ γW cX [1]ya ∥∥∥ yb ya[1]
X ′ −−−−→ X −−−−→ X ′′ −−−−→ X ′[1]
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Remark 2.7. (i) Let X ∈ D and W be a subset of SpecR. By Lemma 2.6, X
belongs to ⊥CW = LW c if and only if λWX = 0. This is equivalent to saying that
λ{p}X = 0 for all p ∈ W , since ⊥CW = LW c =
⋂
p∈W L{p}c =
⋂
p∈W
⊥C{p}.
(ii) Let W0 and W be subsets of SpecR with W0 ⊆ W . It follows from the
uniqueness of adjoint functors that
λW0λW ∼= λW0 ∼= λWλW0 ,
see also [17, Remark 3.7 (i)].
Now we give a typical example of localization functors. Let S be a multiplica-
tively closed subset S of R, and set US = { p ∈ SpecR | p ∩ S = ∅ }. It is known
that the localization functor λUS with cosupport in US is nothing but (−)⊗RS−1R.
For the reader’s convenience, we give a proof of this fact. Let X ∈ D. It is clear
that cosuppX ⊗R S−1R ⊆ US , or equivalently, X ⊗R S−1R ∈ CUS . Moreover,
embedding the natural morphism X → X ⊗R S−1R into a triangle
C −−−−→ X −−−−→ X ⊗R S−1R −−−−→ C[1],
we have C⊗RS−1R = 0. This yields an inclusion relation suppC ⊆ (US)c. Hence it
holds that C ∈ L(US)c . Since we have shown that C ∈ L(US)c andX⊗RS
−1R ∈ CUS ,
it follows from Lemma 2.6 that λUSX ∼= X ⊗R S−1R. Therefore we obtain the
isomorphism
λUS ∼= (−)⊗R S
−1R.(2.8)
For p ∈ SpecR, we write U(p) = { q ∈ SpecR | q ⊆ p }. If S = R\p, then U(p)
is equal to US, so that λ
U(p) ∼= (−)⊗RRp by (2.8). We remark that λU(p) = λU(p)c
is written as LZ(p) in [2], where Z(p) = U(p)
c.
There is another important example of localization functors. Let a be an ideal
of R. It was proved by [11] and [1] that LΛV (a) : D → D is a right adjoint
to RΓV (a) : D → D. In [17, Proposition 5.1], using the adjointness property of
(RΓV (a),LΛ
V (a)), we proved that λV (a) = λV (a)c coincides with LΛ
V (a). Hence
there is an isomorphism
λV (a) ∼= LΛV (a) .(2.9)
The functor Hai (−) = H
−i(LΛV (a)(−)) is called the ith local homology functor
with respect to a.
A subset W of SpecR is said to be specialization-closed (resp. generalization-
closed) provided that the following condition holds; if p ∈ W and q ∈ SpecR with
p ⊆ q (resp. p ⊇ q), then q ∈ W .
If V is a specialization-closed subset, then we have
γV ∼= RΓV ,(2.10)
see [15, Appendix 3.5].
3. Auxiliary results on localization functors
In this section, we give several results to compute localization functors λW with
cosupports in arbitrary subsets W of SpecR.
We first give the following lemma.
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Lemma 3.1. Let V be a specialization-closed subset of SpecR. Then we have the
following equalities;
⊥CV = LV c = L
⊥
V = C
V c .
Proof. This follows from [17, Lemma 4.3] and (1.2). 
Let W be a subset of SpecR. We denote by W
s
the specialization closure
of W , which is the smallest specialization-closed subset of SpecR containing W .
Moreover, for a subset W0 of W , we say that W0 is specialization-closed in W if
V (p) ∩W ⊆ W0 for any p ∈ W0 (cf. [17, Definition 3.10]). This is equivalent to
saying that W0
s
∩W =W0.
Corollary 3.2. Let W0 ⊆W ⊆ SpecR be sets. Suppose that W0 is specialization-
closed in W . Setting W1 =W \ W0, we have CW1 ⊆ ⊥CW0 .
Proof. Notice that W1 ⊆ (W0
s
)c. Furthermore, we have ⊥CW0
s
= C(W0
s
)c by
Lemma 3.1. Hence it holds that CW1 ⊆ C(W0
s
)c = ⊥CW0
s
⊆ ⊥CW0 . 
Remark 3.3. For an ideal a of R, λV (a) is a right adjoint to γV (a) by (2.9) and
(2.10). More generally, it is known that for any specialization-closed subset V ,
λV : D → D is a right adjoint to γV : D → D. We now prove this fact, which will
be used in the next proposition. Let X,Y ∈ D, and consider the following triangles;
γVX −−−−→ X −−−−→ λ
V cX −−−−→ γVX [1],
γV cY −−−−→ Y −−−−→ λ
V Y −−−−→ γV cY [1].
Since λV
c
X ∈ CV
c
= ⊥CV by Lemma 3.1, applying HomD(−, λ
V Y ) to the first
triangle, we have HomD(γVX,λ
V Y ) ∼= HomD(X,λV Y ). Moreover, Lemma 3.1
implies that γV cY ∈ LV c = L⊥V . Hence, applying HomD(γVX,−) to the second
triangle, we have HomD(γVX,Y ) ∼= HomD(γVX,λV Y ). Thus there is a natural
isomorphism HomD(γVX,Y ) ∼= HomD(X,λV Y ), so that (γV , λV ) is an adjoint
pair. See also [17, Remark 5.2].
Proposition 3.4. Let V and U be arbitrary subsets of SpecR. Suppose that one
of the following conditions holds:
(1) V is specialization-closed;
(2) U is generalization-closed.
Then we have an isomorphism
λV λU ∼= λV ∩U .
Proof. Let X ∈ D and Y ∈ CV ∩U = CV ∩CU . Then there are natural isomorphisms
HomD(λ
V λUX,Y ) ∼= HomD(λ
UX,Y ) ∼= HomD(X,Y ).
Recall that λV ∩U is a left adjoint to the inclusion functor CV ∩U →֒ D. Hence, by
the uniqueness of adjoint functors, we only have to verify that λV λUX ∈ CV ∩U .
Since λV λUX ∈ CV , it remains to show that λV λUX ∈ CU .
Case (1): Let p ∈ U c. Since supp γV κ(p) ⊆ {p}, it follows from (1.2) that
γV κ(p) ∈ LUc = ⊥CU . Thus, by the adjointness of (γV , λV ), we have
RHomR(κ(p), λ
V λUX) ∼= RHomR(γV κ(p), λ
UX) = 0.
This implies that cosuppλV λUX ⊆ U , i.e., λV λUX ∈ CU .
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Case (2): Since U c is specialization-closed, the case (1) yields an isomorphism
λU
c
λV ∼= λU
c∩V . Furthermore, setting W = (U c ∩ V ) ∪ U , we see that U c ∩ V is
specialization-closed in W , and W\(U c ∩ V ) = U . Hence we have λU
c
(λV λUX) ∼=
λU
c∩V λUX = 0, by Corollary 3.2. It then follows from Lemma 3.1 that λV λUX ∈
⊥CU
c
= CU . 
Remark 3.5. For arbitrary subsets W0 and W1 of SpecR, Remark 2.7 (ii) and
Proposition 3.4 yield the following isomorphisms;
λW0λW1 ∼= λW0λW0
s
λW1 ∼= λW0λW0
s
∩W1 ,
λW0λW1 ∼= λW0λW1
g
λW1 ∼= λW0∩W1
g
λW1 .
The next result is a corollary of (2.8), (2.9) and Proposition 3.4.
Corollary 3.6. Let S be a multiplicatively closed subset of R and a be an ideal of
R. We set W = V (a) ∩ US. Then we have
λW ∼= LΛV (a)(−⊗R S
−1R).
Since V (p) ∩ U(p) = {p} for p ∈ SpecR, as a special case of this corollary, we
have the following result.
Corollary 3.7. Let p be a prime ideal of R. Then we have
λ{p} ∼= LΛV (p)(−⊗R Rp).
The next lemma follows from this corollary and Lemma 2.4.
Lemma 3.8. Let p be a prime ideal of R and F be a flat R-module. Then λ{p}F
is isomorphic to (
⊕
B Rp)
∧
p , where
⊕
B Rp is the direct sum of B-copies of Rp and
B = dimκ(p) F ⊗R κ(p).
Remark 3.9. If W1 and W2 are both specialization-closed or both generalization-
closed, then Proposition 3.4 implies that λW1λW2 ∼= λW2λW1 . However, in general,
λW1 and λW2 need not commute. For example, let p, q ∈ SpecR with p ( q. Then
(λ{p}R)⊗R κ(q) = R̂p ⊗R κ(q) = 0 and (λ{q}R)⊗R κ(p) = R̂q ⊗R κ(p) 6= 0. Then
we see from Lemma 3.8 that λ{q}λ{p}R = 0 and λ{p}λ{q}R 6= 0.
Compare this remark with [2, Example 3.5]. See also [17, Remark 3.7 (ii)].
Let p be a prime ideal which is not maximal. Then λ{p} is distinct from Λp =
LΛV (p)RHomR(Rp,−), which is introduced in [3]. To see this, let q be a prime
ideal with p ( q. Then it holds that cosupp R̂q = {q} ⊆ U(p)c. Hence R̂q belongs
to CU(p)
c
. Then we have RHomR(Rp, R̂q) = 0 since Rp ∈ LU(p) =
⊥CU(p)
c
by
(1.2). This implies that ΛpR̂q = LΛ
V (p)RHomR(Rp, R̂q) = 0, while λ
{p}R̂q ∼=
λ{p}λ{q}R 6= 0 by Remark 3.9.
Let X ∈ D, and write Γp = RΓV (p)(− ⊗R Rp) (cf. [2]). Recall that p ∈ suppX
(resp. p ∈ cosuppX) if and only if ΓpX 6= 0 (resp. ΛpX 6= 0), see [9, Theorem 2.1,
Theorem 4.1] and [3, §4]. In contrast, p ∈ cosuppX (resp. p ∈ suppX) if and only if
γ{p}X 6= 0 (resp. λ
{p}X 6= 0), by Lemma 2.6. Here γ{p} ∼= RΓV (p)RHomR(Rp,−)
by [17, Corollary 3.3]. See also [21, Proposition 3.6, Proposition 4.4].
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Let W be a subset of SpecR. We denote by dimW the supremum of lengths of
chains of distinct prime ideals in W (cf. [17, Definition 3.6]).
Theorem 3.10. Let W be a subset of SpecR. We assume that dimW = 0. Then
there are isomorphisms
λW ∼=
∏
p∈W
λ{p} ∼=
∏
p∈W
LΛV (p)(−⊗R Rp).
Proof. Let X ∈ D, and consider the natural morphisms η{p}X : X → λ{p}X for
p ∈ W . Take the product of the morphisms, and we obtain a morphism f : X →∏
p∈W λ
{p}X . Embed f into a triangle
C −−−−→ X
f
−−−−→
∏
p∈W
λ{p}X −−−−→ C[1].
Note that
∏
p∈W λ
{p}X ∈ CW . We have to prove that C ∈ ⊥CW . For this purpose,
take any prime ideal q ∈ W . Then {q} is specialization-closed in W , because
dimW = 0. Hence we have
∏
p∈W\{q} λ
{p}X ∈ CW\{q} ⊆ ⊥C{q}, by Corollary 3.2.
Thus an isomorphism λ{q}(
∏
p∈W λ
{p}X) ∼= λ{q}X holds. Then it is seen from the
triangle above that λ{q}C = 0 for all q ∈ W , so that C ∈ ⊥CW , see Remark 2.7
(i). Therefore Lemma 2.6 yields λWX ∼=
∏
p∈W λ
{p}X . The second isomorphism
in the theorem follows from Corollary 3.7. 
Example 3.11. Let W be a subset of SpecR such that W is an infinite set with
dimW = 0. Let X{p} be a complex with cosuppX{p} = {p} for each p ∈ W .
We take p ∈ W . Since dimW = 0, it holds that X{q} ∈ CV (p)
c
for any q ∈
W\{p}. Furthermore, Lemma 3.1 implies that CV (p)
c
is equal to ⊥CV (p), which is
closed under arbitrary direct sums. Thus it holds that
⊕
q∈W\{p}X
{q} ∈ CV (p)
c
=
⊥CV (p) ⊆ ⊥C{p}. Therefore, setting Y =
⊕
p∈W X
{p}, we have λ{p}Y ∼= X{p}. It
then follows from Theorem 3.10 that
λWY ∼=
∏
p∈W
λ{p}Y ∼=
∏
p∈W
X{p}.
Under this identification, the natural morphism Y → λWY coincides with the
canonical morphism
⊕
p∈W X
{p} →
∏
p∈W X
{p}.
Remark 3.12. Let W , X{p} be as in Example 3.11, and suppose that each X{p}
is an R-module. Then
⊕
p∈W X
{p} is not in CW , because the natural morphism⊕
p∈W X
{p} → λW (
⊕
p∈W X
{p}) is not an isomorphism. Hence the cosupport of⊕
p∈W X
{p} properly contains W . In particular, setting X{p} = κ(p), we have
W ( cosupp
⊕
p∈W κ(p). Similarly, we can prove that W ( supp
∏
p∈W κ(p). The
first author noticed these facts through discussion with Srikanth Iyengar.
It is possible to give another type of examples, by which we also see that a
colocalizing subcategory of D is not necessarily closed under arbitrary direct sums.
Suppose that (R,m) is a complete local ring with dimR ≥ 1. Then we have
R ∼= R̂ ∈ CV (m). However the free module
⊕
N
R is never m-adically complete, so
that
⊕
N
R is not isomorphic to λV (m)(
⊕
N
R). Hence
⊕
N
R is not in CV (m).
For a subset W of SpecR, W
g
denotes the generalization closure of W , which is
the smallest generalization-closed subset of SpecR containing W . In addition, for
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a subset W1 ⊆W , we say that W1 is generalization-closed in W if W ∩U(p) ⊆W1
for any p ∈ W1. This is equivalent to saying that W ∩W1
g
=W1.
We extend Proposition 3.4 to the following corollary, which will be used in a
main theorem of this section.
Corollary 3.13. Let W0 and W1 be arbitrary subsets of SpecR. Suppose that one
of the following conditions hold:
(1) W0 is specialization-closed in W0 ∪W1;
(2) W1 is generalization-closed in W0 ∪W1.
Then we have an isomorphism
λW0λW1 ∼= λW0∩W1 .
Proof. Set W =W0 ∪W1. By the assumption, we have
W0
s
∩W =W0 or W ∩W1
g
=W1.
Therefore, it holds that
W0
s
∩W1 =W0 ∩W1 or W0 ∩W1
g
=W0 ∩W1.
Hence this proposition follows from Remark 3.5 and Remark 2.7 (ii). 
Remark 3.14. (i) Let W0 and W be subsets of SpecR with W0 ⊆ W . Under
the isomorphism λW0λW ∼= λW0 by Remark 2.7 (ii), there is a morphism ηW0λW :
λW → λW0 .
(ii) Let W0 and W1 be subsets of SpecR. Let X ∈ D. Since ηW1 : idD → λW1 is
a morphism of functors, there is a commutative diagram of the following form:
X
ηW0X
−−−−→ λW0XyηW1X yηW1λW0X
λW1X
λW1ηW0X
−−−−−−−→ λW1λW0X
Now we prove the following result, which is the main theorem of this section.
Theorem 3.15. Let W , W0 and W1 be subsets of SpecR with W = W0 ∪ W1.
Suppose that one of the following conditions holds:
(1) W0 is specialization-closed in W ;
(2) W1 is generalization-closed in W .
Then, for any X ∈ D, there is a triangle of the following form;
λWX
f
−−−−→ λW1X ⊕ λW0X
g
−−−−→ λW1λW0X −−−−→ λWX [1],
where f and g are morphisms represented by the following matrices;
f =
(
ηW1λWX
ηW0λWX
)
, g =
(
λW1ηW0X (−1) · ηW1λW0X
)
.
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Proof. We embed the morphism g into a triangle
C
a
−−−−→ λW1X ⊕ λW0X
g
−−−−→ λW1λW0X −−−−→ C[1].
Notice that C ∈ CW since CW0 , CW1 ⊆ CW . By Remark 3.14, it is easily seen that
g · f = 0. Thus there is a morphism b : λWX → C making the following diagram
commutative:
λWX λWX −−−−→ 0 −−−−→ λWX [1]yb yf y yb[1]
C
a
−−−−→ λW1X ⊕ λW0X
g
−−−−→ λW1λW0X −−−−→ C[1]
(3.16)
We only have to show that b is an isomorphism. To do this, embedding the mor-
phism b into a triangle
Z −−−−→ λWX
b
−−−−→ C −−−−→ Z[1],(3.17)
we prove that Z = 0. Since λWX,C ∈ CW , Z belongs to CW . Hence it suffices to
show that Z ∈ ⊥CW .
First, we prove that λW1b is an isomorphism. We employ a similar argument to
[2, Theorem 7.5]. Consider the following sequence
λWX
f
−−−−→ λW1X ⊕ λW0X
g
−−−−→ λW1λW0X,(3.18)
and apply λW1 to it. Then we obtain a sequence which can be completed to a split
triangle. The triangle appears in the first row of the diagram below. Moreover,
λW1 sends the second row of the diagram (3.16) to a split triangle, which appears
in the second row of the the diagram below.
λW1X
λW1f
−−−−→ λW1X ⊕ λW1λW0X
λW1g
−−−−→ λW1λW0X
0
−−−−→ λW1X [1]yλW1 b ∥∥∥ ∥∥∥ yλW1 b[1]
λW1C
λW1a
−−−−→ λW1X ⊕ λW1λW0X
λW1g
−−−−→ λW1λW0X
0
−−−−→ λW1C[1]
Since this diagram is commutative, we conclude that λW1b is an isomorphism.
Next, we prove that λW0b is an isomorphism. Thanks to Corollary 3.13, we
are able to follow the same process as above. In fact, the corollary implies that
λW0λW1 ∼= λW0∩W1 . Thus, applying λW0 to the sequence (3.18), we obtain a
sequence which can be completed into a split triangle. Furthermore, λW0 sends the
second row of the diagram (3.16) to a split triangle. Consequently we see that there
is a morphism of triangles:
λW0X
λW0f
−−−−→ λW0∩W1X ⊕ λW0X
λW0g
−−−−→ λW0∩W1X
0
−−−−→ λW0X [1]yλW0 b ∥∥∥ ∥∥∥ yλW0 b[1]
λW0C
λW0a
−−−−→ λW0∩W1X ⊕ λW0X
λW0g
−−−−→ λW0∩W1X
0
−−−−→ λW0C[1]
Therefore λW0b is an isomorphism.
Since we have shown that λW0b and λW1b are isomorphisms, it follows from the
triangle (3.17) that λW0Z = λW1Z = 0. Thus we have Z ∈ ⊥CW by Remark 2.7
(i). 
12 T. NAKAMURA AND Y. YOSHINO
Remark 3.19. Let f , g and a as above. Let h : X → λW1X⊕λW0X be a morphism
induced by ηW1X and ηW0X . Then g · h = 0 by Remark 3.14 (ii). Hence there is
a morphism b′ : X → C such that the following diagram is commutative:
X X −−−−→ 0 −−−−→ X [1]yb′ yh y yb′[1]
C
a
−−−−→ λW1X ⊕ λW0X
g
−−−−→ λW1λW0X −−−−→ C[1].
We can regard any morphism b′ making this diagram commutative as the natural
morphism ηWX . In fact, since λWh = f , applying λW to this diagram, and setting
λW b′ = b, we obtain the diagram (3.16). Note that b · ηWX = b′. Moreover, the
above proof implies that b : λWX → C is an isomorphism. Thus we can identify b′
with ηWX under the isomorphism b.
We give some examples of Theorem 3.15.
Example 3.20. (1) Let x be an element of R. Recall that λV (x) ∼= LΛV (x) by
(2.9). We put S = { xn | n ≥ 0 }. Since V (x)c = US , it holds that λV (x)
c
= λUS ∼=
(−) ⊗R Rx by (2.8). Set W = SpecR, W0 = V (x) and W1 = V (x)c. Then the
theorem yields the following triangle
R −−−−→ Rx ⊕R∧(x) −−−−→ (R
∧
(x))x −−−−→ R[1].
(2) Suppose that (R,m) is a local ring with p ∈ SpecR and having dimR/p = 1.
Setting W = V (p), W0 = V (m) and W1 = {p}, we see from the theorem and
Corollary 3.7 that there is a short exact sequence
0 −−−−→ R∧p −−−−→ R̂p ⊕ R̂ −−−−→ (̂R̂)p −−−−→ 0.
Actually, this gives a pure-injective resolution of R∧p , see Section 9. Moreover, if R
is a 1-dimensional local domain with quotient field Q, then this short exact sequence
is of the form
0 −−−−→ R −−−−→ Q⊕ R̂ −−−−→ R̂⊗R Q −−−−→ 0.
By similar arguments to Proposition 3.4 and Corollary 3.13, one can prove the
following proposition, which is a generalized form of [17, Proposition 3.1].
Proposition 3.21. Let W0 and W1 be arbitrary subsets of SpecR. Suppose that
one of the following conditions hold:
(1) W0 is specialization-closed in W0 ∪W1;
(2) W1 is generalization-closed in W0 ∪W1.
Then we have an isomorphism
γW0γW1
∼= γW0∩W1 .
As with Theorem 3.15, it is possible to prove the following theorem, in which we
implicitly use the fact that γW0γW
∼= γW0 if W0 ⊆W (cf. [17, Remark 3.7 (i)]).
Theorem 3.22. Let W , W0 and W1 be subsets of SpecR with W = W0 ∪ W1.
Suppose that one of the following conditions holds:
(1) W0 is specialization-closed in W ;
(2) W1 is generalization-closed in W .
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Then, for any X ∈ D, there is a triangle of the following form;
γW1γW0X
f
−−−−→ γW1X ⊕ γW0X
g
−−−−→ γWX −−−−→ γW1γW0X [1],
where f and g are morphisms represented by the following matrices;
f =
(
γW1εW0X
(−1) · εW1γW0X
)
, g =
(
εW1γWX εW0γWX
)
.
Remark 3.23. As long as we work on the derived category D, Theorem 3.15 and
Theorem 3.22 generalize Mayer-Vietoris triangles in the sense of Benson, Iyengar
and Krause [2, Theorem 7.5], in which γV and λV are written as ΓV and LV
respectively for a specialization-closed subset V of SpecR.
4. Projective dimension of flat modules
As an application of results in Section 3, we give a simpler proof of a classical
theorem due to Gruson and Raynaud.
Theorem 4.1 ([20, II; Corollary 3.2.7]). Let F be a flat R-module. Then the
projective dimension of F is at most dimR.
We start by showing the following lemma.
Lemma 4.2. Let F be a flat R-module and p be a prime ideal of R. Suppose that
X ∈ C{p}. Then there is an isomorphism
RHomR(F,X) ∼=
∏
B
X,
where B = dimκ(p) F ⊗R κ(p).
Proof. Since λ{p} : D → C{p} is a left adjoint to the inclusion functor C{p} →֒ D,
we have RHomR(F,X) ∼= RHomR(λ{p}F,X). Moreover it follows from Lemma
3.8 that λ{p}F ∼= (
⊕
B Rp)
∧
p
∼= λ{p}(
⊕
B R), where B = dimκ(p) F ⊗R κ(p).
Therefore we obtain isomorphisms RHomR(F,X) ∼= RHomR(λ
{p}(
⊕
B R), X)
∼=
RHomR(
⊕
B R,X)
∼=
∏
B X. 
Let a, b ∈ Z ∪ {±∞} with a ≤ b. We write D[a,b] for the full subcategory of D
consisting of all complexes X of R-modules such that Hi(X) = 0 for i /∈ [a, b] (cf.
[13, Notation 13.1.11]). For a subset W of SpecR, maxW denotes the set of prime
ideals p ∈ W which are maximal with respect to inclusion in W .
Proposition 4.3. Let F be a flat R-module and X ∈ D[−∞,0]. Suppose that W is
a subset of SpecR such that n = dimW is finite. Then we have ExtiR(F, λ
WX) = 0
for i > n.
Proof. We use induction on n. First, we suppose that n = 0. It then holds that
λWX ∼=
∏
p∈W λ
{p}X ∼=
∏
p∈W LΛ
V (p)Xp ∈ D[−∞,0], by Theorem 3.10. Hence,
noting that RHomR(F, λ
WX) ∼=
∏
p∈W RHomR(F, λ
{p}X), we have ExtiR(F, λ
WX) =
0 for i > 0, by Lemma 4.2.
Next, we suppose n > 0. Set W0 = maxW andW1 =W\W0. By Theorem 3.15,
there is a triangle
λWX −−−−→ λW1X ⊕ λW0X −−−−→ λW1λW0X −−−−→ λWX [1].
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Note that dimW0 = 0 and dimW1 = n − 1. By the argument above, it holds
that ExtiR(F, λ
W0X) = 0 for i > 0. Furthermore, since X,λW0X ∈ D[−∞,0], we
have ExtiR(F, λ
W1X) = ExtiR(F, λ
W1λW0X) = 0 for i > n − 1, by the inductive
hypothesis. Hence it is seen from the triangle that ExtiR(F, λ
WX) = 0 for i > n. 
Proof of Theorem 4.1. We may assume that d = dimR is finite. Let M be any R-
module. We only have to show that ExtiR(F,M) = 0 for i > d. SettingW = SpecR,
we have dimW = d and M ∼= λWM . It then follows from Proposition 4.3 that
ExtiR(F,M)
∼= ExtiR(F, λ
WM) = 0 for i > d. 
5. Cotorsion flat modules and cosupport
In this section, we summarize some basic facts about cotorsion flat R-modules.
Recall that an R-module M is called cotorsion if Ext1R(F,M) = 0 for any flat R-
module F . This is equivalent to saying that ExtiR(F,M) = 0 for any flat R-module
F and any i > 0. Clearly, all injective R-modules are cotorsion.
A cotorsion flat R-module means an R-module which is cotorsion and flat. If
F is a flat R-module and p ∈ SpecR, then Corollary 3.7 implies that λ{p}F is
isomorphic to F̂p, which is a cotorsion flat R-module by Lemma 4.2 and Proposition
2.1. Moreover, recall that F̂p is isomorphic to the p-adic completion of a free Rp-
module by Lemma 3.8.
We remark that arbitrary direct products of flat R-modules are flat, since R is
Noetherian. Hence, if Tp is the p-adic completion of a free Rp module for each p ∈
SpecR, then
∏
p∈SpecR Tp is a cotorsion flat R-module. Conversely, the following
fact holds.
Proposition 5.1 (Enochs [6]). Let F be a cotorsion flat R-module. Then there is
an isomorphism
F ∼=
∏
p∈SpecR
Tp,
where Tp is the p-adic completion of a free Rp module.
Proof. See [6, Theorem] or [8, Theorem 5.3.28]. 
Let S be a multiplicatively closed subset of R and a be an ideal of R. For
a cotorsion flat R-module F , we have RHomR(S
−1R,F ) ∼= HomR(S−1R,F ) and
LΛV (a) F ∼= ΛV (a)F . Moreover, by Proposition 5.1, we may regard F as an R-
module of the form
∏
p∈SpecR Tp. Then it holds that
RHomR(S
−1R,
∏
p∈SpecR
Tp) ∼= HomR(S
−1R,
∏
p∈SpecR
Tp) ∼=
∏
p∈US
Tp.(5.2)
This fact appears implicitly in [26, §5.2]. Furthermore we have
LΛV (a)
∏
p∈SpecR
Tp ∼= Λ
V (a)
∏
p∈SpecR
Tp ∼=
∏
p∈V (a)
Tp.(5.3)
One can show (5.2) and (5.3) by Lemma 3.1 and (2.9). See also the recent paper
[24, Lemma 2.2] of Thompson.
Let F be a cotorsion flat R-module with cosuppF ⊆W for a subsetW of SpecR.
Then it follows from Proposition 5.1 that F is isomorphic to an R-module of the
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form
∏
p∈W Tp. More precisely, using Lemma 2.4, (5.2) and (5.3), one can show
the following corollary, which is essentially proved in [8, Lemma 8.5.25].
Corollary 5.4. Let F be a cotorsion flat R-module, and set W = cosuppF . Then
we have an isomorphism
F ∼=
∏
p∈W
Tp,
where Tp is of the form (
⊕
Bp
Rp)
∧
p with Bp = dimκ(p)HomR(Rp, F )⊗R κ(p).
6. Complexes of cotorsion flat modules and cosupport
In this section, we study the cosupport of a complex X consisting of cotorsion
flat R-modules. As a consequence, we obtain an explicit way to calculate γV cX
and λVX for a specialization-closed subset V of SpecR.
Notation 6.1. Let W be a subset of SpecR. Let X be a complex of cotorsion flat
R-modules such that cosuppX i ⊆ W for all i ∈ Z. Under Corollary 5.4, we use a
presentation of the following form;
X = (· · · →
∏
p∈W
T ip →
∏
p∈W
T i+1p → · · · ),
where X i =
∏
p∈SpecR T
i
p and T
i
p is the p-adic completion of a free Rp-module.
Remark 6.2. Let X = (· · · →
∏
p∈SpecR T
i
p →
∏
p∈SpecR T
i+1
p → · · · ) be a com-
plex of cotorsion flat R-modules. Let V be a specialization-closed subset of SpecR.
By Lemma 3.1, we have HomR(
∏
p∈V c T
i
p,
∏
p∈V T
i+1
p ) = 0 for all i ∈ Z. Therefore
Y = (· · · →
∏
p∈V c T
i
p →
∏
p∈V c T
i+1
p → · · · ) is a subcomplex of X , where the
differentials in Y are the restrictions of ones in X .
We say that a complex X of R-modules is left (resp. right) bounded if X i = 0
for i≪ 0 (resp. i≫ 0). When X is left and right bounded, X is called bounded.
Proposition 6.3. Let W be a subset of SpecR and X be a complex of cotorsion
flat R-modules such that cosuppX i ⊆ W for all i ∈ Z. Suppose that one of the
following conditions holds;
(1) X is left bounded;
(2) W is equal to V (a) for an ideal a of R;
(3) W is generalization-closed;
(4) dimW is finite.
Then it holds that cosuppX ⊆W , i.e., X ∈ CW .
To prove this proposition, we use the next elementary lemma. In the lemma, for
a complex X and n ∈ Z, we define the truncations τ≤nX and τ>nX as follows (cf.
[12, Chapter I, §7]):
τ≤nX = (· · · → X
n−1 → Xn → 0→ · · · )
τ>nX = (· · · → 0→ X
n+1 → Xn+2 → · · · )
Lemma 6.4. Let W be a subset of SpecR. We assume that τ≤nX ∈ CW (resp.
τ>nX ∈ LW ) for all n ≥ 0 (resp. n < 0). Then we have X ∈ C
W (resp. X ∈ LW ).
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Recall that CW (resp. LW ) is closed under arbitrary direct products (resp.
sums). Then one can show this lemma by using homotopy limit (resp. colimit), see
[4, Remark 2.2, Remark 2.3]. 
Proof of Proposition 6.3. Case (1): We have τ≤nX ∈ CW for all n ≥ 0, since τ≤nX
are bounded. Thus Lemma 6.4 implies that X ∈ CW .
Case (2): By (2.9), Proposition 2.5 and (5.3), it holds that λV (a)X ∼= LΛV (a)X ∼=
ΛV (a)X ∼= X . Hence X belongs to CV (a).
Case (3): It follows from the case (1) that τ>nX ∈ CW for all n < 0. Moreover,
we have CW = LW by Lemma 3.1. Thus Lemma 6.4 implies that X ∈ LW = CW .
Case (4): Under Notation 6.1, we writeX i =
∏
p∈W T
i
p for i ∈ Z. Set n = dimW ,
and use induction on n. First, suppose that n = 0. It is seen from Remark 6.2 that
X is the direct product of complexes of the form Y {p} = (· · · → T ip → T
i+1
p → · · · )
for p ∈ W . Furthermore, by the cases (2) and (3), we have cosuppY {p} ⊆ V (p) ∩
U(p) = {p}. Thus it holds that X ∼=
∏
p∈W Y
{p} ∈ CW .
Next, suppose that n > 0. Set W0 = maxW and W1 = W\W0. We write
Y = (· · · →
∏
p∈W1
T ip →
∏
p∈W1
T i+1p → · · · ), which is a subcomplex of X by
Remark 6.2. Hence there is a short exact sequence of complexes;
0 −−−−→ Y −−−−→ X −−−−→ X/Y −−−−→ 0,
where X/Y = (· · · →
∏
p∈W0
T ip →
∏
p∈W0
T i+1p → · · · ). Note that dimW0 = 0
and dimW1 = n − 1. Then we have cosuppX/Y ⊆ W0, by the argument above.
Moreover the inductive hypothesis implies that cosuppY ⊆ W1. Hence it holds
that cosuppX ⊆W0 ∪W1 =W . 
Under some assumption, it is possible to extend the condition (4) in Proposition
6.3 to the case where dimW is infinite, see Remark 7.15. See also [23, Theorem
2.5].
Corollary 6.5. Let X be a complex of cotorsion flat R-modules and W be a
specialization-closed subset of SpecR. Under Notation 6.1, we write
X = (· · · →
∏
p∈SpecR
T ip →
∏
p∈SpecR
T i+1p → · · · ).
Suppose that one of the conditions in Proposition 6.3 holds. Then it holds that
γW cX ∼=(· · · →
∏
p∈W c
T ip →
∏
p∈W c
T i+1p → · · · ),
λWX ∼=(· · · →
∏
p∈W
T ip →
∏
p∈W
T i+1p → · · · ).
Proof. Since Y = (· · · →
∏
p∈W c T
i
p →
∏
p∈W c T
i+1
p → · · · ) is a subcomplex of X
by Remark 6.2, there is a triangle in D;
Y −−−−→ X −−−−→ X/Y −−−−→ Y [1],
whereX/Y = (· · · →
∏
p∈W T
i
p →
∏
p∈W T
i+1
p → · · · ). By Proposition 6.3, we have
X/Y ∈ CW . Moreover, since W c is generalization-closed, it holds that Y ∈ CW
c
=
⊥CW by Proposition 6.3 and Lemma 3.1. Therefore we conclude that γW cX ∼= Y
and λWX ∼= X/Y by Lemma 2.6. 
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Let X be a complex of cotorsion flat R-modules and S be a multiplicatively
closed subset of R. We assume that X is left bounded, or dimR is finite. It then
follows from the corollary and (5.2) that
γUSX
∼= (· · · →
∏
p∈US
T ip →
∏
p∈US
T i+1p → · · · ) ∼= HomR(S
−1R,X).
We now recall that γUS
∼= RHomR(S−1R,−), see [17, Proposition 3.1]. Hence
it holds that RHomR(S
−1R,X) ∼= HomR(S−1R,X). This fact also follows from
Lemma 9.1.
7. Localization functors via Cˇech complexes
In this section, we introduce a new notion of Cˇech complexes to calculate λWX ,
where W is a general subset W of SpecR and X is a complex of flat R-modules.
We first make the following notations.
Notation 7.1. Let W be a subset of SpecR with dimW = 0. We define a functor
λ¯W : ModR→ ModR by
λ¯W =
∏
p∈W
ΛV (p)(−⊗R Rp).
For a prime ideal p in W , we write η¯{p} : idModR → λ¯{p} = ΛV (p)(− ⊗R Rp) for
the composition of the natural morphisms idModR → (−)⊗RRp and (−)⊗RRp →
ΛV (p)(−⊗RRp). Moreover, η¯W : idModR → λ¯W =
∏
p∈W λ¯
{p} denotes the product
of the morphisms η¯{p} for p ∈W .
Notation 7.2. Let {Wi}0≤i≤n be a family of subsets of SpecR, and suppose that
dimWi = 0 for 0 ≤ i ≤ n. For a sequence (im, . . . i1, i0) of integers with 0 ≤ i0 <
i1 < · · · < im ≤ n, we write
λ¯(im,...i1,i0) = λ¯Wim · · · λ¯Wi1 λ¯Wi0 .
If the sequence is empty, then we use the general convention that λ( ) = idModR.
For an integer s with 0 ≤ s ≤ m, η¯Wis : idModR → λ¯(is) induces a morphism
λ¯(im,...,is+1)η¯Wis λ¯(is−1,...,i0) : λ¯(im,...,îs,...,i0) −→ λ¯(im,...,i0),
where we mean by îs that is is omitted. We set
∂m−1 :
∏
0≤i0<···<im−1≤n
λ¯(im−1,...,i0) −→
∏
0≤i0<···<im≤n
λ¯(im,...,i0)
to be the product of the morphisms λ¯(im,...,îs,...,i0) → λ¯(im,...,i0) multiplied by (−1)s.
Remark 7.3. Let W0,W1 ⊆ SpecR be subsets such that dimW0 = dimW1 = 0.
As with Remark 3.14 (ii), the following diagram is commutative:
idModR
η¯W0
−−−−→ λ¯W0yη¯W1 yη¯W1 λ¯W0
λ¯W1
λ¯W1 η¯W0
−−−−−→ λ¯W1 λ¯W0
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Definition 7.4. LetW = {Wi}0≤i≤n be a family of subsets of SpecR, and suppose
that dimWi = 0 for 0 ≤ i ≤ n. By Remark 7.3, it is possible to construct a Cˇech
complex of functors of the following form;∏
0≤i0≤n
λ¯(i0)
∂0
−→
∏
0≤i0<i1≤n
λ¯(i1,i0) → · · · →
∏
0≤i0<···<in−1≤n
λ¯(in−1,...,i0)
∂n−1
−−−→ λ¯(n,...,0),
which we denote by LW and call it the Cˇech complex with respect to W.
For an R-module M , LWM denotes the complex of R-modules obtained by
LW in a natural way, where it is concentrated in degrees from 0 to n. We call
LWM the Cˇech complex of M with respect to W. Note that there is a chain map
ℓWM : M → LWM induced by the map M →
∏
0≤i0≤n
λ¯(i0)M in degree 0, which
is the product of η¯Wi0M :M → λ¯(i0)M for 0 ≤ i0 ≤ n.
More generally, we regard every term of LW as a functor C(ModR)→ C(ModR),
where C(ModR) denotes the category of complexes of R-modules. Then LW nat-
urally sends a complex X to a double complex, which we denote by LWX . Fur-
thermore, we write totLWX for the total complex of LWX . The family of chain
maps ℓWXj : Xj → LWXj for j ∈ Z induces a morphism X → LWX as double
complexes, from which we obtain a chain map ℓWX : X → totLWX .
Remark 7.5. (i) We regard totLW as a functor C(ModR) → C(ModR). Then
ℓW is a morphism idC(ModR) → totL
W of functors. Moreover, ifM is an R-module,
then totLWM = LWM .
(ii) Let a, b ∈ Z∪{±∞} with a ≤ b and X be a complex of R-modules such that
X i = 0 for i /∈ [a, b]. Then it holds that (totLWX)i = 0 for i /∈ [a, b + n], where n
is the number given to W = {Wi}0≤i≤n.
(iii) Let X be a complex of flat R-modules. Then we see that totLWX consists
of cotorsion flat R-modules with cosupports in
⋃
0≤i≤nWi.
Definition 7.6. Let W be a non-empty subset of SpecR and {Wi}0≤i≤n be a
family of subsets of W . We say that {Wi}0≤i≤n is a system of slices of W if the
following conditions hold:
(1) W =
⋃
0≤i≤nWi;
(2) Wi ∩Wj = ∅ if i 6= j;
(3) dimWi = 0 for 0 ≤ i ≤ n;
(4) Wi is specialization-closed in
⋃
i≤j≤nWj for each 0 ≤ i ≤ n.
Compare this definition with the filtrations discussed in [12, Chapter IV; §3].
If dimW is finite, then there exists at least one system of slices ofW . Conversely,
if there is a system of slices of W , then dimW is finite.
Proposition 7.7. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system
of slices of W . Then, for any flat R-module F , there is an isomorphism in D;
λWF ∼= LWF.
Under this isomorphism, ℓWF : F → LWF coincides with ηWF : F → λWF in D.
Proof. We use induction on n, which is the number given to W = {Wi}0≤i≤n.
Suppose that n = 0. It then holds that LWF = λ¯W0F = λ¯WF and ℓWF = η¯W0F =
η¯WF . Hence this proposition follows from Theorem 3.10.
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Next, suppose that n > 0, and write U =
⋃
1≤i≤nWi. Setting Ui−1 = Wi,
we obtain a system of slices U = {Ui}0≤i≤n−1 of U . Consider the following two
squares, where the first (resp. second) one is in C(ModR) (resp. D):
F
η¯W0F
−−−−→ λ¯W0FyℓUF yℓUλ¯W0F
LUF
LUη¯W0F
−−−−−→ LUλ¯W0F
F
ηW0F
−−−−→ λW0FyηUF yηUλW0F
λUF
λUηW0F
−−−−−−→ λUλW0F
By Remark 7.5 (i) and Remark 3.14 (ii), both of them are commutative. Moreover,
λUηW0F is the unique morphism which makes the right square commutative, be-
cause λU is a left adjoint to the inclusion functor CU →֒ D. Then, regarding the left
one as being in D, we see from the inductive hypothesis that the left one coincides
with the right one in D.
Let g¯ : LUF ⊕ λ¯W0F → LUλ¯W0F and h¯ : F → LUF ⊕ λ¯W0F be chain maps
represented by the following matrices;
g¯ =
(
LUη¯W0F (−1) · ℓUλ¯W0X
)
, h¯ =
(
ℓUF
η¯W0F
)
.
Notice that the mapping cone of g¯[−1] is nothing but LWF . Then we can obtain
the following morphism of triangles, where it is regarded as being in D:
F [−1] −−−−→ F [−1] −−−−→ 0 −−−−→ FyℓWF [−1] yh¯[−1] y yℓWF
LWF [−1] −−−−→ (LUF ⊕ λ¯W0F )[−1]
g¯[−1]
−−−−→ LUλ¯W0F [−1] −−−−→ LWF
(7.8)
Therefore, by Theorem 3.15 and Remark 3.19, there is an isomorphism λWF ∼=
LWF such that ℓWF coincides with ηWF under this isomorphism. 
The following corollary is one of the main results of this paper.
Corollary 7.9. Let W and W = {Wi}0≤i≤n be as above. Let X be a complex of
flat R-modules. Then there is an isomorphism in D;
λWX ∼= totLWX.
Under this isomorphism, ℓWX : X → totLWX coincides with ηWX : X → λWX
in D.
Proof. We embed ℓWX : X → totLWX into a triangle
C −−−−→ X
ℓWX
−−−−→ totLWX −−−−→ C[1].
Proposition 6.3 and Remark 7.5 (iii) imply that totLWX ∈ CW . Thus it suffices
to show that λWiC = 0 for each i, by Lemma 2.6 and Remark 2.7 (i). For this
purpose, we prove that λWiℓWX is an isomorphism in D. This is equivalent to
showing that λ¯WiℓWX is a quasi-isomorphism, since X and totLWX consist of flat
R-modules.
Consider the natural morphism X → LWX as double complexes, which is in-
duced by the chain maps ℓWXj : Xj → LWXj for j ∈ Z. To prove that λ¯WiℓWX
is a quasi-isomorphism, it is enough to show that λ¯WiℓWXj is a quasi-isomorphism
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for each j ∈ Z, see [13, Theorem 12.5.4]. Furthermore, by Proposition 7.7, each
ℓWXj coincides with ηWXj : Xj → λWXj in D. Since Wi ⊆ W , it follows from
Remark 2.7 (ii) that λWiηWXj is an isomorphism in D. This means that λ¯WiℓWXj
is a quasi-isomorphism. 
Let W be a subset of SpecR, and suppose that n = dimW is finite. Then
Corollary 7.9 implies λWR ∈ D[0,n]. We give an example such that Hn(λWR) 6= 0.
Example 7.10. Let (R,m) be a local ring of dimension d ≥ 1. Then we have
dimV (m)c = d− 1. By Lemma 2.6, there is a triangle
γV (m)R −−−−→ R −−−−→ λ
V (m)cR −−−−→ γV (m)R[1].
Since RΓV (m) ∼= γV (m) by (2.10), Grothendieck’s non-vanishing theorem implies
that Hd(γV (m)R) is non-zero. Then we see from the triangle that H
d−1(λV (m)
c
R) 6=
0.
We denote by D− the full subcategory of D consisting of complexes X such that
Hi(X) = 0 for i≫ 0. Let W be a subset of SpecR and X ∈ D−. If dimW is finite,
then we have λWR ∈ D− by Corollary 7.9. However, as shown in the following
example, it can happen that λWR /∈ D− when dimW is infinite.
Example 7.11. Assume that dimR = +∞, and set W = max(SpecR). Then it
holds that dimW = 0 and dimW c = +∞. Since each m ∈ W is maximal, there
are isomorphisms
γW ∼= RΓW ∼=
⊕
m∈W
RΓV (m) .
Thus we see from Example 7.10 that γWR /∈ D−. Then, considering the triangle
γWR −−−−→ R −−−−→ λW
c
R −−−−→ γWR[1],
we have λW
c
R /∈ D−.
Let W be a subset of SpecR and X ∈ CW . Then ηWX : X → λWX is an
isomorphism in D. Thus Remark 7.5 (iii) and Corollary 7.9 yield the following
result.
Corollary 7.12. Let W be a subset of SpecR, and W = {Wi}0≤i≤n be a system of
slices of W . Let X be a complex of flat R-modules with cosuppX ⊆ W . Then the
chain map ℓWX : X → totLWX is a quasi-isomorphism, where totLWX consists
of cotorsion flat R-modules with cosupports in W .
Remark 7.13. If d = dimR is finite, then any complex Y is quasi-isomorphic to
a K-flat complex consisting of cotorsion flat R-modules. To see this, set Wi =
{ p ∈ SpecR | dimR/p = i } for 0 ≤ i ≤ d. Then W = {Wi}0≤i≤d is a system of
slices of SpecR. We take a K-flat resolution X of Y such that X consists of flat R-
modules. Corollary 7.12 implies that ℓWX : X → totLWX is a quasi-isomorphism,
and totLWX consists of cotorsion flat R-modules. At the same time, the chain
maps ℓWX i : X i → LWX i are quasi-isomorphisms for all i ∈ Z. Then it is not hard
to see that the mapping cone of ℓWX is K-flat. Thus totLWX is K-flat.
By Proposition 6.3 and Corollary 7.12, we have the next result.
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Corollary 7.14. Let W be a subset of SpecR such that dimW is finite. Then a
complex X ∈ D belongs to CW if and only if X is isomorphic to a complex Z of
cotorsion flat R-modules such that cosuppZi ⊆W for all i ∈ Z.
Remark 7.15. If dimW is infinite, it is possible to construct a similar family
to systems of slices. We first put W0 = maxW . Let i > 0 be an ordinal, and
suppose that subsets Wj of W are defined for all j < i. Then we put Wi =
max(W\
⋃
j<iWj). In this way, we obtain the smallest ordinal o(W ) satisfying
the following conditions: (1) W =
⋃
0≤i<o(W )Wi; (2) Wi ∩Wj = ∅ if i 6= j; (3)
dimWi ≤ 0 for 0 ≤ i < o(W ); (4) Wi is specialization-closed in
⋃
i≤j<o(W )Wj for
each 0 ≤ i < o(W ).
One should remark that the ordinal o(W ) can be uncountable in general, see
[10, p. 48, Theorem 9.8]. However, if R is an infinite dimensional commutative
Noetherian ring given by Nagata [16, Appendix A1; Example 1], then o(W ) is
at most countable. Moreover, using transfinite induction, it is possible to extend
the condition (4) in Proposition 6.3 and Corollary 6.5 to the case where o(W ) is
countable. One can also extend Corollary 7.14 to the case where o(W ) is countable.
Using Theorem 3.22 and results in [17, §3], it is possible to give a similar result to
Corollary 7.9, for colocalization functors γW and complexes of injective R-modules.
8. Cˇech complexes and complexes of finitely generated modules
Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system of slices of W .
In this section, we prove that λWY is isomorphic to totLWY if Y is a complex of
finitely generated R-modules.
We denote by Dfg the full subcategory of D consisting of all complexes with
finitely generated cohomology modules, and set D−fg = D
−∩Dfg. We first prove the
following proposition.
Proposition 8.1. Let W be a subset of SpecR such that dimW is finite. Let
X,Y ∈ D. We suppose that one of the following conditions holds;
(1) X ∈ D− and Y ∈ D−fg;
(2) X is a bounded complex of flat R-modules and Y ∈ Dfg.
Then there are natural isomorphisms
(γW cX)⊗
L
R Y
∼= γW c(X ⊗
L
R Y ), (λ
WX)⊗LR Y ∼= λ
W (X ⊗LR Y ).
For X ∈ D and n ∈ Z, we define the cohomological truncations σ≤nX and σ>nX
as follows (cf. [12, Chapter I; §7]):
σ≤nX = (· · · → X
n−2 → Xn−1 → KerdnX → 0→ · · · )
σ>nX = (· · · → 0→ Im d
n
X → X
n+1 → Xn+2 → · · · )
Proof of Proposition 8.1. Apply (−)⊗LR Y to the triangle γW cX → X → λ
WX →
γW cX [1], and we obtain the following triangle;
(γW cX)⊗
L
R Y −−−−→ X ⊗
L
R Y −−−−→ (λ
WX)⊗LR Y −−−−→ (γW cX)⊗
L
R Y [1].
Since supp γW cX ⊆W
c, we have supp(γW cX)⊗
L
R Y ⊆W
c, that is, (γW cX)⊗
L
R Y ∈
LW c . Hence it remains to show that (λ
WX)⊗LR Y ∈ C
W , see Lemma 2.6.
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Case (1): We remark that X is isomorphic to a right bounded complex of flat
R-modules. Then it is seen from Corollary 7.9 that λWX is isomorphic to a right
bounded complex Z of cotorsion flat R-modules such that cosuppZi ⊆ W for all
i ∈ Z. Furthermore, Y is isomorphic to a right bounded complex P of finite free R-
modules. Hence it follows that X ⊗LR Y
∼= Z⊗RP , where the second one consists of
cotorsion flat R-modules with cosupports inW . Then we have X ⊗LR Y
∼= Z⊗RP ∈
CW by Proposition 6.3.
Case (2): By Corollary 7.9, λWX is isomorphic to a bounded complex consisting
of cotorsion flat R-modules with cosupports in W . Thus it is enough to prove that
Z ⊗R Y ∈ C
W for a cotorsion flat R-module Z with cosuppZ ⊆W .
We consider the triangle σ≤nY → Y → σ>nY → σ≤nY [1] for an integer n.
Applying Z ⊗R (−) to this triangle, we obtain the following one;
Z ⊗R σ≤nY −−−−→ Z ⊗R Y −−−−→ Z ⊗R σ>nY −−−−→ Z ⊗R σ≤nY [1].
Let p ∈ W c. The case (1) implies that Z ⊗R σ≤nY ∈ CW for any n ∈ Z, since
λWZ ∼= Z. Thus, applying RHomR(κ(p),−) to the triangle above, we have
RHomR(κ(p), Z ⊗R Y ) ∼= RHomR(κ(p), Z ⊗R σ>nY ).
Furthermore, taking a projective resolution P of κ(p), we have
RHomR(κ(p), Z ⊗R σ>nY ) ∼= HomR(P,Z ⊗R σ>nY ).
Let j be any integer. To see that RHomR(κ(p), Z ⊗R Y ) = 0, it suffices to show
that there exists an integer n such that H0(HomR(P [j], Z ⊗R σ>nY )) = 0. Note
that P i = 0 for i > 0. Moreover, each element of H0(HomR(P [j], Z ⊗R σ>nY )) ∼=
HomD(P [j], Z⊗Rσ>nY ) is represented by a chain map P [j]→ Z⊗Rσ>nY . There-
fore it holds that H0(HomR(P [j], Z ⊗R σ>nY )) = 0 if n > −j. 
Remark 8.2. (i) In the proposition, we can remove the finiteness condition on
dimW ifW = V (a) for an ideal a. In such case, we need only use a-adic completions
of free R-modules instead of cotorsion flat R-modules.
(ii) If W is a generalization-closed subset of SpecR, then the isomorphisms in
the proposition hold for any X,Y ∈ D because γW c is isomorphic to RΓW c .
Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system of slices of W .
Let Y ∈ Dfg. By Proposition 8.1 and Proposition 7.7, we have
λWY ∼= (λWR)⊗LR Y ∼= (L
WR)⊗R Y.(8.3)
Let F be a flat R-module andM be a finitely generated R-module. Then we see
from Lemma 2.3 that
(λ¯WiF )⊗R M ∼= λ¯
Wi(F ⊗RM).
This fact ensures that (λ¯(im,...i1,i0)R)⊗RM ∼= λ¯(im,...i1,i0)M . Thus, if Y is a complex
of finitely generated R-modules, then there is a natural isomorphism
(LWR)⊗R Y ∼= totL
WY(8.4)
in C(ModR). By (8.3) and (8.4), we have shown the following proposition.
Proposition 8.5. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system
of slices of W . Let Y be a complex of finitely generated R-modules. Then there is
an isomorphism in D;
λWY ∼= totLWY.
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Under this identification, ℓWY : Y → totLWY coincides with ηWY : Y → λWY in
D.
We see from (8.4) and the remark below that it is also possible to give a quick
proof of this proposition, provided that Y is a right bounded complex of finitely
generated R-modules.
Remark 8.6. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system of
slices of W . We denote by K(ModR) the homotopy category of complexes of R-
modules. Note that totLW induces a triangulated functorK(ModR)→ K(ModR),
which we also write totLW. Then it is seen from Corollary 7.9 that λW : D → D is
isomorphic to the left derived functor of totLW : K(ModR)→ K(ModR).
Let W be a subset of SpecR such that n = dimW is finite. By Proposition 8.5,
if an R-module M is finitely generated, then λWM ∈ D[0,n]. On the other hand,
since λV (a) ∼= LΛV (a) for an ideal a, it can happen that Hi(λWM) 6= 0 for some
i < 0 when M is not finitely generated, see [17, Example 5.3].
Remark 8.7. Let n ≥ 0 be an integer. Let ai be ideals of R and Si be multi-
plicatively closed subsets of R for 0 ≤ i ≤ n. In Notation 7.2 and Definition 7.4,
one can replace λ¯(i) = λ¯Wi by ΛV (ai)(− ⊗R S
−1
i R), and construct a kind of Cˇech
complexes. For the Cˇech complex and λW with W =
⋃
0≤i≤n(V (ai) ∩ USi), it is
possible to show similar results to Corollary 7.9 and Proposition 8.5, provided that
one of the following conditions holds: (1) V (ai) ∩ USi is specialization-closed in⋃
i≤j≤n(V (aj)∩USj ) for each 0 ≤ i ≤ n; (2) V (ai)∩USi is generalization-closed in⋃
0≤j≤i(V (aj) ∩ USj) for each 0 ≤ i ≤ n.
9. Cˇech complexes and complexes of pure-injective modules
In this section, as an application, we give a functorial way to construct a quasi-
isomorphism from a complex of flat R-modules or a complex of finitely generated
R-modules to a complex of pure-injective R-modules.
We start with the following well-known fact.
Lemma 9.1. Let X be a complex of flat R-modules and Y be a complex of cotorsion
R-modules. We assume that one of the following conditions holds:
(1) X is a right bounded and Y is left bounded;
(2) X is bounded and dimR is finite.
Then we have RHomR(X,Y ) ∼= HomR(X,Y ).
One can prove this lemma by [13, Theorem 12.5.4] and Theorem 4.1.
Next, we recall the notion of pure-injective modules and resolutions. We say
that a morphism f : M → N of R-modules is pure if f ⊗R L is a monomorphism
in ModR for any R-module L. Moreover an R-module P is called pure-injective
if HomR(f, P ) is an epimorphism in ModR for any pure morphism f : M → N
of R-modules. Clearly, all injective R-modules are pure-injective. Furthermore, all
pure-injective R-modules are cotorsion, see [8, Lemma 5.3.23].
LetM be an R-module. A complex P together with a quasi-isomorphismM → P
is called a pure-injective resolution of M if P consists of pure-injective R-modules
and P i = 0 for i < 0. It is known that any R-module has a minimal pure-injective
resolution, which is constructed by using pure-injective envelopes, see [7] and [8,
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Example 6.6.5, Definition 8.1.4]. Moreover, if F is a flat R-module and P is a pure-
injective resolution of M , then we have RHomR(F,M) ∼= HomR(F, P ) by Lemma
9.1.
Now we observe that any cotorsion flat R-module is pure-injective. Consider an
R-module of the form (
⊕
B Rp)
∧
p with some index set B and a prime ideal p, which
is a cotorsion flat R-module. Writing ER(R/p) for the injective hull of R/p, we
have
(
⊕
B
Rp)
∧
p
∼= HomR(ER(R/p),
⊕
B
ER(R/p)),
see [8, Theorem 3.4.1]. It follows from tensor-hom adjunction that HomR(M, I) is
pure-injective for any R-moduleM and any injective R-module I. Hence (
⊕
B Rp)
∧
p
is pure-injective. Thus any cotorsion flatR-module is pure-injective, see Proposition
5.1.
There is another example of pure-injective R-modules. Let M be a finitely
generated R-module. Using Five Lemma, we are able to prove an isomorphism
HomR
(
ER(R/p),
⊕
B
ER(R/p)
)
⊗RM ∼= HomR
(
HomR(M,ER(R/p)),
⊕
B
ER(R/p)
)
.
Therefore (
⊕
B Rp)
∧
p ⊗RM is pure-injective; it is also isomorphic to (
⊕
BMp)
∧
p by
Lemma 2.3. Moreover, Proposition 8.1 implies that cosupp(
⊕
BMp)
∧
p ⊆ {p}.
By the above observation, we see that Corollary 7.12, (8.4) and Proposition 8.5
yield the following theorem, which is one of the main results of this paper.
Theorem 9.2. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system of
slices of W . Let Z be a complex of flat R-modules or a complex of finitely generated
R-modules. We assume that cosuppZ ⊆W . Then ℓWZ : Z → totLWZ is a quasi-
isomorphism, where totLWZ consists of pure-injective R-modules with cosupports
in W .
Remark 9.3. Let N be a flat or finitely generated R-module. Suppose that d =
dimR is finite. Set Wi = { p ∈ SpecR | dimR/p = i } and W = {Wi}0≤i≤d. By
Theorem 9.2, we obtain a pure-injective resolution ℓWN : N → LWN of N , that is,
there is an exact sequence of R-modules of the following form:
0→ N →
∏
0≤i0≤d
λ¯(i0)N →
∏
0≤i0<i1≤d
λ¯(i1,i0)N → · · · → λ¯(d,...,0)N → 0
We remark that, in C(ModR), LWN need not be isomorphic to a minimal pure-
injective resolution P of N . In fact, when N is a projective or finitely generated
R-module, it holds that P 0 ∼=
∏
m∈W0
N̂m = λ¯
(0)N (cf. [25, Theorem 3] and
[8, Remark 6.7.12]), while (LWN)0 =
∏
0≤i0≤d
λ¯(i0)N . Furthermore, Enochs [7,
Theorem 2.1] proved that if N is flat R-module, then P i is of the form
∏
p∈W≥i
T ip
for 0 ≤ i ≤ d (cf. Notation 6.1), where W≥i = { p ∈ SpecR | dimR/p ≥ i }.
On the other hand, for a flat or finitely generated R-module N , the differential
maps in the pure-injective resolution LWN are concretely described. In addition,
our approach based on the localization functor λW and the Cˇech complex LW
provide a natural morphism ℓW : idC(ModR) → totL
W which induces isomorphisms
in D for all complexes of flat R-modules and complexes of finitely generated R-
modules. The reader should also compare Theorem 9.2 with [24, Proposition 5.9].
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We close this paper with the following example of Theorem 9.2.
Example 9.4. Let R be a 2-dimensional local domain with quotient field Q. Let
W = {Wi}0≤i≤2 be as in Remark 9.3. Then LWR is a pure-injective resolution of
R, and LWR is of the following form:
0→ Q⊕ (
∏
p∈W1
R̂p)⊕ R̂→ (
∏
p∈W1
R̂p)(0)⊕ (R̂)(0)⊕
∏
p∈W1
(̂R̂)p → (
∏
p∈W1
(̂R̂)p)(0) → 0
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