In this study, a discriminative weight training is applied to a support vector machine (SVM) based speech/music classification for a 3GPP2 selectable mode vocoder (SMV). In the proposed approach, the speech/music decision rule is derived by the SVM by incorporating optimally weighted features derived from the SMV based on a minimum classification error (MCE) method. This method differs from that of the previous work in that different weights are assigned to each feature of the SMV a novel process. According to the experimental results, the proposed approach is effective for speech/music classification using the SVM.
Introduction
Recently, rapid progress has been made with mobile communication applications using limited bandwidth resources. In this regard, the variable bit rate speech coding concept is crucial for optimal operation and interference control of wireless communications. Actually the selectable mode vocoder (SMV) speech codec adopted by the 3rd-generation partnership project 2 (3GPP2) incorporates speech/music classifications for different bit-rate allocations [1] , [2] . However, given the discovery that a simple heuristic logic is inherently implemented for speech/music classifications in the SMV, the novel classification algorithm based on a support vector machine (SVM) in the method of Kim and Chang [3] was proposed for the performance improvement. It should be noted that the previous SVM-based decision approach is clearly different from the original method of the SMV in that the optimal hyperplane to minimize classification error is obtained using the selected SMV codec features. Based on a detailed investigation of the previous SVM-based speech/music classification in the SMV codec, it was found that no weights are considered to the features of the SMV codec without taking full consideration of the contribution to the classification issue. Based on this, in this study, we propose a novel speech/music classification technique incorporating optimally weighted features of the SMV codec based on a minimum classification error (MCE) scheme, an approach that is widely known as discriminative weight training. Specifically, the proposed speech/music classification technique is expressed as the output decision function of the SVM for the optimally weighted input vec- tor. Based on a series of experiments, the proposed MCEbased technique is shown to yield improved performance compared to that of the original work with equally weighted input features.
Review of SVM-Based Speech/Music Classification
This section briefly reviews the selected features of the SMV codec and the support vector machine for the speech/music classification as given in an earlier study [3] . Interested readers are referred to this study [3] for details of the previous work.
Selected Features of the SMV Codec
In the previous method [1] , the relevant parameters from the voice activity detection (VAD) algorithm, the open-loop pitch estimation and the linear prediction (LP) analysis in the SMV encoding process are selected to address clearly discrimination between speech and music as follows [1] , [3] Below is a brief review the notion of the SVM as adopted in the aforementioned preceding research [3] . Given training data based on the selected features as specified in the previous subsection, the input vector x is constructed such that
fore training. For the training data consisting of the aforementioned N(=6)-dimensional input vector x i and the corresponding labels (z i ) ( 
where α * i is the solution of the quadratic programming problem. On the other hand, to make the data linearly separable for the nonlinear input vector, the radial basis function (RBF) kernel is considered as follows:
is the RBF kernel function with a kernel width of σ.
Proposed Method Based on Discriminative Weight Training
The previous section notes that the original procedure to derive the speech/music classification involves the formation of a support vector machine that incorporates the equally weighted input vector x. In the following paragraphs, we introduce a technique that adopts different weights for the input vector, as expressed by w k x k , as consideration of the different contributions of the input features will result in enhanced performance of speech/music classifications. The weight {w k } must satisfy the following criteria:
When x w = {w 1 x 1 , w 2 x 2 , ..., w N x N } represents the optimally weighted input vector, the output decision statistic is obtained such that
Once the two discriminant functions of speech (g s ) and music (g m ) are prepared, each frame is classified as speech or music as follows:
Here, θ denotes the threshold value of the combined score. In addition, the discriminative function of g s (x w ) is greater than that of g m (x w ), and each frame of x w is classified into the speech frame. This time, estimation of the weights is performed under the discriminative training process of the generalized probability descent (GPD) technique. Hence, a misclassification measure D of the training data x w (t) is created such that where H(x w (t)) denotes a speech/music classification obtained by hand-labeling every tth frame during. Here, the classification is considered to be correct if (8) is negative. Given D(x w (t)), the GPD method approximates the empirical classification error using a 0-1 step loss function defined as
where γ denotes the slope of the gradient function. With (9), the weights are trained according to following criterion:
Specifically, due to the constraint in (4), the following parameter transformation is adopted:
Subsequently, {w k } is updated based on the steepest descent algorithms as follows:
where (> 0) is the step size. Following this,w k is inversely transformed into w k such that Figure 1 shows the overall structure of the proposed speech/music classification in the SMV codec.
Experimental Results
To demonstrate the superiority of the proposed SVM method incorporating discriminative weight training over the conventional SVM approach for speech/music classifications in the SMV codec, a number of objective tests were conducted. The performance of the proposed approach was evaluated using speech data from the TIMIT database. Utterances from 326 male and 138 female speakers were used to construct the training data. Each speaker contributed 10 files in which every file had an average length of 6 s. All music data were acoustically recorded through the microphone of the mobile phone with a sampling frequency of 8 kHz. For the music training, 60 files lasting 5 min were collected from a CD. Various genres of music were used to construct the music database, including heavy metal (12 files), jazz (12 files), blues (12 files), hip-hop (12 files) and classical forms of music (12 files). In the case of the SVM training, the RBF kernel with a σ 2 setting of 1.0 was employed because of the performance of the SVMs using RBF kernel for a wide range of σ 2 , as shown in Table 1 . For the definition of the objective function γ in the MCE training, γ = 1 with a step size = 1 − t 40000 . In addition, the threshold value of the combined score was experimentally set to 0 based on a data histogram. As mentioned before, we made reference decisions on the data material by manually labeling speech and music regions of the signals every 20 ms frame.
For the tests, a relevant test file was used to verify the performance of the proposed approach. To avoid any bias toward the training set, the test data was not used to train the SVM. The test files consisted of five speech segments (6-12 s each), five music segments (28-32 s each), and ten periods of silence (randomly selected 3 and 15 s) in turn. For the music test files, as a mixed-genre case was incorporated, 84 files were constructed in total for a single genre (60 files) and for the mixed-genre case (24 files). The overall performance the proposed method was initially evaluated compared to a previous work by the authors using receiver operating characteristics (ROC's), which show the trade-off between the speech detection probability as the ratio of correct speech/music decisions to the hand-marked speech/music frames about the test files. Figure 2 shows the ROC curves of the proposed MCE-based SVM method with the RBF kernel and the simple SVM-based technique [3] for the mixed-genre test file. The figure shows that the proposed technique yields high performance over all other previous approaches [2] , [3] . For this reason, it is evident that the MCE method is a very desirable means of improving the performance of the SVM in terms of speech/music classifications.
In addition, to evaluate the performance of the proposed system by fixing a threshold, the detection error probabilities P e of speech and music were investigated based on the reference decisions through manual labeling using either 0 (silence), 1 (speech) or 2 (music) at every 20 ms frame. For the given testing files, the performance of the proposed algorithm was compared to the original scheme of the SMV based on the SVM, as shown in Table 2 . The proposed technique resulted in a performance level that was consistently comparable or superior to the original SMV method of the conventional scheme employing the SVM for all tested conditions. These results demonstrate that the detection error probabilities were significantly reduced by adopting the MCE method for the SVM.
Conclusion
This study proposes a novel method that can be used to enhance the performance of speech/music classifications of the 3GPP2 SMV codec based on the SVM with the use of discriminative weight training. The proposed method involves the SVM by incorporating optimally weight input features derived from the encoding process in the 3GPP2 SMV codes. The principal contribution of this paper is that the proposed method is an effective means of incorporating the MCE scheme within the SVM classification rule for speech/music classifications.
