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Abstract
We describe explicitly the admissible families of minors for the totally nonnegative cells of real matrices,
that is, the families of minors that produce nonempty cells in the cell decompositions of spaces of totally
nonnegative matrices introduced by A. Postnikov. In order to do this, we relate the totally nonnegative cells
to torus orbits of symplectic leaves of the Poisson varieties of complex matrices. In particular, we describe
the minors that vanish on a torus orbit of symplectic leaves, we prove that such families of minors are exactly
the admissible families, and we show that the nonempty totally nonnegative cells are the intersections of
the torus orbits of symplectic leaves with the spaces of totally nonnegative matrices.
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In this paper, we investigate two related decompositions of matrix spaces. The first con-
cerns the space M0m,p(R) of m × p totally nonnegative real matrices. (Recall that a matrix
M ∈ Mm,p(R) is totally nonnegative if every minor of M is nonnegative.) Postnikov gives a cell
decomposition of M0m,p(R) in [23]. The second space is the affine matrix variety Mm,p(C),
endowed with its standard Poisson structure. Here the relevant decomposition is that into orbits
of symplectic leaves under a standard torus action, as investigated in [3]. Both decompositions
are determined by sets of minors (via equations and inequations), and they are known to be
parametrised by the same combinatorial objects. We determine the precise sets of minors defining
nonempty totally nonnegative cells (respectively, torus orbits of symplectic leaves), we show that
these sets of minors coincide, and we use this to prove that the nonempty cells in M0m,p(R) are
precisely the intersections of M0m,p(R) with the torus orbits of symplectic leaves in Mm,p(C).
More detail follows.
In the unfinished paper [23], first posted on the arXiv in 2006, Postnikov investigates the
totally nonnegative (parts of) Grassmannians. He gives stratifications of the totally nonnegative
Grassmannians via cells, and provides parametrisations of these cells via combinatorial objects
that he calls Le-diagrams. He also describes an algorithm which has as output a list of the minors
that vanish on the cell corresponding to a given Le-diagram. These results easily translate to
corresponding statements about spaces of totally nonnegative matrices. As Postnikov observes,
if Ω is the top Schubert cell in Grm,m+p(C), the intersection of Ω with the totally nonnegative
m × (m + p) Grassmannian is isomorphic to M0m,p(R) [23, Proposition 3.10] (see Section 7.2
for a more detailed discussion).
The cell in M0m,p(R) corresponding to a collection F of minors consists of those matrices M
for which the minors vanishing on M are precisely those in F . Many such cells are empty, leaving
the question of which collections of minors define nonempty cells in M0m,p(R). An answer to
the analogous question for the totally nonnegative Grassmannian was conjectured by Postnikov
in [23] and established by Oh [22, Theorem 10]. Namely, the sets of (maximal) minors giving
nonempty cells correspond to certain matroids which have been named positroids (see also [14]
for a study of positroid varieties), and these positroids are intersections of cyclically shifted
Schubert matroids.
In the present paper, we give an explicit solution to the problem for M0m,p(R) in Theo-
rem 6.2; it describes the admissible families in terms of certain permutations from the symmetric
group Sm+p (see below). Further, we develop an alternative algorithm for calculating the minors
that vanish on a totally nonnegative cell. This is a version of the Restoration Algorithm origi-
nally constructed by the second named author in [16] in order to study quantum matrices. It is
worth noting that this algorithm is also a powerful tool to construct totally nonnegative matrices.
Under some natural (and easy to check) conditions on the input matrix, the output matrix of the
Restoration Algorithm turns out to be totally nonnegative (see Section 4).
Postnikov’s Le-diagrams had already appeared in the literature in Cauchon’s study of the
torus invariant prime ideals in quantum matrices, see [4], and were denoted Cauchon diagrams
in subsequent work in that area. For that reason, in this paper we use the term “Cauchon diagram”
instead of “Le-diagram”.
The method we employ to describe the sets of minors that define nonempty cells in M0m,p(R)
is indirect; it is based on the matrix Poisson affine space Mm,p(C) and its coordinate ring, the
Poisson algebra O(Mm,p(C)). There is a natural action of the torus H := (C×)m+p on Mm,p(C)
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H-orbits of symplectic leaves is studied. These orbits are parametrised by certain “restricted
permutations” w from the symmetric group Sm+p , namely permutations that do not move any
integer more than m units to the right nor more than p units to the left.
One of the main results of [3], Theorem 4.2 describes the matrices that belong to the torus orbit
of symplectic leaves corresponding to a given restricted permutation in terms of rank conditions
on the matrices. Here, our first main aim in the Poisson setting is to determine exactly which
minors vanish on the (closure of) such a torus orbit of symplectic leaves. This is complementary
to a recent result of Yakimov, who showed that the ideal of polynomial functions vanishing on
such an orbit is generated by a set of minors [26, Theorem 5.3].
Once this first main aim has been achieved, we study the link between totally nonnegative
cells in M0m,p(R) and torus orbits of symplectic leaves in Mm,p(C). In particular, we introduce
the notion of H-invariant Cauchon matrices that allows us to prove that a family of minors is
admissible (that is, the corresponding totally nonnegative cell is nonempty) if and only if it is the
family of all coordinate minors in O(Mm,p(C)) that belong to the defining ideal of the (closure
of) some torus orbit of symplectic leaves. This leads to our main Theorem 6.2, which provides
an explicit description of the sets of minors that determine nonempty cells in M0m,p(R). To
prove it, we trace vanishing properties of minors through the restoration algorithm and relate
that information to H-invariant prime Poisson ideals of O(Mm,p(C)). Once this theorem is
established, finally, we derive the correspondence between totally nonnegative cells and torus
orbits of symplectic leaves: Postnikov’s partition of M0m,p(R) into nonempty cells coincides with
the partition obtained by intersecting M0m,p(R) with the partition of Mm,p(C) into H-orbits of
symplectic leaves. Both partitions are thus parametrised by the restricted permutations mentioned
above. This coincidence can be deduced from similar existing results in the Grassmannian case,
as explained in Section 7, although it requires a nontrivial chain of results. We also give a proof
that these partitions coincide via our methods, since our results are stronger than merely the claim
that the two partitions above coincide.
Note that the parametrisations of the nonempty totally nonnegative cells by two seemingly
distinct combinatorial objects is illusory – there is a natural way to construct a restricted permu-
tation from a Cauchon diagram via the notion of pipe dreams (see [23, Section 19]). At the end
of this paper, we present an algorithm that, starting only from a Cauchon diagram, constructs an
admissible family of minors. Of course, it would be interesting to know exactly which restricted
permutation parametrises the admissible family obtained from a given Cauchon diagram via this
algorithm. We will return to this question in a subsequent paper.
In [10], we use ideas developed in the present article in order to prove that the quantum ana-
logues of the admissible families of minors are exactly the sets of quantum minors contained
in the H-prime ideals of the algebra Oq(Mm,p(C)) of quantum matrices. When the quan-
tum parameter q is transcendental over Q, these quantum minors generate the H-prime ideals
of Oq(Mm,p(C)), as proved by the second-named author [15, Théorème 3.7.2]. A different ap-
proach to this result, applicable to many quantised coordinate algebras, is developed by Yakimov
in [26] (see [26, Theorem 5.5]).
Throughout this paper, we use the following conventions:
• N denotes the set of positive integers, and C× := C \ {0}.
• If I is any nonempty finite subset of N, then |I | denotes its cardinality.
• If k is a positive integer, then Sk denotes the group of permutations of [[1, k]] := {1, . . . , k}.
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• Mm,p(R) denotes the space of m × p matrices with real entries, equipped with the Zariski
topology.
• If K is a field and I ⊆ [[1,m]] and Λ ⊆ [[1,p]] with |I | = |Λ| = l  1, then we denote by
[I |Λ] the minor in O(Mm,p(K)) = K[Y1,1, . . . , Ym,p] defined by:
[I |Λ] := det(Yi,α)(i,α)∈I×Λ.
It is convenient to also allow the empty minor: [∅|∅] := 1 ∈ O(Mm,p(K)). If I = {i1, . . . , il}
and Λ = {α1, . . . , αl}, we write the minor [I |Λ] in the form
[i1, . . . , il |α1, . . . , αl].
Whenever we write a minor in this form, we tacitly assume that the row and column indices
are listed in ascending order, that is, i1 < · · · < il and α1 < · · · < αl .
• If M is a matrix, then M tr denotes its transpose.
1. Totally nonnegative matrices and cells
1.1. Totally nonnegative matrices
A matrix M ∈ Mm,p(R) is said to be totally nonnegative (tnn for short) if all of its minors
are nonnegative. The set of all m × p tnn matrices is denoted by M0m,p(R). This set is a closed
subspace of Mm,p(R). Further, a matrix is said to be totally positive if all its minors are strictly
positive; the set of all m × p totally positive matrices is denoted by M>0m,p(R). As a result of
their importance in various domains of mathematics and science, these classes of matrices have
been extensively studied for more than a century (see for instance [1,8]).
1.2. Cell decomposition
The space M0m,p(R) admits a natural partition into so-called totally nonnegative cells in
the following way. For any family F of minors (viewed as elements of the coordinate ring
O(Mm,p(R))), we define the totally nonnegative cell SF associated with F by:
SF :=
{
M ∈ M0m,p(R)
∣∣ [I |J ](M) = 0 if and only if [I |J ] ∈ F}, (1.1)
where [I |J ] runs through all minors in O(Mm,p(R)).
Note that some cells are empty. For example, in M02,2(R), the cell associated with [2|2] is
empty. Indeed, suppose that this cell were nonempty. Then there would exist a tnn matrix
[
a b
c 0
]
such that a, b, c > 0, but −bc = det[ a b
c 0
]
> 0, which is impossible.
Definition 1.1. A family of minors is admissible if the corresponding totally nonnegative cell is
nonempty.
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Hence, we have the following partition of the space M0m,p(R):
M0m,p(R) =
⊔
Fadmissible
SF ,
which explains the importance of the tnn cells.
The main aim of this paper is to give an explicit description of the families of minors that are
admissible.
1.3. An algorithmic description of the nonempty cells
In [23], Postnikov considers the cell decomposition of the totally nonnegative Grassman-
nian. His results can be easily used to get information about totally nonnegative matrices, as
discussed in the Introduction and in Section 7.2. Postnikov parametrises the nonempty cells in
the Grassmannian in the following way. First, he shows that the nonempty cells are parametrised
by combinatorial objects called Le-diagrams. It is remarkable to note that Le-diagrams have ap-
peared simultaneously and independently in the study by Cauchon of the so-called H-primes of
the algebra of quantum matrices [4]. The importance of H-primes in the algebra Oq(Mm,p(C))
of generic quantum matrices was pointed out by Letzter and the first named author who con-
structed a stratification of the prime spectrum of this algebra, which is indexed by the set
of H-primes. In [4], Cauchon has constructed a natural one-to-one correspondence between the
set of H-primes in quantum matrices and so-called Cauchon diagrams which in turn are the same
as the Le-diagrams. Recall that an m×p Cauchon diagram C is simply an m×p grid consisting
of mp squares in which certain squares are coloured black. We require that the collection of black
squares have the following property. If a square is black, then either every square strictly to its
left is black or every square strictly above it is black. See Fig. 1 for an example. Denote the set
of m× p Cauchon diagrams by Cm,p .
By convention, an ordered pair of integers (i, α) belongs to the Cauchon diagram C if the box
(i, α) in C is black.
One easily obtains the following parametrisation of the nonempty cells in M0m,p(R) from
Postnikov’s work.
Theorem 1.2. (See [23].) The nonempty tnn cells in M0m,p(R) are parametrised by m× p Cau-
chon diagrams.
We will not use this result. However, we will recover it by using different methods. In partic-
ular, in Corollary B.6, we show that the number of nonempty tnn cells in M0m,p(R) is less than
or equal to the number of m× p Cauchon diagrams. Equality follows from Theorem 6.2.
784 K.R. Goodearl et al. / Advances in Mathematics 226 (2011) 779–826At this point it is worth recalling that Cauchon diagrams are also closely related to restricted
permutations. More precisely, set
S = S[−p,m]m+p :=
{
w ∈ Sm+p
∣∣−p w(i)− i m for all i = 1,2, . . . ,m+ p}.
The set S is a sub-poset of the symmetric group Sm+p endowed with the Bruhat order. Namely,
we have [17, Proposition 1.3], [3, Lemma 3.12]:
S =
{
w ∈ Sm+p
∣∣∣w  [ 1 2 · · · p p+1 p+2 · · · m+p
m+1 m+2 · · · m+p 1 2 · · · m
]}
.
It was proved in [17, Corollary 1.5] that the cardinality of S is equal to the number of m × p
Cauchon diagrams. Note that one can construct an explicit bijection between these two sets by
using the concept of pipe-dreams. (See [23, Section 19].)
Postnikov also constructs an algorithm that starts with a Cauchon diagram as input and
produces an admissible family of minors for a nonempty cell as output. However, although Post-
nikov’s algorithm produces a list of the minors for such an admissible family, it does not give
an explicit description of the admissible families. As we do not use Postnikov’s algorithm in this
paper, we refer the reader to [23] for details of the algorithm.
In the present paper, we give an explicit description of the admissible families and also de-
velop another algorithmic method to find them. Our strategy to do so is to relate tnn cells with
the H-orbits of symplectic leaves of the Poisson algebra O(Mm,p(C)) (viewed as the semiclas-
sical limit of the algebra Oq(Mm,p(C)) of quantum matrices). In the next section we recall this
Poisson structure and the description of the H-orbits of symplectic leaves that has been obtained
by Brown, Yakimov and the first named author [3].
2. Poisson H-prime ideals of O(Mm,p(C))
In this section, we investigate the standard Poisson structure of the coordinate ring
O(Mm,p(C)) coming from the commutators of Oq(Mm,p(C)). Recall that a Poisson algebra
(over C) is a commutative C-algebra A equipped with a Lie bracket {−,−} which is a deriva-
tion (for the associative multiplication) in each variable. The derivations {a,−} on A are called
Hamiltonian derivations. When A is the algebra of complex-valued C∞ functions on a smooth
affine variety V , one can use Hamiltonian derivations in order to define Hamiltonian paths in V .
A Hamiltonian path in V is a smooth path γ : [0,1] → V such that there exists f ∈ C∞(V ) with
dγ
dt
(t) = ξf (γ (t)) for all 0 < t < 1, where ξf denotes the vector field associated to the Poisson
derivation {f,−}. It is easy to check that the relation “connected by a piecewise Hamiltonian
path” is an equivalence relation. The equivalence classes of this relation are called the symplectic
leaves of V ; they form a partition of V .
A Poisson ideal of A is any ideal I such that {A,I } ⊆ I , and a Poisson prime ideal is any
prime ideal which is also a Poisson ideal. The set of Poisson prime ideals in A forms the Poisson
prime spectrum, denoted by PSpec(A), which is given the relative Zariski topology inherited
from Spec(A).
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The coordinate ring of the variety Mm,p(C) will be denoted by O(Mm,p(C)); it is a (com-
mutative) polynomial algebra in mp indeterminates Yi,α with 1 i m and 1 α  p.
The variety Mm,p(C) is a Poisson variety: one defines a Poisson structure on its coordinate
ring O(Mm,p(C)) by the following data.
{Yi,α, Yk,γ } =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Yi,αYk,γ if i = k and α < γ,
Yi,αYk,γ if i < k and α = γ,
0 if i < k and α > γ,
2Yi,γ Yk,α if i < k, α < γ.
This is the standard Poisson bracket on O(Mm,p(C)) and it arises as the semiclassical limit of
the family of noncommutative algebras Oq(Mm,p(C)), see [2].
Also, note that the Poisson bracket on O(Mm,p(C)) extends uniquely to a Poisson bracket
on C∞(Mm,p(C)), so that Mm,p(C) can be viewed as a Poisson manifold. Hence Mm,p(C)
can be decomposed as the disjoint union of its symplectic leaves.
2.2. Torus action
The torus H := (C×)m+p acts on O(Mm,p(C)) by Poisson automorphisms via:
(a1, . . . , am, b1, . . . , bp).Yi,α = aibαYi,α for all (i, α) ∈ [[1,m]] × [[1,p]].
The set of Poisson primes of O(Mm,p(C)) that are invariant under this action of H is denoted
by H-PSpec(O(Mm,p(C))). Note that H is acting rationally on O(Mm,p(C)).
At the geometric level, this action of the algebraic torus H on the coordinate ring comes from
the left action of H on Mm,p(C) by Poisson isomorphisms via:
(a1, . . . , am, b1, . . . , bp).M := diag(a1, . . . , am)M diag(b1, . . . , bp).
This action of H on Mm,p(C) induces an action of H on the set Sympl(Mm,p(C)) of symplectic
leaves in Mm,p(C). As in [3], we view the H-orbit of a symplectic leaf L as the set-theoretic
union
⋃
h∈H h.L ⊆ Mm,p(C), rather than as the family {h.L | h ∈ H}. We denote the set of such
orbits by H-Sympl(Mm,p(C)). These orbits were described by Brown, Yakimov and the first
named author who obtained the following results.
We use the notation of [3] except that we replace n by p. In particular, we set N = m+p. Let
wm◦ , w
p◦ and wN◦ denote the longest elements in the groups Sm, Sp and SN , respectively, so that
wr◦(i) = r + 1 − i for i = 1, . . . , r . Recall from Eq. (3.24) and Lemma 3.12 of [3] that
wN◦ S = S(w
p◦ ,wm◦ )
N :=
{
w ∈ SN
∣∣w  (wp◦ ,wm◦ )}, (2.1)
where
(
wp◦ ,wm◦
) := [ 1 2 · · · p p + 1 p + 2 · · · p +m
p p − 1 · · · 1 p +m p +m− 1 · · · p + 1
]
.
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1. There are only finitely many H-orbits of symplectic leaves in Mm,p(C), and they are smooth
irreducible locally closed subvarieties.
2. The poset H-Sympl(Mm,p(C)) of orbits (partially ordered by inclusions of closures) is
isomorphic to the poset S(w
p◦ ,wm◦ )
N with respect to the Bruhat order.
3. Each H-orbit of symplectic leaves is defined by the vanishing and nonvanishing of certain
sets of minors.
4. Each closure of an H-orbit of symplectic leaves is defined by the vanishing of a certain set
of minors.
For y ∈ S(w
p◦ ,wm◦ )
N , we denote by Py the H-orbit of symplectic leaves described in [3, Theo-
rem 3.9].
2.3. On the minors that vanish on the closure of an orbit of leaves
In this section, we describe explicitly the minors that vanish on a given H-orbit of symplectic
leaves in Mm,p(C). For later purposes, we need to parametrise these H-orbits by S rather than by
S
(wp◦ ,wm◦ )
N . Hence, factors of w
N◦ are required when carrying over results from [3] (recall (2.1)).
We identify permutations in SN with the corresponding permutation matrices in MN(Z).
Thus, w ∈ SN is viewed as the matrix with entries wij = δi,w(j).
Let w ∈ S , and write w in block form as
w =
[
w11 w12
w21 w22
] (
w11 ∈ Mm,p(Z) w12 ∈ Mm(Z)
w21 ∈ Mp(Z) w22 ∈ Mp,m(Z)
)
. (2.2)
Hence,
wN◦ w =
[ 0 wp◦
wm◦ 0
][
w11 w12
w21 w22
]
=
[
w
p◦ w21 wp◦ w22
wm◦ w11 wm◦ w12
]
, (2.3)
which is the block form of wN◦ w as in [3, Section 4.2].
Now [3, Theorem 4.2] shows that the closure PwN◦ w of PwN◦ w consists of the matrices
x ∈ Mm,p(C) such that each of the following four conditions holds. Here y[a, . . . , b; c, . . . , d]
denotes the submatrix of a matrix y involving the consecutive rows a, a + 1, . . . , b and consecu-
tive columns c, c + 1, . . . , d .
Condition 1. rank(x[r, . . . ,m;1, . . . , s])  rank((wm◦ w11)[r, . . . ,m;1, . . . , s]) for r ∈ [[1,m]]
and s ∈ [[1,p]].
Condition 2. rank(x[1, . . . , r; s, . . . , p])  rank((wm◦ wtr22)[1, . . . , r; s, . . . , p]) for r ∈ [[1,m]]
and s ∈ [[1,p]].
Condition 3. For 2 r  s  p,
rank
(
x[1, . . . ,m; r, . . . , s]) s + 1 − r − rank(w21[r, . . . , p; r, . . . , s]).
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rank
(
x[r, . . . , s;1, . . . , p]) s + 1 − r − rank((wm◦ w12wm◦ )[r, . . . , s;1, . . . , s]).
Modifications. We can, and do, allow r = 1 in Condition 3 and s = m in Condition 4, even
though these cases are redundant. First, Condition 1 with r = 1 says
rank
(
x[1, . . . ,m;1, . . . , s]) rank((wm◦ w11)[1, . . . ,m;1, . . . , s])
= rank(w11[1, . . . ,m;1, . . . , s])
= s − rank(w21[1, . . . , p;1, . . . , s]),
because appending the first s columns of w21 to those of w11 yields the first s columns of the
permutation w. This gives Condition 3 with r = 1. Second, Condition 1 with s = p says
rank
(
x[r, . . . ,m;1, . . . , p]) rank((wm◦ w11)[r, . . . ,m;1, . . . , p])
= m+ 1 − r − rank((wm◦ w12)[r, . . . ,m;1, . . . ,m])
= m+ 1 − r − rank((wm◦ w12wm◦ )[r, . . . ,m;1, . . . ,m]),
which gives Condition 4 with s = m.
Our next aim is to rewrite these conditions in terms of the vanishing of minors. This needs
first a result on the vanishing of minors on a Bruhat cell.
Let Rm,p denote the set of all partial permutation matrices in Mm,p(C), and identify any
w ∈ Rm,p with the corresponding bijection from its domain dom(w) onto its range rng(w); thus,
w(j) = i if and only if wij = 1. Note that wtr is the partial permutation matrix corresponding
to the inverse bijection w−1 : rng(w) → dom(w). Let B±m and B±p denote the standard Borel
subgroups in GLm and GLp .
Recall that I  J , for finite I, J ⊆ N with |I | = |J |, means that when I and J are written in
ascending order, say I = {i1 < · · · < it } and J = {j1 < · · · < jt }, we have il  jl for all l.
Lemma 2.2. Let w ∈ Rm,p , and let I ⊆ [[1,m]] and Λ ⊆ [[1,p]] with |I | = |Λ|. The following
conditions are equivalent:
(a) [I |Λ] vanishes on B+mwB+p .
(b) I  w(L) for all L ⊆ dom(w) such that LΛ.
(c) Λ  w−1(L′) for all L′ ⊆ rng(w) such that L′  I .
Note that as we only allow  for index sets of the same cardinality, conditions (b) and (c)
hold automatically when |I | = |Λ| > rank(w).
Proof of Lemma 2.2. Set l := |I | = |Λ|.
(a) ⇒ (b): Note that [I |Λ] vanishes on B+mwB+p , and hence on B+mwB+p . Suppose there exists
L ⊆ dom(w) such that L ⊆ Λ and I ⊆ w(L). Write the relevant index sets in ascending order:
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L = {l1 < · · · < ll}, w(L) = {m1 < · · · <ml}.
Set a =∑ls=1 eis ,ms and b =∑ls=1 els ,λs , where ei,α denotes the matrix with a 1 in position (i, α)
and 0 anywhere else. Since is  ms and ls  λs for all s, we have a ∈ B+m and b ∈ B+p . Also,
a and b are partial permutation matrices, representing bijections w(L) → I and Λ → L, respec-
tively, whence awb is a partial permutation matrix representing a bijection Λ → I . Therefore
[I |Λ](awb) = ±1. Since awb ∈ B+mwB+p , we have a contradiction.
(b) ⇒ (a): Let x = awb for some a ∈ B+m and b ∈ B+p . To show that [I |Λ](x) = 0, we op-
erate in Mμ(C) where μ = max{m,p}, and we identify Mm(C), Mp(C), and Mm,p(C) with
the upper left blocks of Mμ(C) of the appropriate sizes. In particular, a and b remain upper
triangular.
The only minors of w which do not vanish are the minors [w(L)|L] for L ⊆ dom(w), and
[w(L)|L](w) = ±1 (depending on the sign of w|L). We claim that [U |V ](a) = 0 whenever
|U | = |V | and U  V . Write U = {u1 < · · · < ut } and V = {v1 < · · · < vt }; then us > vs for
some s. For β  s  α, we have uβ  us > vs  vα , and so auβ,vα = 0 because a is upper
triangular. Thus, the U ×V submatrix of a has zero lower left (t + 1 − s)× s block. That makes
this submatrix singular, so [U |V ](a) = 0, as claimed. Likewise, [U |V ](b) = 0. Now expand
[I |Λ](x) in Mμ(C), to obtain
[I |Λ](x) = [I |Λ](awb) =
∑
K,L⊆{1,...,μ}
|K|=|L|=l
[I |K](a)[K|L](w)[L|Λ](b).
The terms in the above sum vanish whenever I  K or L  Λ, and they also vanish unless
L ⊆ dom(w) and K = w(L). Hence,
[I |Λ](x) =
∑
L⊆dom(w), |L|=l
LΛ,w(L)I
±[I ∣∣w(L)](a)[L|Λ](b).
However, by assumption (b), there are no index sets L satisfying the conditions of this summa-
tion. Therefore [I |Λ](x) = 0.
(b) ⇔ (c): Take L′ = w(L). 
Proposition 2.3. Let w ∈ Rm,p and x ∈ Mm,p(C). Then the following conditions are equivalent:
(a) x ∈ B+mwB+p .
(b) rank(x[r, . . . ,m;1, . . . , s]) rank(w[r, . . . ,m;1, . . . , s]) for r ∈ [[1,m]] and s ∈ [[1,p]].
(c) [I |Λ](x) = 0 for all I ⊆ [[1,m]] and Λ ⊆ [[1,p]] with |I | = |Λ| such that
(∗) I  w(L) for all L ⊆ dom(w) such that LΛ.
Proof. (a) ⇒ (c) is immediate from Lemma 2.2, and (b) ⇒ (a) follows from [6, Proposi-
tion 3.3(a)] (as noted in [3, Proposition 4.1]).
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I ⊆ [[r,m]] and Λ ⊆ [[1, s]] with
|I | = |Λ| > ρrs := rank
(
w[r, . . . ,m;1, . . . , s]).
Let I and Λ satisfy the above conditions, and suppose there exists L ⊆ dom(w) such that
L  Λ and I  w(L). Since Λ ⊆ [[1, s]] and L  Λ, we have L ⊆ [[1, s]]. Then, since |L| =
|Λ| > ρrs , we must have w(L)  [[r,m]], whence minw(L) < r . But that implies min I < r
(because I  w(L)), contradicting the assumption that I ⊆ [[r,m]]. Thus, I and Λ satisfy (∗),
and so [I |Λ](x) = 0 by hypothesis. 
Similarly, we have the following result.
Proposition 2.4. Let w ∈ Rm,p and x ∈ Mm,p(C). Then the following conditions are equivalent:
(a) x ∈ B−mwB−p .
(b) rank(x[1, . . . , r; s, . . . , p]) rank(w[1, . . . , r; s, . . . , p]) for r ∈ [[1,m]] and s ∈ [[1,p]].
(c) [I |Λ](x) = 0 for all I ⊆ [[1,m]] and Λ ⊆ [[1,p]] with |I | = |Λ| such that
(∗) Λ  w−1(L) for all L ⊆ rng(w) such that L I .
Proof. Observe that (B−mwB−p )tr = B+p wtrB+m . Switch the roles of m, p, I and Λ in the previous
proposition, and take the transpose. 
We can now reformulate the four rank conditions above (as modified to extend the ranges of
Conditions 3 and 4) in terms of the vanishing of certain minors.
Observations 2.5. Let w ∈ S , and note that wwN◦ =
[
w12wm◦ w11w
p◦
w22wm◦ w21w
p◦
]
.
• Condition 1. By Proposition 2.3, this occurs if and only if [I |Λ](x) = 0 whenever I 
wm◦ w11(L) for all L ⊆ dom(wm◦ w11) = dom(w11) with |L| = |I | and LΛ. Thus, it occurs if
and only if
[I |Λ](x) = 0 whenever I  wm◦ w(L) for all L ⊆ [[1,p]] ∩ w−1[[1,m]] with |L| = |I | and
LΛ.
• Condition 2. By Proposition 2.4, this occurs if and only if [I |Λ](x) = 0 whenever Λ 
(wm◦ wtr22)−1(L) for all L ⊆ rng(wm◦ wtr22) = dom(w22wm◦ ) with |L| = |Λ| and L  I . Thus, it
occurs if and only if
[I |Λ](x) = 0 whenever m + Λ  wwN◦ (L) for all L ⊆ [[1,m]] ∩ wN◦ w−1[[m + 1,N ]] with
|L| = |Λ| and L I .
• Condition 3. The rank of w21[r, . . . , p; r, . . . , s] is the number of j in [[r, s]] ∩ dom(w21)
such that w21(j) r , hence the number of j ∈ [[r, s]] such that w(j)m+ r . Consequently,
s + 1 − r − rank(w21[r, . . . , p; r, . . . , s])= ∣∣{j ∈ [[r, s]] ∣∣w(j) < m+ r}∣∣.
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[I |Λ](x) = 0 whenever Λ ⊆ [[r, s]] and |Λ| > |[[r, s]] \w−1[[m+ r,m+ s]]|.
Using a Laplace expansion, it is easy to see that this is equivalent to
[I |Λ](x) = 0 whenever there exist Λ′ ⊆ Λ and 1  r  s  p such that Λ′ ⊆ [[r, s]] and
|Λ′| > |[[r, s]] \ w−1[[m + r,m + s]]|, that is, whenever there exist 1  r  s  p such that
|Λ∩ [[r, s]]| > |[[r, s]] \w−1[[m+ r,m+ s]]|.
• Condition 4. The rank of (wm◦ w12wm◦ )[r, . . . , s;1, . . . , s] is the number of elements j
in [[1, s]] ∩ wm◦ dom(w12) such that wm◦ w12wm◦ (j) ∈ [[r, s]], and so equals the number of
j ∈ [[1, s]] such that w(N + 1 − j) ∈ wm◦ [[r, s]]. For j < r , we have
w(N + 1 − j) (N + 1 − j)− p = m+ 1 − j > m+ 1 − r
(because w ∈ S), and so the rank of (wm◦ w12wm◦ )[r, . . . , s;1, . . . , s] equals the number of j ∈
[[r, s]] such that w(N + 1 − j) ∈ wm◦ [[r, s]]. Hence,
s + 1 − r − rank((wm◦ w12wm◦ )[r, . . . , s;1, . . . , s])
= ∣∣{j ′ ∈ wN◦ [[r, s]] ∣∣w(j ′) /∈ wm◦ [[r, s]]}∣∣.
Consequently, Condition 4 may be rewritten as:
[I |Λ](x) = 0 whenever I ⊆ [[r, s]] and |I | > |wN◦ [[r, s]] \w−1wm◦ [[r, s]]|.
Using a Laplace expansion (as with Condition 3), it is easy to see that this is equivalent to
[I |Λ](x) = 0 whenever 1 r  s m and |I ∩ [[r, s]]| > |wN◦ [[r, s]] \w−1wm◦ [[r, s]]|.
In view of Observations 2.5, it is natural to introduce the following notation.
Definition 2.6. For w ∈ S , define M(w) to be the set of minors [I |Λ], with I ⊆ [[1,m]] and
Λ ⊆ [[1,p]], that satisfy at least one of the following conditions.
1. I  wm◦ w(L) for all L ⊆ [[1,p]] ∩w−1[[1,m]] such that |L| = |I | and LΛ.
2. m+Λ  wwN◦ (L) for all L ⊆ [[1,m]] ∩wN◦ w−1[[m+ 1,N]] such that |L| = |Λ| and L I .
3. There exist 1 r  s  p such that |Λ∩ [[r, s]]| > |[[r, s]] \w−1[[m+ r,m+ s]]|.
4. There exist 1 r  s m such that |I ∩ [[r, s]]| > |wN◦ [[r, s]] \w−1wm◦ [[r, s]]|.
Remarks 2.7. The collections of minors of types 1–4 appearing in M(w) for a given w ∈ S can
be described in the following way:
1. “Down-left-closed” sets of minors, meaning that the row index set I is allowed to increase
(with respect to our ordering on index sets) while Λ is allowed to decrease.
2. “Up-right-closed” sets, meaning that I is allowed to decrease while Λ is allowed to increase.
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4. “Horizontal stripes” of the form [I |−].
These descriptions are clear from the corresponding conditions in Definition 2.6.
Many of the minors in these sets appear automatically as a consequence of the appearance of
others. For instance, if M(w) contains a vertical stripe [−|Λ], then it necessarily contains all the
vertical stripes [−|Λ′] for which Λ ⊆ Λ′ ⊆ [[1,p]], since any minor in [−|Λ′] can be expressed
in terms of minors from [−|Λ] and complementary minors, via a Laplace relation.
Further information about the shapes of these sets is related to the block decomposition (2.2)
of w. By Propositions 2.3 and 2.4 and Observations 2.5, the minors of type 1 in M(w) are
precisely the minors that vanish on B+mwm◦ w11B+p , while the minors of type 2 are those which
vanish on B−mwm◦ wtr22B
−
p . (Recall the original forms of Conditions 1 and 2 at the beginning of
this subsection.) Consequently:
(a) Whenever 1 r m and 1 s  p with
rank
((
wm◦ w11
)[r, . . . ,m;1, . . . , s])< t := min{m+ 1 − r, s},
all t × t minors [I |Λ] with I ⊆ [[r,m]] and Λ ⊆ [[1, s]] must lie in M(w).
(b) Whenever 1 r m and 1 s  p with
rank
((
wm◦ wtr22
)[1, . . . , r; s, . . . , p])< t ′ := min{r,p + 1 − s},
all t ′ × t ′ minors [I |Λ] with I ⊆ [[1, r]] and Λ ⊆ [[s,p]] must lie in M(w).
Examples 2.8. (a) Take w = [ 1 2 3 4 5 6 73 1 4 2 7 6 5], and let m = 3 and p = 4. Then
w3◦w11 =
⎡⎣1 0 0 00 0 0 1
0 1 0 0
⎤⎦ , w3◦wtr22 =
⎡⎣0 1 0 00 0 1 0
0 0 0 1
⎤⎦ .
Observe that the [[2,3]] × {1}, [[2,3]] × [[1,3]], and [[1,3]] × [[1,3]] submatrices of w3◦w11 have
ranks 0, 1, and 2, respectively. Hence, point (a) of Remarks 2.7 immediately implies that M(w)
contains the following minors:
[2|1], [3|1], [2,3|1,2], [2,3|1,3], [2,3|2,3], [1,2,3|1,2,3].
In fact, the only other minor of type 1 in M(w) is [2,3|1,4]. Of course, some of these are con-
sequences of the others – once we have [2|1], [3|1] ∈ M(w), we must have [2,3|1,2], [2,3|1,3],
[2,3|1,4] ∈ M(w), and once we have [2|1], [3|1], [2,3|2,3] ∈ M(w), we must have
[1,2,3|1,2,3] ∈ M(w).
Similarly, the minors of type 2 in M(w) are [1|3], [1|4], [2|4], [1,2|1,4], [1,2|2,4],
[1,2|3,4], [1,3|3,4]. Only [1,2,3|1,2,3] occurs in type 3 (as a vertical stripe), and no hori-
zontal stripes occur because w12 is a zero matrix. Thus,
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[2,3|1,2], [2,3|1,3], [2,3|2,3], [2,3|1,4], [1,2,3|1,2,3]}.
(b) Now take w = [ 1 2 3 4 5 6 7 81 3 6 4 5 2 7 8], and let m = p = 4. In this case, the submatrix w21 of (2.2)
has the form w21 =
[ 0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
]
, and the submatrices w21[r, . . . ,4; r, . . . , s] have rank 1 precisely
when r  2 and s  3. It follows from the original Condition 3 that the minors of type 3 in M(w)
are those which vanish on the matrices x for which x[1, . . . ,4; r, . . . , s] has rank at most s − r
with r  2 and s  3. These consist of four vertical stripes: [−|1,2,3], [−|1,2,3,4], [−|2,3],
[−|2,3,4]. Of course, once we have [−|2,3] ⊆ M(w), the other three stripes must be in M(w)
as well.
Similarly, the minors of type 4 in M(w) consist of eight horizontal stripes:
[3|−], [1,3|−], [2,3|−], [3,4|−], [1,2,3|−], [1,3,4|−], [2,3,4|−], [1,2,3,4|−].
As it turns out, the minors of types 1 and 2 in M(w) are already included among those of types
3 and 4. Thus, M(w) equals the union of the above stripes.
As a result of the foregoing discussion, [3, Theorem 4.2] may be reformulated in the following
way.
Theorem 2.9. Let w ∈ S . Then
PwN◦ w =
{
x ∈ Mm,p(C)
∣∣ [I |J ](x) = 0 for all [I |J ] ∈ M(w)}.
Geometrically, Theorem 2.9 only shows that the minors in M(w) cut out the subvariety
PwN◦ w , i.e., the ideal of polynomial functions vanishing on PwN◦ w is the smallest radical ideal
of O(Mm,p(C)) containing M(w). In fact, taking account of recent work of Yakimov [26, The-
orem 5.3], this ideal is generated by M(w).
Our aim is to show that the minors that vanish on PwN◦ w are precisely the minors that are inM(w). Given the above result, what remains to be proved is that if [I |Λ] /∈ M(w) then there
exists a matrix x ∈ PwN◦ w such that [I |Λ](x) = 0.
We start with a preliminary result.
Theorem 2.10. Let w ∈ S , and suppose that
[U |V ] := [u1 < · · · < uk+1 | v1 < · · · < vk+1]
is a minor in O(Mm,p(C)) which is not in M(w). Let
[
U ′
∣∣V ′]= [u1 < · · · < ûα < · · · < uk+1 | v1 < · · · < v̂α < · · · < vk+1],
for some α ∈ [[1, k + 1]]. Then [U ′|V ′] /∈ M(w).
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It is necessary to show that each of these four conditions also fails for [U ′|V ′].
• As Condition 1 of Definition 2.6 fails for [U |V ], there exists
L = {l1 < · · · < lk+1} ⊆ [[1,p]] ∩w−1[[1,m]]
such that L  V and U  wm◦ w(L) := {m1 < · · · < mk+1}. Let γ  α such that wm◦ w(lγ ) is
minimal. Then we set
L′ := {l1 < · · · < l̂γ < · · · < lk+1}.
We show that L′ demonstrates the failure of Condition 1 for [U ′|V ′].
Note first that L′ ⊂ L ⊆ [[1,p]] ∩w−1[[1,m]]. As L V and γ  α, we also have L′  V ′.
Let δ be such that mδ = wm◦ w(lγ ). Then
wm◦ w
(
L′
)= {m′1 <m′2 < · · · <m′δ−1 <m′δ < · · · <m′k}
= {m1 <m2 < · · · < m̂δ < · · · <mk+1}.
So, m′i = mi for i  δ − 1 and m′i = mi+1 for i  δ. Note that, as mδ is the least element in the
set {wm◦ w(li) | i  α}, we must have δ  α.
Now write
U ′ := {u′1 < · · · < u′α−1 < u′α < · · · < u′k}= {u1 < · · · < ûα < · · · < uk+1}.
So, u′i = ui for i  α − 1 and u′i = ui+1 for i  α. Consequently,
(i) when i  δ − 1, we also know that i  α − 1, and so u′i = ui mi = m′i ;
(ii) when δ  i  α − 1, we have u′i = ui mi <mi+1 = m′i ;
(iii) finally, when i  α, note that i  δ and so u′i = ui+1 mi+1 = m′i .
Thus, u′i m′i for all i = 1, . . . , k and so U ′ wm◦ w(L′), as required.
This establishes that Condition 1 of Definition 2.6 fails for [U ′|V ′].
• Similar arguments show that Condition 2 of Definition 2.6 fails for [U ′|V ′].
• Assume that Condition 3 of Definition 2.6 holds for [U ′|V ′]. Then there exist 1 r  s  p
such that ∣∣V ′ ∩ [[r, s]]∣∣> ∣∣[[r, s]] \w−1[[m+ r,m+ s]]∣∣.
Since V ′ ⊆ V , this contradicts the fact that Condition 3 fails for [U |V ]. Thus, Condition 3 fails
for [U ′|V ′].
• Similar arguments show that Condition 4 of Definition 2.6 fails for [U ′|V ′].
Thus, all four conditions in Definition 2.6 fail for [U ′|V ′], and therefore [U ′|V ′] /∈
M(w). 
Theorem 2.11. Let w ∈ S , and let I ⊆ [[1,m]] and Λ ⊆ [[1,p]] with |I | = |Λ|. Then [I |Λ] ∈
M(w) if and only if [I |Λ](x) = 0 for all x ∈ PwNw .◦
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Next, suppose that [I |Λ] /∈ M(w). We show that there is a matrix x ∈ PwN◦ w such that[I |Λ](x) = 0. Suppose that I = {i1 < · · · < it } and Λ = {j1 < · · · < jt }. Let x be the matrix
whose entries are defined by: xik,jk = 1 for all k = 1, . . . , t and xk,l = 0 otherwise. Then clearly
[I |Λ](x) = 1 = 0; so it is enough to show that x ∈ PwN◦ w .
By Theorem 2.9, it is enough to prove that [A|B](x) = 0 for all [A|B] ∈ M(w). In fact, we
will prove that if [A|B](x) = 0, then [A|B] /∈ M(w).
Suppose that [A|B] is a minor such that [A|B](x) = 0. First, observe that because
[A|B](x) = 0, we must have [A|B] = [ia1 < · · · < iak | ja1 < · · · < jak ] for some a1, . . . , ak ∈
[[1, t]]. By applying Theorem 2.10 repeatedly, starting with [I |Λ] /∈ M(w), we conclude that
[A|B] /∈ M(w). 
Corollary 2.12. Let w,z ∈ S . Then M(w) ⊆ M(z) if and only if w  z.
Proof. If w  z, then wN◦ z  wN◦ w, and so PwN◦ z ⊆ PwN◦ w by [3, Theorem 3.13]. In view of
Theorem 2.11, it follows that all the minors [I |Λ] ∈ M(w) vanish on PwN◦ z, and thus thatM(w) ⊆ M(z).
Conversely, assume that M(w) ⊆ M(z). By Theorem 2.11, all the minors in M(w) vanish
on PwN◦ z, and thus Theorem 2.9 implies that PwN◦ z ⊆ PwN◦ w . Now wN◦ z  wN◦ w by [3, Theo-
rem 3.13], and therefore w  z. 
2.4. On Poisson H-prime ideals of O(Mm,p(C))
To conclude Section 2, let us mention that the symplectic leaves in Mm,p(C) are algebraic [3,
Theorem 0.4], that is, they are locally closed subvarieties of Mm,p(C). As a consequence,
[9, Proposition 4.8] applies in this situation: there are only finitely many Poisson H-primes in
O(Mm,p(C)), and they are the ideals
Jw :=
{
f ∈ O(Mm,p(C)) ∣∣ f = 0 on PwN◦ w}
where w ∈ S , that is, where PwN◦ w runs through the H-orbits of symplectic leaves inO(Mm,p(C)). In particular, the set of Poisson H-primes in O(Mm,p(C)) is in bijection
with S . As a consequence, thanks to [17, Corollary 1.5], the number of Poisson H-primes in
O(Mm,p(C)) is the same as the number of m× p Cauchon diagrams.
In a recent and independent preprint, Yakimov proves that Jw is generated by minors [26,
Theorem 5.3]. He also gives an explicit description of all the elements of Jw , as matrix coef-
ficients of Demazure modules [26, Theorem 4.6]. (These results are obtained from much more
general ones, concerning the ideals of the closures of torus orbits of symplectic leaves in Schu-
bert cells of arbitrary flag varieties.) For our purposes here, we do not need to know a generating
set for Jw . On the other hand, we must pin down the complete set of all minors contained in Jw ,
a set that is generally much larger than the set of generators given in [26]. The required result,
which we deduce from the previous discussion and Theorem 2.11, is the following.
Theorem 2.13. Let w ∈ S . Then Jw is the unique Poisson H-prime ideal of O(Mm,p(C)) such
that the set of minors that belong to Jw is exactly M(w).
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closure of PwN◦ w . Hence, the statement about minors follows from Theorem 2.11. We then obtain
the uniqueness of Jw from Corollary 2.12, since M(z) = M(w) for all z ∈ S with z = w. 
In the next section, we will describe the restoration algorithm that will allow us to:
1. Describe a new algorithm that constructs totally nonnegative matrices from matrices with
nonnegative coefficients.
2. Construct an explicit bijection between Cauchon diagrams and Poisson H-primes.
3. Prove that a family of minors is admissible if and only if it is the set of minors that vanish
on the closure of some H-orbit of symplectic leaves.
As a consequence of point 3 and Theorem 2.11, we will obtain an explicit description of the
admissible families defining nonempty tnn cells.
3. The restoration algorithm
In this section, K denotes a field of characteristic zero and, except where otherwise stated, all
the matrices considered have their entries in K .
3.1. Description and origin of the restoration algorithm
The deleting derivations algorithm was introduced by Cauchon in [4] in order to study the
prime spectrum of the algebra of quantum matrices. The restoration algorithm, which is the
inverse of the deleting derivations algorithm, was then introduced in [16] in this framework.
However, in this paper, we restrict ourselves to the commutative setting.
In order to define the restoration algorithm, we will need the following convention.
Notation 3.1.
• The lexicographic ordering on N2 is denoted by . Recall that:
(i, α) (j,β) ⇔ (i < j) or (i = j and α  β).
• Set E := ([[1,m]] × [[1,p]] ∪ {(m,p + 1)}) \ {(1,1)}.
• Set E◦ = ([[1,m]] × [[1,p]]) \ {(1,1)}.
• Let (j,β) ∈ E◦. Then (j,β)+ denotes the smallest element (relative to ) of the set
{(i, α) ∈ E | (j,β) < (i,α)}.
Convention 3.2 (Restoration algorithm). Let X = (xi,α) ∈ Mm,p(K). As r runs over the set E,
we define matrices X(r) := (x(r)i,α ) ∈ Mm,p(K) as follows:
1. When r = (1,2), we set X(1,2) = X, that is, x(1,2)i,α := xi,α for all (i, α) ∈ [[1,m]] × [[1,p]].
2. Assume that r = (j,β) ∈ E◦ and that the matrix X(r) = (x(r)i,α ) is already known. The entries
x
(r+)
of the matrix X(r+) are defined as follows:i,α
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i,α = x(r)i,α for all (i, α) ∈ [[1,m]] × [[1,p]].
(b) If x(r)j,β = 0 and (i, α) ∈ [[1,m]] × [[1,p]], then
x
(r+)
i,α =
⎧⎨⎩x
(r)
i,α + x(r)i,β (x(r)j,β)−1x(r)j,α if i < j and α < β,
x
(r)
i,α otherwise.
We say that X(r) is the matrix obtained from X by applying the restoration algorithm
at step r , and x(r)j,β is called the pivot at step r .
3. Set X := X(m,p+1); this is the matrix obtained from X at the end of the restoration algorithm.
Example 3.3. If X = [ 0 12 3], then X = [ 2/3 12 3]. Observe that in this example, X is not totally
nonnegative, while X is. This observation will be generalised in due course.
Observe also that the construction in Convention 3.2 is closely related to minors. Indeed, if
i < j , α < β and x(r)j,β = 0 then
x
(r)
i,α = x(r
+)
i,α − x(r
+)
i,β
(
x
(r+)
j,β
)−1
x
(r+)
j,α = det
(
x
(r+)
i,α x
(r+)
i,β
x
(r+)
j,α x
(r+)
j,β
)
× (x(r+)j,β )−1. (3.1)
More generally, the formulae of Convention 3.2 allow us to express the entries of X(r) in terms
of those of X(r+), as follows. These expressions also describe the deleting derivations algorithm
(see Convention B.2 in Appendix B).
Observations 3.4. Let X = (xi,α) ∈ Mm,p(K), and let r = (j,β) ∈ E◦.
1. If x(r
+)
j,β = 0, then x(r)i,α = x(r
+)
i,α for all (i, α) ∈ [[1,m]] × [[1,p]].
2. If x(r
+)
j,β = 0 and (i, α) ∈ [[1,m]] × [[1,p]], then
x
(r)
i,α =
⎧⎨⎩x
(r+)
i,α − x(r
+)
i,β (x
(r+)
j,β )
−1x(r
+)
j,α if i < j and α < β,
x
(r+)
i,α otherwise.
The following proposition is easily obtained from the definition of the restoration algorithm.
Proposition 3.5. Let X = (xi,α) ∈ Mm,p(K), and (j,β) ∈ E.
1. x(k,γ )i,α = xi,α for all (k, γ ) (i + 1,1). In particular, x(i,α)i,α = x(i,α)
+
i,α = xi,α if (i, α) ∈ E◦.
2. If xi,β = 0 for all i  j , then x(k,γ )i,β = 0 for all i  j and (k, γ ) (j,β)+.
3. If xj,α = 0 for all α  β , then x(k,γ )j,α = 0 for all α  β and (k, γ ) (j,β)+.
4. x(j,β)i,α = xi,α +Q(j,β)i,α , where
Q
(j,β) ∈ Q[x±1 ∣∣ (i, α) < (k, γ ) < (j,β), xk,γ = 0].i,α k,γ
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proof is by induction on (j,β). The induction starts with (j,β) = (1,2) where x(1,2)i,α = xi,α by
construction, as desired.
Assume now that (j,β) ∈ E◦ and that x(j,β)i,α = xi,α +Q1, where
Q1 ∈ Q
[
x±1k,γ
∣∣ (i, α) < (k, γ ) < (j,β), xk,γ = 0].
We distinguish between two cases.
• If x(j,β)+i,α = x(j,β)i,α , the induction hypothesis immediately implies that x(j,β)
+
i,α = xi,α + Q
for a suitable Q.
• If x(j,β)+i,α = x(j,β)i,α , then xj,β = x(j,β)j,β = x(j,β)
+
j,β is nonzero, and
x
(j,β)+
i,α = x(j,β)i,α + x(j,β)i,β x−1j,βx(j,β)j,α .
Hence, it follows from the induction hypothesis that
x
(j,β)+
i,α = xi,α +Q1 +Q2x−1j,βQ3,
where each Ql belongs to Q[x±1k,γ | (i, α) < (k, γ ) < (j,β), xk,γ = 0]. Thus, x(j,β)
+
i,α = xi,α +Q,
where
Q = Q1 +Q2x−1j,βQ3 ∈ Q
[
x±1k,γ
∣∣ (i, α) < (k, γ ) < (j,β)+, xk,γ = 0],
as desired. This concludes the induction step. 
3.2. The effect of the restoration algorithm on minors
Let X be an m × p matrix. The aim of this subsection is to obtain a characterisation of the
minors of X(j,β)+ that are equal to zero in terms of the minors of X(j,β) that are equal to zero.
We start by introducing some notation for the minors.
Notation 3.6. Let X = (xi,α) be a matrix in Mm,p(K), and δ = [I |Λ](X) a minor of X. If
(j,β) ∈ E, set
δ(j,β) := [I |Λ](X(j,β)).
For i ∈ I and α ∈ Λ, set
δ
(j,β)
î,̂α
:= [I \ {i}∣∣Λ \ {α}](X(j,β)),
while
δ(j,β)α→γ :=
[
I
∣∣Λ∪ {γ } \ {α}](X(j,β)) (γ /∈ Λ)
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δ
(j,β)
i→k :=
[
I ∪ {k} \ {i}∣∣Λ](X(j,β)) (k /∈ I ).
We start by studying minors involving the pivot.
Proposition 3.7. Let X = (xi,α) ∈ Mm,p(K) and (j,β) ∈ E◦. Set u := x(j,β)
+
j,β = xj,β and as-
sume that u = 0. Let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with (il, αl) = (j,β). Then
δ(j,β)
+ = δ(j,β)
ĵ ,β̂
u.
Proof. This is a consequence of Sylvester’s identity. More precisely, it follows from (3.1) that,
with r = (j,β),
δ
(j,β)
ĵ ,β̂
= det
(
det
(
x
(r+)
i,α x
(r+)
i,β
x
(r+)
j,α x
(r+)
j,β
)
× u−1
)
i=i1,...,il−1
α=α1,...,αl−1
= det
(
det
(
x
(r+)
i,α x
(r+)
i,β
x
(r+)
j,α x
(r+)
j,β
))
i=i1,...,il−1
α=α1,...,αl−1
× u−(l−1).
Now, it follows from Sylvester’s identity [7, p. 33] that:
det
(
det
(
x
(r+)
i,α x
(r+)
i,β
x
(r+)
j,α x
(r+)
j,β
))
i=i1,...,il−1
α=α1,...,αl−1
= δ(j,β)+ × ul−2.
The result easily follows from these last two equalities. 
The following result is a direct consequence of the previous proposition.
Corollary 3.8. Let X = (xi,α) ∈ Mm,p(K) and (j,β) ∈ E◦, and let
δ = [i1, . . . , il |α1, . . . , αl](X)
be a minor of X with (il, αl) = (j,β). If δ(j,β)+ = 0, then xj,β = 0 or δ(j,β)ĵ ,β̂ = 0.
The converse of this result is not true in general. However, it does hold for the following class
of matrices.
Definition 3.9. Let X = (xi,α) ∈ Mm,p(K) and let C be a Cauchon diagram (of size m × p).
We say that X is a Cauchon matrix associated to the Cauchon diagram C provided that for all
(i, α) ∈ [[1,m]] × [[1,p]], we have xi,α = 0 if and only if (i, α) ∈ C. If X is a Cauchon matrix
associated to an unnamed Cauchon diagram, we just say that X is a Cauchon matrix.
A key link with tnn matrices is the easily observed fact that every tnn matrix is a Cauchon
matrix (Lemma B.1).
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u := x(j,β)+j,β = xj,β , and let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with (il, αl) = (j,β).
Then δ(j,β)+ = δ(j,β)
ĵ ,β̂
u; so that δ(j,β)+ = 0 if and only if u = 0 or δ(j,β)
ĵ ,β̂
= 0.
Proof. It only remains to prove that if u = 0 then δ(j,β)+ = 0.
Assume that u = 0. As X is a Cauchon matrix, this implies that either xi,β = 0 for all i  j or
xj,α = 0 for all α  β . Now, it follows from Proposition 3.5 that either x(j,β)
+
i,β = 0 for all i  j
or x
(j,β)+
j,α = 0 for all α  β . Of course, in both cases we get δ(j,β)
+ = 0 as either the last column
or the last row of the submatrix X(j,β)+[i1, . . . , il;α1, . . . , αl] is zero. 
The formulae for the deleting derivations algorithm and the restoration algorithm show how
the individual elements of a matrix change during the running of the algorithms. As we are
concerned with arbitrary minors for much of the time, we need more general formulae that apply
to minors. These are given in the following results.
Proposition 3.11. Let X = (xi,α) ∈ Mm,p(K) (not necessarily a Cauchon matrix) and
(j,β) ∈ E◦. Set u := xj,β and let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with (il, αl) <
(j,β). If u = 0, or if il = j , or if β ∈ {α1, . . . , αl}, or if β < α1, then δ(j,β)+ = δ(j,β).
Proof. If u = 0, then x(j,β)+i,α = x(j,β)i,α for all (i, α); so the result is clear. Hence, we assume that
u = 0. If β  α1, then x(j,β)
+
i,α = x(j,β)i,α for all i and all α  α1, and again the result is clear.
Next, assume that il = j . Then αl < β because (il, αl) < (j,β). We proceed by induction
on l. In case l = 1, we have
δ(j,β)
+ = x(j,β)+j,α1 = x
(j,β)
j,α1
= δ(j,β).
Now suppose that l > 1 and that the result holds in the (l − 1) × (l − 1) case. By the induction
hypothesis, δ(j,β)
+
î1,α̂k
= δ(j,β)
î1,α̂k
for all k ∈ [[1, l]]. Since i1 < j and all αk < β , expansion of the minor
δ(j,β)
+
along its first row yields
δ(j,β)
+ =
l∑
k=1
(−1)k+1x(j,β)+i1,αk δ
(j,β)+
î1,α̂k
=
l∑
k=1
(−1)k+1(x(j,β)i1,αk + x(j,β)i1,β x−1j,βx(j,β)j,αk )δ(j,β)î1,α̂k
=
l∑
k=1
(−1)k+1x(j,β)i1,αk δ
(j,β)
î1,α̂k
+ x(j,β)i1,β x−1j,β
l∑
k=1
(−1)k+1x(j,β)j,αk δ
(j,β)
î1,α̂k
= δ(j,β),
by Laplace expansions. (The last summation vanishes because it expands a minor whose first and
last rows are equal.) This completes the induction.
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by induction on l. In case l = 2, we have
δ(j,β)
+ = det
(
x
(j,β)+
i1,α1
x
(j,β)+
i1,β
x
(j,β)+
i2,α1
x
(j,β)+
i2,β
)
= det
(
x
(j,β)
i1,α1
+ x(j,β)i1,β x−1j,βx
(j,β)
j,α1
x
(j,β)
i1,β
x
(j,β)
i2,α1
+ x(j,β)i2,β x−1j,βx
(j,β)
j,α1
x
(j,β)
i2,β
)
= det
(
x
(j,β)
i1,α1
x
(j,β)
i1,β
x
(j,β)
i2,α1
x
(j,β)
i2,β
)
= δ(j,β).
Now suppose that l > 2 and that the result holds in the (l − 1) × (l − 1) case. By the induction
hypothesis, δ(j,β)
+
îk ,α̂1
= δ(j,β)
îk,α̂1
for all k ∈ [[1, l]]. Since α1 < β and all ik < j , expansion of the minor
δ(j,β)
+
along its first column yields
δ(j,β)
+ =
l∑
k=1
(−1)k+1x(j,β)+ik,α1 δ
(j,β)+
îk ,α̂1
=
l∑
k=1
(−1)k+1(x(j,β)ik,α1 + x(j,β)ik,β x−1j,βx(j,β)j,α1 )δ(j,β)îk,α̂1
=
l∑
k=1
(−1)k+1x(j,β)ik,α1 δ
(j,β)
îk,α̂1
+ x−1j,βx(j,β)j,α1
l∑
k=1
(−1)k+1x(j,β)ik,β δ
(j,β)
îk,α̂1
= δ(j,β),
by Laplace expansions. This completes the induction. 
Lemma 3.12. Let X = (xi,α) ∈ Mm,p(K) and (j,β) ∈ E◦. Set u := xj,β and let δ =
[i1, . . . , il |α1, . . . , αl](X) be a minor of X with il < j and αl < β . Assume that u = 0. Then
δ(j,β)
+ = δ(j,β) +
l∑
k=1
(−1)k+lδ(j,β)ik→j x
(j,β)
ik,β
u−1.
Proof. It follows from Proposition 3.7 that
δ(j,β)u = det
⎛⎜⎝x
(j,β)
i1,α1
· · · x(j,β)i1,αl
...
...
x
(j,β)
il ,α1
· · · x(j,β)il ,αl
⎞⎟⎠× u
= det
⎛⎜⎜⎜⎜⎜⎝
x
(j,β)+
i1,α1
· · · x(j,β)+i1,αl x
(j,β)+
i1,β
...
...
...
x
(j,β)+
il ,α1
· · · x(j,β)+il ,αl x
(j,β)+
il ,β
x
(j,β)+
j,α1
· · · x(j,β)+j,αl u
⎞⎟⎟⎟⎟⎟⎠ .
Expanding this determinant along its last column leads to
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l∑
k=1
(−1)k+l+1x(j,β)+ik,β δ
(j,β)+
ik→j .
By construction, x(j,β)
+
ik,β
= x(j,β)ik,β , and it follows from Proposition 3.11 that δ
(j,β)+
ik→j = δ
(j,β)
ik→j .
Hence,
δ(j,β)
+ = δ(j,β) −
l∑
k=1
(−1)k+l+1u−1x(j,β)ik,β δ
(j,β)
ik→j . 
Proposition 3.13. Let X = (xi,α) ∈ Mm,p(K) and (j,β) ∈ E◦. Set u := xj,β , and let δ =
[i1, . . . , il |α1, . . . , αl](X) be a minor of X. Assume that u = 0 and that il < j while αh < β <
αh+1 for some h ∈ [[1, l]]. (By convention, αl+1 = p + 1.) Then
δ(j,β)
+ = δ(j,β) + δ(j,αh)αh→βxj,αhu−1.
Proof. We proceed by induction on l + 1 − h. If l + 1 − h = 1, then h = l and αl < β . It follows
from Lemma 3.12 that
δ(j,β)
+ = δ(j,β) +
l∑
k=1
(−1)k+lδ(j,β)ik→j x
(j,β)
ik,β
u−1.
Moreover, it follows from Proposition 3.11 that
δ
(j,β)
ik→j = δ
(j,β−1)
ik→j = · · · = δ
(j,αl+1)
ik→j .
Then we deduce from Proposition 3.7 that
δ
(j,β)
ik→j = δ
(j,αl)
îk,α̂l
xj,αl .
As x(j,β)ik,β = x
(j,β−1)
ik,β
= · · · = x(j,αl)ik,β by construction, we obtain
δ(j,β)
+ = δ(j,β) +
l∑
k=1
(−1)k+lδ(j,αl)
îk ,α̂l
xj,αl x
(j,αl)
ik,β
u−1.
Hence, by using a Laplace expansion, we obtain
δ(j,β)
+ = δ(j,β) + δ(j,αl)αl→βxj,αl u−1,
as desired.
Now let l + 1 − h > 1, and assume the result holds for smaller values of l + 1 − h. Expand
the minor δ(j,β)+ along its last column, to get
δ(j,β)
+ =
l∑
(−1)k+lx(j,β)+ik,αl δ
(j,β)+
îk ,α̂l
.k=1
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îk ,α̂l
is l −h, and so the induction hypoth-
esis applies. We obtain
δ
(j,β)+
îk ,α̂l
= δ(j,β)
îk,α̂l
+ δ(j,αh)
îk,α̂l
αh→β
xj,αhu
−1
for k ∈ [[1, l]]. As x(j,β)+ik,αl = x
(j,β)
ik,αl
= · · · = x(j,αh)ik,αl by construction, we obtain
δ(j,β)
+ =
l∑
k=1
(−1)k+lx(j,β)ik,αl δ
(j,β)
îk,α̂l
+
l∑
k=1
(−1)k+lx(j,αh)ik,αl δ
(j,αh)
îk,α̂l
αh→β
xj,αhu
−1
= δ(j,β) + δ(j,αh)αh→βxj,αhu−1,
by two final Laplace expansions. This concludes the induction step. 
Even though Propositions 3.11 and 3.13 constitute important steps towards a characterisation
of the minors of X(j,β)+ that are equal to zero in terms of the minors of X(j,β) that are equal to
zero, the sum in the last part of Proposition 3.13 causes problems. In order to overcome this, we
introduce a new class of matrices in the next section.
3.3. The effect of the restoration algorithm on the minors of an H-invariant Cauchon matrix
Definition 3.14. Let X = (xi,α) ∈ Mm,p(K). Then X is said to be H-invariant if
δ(j,β)
+ = 0 ⇒ δ(j,β) = 0
for all (j,β) ∈ E◦ and all minors δ = [i1, . . . , il |α1, . . . , αl](X) of X such that (il, αl) < (j,β).
In the following sections, we will construct several examples of H-invariant Cauchon ma-
trices. One of the main examples of an H-invariant Cauchon matrix is the matrix (Yi,α + J )
over the field of fractions of O(Mm,p(C))/J , where the Yi,α denote the canonical generators
of O(Mm,p(C)), and J is a Poisson H-prime ideal of this Poisson algebra (see Section 2). This
is the reason why we use the terminology “H-invariant” in the previous definition. The reader is
referred to Section 5 for more details about this situation.
When X is an H-invariant Cauchon matrix, we deduce from Propositions 3.11 and 3.13 the
following characterisation of the minors of X(j,β)+ that are equal to zero in terms of the minors
of X(j,β) that are equal to zero.
Proposition 3.15. Let X = (xi,α) ∈ Mm,p(K) be an H-invariant Cauchon matrix, and let
(j,β) ∈ E◦. Set u := xj,β . Suppose that δ = [i1, . . . , il |α1, . . . , αl](X) is a minor of X with
(il, αl) < (j,β).
1. Assume that u = 0. Then δ(j,β)+ = 0 if and only if δ(j,β) = 0.
2. Assume that u = 0. If il = j , or if β ∈ {α1, . . . , αl}, or if β < α1, then δ(j,β)+ = 0 if and only
if δ(j,β) = 0.
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and only if δ(j,β) = 0 and either δ(j,αh)αh→β = 0 or xj,αh = 0.
Proof. This follows easily from the previous formulae and the fact that X is H-invariant. 
We are now able to prove that the minors of an H-invariant Cauchon matrix X associated to
a Cauchon diagram C that are equal to zero only depend on the Cauchon diagram C and not on
the matrix X itself. More precisely, we have the following result.
Theorem 3.16. Let C be an m×p Cauchon diagram. Suppose that K and L are fields of charac-
teristic 0. Let X = (xi,α) ∈ Mm,p(K) and Y = (yi,α) ∈ Mm,p(L) be two matrices. Assume that
X and Y are both H-invariant Cauchon matrices associated to the same Cauchon diagram C.
Let (j,β) ∈ E, let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with (il, αl) < (j,β), and let
 = [i1, . . . , il |α1, . . . , αl](Y ) be the corresponding minor of Y .
Then δ(j,β) = 0 if and only if (j,β) = 0.
Proof. It is enough to prove that δ(j,β) = 0 implies that (j,β) = 0.
The proof is by induction on (j,β). Assume first that (j,β) = (1,2): we have to prove that if
x
(1,2)
1,1 = 0, then y(1,2)1,1 = 0. Assume that x(1,2)1,1 = 0. Then x1,1 = x(1,2)1,1 = 0. As X is associated to
the Cauchon diagram C, this implies that (1,1) ∈ C. As Y is also associated to C, it follows that
0 = y1,1 = y(1,2)1,1 , as desired.
Now let (j,β) ∈ E with (j,β) = (m,p + 1), and assume the result proved at step (j,β).
Let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with (il, αl) < (j,β)+, and let  =
[i1, . . . , il |α1, . . . , αl](Y ) be the corresponding minor of Y . Assume that δ(j,β)+ = 0. In order
to prove that (j,β)+ = 0, we consider several cases.
• Assume that (il, αl) = (j,β). Then it follows from Proposition 3.10 that 0 = δ(j,β)+ =
δ
(j,β)
ĵ ,β̂
xj,β , so that δ(j,β)ĵ ,β̂ = 0 or xj,β = 0.
If δ(j,β)
ĵ ,β̂
= 0, then it follows from the induction hypothesis that (j,β)
ĵ ,β̂
= 0. As (j,β)+ =

(j,β)
ĵ ,β̂
yj,β , by Proposition 3.10, it follows that (j,β)
+ = 0, as required.
If xj,β = 0, then (j,β) ∈ C as X is associated to C. Now, as Y is associated to C as well, we
get yj,β = 0, and then it follows from Proposition 3.10 that (j,β)+ = 0, as required.
• Assume that (il, αl) < (j,β). We distinguish between three cases (corresponding to the
three cases of Proposition 3.15).
•• Assume that xj,β = 0. As we are assuming that δ(j,β)+ = 0, it follows from Propo-
sition 3.15 that δ(j,β) = δ(j,β)+ = 0. Hence, we deduce from the induction hypothesis that
(j,β) = 0. On the other hand, as xj,β = 0, we have (j,β) ∈ C and so yj,β = 0. Thus, it fol-
lows from Proposition 3.15 that (j,β)+ = (j,β) = 0, as desired.
•• Assume that xj,β = 0, and that il = j , or that β ∈ {α1, . . . , αl}, or that β < α1. As we are
assuming that δ(j,β)+ = 0, it follows from Proposition 3.15 that δ(j,β) = δ(j,β)+ = 0. Hence, we
deduce from the induction hypothesis that (j,β) = 0. On the other hand, as xj,β = 0, we have
(j,β) /∈ C and so yj,β = 0. Moreover, as il = j , or β ∈ {α1, . . . , αl}, or β < α1, it follows from
Proposition 3.15 that (j,β)+ = (j,β) = 0, as desired.
•• Assume that xj,β = 0 and il < j , while αh < β < αh+1 for some h ∈ [[1, l]]. Then as in
the previous case, yj,β = 0. Moreover, it follows from Proposition 3.15 that δ(j,β)+ = 0 implies
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that (j,β) = 0 and either (j,αh)αh→β = 0 or yj,αh = 0. Finally, it follows from Proposition 3.15 that
(j,β)
+ = 0, as desired. 
In the case where (j,β) = (m,p + 1), the previous theorem leads to the following result.
(Recall here that X is the matrix obtained from X at the end of the restoration algorithm.)
Corollary 3.17. Retain the notation of the previous theorem. Let I ⊆ [[1,m]] and Λ ⊆ [[1,p]]
with |I | = |Λ|. Then [I |Λ](X) = 0 if and only if [I |Λ](Y ) = 0.
4. The restoration algorithm and totally nonnegative matrices
Let N = (ni,α) ∈ Mm,p(R) and let N be the matrix obtained from N at the end of the restora-
tion algorithm.
Theorem 4.1. Assume that N is a Cauchon matrix and also that N is nonnegative; that is,
ni,α  0 for all (i, α). Then N is a totally nonnegative matrix.
Proof. We will prove by induction on (j,β) ∈ E that
(∗j,β) For any minor δ = [i1, . . . , il |α1, . . . , αl](N) of N with (il, αl) < (j,β), we have
δ(j,β)  0.
Assume first that (j,β) = (1,2). Then δ(j,β) = n(1,2)1,1 = n1,1  0, as N is nonnegative.
Now assume that (j,β) ∈ E◦, and that (∗j,β) holds. Let
δ(j,β)
+ = [i1, . . . , il |α1, . . . , αl]
(
N(j,β)
+)
be a minor of N(j,β)+ with (il, αl) (j,β). We distinguish between two cases in order to prove
that δ(j,β)+  0.
First, assume that (il, αl) = (j,β). Then δ(j,β)+ = δ(j,β)ĵ ,β̂ nj,β , by Proposition 3.10. As δ
(j,β)
ĵ ,β̂
is
nonnegative by the induction hypothesis and nj,β is nonnegative by assumption, it follows that
δ(j,β)
+  0 in this case.
Next, assume that (il, αl) < (j,β). Then it follows from Propositions 3.11 and 3.13 that either
δ(j,β)
+ = δ(j,β), or nj,β > 0 and il < j while
δ(j,β)
+
nj,β = δ(j,β)nj,β + δ(j,αh)αh→βnj,αh
for some h ∈ [[1, l]] such that αh < β < αh+1. In each of the two cases, it easily follows from the
induction hypothesis and the assumption that N is nonnegative that δ(j,β)+  0, as desired. This
completes the induction step.
The final case, where (j,β) = (m,p + 1), shows that every minor of N = N(m,p+1) is non-
negative, as required. 
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Example 4.2. Set N :=
[ 1 0 1 1
0 0 1 1
1 1 1 1
1 1 1 1
]
. Clearly, N is a nonnegative matrix associated to the Cauchon
diagram of Fig. 2.
The previous result shows that the matrix N is totally nonnegative. Six nontrivial steps are
needed to compute the matrix N when using the restoration algorithm. Indeed, here are the
detailed calculations:
N(2,4) = N(2,3) = N(2,2) = N(2,1) = N(1,4) = N(1,3) = N(1,2) =
⎡⎢⎢⎢⎣
1 0 1 1
0 0 1 1
1 1 1 1
1 1 1 1
⎤⎥⎥⎥⎦ ;
N(3,3) = N(3,2) = N(3,1) =
⎡⎢⎢⎢⎣
1 0 2 1
0 0 1 1
1 1 1 1
1 1 1 1
⎤⎥⎥⎥⎦ ; N(3,4) =
⎡⎢⎢⎢⎣
3 2 2 1
1 1 1 1
1 1 1 1
1 1 1 1
⎤⎥⎥⎥⎦ ;
N(4,2) = N(4,1) =
⎡⎢⎢⎢⎣
4 3 3 1
2 2 2 1
1 1 1 1
1 1 1 1
⎤⎥⎥⎥⎦ ; N(4,3) =
⎡⎢⎢⎢⎣
7 3 3 1
4 2 2 1
2 1 1 1
1 1 1 1
⎤⎥⎥⎥⎦ ;
N(4,4) =
⎡⎢⎢⎢⎣
10 6 3 1
6 4 2 1
3 2 1 1
1 1 1 1
⎤⎥⎥⎥⎦ and N = N(4,5) =
⎡⎢⎢⎢⎣
11 7 4 1
7 5 3 1
4 3 2 1
1 1 1 1
⎤⎥⎥⎥⎦ .
One can check that N is indeed totally nonnegative. Note that it is only at this last step of the
algorithm that a tnn matrix is obtained – e.g., [1,3,4|1,3,4](N(4,4)) = −4.
Remark 4.3. A careful analysis of the restoration algorithm reveals the following. Suppose
that N is a Cauchon matrix with indeterminates as entries. Then the minors of N are Laurent
polynomials with nonnegative integer coefficients in the original indeterminates. This suggests a
connection with cluster algebras which we intend to investigate further in a subsequent paper.
We end this section by constructing a totally nonnegative H-invariant Cauchon matrix asso-
ciated to each Cauchon diagram. We will also need analogous H-invariant Cauchon matrices
(although not tnn) over other fields of characteristic zero, defined as follows.
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over Q. Choose a set {ξi,α} of mp elements of K that are algebraically independent over Q.
Moreover, if K ⊆ R, choose the ξi,α to be positive.
Given any m×p Cauchon diagram C, denote by NC the m×p matrix whose entries ni,α are
defined by ni,α = ξi,α if (i, α) /∈ C and ni,α = 0 if (i, α) ∈ C.
Theorem 4.5.
1. The matrix NC ∈ Mm,p(K) is an H-invariant Cauchon matrix associated to the Cauchon
diagram C.
2. If K = R (and so all ξi,α > 0), then NC is totally nonnegative.
Proof. Part 2 holds by Theorem 4.1.
1. Let (j,β) ∈ E◦ and let δ = [i1, . . . , il |α1, . . . , αl](NC) be a minor of NC such that (il, αl) <
(j,β). Assume that δ(j,β)+ = 0. We need to prove that δ(j,β) = 0. If δ(j,β) = δ(j,β)+ , then there
is nothing to do; so assume that δ(j,β) = δ(j,β)+ . In the notation of Proposition 3.13, u = nj,β =
ξj,β = 0 and il < j while αh < β < αh+1 for some h ∈ [[1, l]]; moreover
δ(j,β)
+ = δ(j,β) + δ(j,αh)αh→βnj,αhu−1.
Hence,
0 = δ(j,β) + δ(j,αh)αh→βnj,αhξ−1j,β .
In order to conclude, recall from Proposition 3.5 that each n(j,β)i,α = ni,α + Qi,α where Qi,α is a
Laurent polynomial with coefficients in Q in the nonzero nk,γ such that (i, α) < (k, γ ) < (j,β),
and that each n(j,αh)i,α = ni,α +Q′i,α where Q′i,α is a Laurent polynomial with coefficients in Q in
the nonzero nk,γ such that (i, α) < (k, γ ) < (j,αh). Hence, δ(j,β) and δ(j,αh)αh→βnj,αh are Laurent
polynomials in the ξk,γ such that (k, γ ) < (j,β). It follows that δ(j,β) = 0, as desired, because
the ξi,α are algebraically independent over Q. 
The minors which vanish on the tnn matrices NC will be identified, in terms of Poisson H-
primes of O(Mm,p(C)), in the following section.
5. The restoration algorithm and Poisson H-prime ideals of O(Mm,p(C))
In this section, we investigate the standard Poisson structure of the coordinate ring
O(Mm,p(C)) that comes from the commutators of Oq(Mm,p(C)) (see Section 2). Recall, from
Section 2.4, that the number of Poisson H-primes in O(Mm,p(C)) is the same as the num-
ber of m × p Cauchon diagrams. In this section, we use the restoration algorithm to construct
an explicit bijection between the set of m × p Cauchon diagrams and the set of Poisson H-
primes of O(Mm,p(C)). As a corollary, we will attach to each Poisson H-prime an H-invariant
Cauchon matrix. This is an essential step in order to describe the admissible families of mi-
nors.
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algebra over C in mp − |C| indeterminates:
AC := C
[
ti,α
∣∣ (i, α) ∈ ([[1,m]] × [[1,p]]) \C].
In the sequel, it will be convenient to set ti,α := 0 when (i, α) ∈ C. While AC can be identified
with a subalgebra of O(Mm,p(C)), we label its indeterminates ti,α rather than Yi,α because we
require AC to have a different Poisson structure than O(Mm,p(C)), as follows.
There is a unique Poisson bracket on AC determined by the following data:
{ti,α, tk,γ } :=
⎧⎨⎩
ti,αtk,γ if i = k and α < γ,
ti,αtk,γ if i < k and α = γ,
0 if i < k and α = γ.
Denote by LC the corresponding Laurent polynomial algebra; that is,
LC := C
[
t±1i,α
∣∣ (i, α) ∈ ([[1,m]] × [[1,p]]) \C].
The Poisson bracket defined on AC extends uniquely to a Poisson bracket on the algebra LC , so
that LC is also a Poisson algebra. Denote the field of fractions of AC by GC . The Poisson bracket
on AC extends uniquely to a Poisson bracket on GC ; so that GC is also a Poisson algebra.
Observe that the torus H := (C×)m+p acts by Poisson automorphisms on AC such that
(a1, . . . , am, b1, . . . , bp).ti,α = aibαti,α
for all (a1, . . . , am, b1, . . . , bp) ∈ H and (i, α) ∈ [[1,m]] × [[1,p]]. This Poisson action extends
naturally to Poisson automorphism actions of H on LC and GC .
Set MC := (ti,α) ∈ Mm,p(GC); this is a Cauchon matrix associated to the Cauchon dia-
gram C. For all (j,β) ∈ E, set
M
(j,β)
C :=
(
t
(j,β)
i,α
) ∈ Mm,p(GC);
that is, M(j,β)C is the matrix obtained from MC at step (j,β) of the restoration algorithm. Let
A
(j,β)
C be the subalgebra of GC generated by the entries of M
(j,β)
C .
Theorem 5.1. Let (j,β) ∈ E.
1. Frac(A(j,β)C ) = GC .
2. For all (i, α) ∈ [[1,m]] × [[1,p]], we have t (j,β)i,α = ti,α + Q(j,β)i,α , where Q(j,β)i,α is a Laurent
polynomial with coefficients in Q in the nonzero tk,γ such that (i, α) < (k, γ ) < (j,β).
3. Let B(j,β)C be the subalgebra of GC generated by the t (j,β)i,α with (i, α) < (j,β). If tj,β = 0,
then the powers tk , with k ∈ N ∪ {0}, are linearly independent over B(j,β).j,β C
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{
t
(j,β)
i,α , t
(j,β)
k,γ
}=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
t
(j,β)
i,α t
(j,β)
k,γ if i = k and α < γ,
t
(j,β)
i,α t
(j,β)
k,γ if i < k and α = γ,
0 if i < k and α > γ,
2t (j,β)i,γ t
(j,β)
k,α if i < k, α < γ and (k, γ ) < (j,β),
0 if i < k, α < γ and (k, γ ) (j,β).
5. (a1, . . . , am, b1, . . . , bp).t (j,β)i,α = aibαt(j,β)i,α for all (a1, . . . , am, b1, . . . , bp) ∈ H and (i, α) ∈[[1,m]] × [[1,p]].
Proof. 1. This is an easy induction on (j,β) ∈ E (recall Observations 3.4).
2. This is part 4 of Proposition 3.5.
3. This claim easily follows from the previous part and the fact that the powers tkj,β are linearly
independent over the subalgebra of GC generated by the ti,α with (i, α) < (j,β).
4. We relegate the proof of this part to Appendix A, due to the large number of cases to be
checked.
5. This is an easy induction and is left to the reader. 
For each Cauchon diagram C, we thus obtain from the restoration algorithm a Poisson algebra
A′C := A(m,p+1)C generated by mp elements yi,α := t (m,p+1)i,α such that, for all (i, α) < (k, γ ), we
have
{yi,α, yk,γ } =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
yi,αyk,γ if i = k and α < γ,
yi,αyk,γ if i < k and α = γ,
0 if i < k and α > γ,
2yi,γ yk,α if i < k and α < γ.
Hence, there exists a surjective Poisson homomorphism ϕC : O(Mm,p(C)) → A′C that sends
Yi,α to yi,α for all (i, α). Moreover, we deduce from Theorem 5.1 that this homomorphism is
H-equivariant, so that the kernel J ′C of ϕC is a Poisson H-prime of O(Mm,p(C)).
Recall the notation Cm,p for the set of all m× p Cauchon diagrams.
Lemma 5.2. The map C → J ′C is an embedding of Cm,p into the set of Poisson H-primes
of O(Mm,p(C)).
Proof. Let C and C′ be two Cauchon diagrams, and assume that J ′C = J ′C′ . In order to avoid any
confusion, we will denote the natural generators of A′
C′ by y
′
i,α rather than yi,α . As J
′
C = J ′C′ ,
there exists a Poisson isomorphism ψ : A′C → A′C′ that sends yi,α to y′i,α for all (i, α). Of course,
this isomorphism extends to an isomorphism ψ : Frac(A′C) → Frac(A′C′), and a decreasing in-
duction on (j,β) shows that ψ(t(j,β)i,α ) = t ′(j,β)i,α for all (i, α) ∈ [[1,m]] × [[1,p]] and (j,β) ∈ E.
In particular, we get
(i, α) ∈ C ⇔ t (1,2)i,α = 0 ⇔ t ′(1,2)i,α = 0 ⇔ (i, α) ∈ C′.
Hence, C = C′, as desired. 
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Proof. We have just proved that
H-PSpec(O(Mm,p(C)))⊇ {J ′C ∣∣ C ∈ Cm,p}.
In order to conclude, recall from the discussion in Section 2.4 that the number of Poisson H-
primes in O(Mm,p(C)) is equal to |Cm,p|. In view of the previous lemma, the displayed inclusion
must be an equality. 
Theorem 5.4. Let C be an m× p Cauchon diagram.
1. The matrix MC = (ti,α) ∈ Mm,p(GC) is an H-invariant Cauchon matrix associated to C.
2. A minor [I |Λ] belongs to J ′C if and only if the corresponding minor of MC := M(m,p+1)C is
zero.
Proof. The first part follows from Theorem 4.5. The second part is a consequence of the con-
struction of the Poisson H-prime J ′C as the kernel of the surjective H-equivariant Poisson
homomorphism ϕC : O(Mm,p(C)) → A′C that sends Yi,α to yi,α for all (i, α). 
Corollary 5.5. Let C be an m× p Cauchon diagram, and construct the matrix NC ∈ Mm,p(R)
as in Definition 4.4. Then NC = N(m,p+1)C is a tnn matrix, and the minors which vanish on NC
are precisely those which belong to the ideal J ′C of O(Mm,p(C)).
Proof. Theorems 4.5 and 5.4, and Corollary 3.17. 
6. Explicit description of the admissible families of minors
Recall that a family of minors is admissible if it defines a nonempty totally nonnegative cell.
We are now ready to prove our main result that gives an explicit description of the admissible
families of minors.
Recall the families M(w) with w ∈ S defined in Definition 2.6. Our work so far immediately
shows that these define nonempty tnn cells, as follows.
Lemma 6.1. For each w ∈ S , the tnn cell SM(w) is nonempty.
Proof. It follows from Theorem 2.13 that there exists a (unique) Poisson H-prime ideal Jw in
O(Mm,p(C)) such that the minors that belong to Jw are exactly those from M(w). Moreover,
it follows from Theorem 5.3 that there exists a Cauchon diagram C such that Jw = J ′C . By
Corollary 5.5, the minors that vanish on the totally nonnegative matrix NC are exactly those in
M(w). Therefore, NC ∈ SM(w). 
Theorem 6.2. The admissible families of minors for the space M0m,p(R) of m × p totally non-
negative matrices are exactly the families M(w) for w ∈ S = S[−p,m]m+p .
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equal to |S| by Corollary B.6. Note that Postnikov, in [23], has shown that this is in fact an
equality, but, in Appendix B, we prove this inequality via different methods. We thus recover the
equality by our methods, as a consequence of the present theorem.
By Corollary 2.12, the sets M(w), for w ∈ S , are all distinct. We conclude by invoking
Lemma 6.1. 
Notice that the families of minors M(w) are not that easy to compute. Let us mention, how-
ever, that the results of the present paper provide also an algorithmic way to produce these
families. Indeed, it follows from the proof of Corollary 5.5 that the admissible families of minors
are exactly the families of vanishing minors of MC with C ∈ Cm,p . Hence, we have the following
algorithm that, starting only from a Cauchon diagram, constructs an admissible family of minors.
Algorithm 6.3.
Input:
Fix C ∈ Cm,p , and denote by AC the following commutative polynomial algebra over C
generated by mp − |C| indeterminates:
AC := C
[
ti,α
∣∣ (i, α) ∈ ([[1,m]] × [[1,p]]) \C].
Let GC denote the field of fractions of AC .
Step 1: Restoration of MC . As (j,β) runs over the set E, define matrices M(j,β)C = (t(j,β)i,α ) ∈
Mm,p(GC) as follows:
1. If (j,β) = (1,2), then the entries of the matrix MC = M(1,2)C are defined by
ti,α := t (1,2)i,α :=
{
ti,α if (i, α) /∈ C,
0 otherwise.
2. Assume that (j,β) ∈ E◦ and that the matrix M(j,β)C is already known. The entries t (j,β)
+
i,α of
the matrix M(j,β)
+
C are defined as follows:
(a) If tj,β = 0, then t (j,β)
+
i,α = t (j,β)i,α for all (i, α) ∈ [[1,m]] × [[1,p]].
(b) If tj,β = 0 and (i, α) ∈ [[1,m]] × [[1,p]], then
t
(j,β)+
i,α =
⎧⎨⎩ t
(j,β)
i,α + t (j,β)i,β t−1j,β t (j,β)j,α if i < j and α < β,
t
(j,β)
i,α otherwise.
Step 2: Calculate all minors of MC = M(m,p+1).C
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Result:
Denote by M(C) the following set of minors:
M(C) := {[I |Λ] ∣∣ [I |Λ](MC) = 0}.
Then, M(C) is an admissible family of minors and, if C and C′ are two distinct Cauchon
diagrams, then M(C) = M(C′).
Example 6.4. Assume that m = p = 3.
Applying Algorithm 6.3 to the Cauchon diagram of Fig. 3 shows that the family of minors{[1|3], [1,2|1,2], [1,3|1,2], [2,3|1,2], [2,3|1,3], [2,3|2,3], [1,2,3|1,2,3]}
is admissible. As is easily checked, the above admissible set equals M(w) where w =[ 1 2 3 4 5 6
1 4 3 2 6 5
]
.
7. Tnn cells and H-orbits of symplectic leaves
One can construct another partition of the space M0m,p(R) using the H-orbits of symplectic
leaves in Mm,p(C) as follows. For each restricted permutation w ∈ S , we set
Uw := PwN◦ w ∩ M0m,p(R).
As the H-orbits of symplectic leaves PwN◦ w form a partition of Mm,p(C), the sets Uw with
w ∈ S form a partition of M0m,p(R).
On the other hand, we know that the nonempty totally nonnegative cells also form a partition
of this space M0m,p(R) and are parametrised by the same set S of permutations. For each w ∈ S ,
we have a nonempty tnn cell denoted by SM(w) in the notation of Eq. (1.1), so that one can write⊔
w∈S
Uw = M0m,p(R) =
⊔
w∈S
SM(w). (7.1)
Thus we have two partitions of the same space M0m,p(R) indexed by the same set S . Our final
theorem asserts that these two partitions are the same. We first give a proof based on our present
methods, and then we sketch an alternate proof that follows ideas and results in the literature.
Theorem 7.1. For each w ∈ S , we have SM(w) = Uw . Thus, the nonempty tnn cells in the space
M0m,p(R) of tnn matrices are the intersections of the H-orbits of symplectic leaves in Mm,p(C)
with M0m,p(R).
812 K.R. Goodearl et al. / Advances in Mathematics 226 (2011) 779–826Proof. The theorem follows easily from (7.1) once we show that SM(w) ⊆ Uw for all w ∈ S ,
given that each SM(w) is nonempty (Lemma 6.1).
Let w ∈ S . Because of Theorem 2.9, we at least have
SM(w) ⊆ PwN◦ w ∩ M0m,p(R).
If SM(w)  Uw , it thus follows from [3, Theorem 3.13] that there exists a matrix
x ∈ SM(w) ∩ PwN◦ z
for some z ∈ S with z > w. By Corollary 2.12, M(w) is properly contained in M(z), so there is a
minor [I |Λ] ∈ M(z)\M(w). Since x ∈ PwN◦ z, Theorem 2.9 shows that [I |Λ](x) = 0. However,
this contradicts the assumption that x ∈ SM(w), since [I |Λ] /∈ M(w). Therefore SM(w) ⊆ Uw ,
as required. 
7.2. Alternate proof of Theorem 7.1. Keep m and p fixed as usual, and set n = m+ p.
We begin in the Grassmannian setting. Let Grtnnm,n denote the m×n case of Postnikov’s totally
nonnegative Grassmannian [23, Definition 3.1], a subset of the real Grassmannian Grm,n(R). It
consists of those points represented by matrices A ∈ Mm,n(R) such that I (A)  0 for all m-
element subsets I ⊆ [[1, n]], where I := [1, . . . ,m|I ] is the maximal minor with column index
set I . The tnn Grassmann cells [23, Definition 3.2] are subsets S tnnM ⊆ Grtnnm,n, for collections M
of m-element subsets of [[1, n]], defined as follows: S tnnM consists of those points represented by
matrices A such that I (A) > 0 for all I ∈ M and I (A) = 0 for all I /∈ M. (Postnikov only
defined S tnnM for matroids M, but the definition works equally well in general. It is easily seen
that if S tnnM is nonempty, then M must be a matroid.)
Lusztig has introduced nonnegative parts of real generalised flag varieties, one case of which
leads to the Grassmannian. Let G = GLn(R), with its usual Borel subgroups B+ and B−, con-
sisting of invertible upper, respectively lower, triangular matrices. Let W be the Weyl group of G,
which we identify with both the symmetric group Sn and the subgroup of permutation matrices
in G. Then set
PJ =
[GLm(R) Mm,p(R)
0 GLp(R)
]
,
a standard parabolic subgroup of G containing B+. Let PJ = G/PJ denote the corresponding
partial flag variety, and πJ : G/B+ → PJ the natural projection. Lusztig first defined the non-
negative part of the full flag variety G/B+ ([18, Section 8.8], [19, Section 2.6]), and then defined
the nonnegative part of PJ as the projection: PJ0 := πJ ((G/B+)0).
Under the standard identification of Grm,n(R) with PJ , we have
Grtnnm,n = PJ0.
This is tacitly assumed in the discussion of [23, Theorem 3.8]; details have been worked out by
Rietsch [25].
Now partition G/B+ into intersections of dual Schubert cells, namely the sets Rv,w :=
B−.vB+ ∩B+.wB+ for v,w ∈ W . Then Rv,w = ∅ precisely when v w (this is implicit in [12,
13], as noted in [19, Section 1.3]; in the case of an algebraically closed base field, it is proved
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which Rietsch labelled
PJx,u,w := πJ (Rx,wu) = πJ (Rxu−1,w)
for (x,u,w) ∈ WJmax × WJ × WJ , with PJx,u,w = ∅ if and only if x  wu [24, Section 5].
Here WJmax and WJ denote the sets of maximal (respectively, minimal) length representatives
for cosets in W/WJ , where WJ is the Weyl group of the standard Levi factor of PJ . Now
contract these sets to the nonnegative part of PJ , to get sets PJ
x,u,w;>0 := PJx,u,w ∩ PJ0 for
(x,u,w) ∈ WJmax × WJ × WJ . Rietsch proved that the nonempty strata PJx,u,w of PJ all have
nonempty intersection with the nonnegative part of PJ , namely PJ
x,u,w;>0 = ∅ if and only if
x wu [24, Section 6, p. 783].
The nonempty sets PJ
x,u,w;>0 partition PJ0, and this partition coincides with Postnikov’s
partition of Grtnnm,n into nonempty tnn Grassmann cells [23, Theorem 3.8].
In order to discuss symplectic leaves, we have to move into the complex setting. Let us denote
the complex versions of the above ingredients with hats. Thus, Ĝ = GLn(C), with its usual Borel
subgroups B̂±, while
P̂ J =
[GLm(C) Mm,p(C)
0 GLp(C)
]
,
with corresponding partial flag variety P̂J = Ĝ/P̂ J partitioned into subsets P̂Jx,u,w . We identify
the maximal torus B̂+ ∩ B̂− with the group H = (C×)n. Identify PJ with its natural image
in P̂J ; then PJx,u,w = P̂Jx,u,w ∩ PJ for all (x,u,w).
There is a standard Poisson structure on Ĝ, arising from the standard r-matrix on gln(C),
making Ĝ into a Poisson algebraic group (cf. [3, Section 1.4]). The Grassmannian Grm,n(C)
then becomes a Poisson variety and a Poisson homogeneous space for Ĝ [3, Proposition 3.2].
Further, the torus H acts on Grm,n(C) by Poisson automorphisms [11, Section 0.2], and so it
permutes the symplectic leaves. It turns out that the H-orbits of symplectic leaves in Grm,n(C)
coincide with the nonempty sets P̂Jx,u,w of Rietsch’s partition [11, Section 0.4]. Therefore,
(I) The nonempty tnn Grassmann cells S tnnM are precisely the intersections of Grtnnm,n with theH-orbits of symplectic leaves in Grm,n(C).
Let Ω denote the top Schubert cell in Grm,n(C), namely the set of points corresponding to
matrices A for which [[1,m]](A) = 0; then Ω = B̂−.P̂ J under the identification Grm,n(C) = P̂J .
Postnikov has given an isomorphism between M0m,p(R) and Ω ∩ Grtnnm,n [23, Proposition 3.10],
which we modify slightly. For matrices X = (xij ) ∈ Mm,p(C), define X˜ = ((−1)m−ixm+1−i,j ).
There is an isomorphism ξ : Mm,p(C) → Ω sending X to the point represented by the block
matrix [ Im X˜ ]. As is easily seen, the maximal minors of [ Im X˜ ] coincide with the minors of X
(with no changes of sign). Hence,
(II) ξ restricts to an isomorphism of M0m,p(R) onto Ω ∩ Grtnnm,n, which carries the nonempty tnn
cells SF ⊆ M0m,p(R) to the nonempty tnn Grassmann cells S tnn ⊆ Ω ∩ Grtnn .M m,n
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tion 3.4]. The map ξ can be expressed in terms of Ψ by the formula
ξ(X) = Ψ (XtrD),
where D = diag(1,−1,1, . . . , (−1)m−2, (−1)m−1), from which it follows that ξ is a Poisson
isomorphism. Neither transposition nor Ψ is equivariant with respect to the relevant actions of H,
but both permute H-orbits of symplectic leaves, because there are automorphisms α, β of H
such that ξ(h.X) = α(h).ξ(X) and Ψ (h.Y ) = β(h).Ψ (Y ) for X ∈ Mm,p(C), Y ∈ Mp,m(C),
and h ∈ H (see the proof of [3, Theorem 3.9] for the latter). Thus,
(III) ξ sends H-orbits of symplectic leaves in Mm,p(C) to H-orbits of symplectic leaves in Ω .
Combining (I), (II), and (III) yields a second proof of Theorem 7.1.
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Appendix A. Proof of Theorem 5.1.4
Set r = (j,β). It is clear that statement 5.1.4 holds when r = (1,2). Now let r ∈ E◦, and
assume that the statement holds at step r . We distinguish between two cases.
• Assume first that tj,β = 0. In this case, t (r+)l,δ = t (r)l,δ for all (l, δ), and so we may rewrite the
result at step r as follows:
{
t
(r+)
i,α , t
(r+)
k,γ
}=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
t
(r+)
i,α t
(r+)
k,γ if i = k and α < γ,
t
(r+)
i,α t
(r+)
k,γ if i < k and α = γ,
0 if i < k and α > γ,
2t (r
+)
i,γ t
(r+)
k,α if i < k, α < γ and (k, γ ) < r,
0 if i < k, α < γ and (k, γ ) r.
To conclude in this case, it just remains to show that t (r+)i,γ t (r
+)
k,α = 0 when (k, γ ) = r with i < k and
α < γ ; that is, we need to prove that t (r
+)
i,β t
(r+)
j,α = 0 when i < j and α < β . By Proposition 3.5,
we have t (r
+)
j,α = tj,α , and so we need to prove that t (r
+)
i,β tj,α = 0 when i < j and α < β . It is at this
point that we use our assumption that C is a Cauchon diagram. Indeed, as tj,β = 0, then r ∈ C.
As C is a Cauchon diagram, this forces either (j,α) ∈ C or (k,β) ∈ C for all k  j . Hence, by
construction, we get that either tj,α = 0 or tk,β = 0 for all k  j . In the first case, it is clear that
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(r+)
i,β tj,α = 0. If tk,β = 0 for all k  j , then it follows from Proposition 3.5 that t (r
+)
k,β = 0 for all
k  j . Thus, t (r
+)
i,β tj,α = 0 in this case too.
Thus, 5.1.4 holds at step r+ provided tj,β = 0.
• Now assume that tj,β = 0. We first compute {t (r+)i,α , t (r)l,δ } in a number of cases, where
(i, α), (l, δ) ∈ [[1,m]] × [[1,p]] with i < j and α < β . Note that
{
t
(r+)
i,α , t
(r)
l,δ
}
= {t (r)i,α , t (r)l,δ }+ {t (r)i,β , t (r)l,δ }t−1j,β t (r)j,α − t (r)i,β t−2j,β{tj,β , t (r)l,δ }t (r)j,α + t (r)i,β t−1j,β{t (r)j,α, t (r)l,δ }. (A.1)
When expanding a bracket using (A.1), we will write out four terms in the given order, using 0
as a placeholder where needed.
For terms in the same row, we claim that
{
t
(r+)
i,α , t
(r)
l,δ
}=
⎧⎨⎩ (t
(r)
i,α − t (r)i,β t−1j,β t (r)j,α)t(r)l,δ (i = l < j ; α < δ < β),
(t
(r)
i,α + t (r)i,β t−1j,β t (r)j,α)t(r)l,δ = t (r
+)
i,α t
(r)
l,δ (i = l < j ; α < β  δ).
(A.2)
In the first case, we obtain the result by observing that
{
t
(r+)
i,α , t
(r)
l,δ
}= t (r)i,α t (r)l,δ + (−t (r)i,β t (r)l,δ )t−1j,β t (r)j,α − 0 + 0.
The second case splits into two subcases:
{
t
(r+)
i,α , t
(r)
l,δ
}=
⎧⎨⎩ t
(r)
i,α t
(r)
l,δ + 0 − t (r)i,β t−2j,β(−tj,β t (r)l,δ )t (r)j,α + 0 (i = l < j ; α < β = δ),
t
(r)
i,α t
(r)
l,δ + (t(r)i,β t (r)l,δ )t−1j,β t (r)j,α − 0 + 0 (i = l < j ; α < β < δ).
This establishes (A.2).
For terms in the same column, we claim that
{
t
(r+)
i,α , t
(r)
l,δ
}=
⎧⎨⎩ (t
(r)
i,α − t (r)i,β t−1j,β t (r)j,α)t(r)l,δ (i < l < j ; α = δ < β),
(t
(r)
i,α + t (r)i,β t−1j,β t (r)j,α)t(r)l,δ = t (r
+)
i,α t
(r)
l,δ (i < j  l; α = δ < β).
(A.3)
The first case follows from{
t
(r+)
i,α , t
(r)
l,δ
}= t (r)i,α t (r)l,δ + 0 − 0 + t (r)i,β t−1j,β(−t (r)j,αt (r)l,δ ),
while the second follows from
{
t
(r+)
i,α , t
(r)
l,δ
}=
⎧⎨⎩ t
(r)
i,α t
(r)
l,δ + 0 − t (r)i,β t−2j,β(−tj,β t (r)l,δ )t (r)j,α + 0 (i < j = l; α = δ < β),
t
(r)
i,α t
(r)
l,δ + 0 − 0 + t (r)i,β t−1j,β(t(r)j,αt (r)l,δ ) (i < j < l; α = δ < β).
This establishes (A.3).
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{
t
(r+)
i,α , t
(r)
l,δ
}= {−2t (r)i,β t−1j,β t (r)l,α t (r)j,δ (i < l < j ; δ < α < β),
0 (i < j  l; δ < α < β). (A.4)
In the first case, we have
{
t
(r+)
i,α , t
(r)
l,δ
}= 0 + 0 − 0 + t (r)i,β t−1j,β(−2t (r)l,α t (r)j,δ),
while in the second, we have
{
t
(r+)
i,α , t
(r)
l,δ
}
=
{
0 + 0 − t (r)i,β t−2j,β(−tj,β t (r)l,δ )t (r)j,α + t (r)i,β t−1j,β(−t (r)j,αt (r)l,δ ) (i < j = l; δ < α < β),
0 + 0 − 0 + 0 (i < j < l; δ < α < β). (A.5)
This establishes (A.4).
For terms in NW/SE relation, we claim that
{
t
(r+)
i,α , t
(r)
l,δ
}=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2t (r)i,δ t
(r)
l,α (i < l < j ; α < δ < β),
2t (r)i,δ t
(r)
l,α + 2t (r)i,β t−1j,β t (r)j,αt (r)l,δ (i < l < j ; α < δ = β),
2t (r)i,δ (t
(r)
l,α + t (r)l,β t−1j,β t (r)j,α) (i < l < j ; α < β < δ),
2t (r)i,δ t
(r)
l,α + 2t (r)i,β t−1j,β t (r)j,αt (r)l,δ (i < l = j ; α < δ < β),
2t (r)i,β t
(r)
j,α = 2t (r)i,δ t (r)l,α (i < l = j ; α < δ = β),
0 (i < l = j ; α < β < δ),
0 (i < j < l; α < β; α < δ).
(A.6)
The computation of {t (r+)i,α , t (r)l,δ } in the first six cases yields the following:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2t (r)i,δ t
(r)
l,α + 0 − 0 + 0 (i < l < j ; α < δ < β),
2t (r)i,δ t
(r)
l,α +
(
t
(r)
i,β t
(r)
l,δ
)
t−1j,β t
(r)
j,α − t (r)i,β t−2j,β
(−tj,β t (r)l,δ )t (r)j,α + 0 (i < l < j ; α < δ = β),
2t (r)i,δ t
(r)
l,α +
(
2t (r)i,δ t
(r)
l,β
)
t−1j,β t
(r)
j,α − 0 + 0 (i < l < j ; α < β < δ),
2t (r)i,δ t
(r)
l,α + 0 − t (r)i,β t−2j,β
(−tj,β t (r)l,δ )t (r)j,α + t (r)i,β t−1j,β(t (r)j,αt (r)l,δ ) (i < l = j ; α < δ < β),
0 + (t (r)i,β t (r)l,δ )t−1j,β t (r)j,α − 0 + t (r)i,β t−1j,β(t (r)j,αt (r)l,δ ) (i < l = j ; α < δ = β),
0 + 0 − t (r)i,β t−2j,β
(
tj,β t
(r)
l,δ
)
t
(r)
j,α + t (r)i,β t−1j,β
(
t
(r)
j,αt
(r)
l,δ
)
(i < l = j ; α < β < δ).
As for the final case of (A.6), when i < j < l and α < β, δ with β = δ, we have
{
t
(r+)
, t
(r)}= 0 + 0 − 0 + 0,i,α l,δ
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{
t
(r+)
i,α , t
(r)
l,δ
}= 0 + (t (r)i,β t (r)l,δ )t−1j,β t (r)j,α − t (r)i,β t−2j,β(tj,β t (r)l,δ )t (r)j,α + 0.
This completes the proof of (A.6).
We are now ready to tackle step r+ of 5.1.4 when tj,β = 0, that is, to prove that
{
t
(r+)
i,α , t
(r+)
k,γ
}=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
t
(r+)
i,α t
(r+)
k,γ if i = k and α < γ,
t
(r+)
i,α t
(r+)
k,γ if i < k and α = γ,
0 if i < k and α > γ,
2t (r
+)
i,γ t
(r+)
k,α if i < k, α < γ and (k, γ ) < r+,
0 if i < k, α < γ and (k, γ ) r+.
(A.7)
Assume first that either i  j or α  β , whence t (r
+)
i,α = t (r)i,α . If also k  j or γ  β , we have
t
(r+)
k,γ = t (r)k,γ . Thus, under the current hypotheses,
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r)i,α , t (r)k,γ }
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
t
(r)
i,α t
(r)
k,γ = t (r
+)
i,α t
(r+)
k,γ (i = k; α < γ ),
t
(r)
i,α t
(r)
k,γ = t (r
+)
i,α t
(r+)
k,γ (i < k; α = γ ),
0 (i < k; α > γ ),
2t (r)i,γ t
(r)
k,α = 2t (r
+)
i,γ t
(r+)
k,α (i < k; α < γ ; (k, γ ) < r),
0 (i < k; α < γ ; (k, γ ) r).
(A.8)
Since i  j or α  β , we cannot have (k, γ ) = r when i < k and α < γ . Hence, the fourth
case of (A.8) covers the range (i < k; α < γ ; (k, γ ) < r+). The fifth case includes the range
(i < k; α < γ ; (k, γ ) r+).
Suppose now that i < k < j and α  β > γ . In this case,
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r)i,α , t (r)k,γ }+ {t (r)i,α , t (r)k,β}t−1j,β t (r)j,γ − t (r)k,β t−2j,β{t (r)i,α , tj,β}t (r)j,γ + t (r)k,β t−1j,β{t (r)i,α , t (r)j,γ },
and we find that
{
t
(r+)
i,α , t
(r+)
k,γ
}= {0 + (t(r)i,α t (r)k,β)t−1j,β t (r)j,γ − t (r)k,β t−2j,β(t(r)i,α tj,β)t(r)j,γ + 0 = 0 (α = β),
0 + 0 − 0 + 0 = 0 (α > β). (A.9)
Eqs. (A.8) and (A.9) verify all cases of (A.7) in which i  j or α  β .
For the remainder of the proof, we assume that i < j and α < β . Thus, Eqs. (A.2)–(A.6) are
applicable, and will be all we need when k  j or γ  β . In cases where k < j and γ < β , we
have
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t
(r+)
i,α , t
(r+)
k,γ
}
= {t (r+)i,α , t (r)k,γ }+ {t (r+)i,α , t (r)k,β}t−1j,β t (r)j,γ − 2t (r)k,β t−2j,β t (r)i,β t (r)j,αt (r)j,γ + t (r)k,β t−1j,β{t (r+)i,α , t (r)j,γ }, (A.10)
because {t (r+)i,α , t (r)j,β} = 2t (r)i,β t (r)j,α by the fifth case of (A.6).
When i = k and α < β  γ , we see by the second case of (A.2) that
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= t (r+)i,α t (r)k,γ = t (r+)i,α t (r+)k,γ .
When i = k and α < γ < β , we use (A.10), (A.2), (A.6) to see that
{
t
(r+)
i,α , t
(r+)
k,γ
}= (t (r)i,α − t (r)i,β t−1j,β t (r)j,α)t (r)k,γ + (t (r+)i,α t (r)k,β)t−1j,β t (r)j,γ
− 2t (r)k,β t−2j,β t (r)i,β t (r)j,αt (r)j,γ + t (r)k,β t−1j,β
(
2t (r)i,γ t
(r)
j,α + 2t (r)i,β t−1j,β t (r)j,αt (r)j,γ
)
= (t (r)i,α + t (r)i,β t−1j,β t (r)j,α)t (r)k,γ + t (r+)i,α (t (r)k,β t−1j,β t (r)j,γ )= t (r+)i,α t (r+)k,γ .
This establishes the first case of (A.7).
The second case of (A.7) is parallel to the first; we omit the details.
When i < j  k and γ < α < β , we see by (A.4) that
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= 0.
When i < k < j and γ < α < β , we use (A.10), (A.4), (A.6) to see that
{
t
(r+)
i,α , t
(r+)
k,γ
}= (−2t (r)i,β t−1j,β t (r)k,αt (r)j,γ )+ (2t (r)i,β t (r)k,α + 2t (r)i,β t−1j,β t (r)j,αt (r)k,β)t−1j,β t (r)j,γ
− 2t (r)k,β t−2j,β t (r)i,β t (r)j,αt (r)j,γ + 0
= 0.
This establishes the third case of (A.7).
If i < k, α < γ , and (k, γ ) > r , we see by the last two cases of (A.6) that
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= 0,
which establishes the fifth case of (A.7). If i < k, α < γ , and (k, γ ) = r , we have, by the fifth
case of (A.6),
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= 2t (r)i,γ t (r)k,α = 2t (r+)i,γ t (r+)k,α .
It remains to deal with the cases when i < k, α < γ , and (k, γ ) < r .
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{
t
(r+)
i,α , t
(r+)
k,γ
}= 2t (r)i,γ t (r)k,α + (2t (r)i,β t (r)k,α + 2t (r)i,β t−1j,β t (r)j,αt (r)k,β)t−1j,β t (r)j,γ
− 2t (r)k,β t−2j,β t (r)i,β t (r)j,αt (r)j,γ + t (r)k,β t−1j,β
(
2t (r)i,γ t
(r)
j,α + 2t (r)i,β t−1j,β t (r)j,αt (r)j,γ
)
= 2t (r+)i,γ t (r
+)
k,α .
If i < k < j and α < γ = β , we see by (A.6) that
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= 2t (r)i,γ t (r)k,α + 2t (r)i,γ t−1j,β t (r)j,αt (r)k,β = 2t (r+)i,γ t (r+)k,α ,
while if i < k < j and α < β < γ , we see by (A.6) that
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= 2t (r)i,γ (t (r)k,α + t (r)k,β t−1j,β t (r)j,α)= 2t (r+)i,γ t (r+)k,α .
Finally, if i < k = j and α < γ < β , then (A.6) gives us
{
t
(r+)
i,α , t
(r+)
k,γ
}= {t (r+)i,α , t (r)k,γ }= 2t (r)i,γ t (r)j,α + 2t (r)i,β t−1j,β t (r)j,αt (r)j,γ = 2t (r+)i,γ t (r+)k,α .
This verifies the fourth case of (A.7), and completes the proof of 5.1.4.
Appendix B. Number of tnn cells
The proof of Theorem 6.2 relies on a comparison of the number of nonempty tnn cells in
M0m,p(R) with the number of m × p Cauchon diagrams. These numbers are equal, as follows
from Postnikov’s work [23]. Our purpose in this appendix is to show how to obtain the key in-
equality (Corollary B.6) via our present methods. Equality then follows easily, as in Theorems 1.2
and 6.2.
Lemma B.1. Every tnn matrix over R is a Cauchon matrix.
Proof. Let X = (xi,α) be a tnn matrix. Suppose that some xi,α = 0, and that xk,α > 0 for
some k < i. Let γ < α. We need to prove that xi,γ = 0. As X is tnn, we have −xk,αxi,γ =
det
( xk,γ xk,α
xi,γ xi,α
)
 0. As xk,α > 0, this forces xi,γ  0. But since X is tnn, we also have xi,γ  0, so
that xi,γ = 0, as desired.
Therefore X is Cauchon. 
We next give a detailed description of the deleting derivations algorithm, which is inverse to
the restoration algorithm. In order to have matching notation for the steps of the two algorithms,
we write the initial matrix for this algorithm in the form X.
Convention B.2 (Deleting derivations algorithm). Let X = (xi,α) ∈ Mm,p(K), where K is
a field of characteristic zero. As r runs over the set E, we define matrices X(r) := (x(r)i,α ) ∈
Mm,p(K) as follows:
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2. Assume that r = (j,β) ∈ E◦ and that the matrix X(r+) = (x(r+)i,α ) is already known. The en-
tries x(r)i,α of the matrix X
(r) are defined as follows:
(a) If x(r+)j,β = 0, then x(r)i,α = x(r
+)
i,α for all (i, α) ∈ [[1,m]] × [[1,p]].
(b) If x(r+)j,β = 0 and (i, α) ∈ [[1,m]] × [[1,p]], then
x
(r)
i,α =
⎧⎨⎩x
(r+)
i,α − x(r
+)
i,β (x
(r+)
j,β )
−1x(r
+)
j,α if i < j and α < β,
x
(r+)
i,α otherwise.
3. Set X := X(1,2); this is the matrix obtained from X at the end of the deleting derivations
algorithm.
4. The matrices labelled X(r) in this algorithm are the same as the matrices with those labels
obtained by applying the restoration algorithm to the matrix X (cf. Observations 3.4). Thus,
the results of Sections 3.2 and 3.3 are applicable to the steps of the deleting derivations
algorithm.
In dealing with minors of the matrices X(j,β), we shall need the following variant of Proposi-
tion 3.13, which is proved in the same manner. As in Notation 3.6, we will write minors of X(j,β)
in the form δ(j,β), this time viewing X as the starting point.
Lemma B.3. Let X = (xi,α) ∈ Mm,p(K) be a matrix with entries in a field K of characteristic 0,
and let (j,β) ∈ E◦. Let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X. Assume that u := xj,β = 0
and that il < j while αh < β < αh+1 for some h ∈ [[1, l]]. (By convention, αl+1 = p + 1.) Then
δ(j,β)
+ = δ(j,β) +
h∑
t=1
(−1)t+hδ(j,β)αt→βx
(j,β)
j,αt
u−1.
Proof. We proceed by induction on l + 1 − h. If l + 1 − h = 1, then h = l and αl < β . It follows
from Proposition 3.7 that
δ(j,β)u = det
⎛⎜⎝x
(j,β)
i1,α1
· · · x(j,β)i1,αl
...
...
x
(j,β)
il ,α1
· · · x(j,β)il ,αl
⎞⎟⎠× u
= det
⎛⎜⎜⎜⎜⎜⎝
x
(j,β)+
i1,α1
· · · x(j,β)+i1,αl x
(j,β)+
i1,β
...
...
...
x
(j,β)+
il ,α1
· · · x(j,β)+il ,αl x
(j,β)+
il ,β
x
(j,β)+
j,α1
· · · x(j,β)+j,αl u
⎞⎟⎟⎟⎟⎟⎠ .
Expanding this determinant along its last row leads to
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l∑
t=1
(−1)t+l+1x(j,β)+j,αt δ
(j,β)+
αt→β .
By construction, x(j,β)
+
j,αt
= x(j,β)j,αt , and it follows from Proposition 3.11 that δ
(j,β)+
αt→β = δ
(j,β)
αt→β .
Hence,
δ(j,β)
+ = δ(j,β) −
l∑
t=1
(−1)t+l+1u−1x(j,β)j,αt δ
(j,β)
αt→β,
as desired.
Now let l + 1 − h > 1, and assume the result holds for smaller values of l + 1 − h. Expand
the minor δ(j,β)+ along its last column, to get
δ(j,β)
+ =
l∑
k=1
(−1)k+lx(j,β)+ik,αl δ
(j,β)+
îk ,α̂l
.
The value corresponding to l + 1−h for the minors δ(j,β)+
îk ,α̂l
is l −h, and so the induction hypoth-
esis applies. We obtain
δ
(j,β)+
îk ,α̂l
= δ(j,β)
îk,α̂l
+
h∑
t=1
(−1)t+hδ(j,β)
îk,α̂l
αt→β
x
(j,β)
j,αt
u−1
for k ∈ [[1, l]]. As x(j,β)+ik,αl = x
(j,β)
ik,αl
by construction, we obtain
δ(j,β)
+ =
l∑
k=1
(−1)k+lx(j,β)ik,αl δ
(j,β)
îk,α̂l
+
h∑
t=1
l∑
k=1
(−1)k+lx(j,β)ik,αl (−1)t+hδ
(j,β)
îk,α̂l
αt→β
x
(j,β)
j,αt
u−1
= δ(j,β) +
h∑
t=1
(−1)t+hδ(j,β)αt→βx
(j,β)
j,αt
u−1,
by two final Laplace expansions. This concludes the induction step. 
Theorem B.4. Let X = (xi,α) ∈ Mm,p(R) be a tnn matrix. We denote by X(j,β) the matrix
obtained from X at step (j,β) of the deleting derivations algorithm.
1. All the entries of X(j,β) are nonnegative.
2. X(j,β) is a Cauchon matrix.
3. The matrix obtained from X(j,β) by deleting the rows j +1, . . . ,m and the columns β,β+1,
. . . , p is tnn.
4. The matrix obtained from X(j,β) by deleting the rows j, j + 1, . . . ,m is tnn.
5. Let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with (il, αl) < (j,β). If δ(j,β)+ = 0, then
δ(j,β) = 0.
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If (j,β) = (m,p + 1), then 1, 3, 4 hold by hypothesis, 2 holds by Lemma B.1, and 5 is
vacuous.
Assume now that (j,β) ∈ E◦ and the result is true for X(j,β)+ .
• Let us first prove 1. Let x(j,β)i,α be an entry of X(j,β). We distinguish between two cases.
First, if x(j,β)i,α = x(j,β)
+
i,α , then it follows from the induction hypothesis that x
(j,β)
i,α is nonneg-
ative, as desired. Next, if x(j,β)i,α = x(j,β)
+
i,α , then i < j and α < β . Moreover, it follows from
the construction of the algorithm and the induction hypothesis that x(j,β)
+
j,β > 0, and x
(j,β)
i,α =
det
(
x
(j,β)+
i,α x
(j,β)+
i,β
x
(j,β)+
j,α x
(j,β)+
j,β
)
(x
(j,β)+
j,β )
−1
. Note that if β < p, then (j,β)+ = (j,β + 1), while if β = p,
then (j,β)+ = (j + 1,1). Hence, by the induction hypothesis (3 or 4), the previous determinant
is nonnegative, so that x(j,β)i,α  0, as desired.
• Let us now prove 3. Let δ = [i1, . . . , il |α1, . . . , αl](X) be a minor of X with il  j and
αl < β . We need to prove that δ(j,β) is nonnegative. Set u := x(j,β)j,β = x(j,β)
+
j,β .
First, if il = j or u = 0, then it follows from Proposition 3.11 that δ(j,β) = δ(j,β)+ , and so we
deduce from the induction hypothesis (3 or 4) that δ(j,β) = δ(j,β)+  0, as desired.
Now assume that il < j and u = 0. Then it follows from the induction hypothesis (3 or 4) that
u > 0. Moreover, we deduce from Proposition 3.7 that δ(j,β) = det(x(j,β)+i,α ) i=i1,...,il ,j
α=α1,...,αl ,β
u−1. By
the induction hypothesis, the above determinant is nonnegative, so that δ(j,β)  0, as claimed.
• Let us now prove 4. We will prove by induction on l that all the minors of the form δ(j,β) =
det(x(j,β)i,α ) i=i1,...,il
α=α1,...,αl
with il < j are nonnegative.
The case l = 1 is a consequence of 1. So, we assume l  2. Set u := x(j,β)j,β = x(j,β)
+
j,β . If
αl < β , then it follows from point 3 that δ(j,β)  0. Next, if u = 0, or if β ∈ {α1, . . . , αl}, or if
β < α1, then it follows from Proposition 3.11 that δ(j,β) = δ(j,β)+ , and so it follows from the
induction hypothesis of 4 that δ(j,β) = δ(j,β)+  0, as desired.
So, it just remains to consider the case where u = 0 and there exists h ∈ [[1, l − 1]] such that
αh < β < αh+1.
In order to simplify the notation, we set [I |Λ] = [I |Λ](X(j,β)) and [I |Λ]+ = [I |Λ](X(j,β)+)
for the remainder of the proof of 4, for any index sets I and Λ.
For all k ∈ [[1, l]], we set Ik := {i1, . . . , îk, . . . , il}. We also set I := {i1, . . . , il} and Λt :=
{α1, . . . , α̂t , . . . , αl−1} for all t ∈ [[1, h]].
For all k ∈ [[1, l]], it follows from [1, (2.10)] and Muir’s law of extensible minors [21, p. 179]
that [
Ik
∣∣Λt ∪ {β}][I ∣∣Λt ∪ {αt ,αl}]= [Ik∣∣Λt ∪ {αl}][I ∣∣Λt ∪ {αt , β}]
+ [Ik∣∣Λt ∪ {αt }][I ∣∣Λt ∪ {β,αl}]. (B.1)
Recall that δ(j,β) = [I |Λt ∪ {αt ,αl}] for all t .
It follows from the secondary induction hypothesis (on the size of the minors) that
[Ik|Λt ∪ {αl}]  0 and [Ik|Λt ∪ {αt }]  0. Moreover it follows from Proposition 3.11 that
[I |Λt ∪ {αt , β}] = [I |Λt ∪ {αt , β}]+ and [I |Λt ∪ {β,αl}] = [I |Λt ∪ {β,αl}]+, and so we deduce
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together show that the right-hand side of Eq. (B.1) is nonnegative, that is, for all k ∈ [[1, l]] and
t ∈ [[1, h]], we have
[
Ik
∣∣Λt ∪ {β}][I ∣∣Λt ∪ {αt ,αl}] 0. (B.2)
From the secondary induction hypothesis, we know that [Ik|Λt ∪ {β}]  0 for all k, t . We
need to prove that δ(j,β) = [I |Λt ∪ {αt ,αl}] is nonnegative.
If there exist k and t such that [Ik|Λt ∪ {β}] > 0, then it follows from the inequality (B.2) that
[I |Λt ∪ {αt ,αl}] 0, as desired.
Finally, we assume that for all k and t we have [Ik|Λt ∪ {β}] = 0. In this case, it follows
from a Laplace expansion that [I |Λt ∪ {αl, β}] = 0. In other words, we have δ(j,β)αt→β = 0 for
all t ∈ [[1, h]]. Hence, we deduce from Lemma B.3 that δ(j,β) = δ(j,β)+ . As δ(j,β)+  0 by the
induction hypothesis, we get δ(j,β)  0, as desired. This completes the induction step for the
proof of 4.
• Let us now prove 2. Assume that x(j,β)i,α = 0 for some (i, α). We must prove that x(j,β)k,α = 0
for all k  i or x(j,β)i,λ = 0 for all λ α. We distinguish between several cases.
•• Assume that i < j . Then by 4, the matrix obtained from X(j,β) by deleting the rows
i + 1, . . . ,m is tnn. This matrix is Cauchon by Lemma B.1, and our desired conclusion follows.
•• Assume that i  j . Hence, by construction, we have x(j,β)+i,α = x(j,β)i,α = 0. So we deduce
from the induction hypothesis that x(j,β)
+
k,α = 0 for all k  i or x(j,β)
+
i,λ = 0 for all λ α.
Assume first that x(j,β)
+
i,λ = 0 for all λ α. As i  j , we get x(j,β)i,λ = x(j,β)
+
i,λ = 0 for all λ α,
as desired.
Assume next that x(j,β)
+
k,α = 0 for all k  i. Then for all j  k  i, we get x(j,β)k,α = x(j,β)
+
k,α = 0.
So it just remains to prove that x(j,β)k,α = 0 for all k < j . Let k < j . We distinguish between two
cases. First, if x(j,β)j,β = x(j,β)
+
j,β = 0, then x(j,β)k,α = x(j,β)
+
k,α = 0, as expected. Otherwise, u :=
x
(j,β)
j,β = x(j,β)
+
j,β = 0, and
x
(j,β)
k,α = x(j,β)
+
k,α − x(j,β)
+
k,β u
−1x(j,β)
+
j,α .
As x(j,β)
+
k,α = 0 and x(j,β)
+
j,α = 0, we get x(j,β)k,α = 0, as desired.
• Finally, let us prove 5 by induction on l. For the case l = 1, assume we have x(j,β)+i,α = 0
with (i, α) < (j,β). If x(j,β)i,α = x(j,β)
+
i,α , then clearly x
(j,β)
i,α = 0. Otherwise, we have i < j and
α < β , while u := x(j,β)+j,β = 0 and
x
(j,β)
i,α = −x(j,β)
+
i,β u
−1x(j,β)
+
j,α . (B.3)
By points 3 and 4, the numbers x(j,β)i,α , x
(j,β)+
i,β , x
(j,β)+
j,α are all nonnegative, and u > 0. Hence, we
see by Eq. (B.3) that x(j,β) = 0, as desired.i,α
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assume that δ(j,β)+ = 0. If δ(j,β)+ = δ(j,β), then clearly δ(j,β) = 0. Hence, we deduce from
Proposition 3.11 that we can assume that u := x(j,β)j,β = x(j,β)
+
j,β = 0, il < j and there exists
h ∈ [[1, l]] such that αh < β < αh+1.
We distinguish between two cases to prove that δ(j,β) = 0. First we assume that αl < β .
Let A be the matrix obtained from X(j,β)+ by retaining the rows i1, . . . , il , j and the columns
α1, . . . , αl, β . It follows from 3 or 4 that A is tnn. Moreover, A has a principal minor, δ(j,β)
+
,
which is equal to zero. Hence, we deduce from [1, Corollary 3.8] that det(A) = 0, that is,
det
(
x
(j,β)+
i,α
)
i=i1,...,il ,j
α=α1,...,αl ,β
= 0.
Then, as we have assumed that u = 0, it follows from Corollary 3.8 that
[i1, . . . , il |α1, . . . , αl]
(
X(j,β)
)= 0,
that is, δ(j,β) = 0 as desired.
Next, we assume that there exists h ∈ [[1, l − 1]] such that αh < β < αh+1. With notations
similar to those of Eq. (B.1), we have
0 = [Ik∣∣Λt ∪ {β}]+[I ∣∣Λt ∪ {αt ,αl}]+ = [Ik∣∣Λt ∪ {αl}]+[I ∣∣Λt ∪ {αt , β}]+
+ [Ik∣∣Λt ∪ {αt }]+[I ∣∣Λ∪ {β,αl}]+
for all k ∈ [[1, l]] and t ∈ [[1, h]]. As all these minors are nonnegative by 4, we get that
[
Ik
∣∣Λt ∪ {αl}]+[I ∣∣Λt ∪ {αt , β}]+ = [Ik∣∣Λt ∪ {αt }]+[I ∣∣Λ∪ {β,αl}]+ = 0
for all k, t . Now we deduce from the secondary induction (on the size of the minors) and Propo-
sition 3.11 that
[
Ik
∣∣Λt ∪ {αl}][I ∣∣Λt ∪ {αt , β}]= [Ik∣∣Λt ∪ {αt }][I ∣∣Λ∪ {β,αl}]= 0
for all k, t . Hence, by Eq. (B.1),
[
Ik
∣∣Λt ∪ {β}]δ(j,β) = [Ik∣∣Λt ∪ {β}][I ∣∣Λt ∪ {αt ,αl}]= 0
for all k, t .
If [Ik|Λt ∪ {β}] = 0 for some k, t , then δ(j,β) = 0. If [Ik|Λt ∪ {β}] = 0 for all k, t , then it
follows from a Laplace expansion that [I |Λt ∪ {αl, β}] = 0 for all t . In this case (as in the proof
of 4), it follows from Lemma B.3 that δ(j,β) = δ(j,β)+ = 0. This completes the induction step
for 5. 
At the end of the deleting derivations algorithm, we get the following result, which provides
a converse to Theorem 4.1.
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obtained at step (1,2) of the deleting derivations algorithm. Then X is a nonnegative H-invariant
Cauchon matrix.
Corollary B.6. The number of nonempty tnn cells in M0m,p(R) is less than or equal to the number
of m× p Cauchon diagrams.
Proof. If X ∈ M0m,p(R), then it follows from the previous corollary that the matrix X = (xi,α)
obtained at step (1,2) of the deleting derivations algorithm is a nonnegative H-invariant Cauchon
matrix. Let C := {(i, α) | xi,α = 0}. As X is Cauchon, C is a Cauchon diagram. So we have a
mapping π : X → C from M0m,p(R) to the set Cm,p of m×p Cauchon diagrams. Now, let X and
Y be two m×p tnn matrices. If π(X) = π(Y ), then it follows from Corollary 3.17 that X and Y
belong to the same tnn cell. So, each nonempty tnn cell in M0m,p(R) is a union of fibres of π .
The corollary follows. 
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