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Abstract
The Schwarz Alternating Method can be used to solve elliptic boundary value problems on domains which consist of
two or more overlapping subdomains. The solution is approximated by an in/nite sequence of functions which results
from solving a sequence of elliptic boundary value problems in each subdomain. Schwarz methods for nonoverlapping
subdomains also exist but they have not been popular because of their slow convergence. These methods contain a free
parameter in the Robin boundary condition of each subdomain problem. The slow convergence can be attributed to an
improper choice of this parameter. In this paper, two models are proposed to give guidance to the choice of this parameter.
For the Poisson equation on rectangular domains, these models suggest very simple expressions for the parameter in terms
of the dimensions of the subdomain. Numerical experiments verify their e5ectiveness. When used as a preconditioner,
it is demonstrated numerically in some examples that the algorithm is quite e7cient. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The Schwarz Alternating Method was devised by H.A. Schwarz more than 100 years ago to
solve linear boundary value problems. It has garnered interest recently because of its potential as
an e7cient algorithm for parallel computers. The literature on this method for the linear boundary
value problem is huge, see the recent reviews of Chan and Mathew [1] and Le Tallec [20], and
the book of Smith et al. [18]. While originally developed for overlapping subdomains, the method
has been adapted also for nonoverlapping subdomains by the fundamental work of Lions [11].
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Recently, Deng [3] gave a more elegant version of Lions’ method. While these methods
are known to converge in the energy norm, it is natural to enquire whether they converge ge-
ometrically just like the overlapping Schwarz methods. Nataf [14] employed Fourier analysis to
answer in the negative. In fact, he showed that the higher the wave number, the slower the decay
and there is essentially no decay for waves with large wave numbers. In practice of course, we
notice slow convergence because only /nitely many waves are representable on a computational
grid.
In nonoverlapping Schwarz methods, a Robin boundary condition containing a free parameter is
used on interior (arti/cial) interfaces. The main contribution of this paper is that we use some
models to guide the choice of this parameter. For the Poisson equation on rectangular domains,
this parameter can be expressed as a simple function of the dimensions of the rectangle. Numerical
experiments demonstrate that nonoverlapping Schwarz methods with these parameters can converge
quickly. Recently, there has been some work where higher order boundary conditions are used to
accelerate the convergence. We shall not follow this approach here.
We mention that overlapping Schwarz methods are more popular than their nonoverlapping ver-
sions. This can be attributed to their fast geometric convergence and that nonoverlapping methods
have a free parameter which up to now has no theory guiding its choice. A bad choice of this
parameter can lead to extremely slow convergence. However, for some problems, nonoverlapping
subdomains are more natural. For instance in elasticity, if the domain consists of many (nonover-
lapping) subdomains each with its own elastic properties, then nonoverlapping Schwarz methods are
better suited for this problem.
Schur-based methods are currently the most popular methods for problems with nonoverlapping
subdomains. They have a solid theoretical foundation and are quite e7cient in practice. The same
cannot be said of current nonoverlapping Schwarz methods which require more work before they
are competitive with the other methods.
In the next section, we use two models to predict two values of the parameter. In Section 3, we
generalize to the case where the parameter can vary with each Schwarz iteration. This is followed
by some numerical experiments which test the e5ectiveness of these choices of parameters. We also
demonstrate numerically that the nonoverlapping Schwarz can serve as a good preconditioner for
the conjugate gradient algorithm. In the last section, we consider extensions to multiple as well as
nonrectangular subdomains and conclude.
Other works on nonoverlapping Schwarz methods include Marini and Quarteroni [12], Despres
[4], Despres [5], Sarkis [17], Dryja et al. [6], Ghanemi et al. [9], Engquist and Zhao [7], Nataf
and Rogier [16], Gastaldi et al. [8], Japhet [10], Tang [19], Nataf [15], Chavalier and Nataf [2]
and Mu [13] and references therein. See also the proceedings of the annual conference on domain
decomposition. This list is necessarily incomplete.
2. Optimal parameter
We follow Nataf and use Fourier analysis to obtain an exact convergence rate for nonoverlapping
subdomains for the model problem
−Pu= f on  = (0; 1)× (0; c)
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with homogeneous boundary conditions. Here, f ∈ L2() and c is a positive constant. Let the
domain consist of two subdomains 1 and 2 with the interface  along the line x = a for some
0¡a¡ 1. We solve this problem using a nonoverlapping Schwarz method due to Deng [3]. For
n= 0; 1; : : : and i = 1; 2, and any g(0)1 ; g
(0)
2 ∈ L2(), de/ne
−Pu(n)i = f on i;
@u(n)i
@ni
+ u(n)i = g
(n)
i on ;
u(n)i = 0 on @i\:
Here,  is any positive constant and ni denotes the unit outward normal on @i. The interface
functions are updated as
g(n+1)1 = 2u
(n)
2 − g(n)2 ; g(n+1)2 = 2u(n)1 − g(n)1 on : (2.1)
One of the virtues of Deng’s algorithm is that it updates the interface functions g(n)i wihtout the need
to compute normal derivatives. Hence this algorithm encounters no problem at cross points either
numerically or theoretically, unlike Lions’ original algorithm.
Denoting the exact solution of the original equation by u, and e(n)i =u
(n)
i −u, we obtain, for i=1; 2,
the error equations
−Pe(n)i = 0 on i
@e(n)i
@ni
+ e(n)i = G
(n)
i ≡ g(n)i −
@u
@ni
− u on ;
e(n)i = 0 on @i\:
We have the relations
G(n+1)1 (y) = 2e
(n)
2 (a; y)− G(n)2 (y); G(n+1)2 (y) = 2e(n)1 (a; y)− G(n)1 (y) on :
Let
e(n)i (x; y) =
∞∑
k=1
eˆ(n)i (x; k)sin
ky
c
and G(n)i (y) =
∞∑
k=1
Gˆ
(n)
i (k)sin
ky
c
:
The Fourier coe7cients obey the ODE(
− @
2
@x2
+
k22
c2
)
eˆ(n)1 (x; k) = 0
with boundary conditions
eˆ(n)1 (0; k) = 0;
@eˆ(n)1
@x
(a; k) + eˆ(n)1 (a; k) = Gˆ
(n)
1 (k)
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and similarly for eˆ(n)2 . The solutions are
eˆ(n)1 (x; k) =
Gˆ
(n)
1 (k) sinh(kx=c)
(k=c) cosh(ka=c) +  sinh(ka=c) ;
eˆ(n)2 (x; k) =
Gˆ
(n)
2 (k) sinh(k(1− x)=c)
(k=c) cosh(k(1− a)=c) +  sinh(k(1− a)=c) :
Combining these two equations, we have
eˆ(n+2)i (a; k) = r(k) eˆ
(n)
i (a; k); i = 1; 2;
where
r(k) =
 tanh(ka=c)− (k=c)
 tanh(ka=c) + (k=c)
 tanh(k(1− a)=c)− (k=c)
 tanh(k(1− a)=c) + (k=c) ¡ 1 (2.2)
with limk→∞ r(k) = 1. This establishes the claim that no geometric convergence is possible.
With a discretization of the PDE, convergence occurs because there are now /nitely many waves.
The question is how to determine the parameter  to obtain the fastest convergence. The crucial
observation is that for any k,
=
k
c tanh(ka=c) ≈
k
c
annihilates the error associated with the kth wave number. Throughout this paper, we use the fact
that tanh x ≈ 1 for x¿ 1. This condition is always satis/ed for large k. For k = 1, this requires
that a¿c, that is, the aspect ratio of the rectangular subdomains cannot be too extreme. To have
a feeling for this approximation, we note that tanh  and tanh 2 are within 10−3 and 10−6 of 1,
respectively.
In case a¡c, then for those /nite values of k so that ka¡c, we replace tanh ka=c by ka=c.
The algebra will be more tedious and although it can be carried out in theory, we omit further
discussion.
The above states that a small  damps low-frequency errors while a large  damps high-frequency
errors. It is clear that no one single  can yield an optimal convergence rate. This leads us to
assume a certain distribution for the error. One assumption is that the Fourier coe7cients eˆ(0)i (a; k)
are uniformly distributed in k. Since e(n)i ∈ L2(), certainly eˆ(n)i (a; k) → 0 as k → ∞. Thus the
above assumption is not realistic. A more realistic one is
|eˆ(0)i (a; k)|6
C
k
(2.3)
for some positive constant C. The goal is to minimize
cC2
2
∞∑
k=1
r(k)
k2
≈ cC
2
2
∞∑
k=1
1
k2
(
− k=c
+ k=c
)2
≡ cC
2
2
F(): (2.4)
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The left-hand side of the above equation is an approximation to ‖ e(1)i ‖2L2() where we assume
|eˆ(1)i (a; k)| ≈ r1=2(k) |eˆ(0)i (a; k)|. For the optimal , we /nd the critical point of F to be
=

c
∑∞
k=1 1=(+ k=c)3∑∞
k=1 1=k(+ k=c)3
:
We approximate sums by integrals:
∞∑
k=1
1
(+ k=c)3 ≈
∫ ∞
1
dk
(+ k=c)3 =
c
2(+ =c)2
and
∞∑
k=1
1
k(+ k=c)3 ≈
∫ ∞
1
dk
k(+ k=c)3 =
2(+ =c)2 ln(1 + c=)− 32 − 2=c
23(+ =c)2 :
After some simpli/cation, we obtain
0 =
(
+

c
)2
ln
(
1 +
c

)
− 22 − 
c
: (2.5)
This nonlinear equation has a solution of the form  = =c where  satis/es the transcendental
equation
0 = (+ )2 ln
(
1 +


)
− 22 − :
We solve this numerically to obtain = 6:7940 and thus
opt =
6:7940
c
is the solution to (2.5). This is plotted as the solid curve in Fig. 1. In particular, for a square domain
(c = 1), opt = 6:7940.
We now compute the convergence rate for the case c = 1 and assume N is large. The Fourier
coe7cient with the slowest decay corresponds to k=N−1. Approximating the tanh term by 1 again,
we obtain
r(N − 1) =
(
6:7940− (N − 1)
6:7940 + (N − 1)
)2
≈ 1− 8:6504
N
:
If we assume that the Fourier coe7cients decay like (2.3), then a numerical calculation shows that
the decay rate is proportional to F(6:794) = 0:13513 which is independent of N . (See (2.4) for the
de/nition of F .) Assuming that |eˆ(0)i (a; k)| ≈ C=k so that ‖ e(0)i ‖2L2()≈ cC22=6. Hence
‖ e(1)i ‖L2()
‖ e(0)i ‖L2()
=
√
0:13513
2=6 = 0:2866:
We remark that with assumption (2.3), we have replaced the summation of k from 1 to N by a
summation from 1 to ∞. This explains the independence of these results on N .
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Fig. 1.
The above result is only true for a rather special class of initial guesses. One may question what
happens if the initial error does not obey (2.3). How sensitive is the optimal  to the distribution?
To partially answer these questions, we suppose the initial error satis/es
|eˆ(0)i (a; k)|6
C
k3=4
(2.6)
for some constant C. Repeating the procedure as before (but with more algebra), the optimal 
satis/es (approximately) the equation
0 = c − 2
p(+ p)2
(
33=2
√
p+
√
p3=2 + (+ p)2 arctan
√
p

)
; p=

c
:
Now substitute = =c where  is the solution of the equation
0 = 1− 2( + )2
[
33=2
√
+
√
3=2 + ( + )2 arctan
√


]
: (2.7)
This is solved numerically to obtain  = 10:4664. Hence
opt =
10:4664
c
is the exact solution of (2.7). The plot of this optimal  as a function of c appears as the dotted line
in Fig. 1. We see that there is a signi/cant di5erence for small values of c. For c = 1, the optimal
 is predicted to be 10:4664. In the section on numerical results, we shall see that the di5erence
in the number of iterations required by these di5erent values of  is not large when c satis/es, for
instance 0:5¡c¡ a.
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As a comparison between overlapping and nonoverlapping cases, we repeat the above Fourier
analysis for the overlapping Schwarz algorithm. Consider the same Poisson equation on the square
and let 1=(0; b)× (0; 1) and 2=(a; 1)× (0; 1) where 0¡a¡b¡ 1. Let  ≡ b−a be the amount
of overlap. Starting with any u(0) ∈ H 10 (), de/ne the overlapping Schwarz sequence by
−Pu(n+(1=2)) = f on 1; u(n+(1=2)) = u(n) on @1
and
−Pu(n+1) = f on 2; u(n+1) = u(n+(1=2)) on @2:
Here, u(n+(1=2)) is de/ned as u(n) on \1 and u(n+1) is de/ned as u(n+(1=2)) on \2. Let e(n)=u(n)−u
denote the error in the nth iteration. Applying Fourier analysis, we obtain eˆ (n+1)(a; k)= r(k)eˆ (n)(a; k)
and eˆ (n+(1=2))(a; k) = r(k)eˆ (n−(1=2))(a; k), where
r(k) =
1− e−2ka
ek − e−k(a+b)
1− e−2k(1−b)
ek − e−k(2−a−b) ≈ e
−2k as k →∞:
In contrast to the nonoverlapping case, r(k) → 0 as k → ∞. The conclusion is that any amount
of overlap ¿ 0 damps all high-frequency errors, no matter how small  is. Hence in overlapping
Schwarz methods, the aim is to damp just the low-frequency errors.
3. Variable 
In Deng’s algorithm, the parameter  is /xed in every iteration. A generalization is to allow it to
change with each iteration. Hence the boundary condition on  becomes
@u(n)i
@ni
+ (n)u(n)i = g
(n)
i :
The only restriction on (n) is that it is positive and bounded away from zero for all n. The interface
functions must now be updated as
g(n+1)1 = (
(n) + (n+1))u(n)2 − g(n)2 ; g(n+1)2 = ((n) + (n+1))u(n)1 − g(n)1 on :
See (2.1) for the formula in case  is /xed.
We now show that formally, the update agrees with Lions’ original one whenever the functions
are smooth. With j = 3− i,
@u(n+1)i
@ni
+ (n+1)u(n+1)i = g
(n+1)
i
= ((n+1) + (n))u(n)j − g(n)j
= ((n+1) + (n))u(n)j −
(
@u(n)j
@nj
+ (n)u(n)j
)
=− @u
(n)
j
@nj
+ (n+1)u(n)j :
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Table 1
Dependence of the number of iterations on the discretization for a smooth f
N 8 16 24 32 40 48 64
 = 1 27 30 29 29 29 29 29
 = 6:479 8 8 8 8 8 8 8
 = 10:4664 12 13 13 13 13 13 13
 = n 7 7 7 7 7 7 7
With the extra degrees of freedom in choosing the (n), we no longer need to assume the distri-
bution of the error such as in (2.3). There are in/nitely many ways to select the sequence of (n).
We choose a simple one: (n) = n.
4. Numerical results
We performed some limited numerical experiments in MATLAB with a square domain and a= 38
and f = 20(y2(1 − y) + (3y − 1)x(1 − x)) with the exact solution u = 10x(1 − x)y2(1 − y). We
discretized the PDE using the usual second-order /nite di5erence approximation on a uniform grid.
The stopping criterion in Deng’s algorithm is
max(‖ e(n)1 ‖∞; ‖ e(n)2 ‖∞)¡"= 10−4: (4.1)
The initial guesses are g(0)1 = g
(0)
2 = 0. In Table 1, we record how the number of iterations varies
with the grid size h=1=N for various choices of . The row = n denotes the variable  algorithm
with (n) = n.
Next, we compare the number of iterations it takes to satisfy the stopping criterion (4.1) for
various values of  and N = 32. See Fig. 2. Note that using  = 6:794, the algorithm required the
minimum number of iterations among all possible values of . See Fig. 3 for a convergence history
for three di5erent ’s. The error is measured by the quantity on the left-hand side of (4.1).
We repeated the above experiments for the same domain but for a discontinuous right-hand side
de/ned by f=10 on 1 and f=−10 on 2. The number of iterations required to satisfy the stopping
criterion
max
(
sup|u(n+1)1 − u(n)1 |
sup|u(n+1)1 |
;
sup|u(n+1)2 − u(n)2 |
sup|u(n+1)2 |
)
¡"= 10−4 (4.2)
for various values of h is shown in Table 2.
As another example, if f is known to contain a large component at a certain frequency, then
this knowledge can be used to speed up convergence. Take f = 20(y2(1 − y) + (3y − 1)x(1 −
x))+1000 sin(16x). Let N =32 and the stopping criterion be (4.2). Simply applying the algorithm
with  = 6:7940 requires 26 iterations while it takes 19 iterations for  = 10:4664 and 114
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Fig. 2. Number of iterations required as a function of .
Fig. 3. Convergence history. Solid line:  = 6:7940, dashed line:  = 1, dotted line:  = 10:4664.
iterations for =1. However, if we apply Deng’s algorithm /rst with =16 for three iterations to
be followed by iterations with =6:7940, the number of iterations reduces to 13. Similarly, for three
iterations with  = 16 followed by iterations with  = 10:4664, the number of iterations reduces
to 18. The algorithm with variable  required 21 iterations. We also tried f = 20(y2(1 − y) +
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Table 2
Dependence of the number of iterations on the discretization for a discontinuous f
N 8 16 24 32 40 48 64
 = 1 43 54 58 59 58 57 57
 = 6:794 11 13 15 16 17 17 17
 = 10:4664 17 17 17 17 17 17 17
 = n 11 14 15 16 17 17 18
Fig. 4.
(3y − 1)x(1 − x)) + 1000 sin(16y) with similar results. The algorithm with  = 6:7940 takes 31
iterations while applying /rst =16 followed by =6:7940 takes 15 iterations. The corresponding
numbers for  = 10:4664 are 22 and 15. The variable  algorithm took 18 iterations. The number
of iterations for = 1 is 150.
As another example, consider the domain of Fig. 4 subdivided into three subdomains. It is not clear
what value of  should be used at the interfaces because the heights of the rectangles are di5erent.
There are three reasonable choices. One can choose the  corresponding to the aspect ratio c which
is the minimum, average, or maximum of the heights of the rectangles sharing an interface. For
instance, at the left interface, these three values of c are 12 ;
3
4 and 1. The corresponding ’s following
assumption (2.3) are 13:588; 9:0587 and 6:7940. Similarly, at the right interface, the minimum,
average and maximum values of c are 12 ;
7
12 ; and
2
3 . The corresponding ’s are 13:588; 11:647 and
10:191. Choosing c which is the smaller height of the rectangles on both sides of the interface
leads to better results. As a speci/c example, take f = 10 sin(10xy)ex+y, the number of iterations
in the order of the three possibilities mentioned above are 22; 25 and 27 for a uniform grid with
h= 1=60.
The results are better if we use assumption (2.6). As before, the number of iterations is smallest
if we choose the  corresponding to the minimum (as opposed to the average or maximum) of the
heights of the rectangles sharing an interface. For the same f, the number of iterations in the order
mentioned above are 17; 19 and 21. The variable  algorithm took 23 iterations. As a comparison,
if we use = 1 at both interfaces, the number of iterations increases to 138.
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In our discussion thus far, we have considered the Schwarz algorithm as a solver. However, it
can also be used as a preconditioner in the preconditioned conjugate gradient (PCG) iteration. For
instance, for the function f which is 10 on one subdomain and −10 on the second one, the number
of PCG iterations is 2 for h= 1=8 down to h= 1=64. The stopping criterion in the PCG iteration is
that the Euclidean norm of the residual decreases by a factor of " = 10−4 from the initial residual,
and the stopping criterion in the nonoverlapping Schwarz preconditioner is
√
"= 10−2. The number
of iterations in the Schwarz preconditioner is fairly constant varying from 8 to 12. The value of 
is /xed at 10.4664. For f = 20(y2(1− y) + (3y− 1)x(1− x)), the number of PCG iterations varies
between two and three, while the number of iterations in the Schwarz preconditioner is between 8
and 12 for h = 1=8 to h = 1=64. It would be a challenge to give some theoretical result in this
direction.
5. Discussion and conclusion
In this paper, we used two models to choose the parameter  in the Robin boundary condition
which occurs in the nonoverlapping Schwarz method of Deng. Following Nataf, we are able to obtain
the exact convergence rate of the Fourier coe7cients of the error term for rectangular domains. If
we assume that these coe7cients decay like (2.3), then we can obtain an optimal  independent of
any discretization parameter.
If the coe7cients obey instead other laws such as (2.6), we have seen that the estimate of the
optimal  does not change too much unless c is small. In our numerical experiments, we have
seen that for these values of , the algorithm requires the fewest or close to the fewest number of
iterations. The naive choice of  = 1 leads to quite slow convergence. The algorithm with (n) = n
also appears to work well. It is anticipated the latter algorithm will be the most e5ective for more
di7cult PDEs on arbitrary domains where it will no longer be so easy to estimate a good value of .
If f is known to have a large oscillatory term, then the algorithm can begin with a few iterations
using  equal to the frequency of the forcing term. This has been shown to be quite e5ective. We
have shown numerically in two examples that with a well chosen , PCG with the nonoverlapping
Schwarz algorithm as a preconditioner converges rapidly. We believe that among all algorithms
discussed in this paper, this version is the most e7cient.
These special values of  perform quite well if initial guess is not too far from a ‘nice’ distribution
like (2.3) or (2.6). In this case, the rate of convergence appears to be insensitive to variations in
h. However, it would not do well in case the initial guess contains high-frequency errors. Here, we
can always incorporate some smoothing steps such as !-Jacobi or Gauss Seidel iterations to kill the
high-frequency errors.
One natural question is whether this theory can be extended to arbitrary subdomains. While it
will not be possible to derive an exact analytic expression for the decay rate, we believe that the
general principle holds. That is, a large value of  in the Robin condition annihilates high-frequency
errors while a small value damps low-frequency errors. Assuming that the Fourier coe7cients of
the error decay at a certain rate, then there is some  which yields optimal convergence. In the
rectangular case, there is one parameter c, a function of the heights of the rectangles sharing an
interface, which determines this optimal . For a nonrectangular domain, one possibility is to take c
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to be the aspect ratio of a rectangle which approximates the domain in some way. While this may
not give the optimal , we conjecture that it will be a close approximation.
Although we only discussed the two-subdomain case, the theory can be extended to an arbitrary
number of subdomains because Deng’s algorithm converges for the multiple subdomain case. Note
that we are not restricted to use the same value of  everywhere. Two interfaces from the same
subdomain can take on di5erent values of . In fact, this was the case in the last numerical example
of the previous section. It is well known (see, for example, [18]) that the convergence will degenerate
as the number of subdomains increases due to the need for information to reach all parts of the
domain. To obtain a scalable method, some sort of global solver will be necessary.
Other future work include the consideration of nonself-adjoint, fourth order, and nonlinear PDEs.
We conclude by saying that nonoverlapping Schwarz methods can be competitive with their over-
lapping counterparts provided that a good choice of the parameter in the Robin condition can be
found.
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