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We give a family of weighted inversion numbers with the same generating 
function which interpolate between the inversion number and MacMahon’s major 
index. Foata’s bijection is obtained in a natural way from a simple involution. An 
alternative proof uses q-difference equations which yield some new results. We 
obtain a new generating function for restricted growth functions and two q-analogs 
of a formula for the number of standard Young tableaux of a given shape. While 
the tirst really goes back to MacMahon, the second uses one of our weighted inver- 
sion numbers and appears to be new. ‘8 1985 Academic Press. Inc. 
1. INTRODUCTION AND SUMMARY 
Let n = a, + a, + . -t a,, where r32 and a,80 for l<k<r. A per- 
mutation of the multiset ( l”‘, 2rr2,..., rur} is a mapping g defined for 1 < id n 
which assumes the value k, 1 <k < r, exactly ak times. The inversion num- 
ber inv(a) and the major index ind(a) of CT are given by 
inv(o) = c x(a(i) >a(j)) and 
1 <i<j<,t 
ind(a) = 1 &(0(i) > o(i+ l)), (1.1) 
I <i-en 
respectively. We adopt the convention that for any event A, x(A) is 1 or 0 
according to whether A is true or false. MacMahon [16, Arts. 105107, 
4531 introduced the major index and showed that inv(a) and ind(a) have 
the same generating function. It is 
~qinv(a)=Cqind(~)= al+az+ .” +a, 
, 
rs 0 a13 a2, . . . . a, 1 (l-2) 
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where C, denotes the sum over all permutations 0 and the q-multinomial 
coeflicient is given by 
[ 
a, + a2 + . . . + a, 1 (4) (I,+ 02 + "+ fir 4, a2, . . a,= (4L, (4L2 '. (4L' (1.3) 
where (ql -=z 1 and 
b-10 = 1, 
u-1 
(x),=(1-.X)(1 -xq)...(l -xqu-I)= n (1 -xq’), a>l, (1.4) 
I=0 
(x), = ?\rnX (x), = fi (1 -x4? 
I=0 
Inv(a) is an important member of the class of U statistics. It was 
introduced by Terpstra [22] in connection with the r sample problem. For 
r = 2, inv(o) is the Mann-Whitney U form of the much investigated 
Wilcoxon rank sum statistic. Kendall and Stuart [ 12, pp. 496-5121 give a 
probabilistic derivation of the generating function of inv(o). Andrews 
[ 1, Chap. 31 gives an analytic proof of all of the results (1.3). Foata [4] 
gives a bijection of the permutations (T which shows that the generating 
functions of inv(o) and ind(a) are equal. 
In Section 2, we introduce the weighted inversion number inv,(a), 
where W is a weight matrix. Lemma 1 gives a simple involution which 
allows us to make a slight change in the weight matrix W without altering 
the generating function of inv &(T). Combining these involutions, we obtain 
a family of weighted inversion numbers which interpolate between inv(o) 
and ind(a) and have the same generating function. Foata’s [4] bijection 
G-O,, inv(a)=ind(a,), arises in a natural way. It satisfies a(n)=o,(n). 
We give a sequence of interpolants inv,(o), 1 < d 6 n - 1, with 
inv(o) =inv,,_,,(a) and ind(a)=inv,(a). We have a bijection r~ + cd, 
inv(o) = inv,(o,), which fixes the last d values of 0. That is, 
a(n+l-i)=a,(n+l-i), l<i<d. 
In Section 3, we evaluate the common generating function (1.2) using a 
very basic q-difference equation. Often a result established via a bijection 
may be extended when the bijection preserves some structure. We obtain 
Proposition 4 which extends (1.2) even further. An analytic proof of this 
proposition is obtained using a variant of our q-difference equation. The 
technique used may be applied to some generating functions for restricted 
permutations 6. In Section 4, we obtain the generating function of inv(o) 
for (T satisfying the restricted growth property introduced by Hutchinson 
[ 111 and Williamson [23] and studied extensively by Milne [ 17, 181. We 
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give a generalization which involves what we call segmented permutations. 
In Section 5, we obtain two q-analogs of the hook length formula for the 
number of standard Young tableaux of a given shape. Our first result, 
which uses the major index, has a simple closed form for Y = 2 and for 
a,=a,= ... = a,. It is related to a plane partition generating function due 
to MacMahon [ 16, Art. 4891. The second result uses inv, and holds only 
for r = 2. 
2. WEIGHTED INVERSION NUMBERS 
Let W= (wij)nxn be an upper triangular matrix. The weighted inversion 
number inv,((r) of cr with respect to the weight matrix W is given by 
inv,(a)= C w,jx(4u) > 4A). (2.1) 
I<i-zj<n 
See Lehmann [ 14, (A. 159)] for the basic properties of the U statistic 
which motivates this defminition. We have 
LEMMA 1. Let 1 <s, s + 1 < t < n. Suppose that wi.S = wi,*+, whenever 
1 < i< s and that wxj= w,, l,i whenever s + 1 <j< n and j# t. Let 
W* = (w$),.., where 
* w.3.t = w.s + I.! - w,., + 1 > 
w:, 1.1 = U’s., + w5.3 + 1 
(2.2) 
and w$ = wij otherwise. If neither or both of the inequalities 
4s) > a(r) and a(s + 1) > a(t) (2.3) 
hold, set o* = o. If exactly one holds, set o*(s + 1) = a(s), a*(s) = a(s + l), 
and a*(i) = a(i) otherwise. That is, interchange o(s) and a(s + 1) to obtain 
6. Then 
inv(,,,(a*) = inv,(a). (2.4) 
The map o + a* is an involution and 
; qinvcu~*j(a) = C qinvwCu). (2.5) 
0 
Proof: Ifldi<jdn,i#s,s+l,j#s,s+l, then~,*j=M’,~,a*(i)=a(i), 
a*(j) = a(j) and 
w$x(a*(i) > o*(j)) = wjjx(a{i) > o(j)). 
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If l<i<s, then w~~=w~,~=w~,~+~=w$+,, a*(i)=a(i), {~*(s),~*(s+l)} 
= {g.(s), a(s+ l)), and 
w&x(0*(i) > a*(s)) + w&+,x(0*(i) > a*(s + 1)) 
= w,,,x(di) > 4s)) + wi,s+ 1 x(49 > 4s + 1)). 
Similarly, when s + 1 <j < n and j # t. 
w$x(a*(s) > a*(j)) + w.?, I,,x(~*(s + 1) > a*(j)) 
= w,,,x(ds) > dj)) + u’.,+ l,ix(fds + 1) > 4.d). 
To establish (2.4) we must show that 
c.,x(o*(s) > a*(r))+ w.T+,.,x(~*(s+ 1) > a*(t)) 
+ @s+ 1 Aa* > a*@+ 1)) 
= w,,,x(4s) > df)) + w,+ ,,,x(4s+ 1) > a(t)) 
+ w,,+ I x(@sf ’ 4s + 1)). (2.6) 
Clearly a*(t) = a(t) and NJ,&+, = M’,,,,,+ 1. If neither or both of the 
inequalities (2.3) hold, then (T* = CJ and (2.6), which is clear in the former 
case, becomes 
M’,$ + fi’fc I./ = U’s,, + w.s+ 1.r 
in the latter. If exactly one of the inequalities (2.3) holds, then 
(T*(s)=G(s+ 1) and a*(~+ 1)=0(s). If a(s)>a(t) and o(s+ ~)<LT(I), then 
G(S) > a(s + 1) and (2.6) becomes 
N-f+,,= . M’.s.t + WY., + I . 
If a(s) < a(t) and a(s + 1) > a(t), then g(s) < a(s + 1) and (2.6) becomes 
All of these follow from (2.2) and (2.4) is established. 
Observe that the weight matrix IV* satisfies the hypotheses of the lemma 
and ( W*)* = W. The number of the inequalities (2.3) which are satisfied is 
the same for 0 and G*. Hence (G*)* =G and the map CJ + U* is an 
involution. Since it is a bijection, 
as required. 1 
26 KEVIN W.J.KADELL 
The following corollary gives some of the consequences of this lemma. 
COROLLARY 2. Let 1 6 Aj <j- 1 for 2 <j < n. Set W’ = (w:~),, x n, where 
wtj=i if i= Aj 
= 1 if kj-ciij (2.7) 
=o otherwise. 
If Aj = Aj!, 2 <j -c j’ < n, only when Aj = 1, then 
P-8) 
Proof We proceed by induction on the number of Aj which do not 
equal 1. When this is 0, we have A2 = ..* = 1, = 1 and inv(,A,(a) = inv(a). 
Let A, be the smallest value of II not equal to 1 and set Ai = 1 and A,! = Aj 
otherwise. We assume by induction that (2.8) holds for 3,‘. Now apply 
Lemma 1 to W” successively (A,- 1) times with s= 1, 2,..., A,- 1. Clearly 
1~s and s+lgA,<t<n. Since &+,=l,+,<s<A,, we have &+,=I 
and wfi+i= 1. Similarly, ;i: = 1 if s > 1 and wfi = w!i+, = 1 whenever 
1~i~~.Lets+1~j~nandj#t.If~~=1,then~~~=~~~,~=1.If~~~1, 
thenA;>A,>s+ 1 and w$= wi+ij= 0. Thus WA’ satisfies the hypotheses of 
Lemma 1. Each application of the lemma only alters the values of the 
weight matrix in column t and these values do not affect the hypotheses. 
Since A: = 1, we have w$= 1, 1 <i-c t. Since w&+, = 1 (this cannot be 
altered by (2.2)), it is easy to see from (2.2) that our applications of 
Lemma 1 transform w’ into p. Thus, 
and the result (2.8) follows by induction. 1 
Let 1 <d<n- 1. Set A,= 1, 2<j<d, and Aj=j-d, d+ 1 <j<n. Then 
Wfi+p i for l<i<n--d, w&=1 for 1 <i<j<i+d<n and w&=0 
otherwise. Inv(,l,(a) is given by 
inv,(o)= 1 x(di)>4j))+ C ix(a(i) > o(i+ d)). (2.9) 
1 <i<j<n 1 Si<n-d 
jcrid 
Clearly inv(cr) = inv(,- ,,(a) and ind(a) = inv,(o). Observe that the weight 
of an inversion c(i) > o(j), 1 d i <j 6 n, depends only on j - i. The weight is 
1, i, or 0 according to whether j- i < d, j- i = d, or j- i > d, respectively. 
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Thus inv,(o), defined by (2.9), has an obvious meaning for words e of any 
length. (2.8) becomes 
(2.10) 
The proof of Corollary 2 implicitly gives a sequence of applications of 
Lemma 1 which transforms the weight matrix of inv(a) into v. Combin- 
ing the involutions of our lemma in this order gives a bijection cr + & with 
inv(a) = inv,,;.,(a”). We obtain the bijection 
0 + 04, inv(a) = inv,(a,), (2.11) 
which establishes (2.10). It is as follows. Set t = n and let t decrease by 1 
until t = d + 2. This is, of course, void for d = n - 1. For each t, set s = 1 
and let s increase by 1 until s = t - d - 1. For each pair of values of s and t, 
we examine the inequalities (2.3) for the current word o; rr is unchanged 
unless exactly one holds, in which case we transpose the adjacent letters 
a(s) and a(s + 1). Since s < f - d < n - d holds throughout this process, the 
bijection CJ + gd fixes the last d letters o(n - d + 1 ),..., a(n) of G. That is, 
a(n - i + 1) = crd(n - i + 1), 1 < i < d. In particular, a(n) = cl(n). 
We now show that 
o=@(a,), (2.12) 
where @ is the bijection due to Foata [4], Let X* (resp. X) be the set of 
words of arbitrary length (resp. of length 1) with letters in X. Set 
x=o,(nL L, = Cl, xl, R,= [x+ 1, r], and x= CL rl, 
where [s, t] = {pIs<p < t}. Let o’ be the word obtained by deleting the 
last letter of o. Thus 
a; =cr,(l), o,(2) )...) o,(n- 1). 
We adopt the usual conventions for concatenating words so that or = al,x. 
Foata [4] builds up @ by induction on n using 
@to, I= Y,(@(~;)) 4 (2.13) 
where Y.~ is defined as follows. Set f= @(a;) and observe that if f~ X*L, 
(resp.fEX*R.,), then there is a unique factorization 
f=f,f,...f,, (2.14) 
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where f, E R,* L, (resp.f, E L: R,) for all s with 1 d s Gp. Then Y.~ is given 
by 
Y,(f) = dfi 1 dfi) . . T(fp)> (2.15) 
where 
x(X,, X2,-, xk) = (x,, Xl, x2,-., xk- 1). (2.16) 
The involution CT + a* of Lemma 1 is its own inverse. Thus, in order to 
show (2.12) that @ is the inverse of the map (T + c,, we must show that @ 
is obtained when we combine the involutions cr -+ U* in the reverse of the 
order required for cr -+ (T,. We increase t from 3 to n and, for each t, we 
decrease s from t - 2 to 1. Since Qi is defined (2.13) by induction on n, we 
must show that yx (2.15) arises when we combine the involutions rr -+ g* 
with t =n and s decreasing from n- 2 to 1. We have o(t)=x and the 
inequalities (2.3) become 
Set 
f(s) E 4 and f(s + 1) E R,. (2.17) 
&=x1, x2 )..., xk=f;Xk‘ 
The choice of the factorization (2.14) implies that 
Xl,..., xk-I ER, and XkELx (2.18) 
if fe X* L, and that 
Xl ,..., Xk-lEL.x and xk E Rx (2.19) 
if fE X*R,. We start with s = n - 2 so that 
,f(s + 1 ) = x/i. (2.20) 
Let f(s) run through fb. It is clear by induction on s that (2.20) holds 
before each application of Lemma 1. (2.20) together with either (2.18) or 
(2.19) implies that exactly one of the relations (2.17) holds. Applying 
Lemma 1, we interchange f (s) and f (s + 1) = xk so that (2.20) holds when s 
is decreased by 1. These transpositions move xk to the left of fb, transform- 
ing f into 
(2.21) 
For the next application of Lemma 1, f(s) is the last letter off,- I and 
f(s + 1) is the first letter of z(fp), which is .yk. By our choice of the fac- 
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torization (2.14), neither or both of the relations (2.17) hold. Thus (2.21) is 
unchanged. It follows by induction on p that we do obtain yX given by 
(2.15). Using (2.13) we obtain (2.12) as required. Observe that we have 
canonically decomposed each of the cyclic permutations (2.15) of Foata’s 
[4] bijection as a product of transpositions. 
3. SOME Q-DIFFERENCE EQUATIONS 
The easiest way to evaluate the common generating function (1.2) is to 
examine the generating function 
f(q);, , = c gin+’ 
0 
of inv(o). Let the q-multinomial coefficient be denoted by 
c(aj);, 1 = 
[ 
a,+a,+ ... +a, 
al, a2, . . . . a, 1, 
We have 
LEMMA 3. For a,+~,+ ... +al~O,f(a,)~,l=c(a;)~_,. 
Proof: 
equation 
where 6, 
ditions 
,k ’ = x(i = k) is the usual Kronecker delta, and the boundary con- 
It suffices to show that both quantities satisfy the q-difference 
(3.2) 
f(o);= 
f (ai);= 
-1 1- 9 
-0 1- if ai< for some i, 1 6 i < r. 
(3.3) 
For the generating function f (ai);, i, (3.3) is obvious. We adopt the con- 
vention that the empty set is a word (called the empty word) with no inver- 
sions. Fix k with o(n) = k. For 1< i Q r, the letter i occurs ai - 8i,k times in 
the word 
CT’ = a(l), a(2),..., a(n - 1) (3.4) 
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and every such u’ occurs for exactly one e with a(n) = k. Setting aside the 
contributions to inv(a) defined by (1.1) with j= n gives 
inv(o) = 1 ai + inv(o’). 
j>k 
Summing over k, we obtain 
f(Ui)F=,  i c qinv@) 
k=l d 
u(n)=k 
=i qC&n~,l 
c CPU” 
as required. For c(ai);, 1, divide both sides of (3.2) by ~(a~);, i and multiply 
by (1-q 111 + a2 + ” + Or). Then (3.2) becomes 
(1-q 
k=i 
(3.5) 
which is clear since the right side is a telescoping sum. The natural exten- 
sion 
(XL 
(XL = (xqa), 
of (x), yields l/(q), = 0 when a is a negative integer. Thus ~(a,);= I satisfies 
the boundary conditions (3.3) and we are done. 1 
Fix d> 1 and let r =r(l), 2(2),..., r(d) be a word of length d. Then 
z/=7(1), 7(z) ,..., 7(d- 1). 
Let k” be the word in which the letter k is repeated a times, a 20. Using 
the obvious extension of the definition (2.9) of invda) to words of arbitrary 
length, we have the generating function 
It is evaluated by 
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PROPOSITION 4. For a, + a, + . . . + a, 2 0, 
(3.7) 
Proof: Consider the map (or + (a~),, inv(az) = inv,((ar),), obtained 
from the proof when Corollary 2 is applied to words of length n + d. Since 
the last d letters are fixed, we have 
(azL = (ad,r 15, 
where o + ad.r is a bijection with 
inv(ar) = invd((adr) r). 
Thus 
j&(q);, , = c q’“v(or’. 
Since 
we have 
inv(az)=inv(l”12”2~~.Prr) +inv(a), 
fd,*(ai)l=I =9 
inv(ls’2Y2...I”rT)f(ai)l,, 
and the result (3.7) follows by Lemma 3. 1 
We give the details of an alternative analytic proof which uses a variant 
of the q-difference equation (3.2). Let k = a(n) and t = z(d). Then 
az = (a’k)(ft) = a’(kz’) t. 
Set aside the contributions to inv,(ar) defined by extending 
j = n + d in the first sum and i = n in the second. This yields 
inv,(ar) = inv,(a’(kr’)) + nX(k > t) + inv(z) - inv(z’), 
(2.9) with 
where n=a,+a,+ ... + a,. Summing over k, we obtain the q-difference 
equation 
4 
inv(r’)~inv(r)f~,~(ui)J= 1 
= c fd,k,,(uj- s,,,);=, + qc=:=‘“” r<~~n.Ld,k~‘(ui- s,,k)F= I’ (3.8) 
I<k<r 
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Substitute (3.7) into (3.8) and multiply by 
4 
inv(r)-iinv(r’)~inv(1~12uz...P’r) 
Since 
inv(r) - inv( 1”‘2”* . . . rarr) - inv(r’) + inv( lat.. . k”k - . . &‘) = - c aj 
j>i 
and 
inv(lal...k(flk-I)... r+kt’) = 1 a, + inv( 1 uI . . . k“k . . . rUr r’ ), 
j>k 
we obtain 
c(ai)l=, = 1 4 [~~~/>k4] c(a,- 6i,k)j=, 
I<k<r 
+4 
C,-L,,ql 
c 
qc’J>k” c(ai- di.k)j= 1. 
t<k<r 
(3.9) 
This reduces to (3.2) when t = Y. Since c(a,);= I is symmetric in a,, a,,..., a,, 
we have 
c(a,);= , = i qC’J>kaK”‘l c(a,(i) - 8i,k);= 1) 
k=l 
(3.10) 
where rc is an element of the permutation group S,. This also follows from 
a telescoping sum. To obtain (3.9) and hence (3.8), put 7c = rc, in (3.10), 
where 
n,(k)=k+t if l<k<r-t, 
=k+t-r if r-t<k,<r. 
(3.11) 
Observe from (3.11) that 
where z is the r-cycle (2.16) introduced by Foata [4]. The result (3.7) 
follows using the boundary conditions 
f&(o);, , = gin”? 
fd,.,(41=, = 0 if a,<Oforsomei, ldidr. 
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4. RESTRICTED GROWTH FUNCTIONS 
Let RG(a,);= i be the set of permutations e satisfying the restricted 
growth property 
a(l)= 1 if n>l 
and (4.1) 
5(v) d 1 + max a(s) for all v, 2 < v d n. 
I<S<V 
See Milne [ 17, 183 for an extensive discussion of this and related topics. 
Barton and Mallows [2] consider these permutations in connection with 
the strict sense ballot problem. A useful equivalent formulation is 
ifcr(v)a2 for some v, 1 6 v d n, 
then cr(s) = a(v) - 1 for some s, 1 <s < v. 
(4.2) 
The generating function 
g(ai);, t = 1 ql”“@) 
RG(u,V= I 
is given by 
(4.3) 
~OPOSITION 5. For ak >, 0, 1 < k < r, 
r-1 
s(ai):= 1 = n 
(1 -9”‘) 
[ 
a, + a2 + . . . + a, 
i=l (1 -q”‘+ --- ++) 1 ’ a,, a,, . . . . a, (4.4) 
where we interpret (1 - q”)/( 1 - 4’) = 1. 
ProoJ: g(ai)lzl is determined by the q-difference equation (3.2) (which 
holds for ai > 0, 1 Q i Q r - 1) and the boundary conditions 
do);, , = 1, 
g(ai)l= I = 0 if ai=O,ai+,>Oforsomei, lbidr-1, (4.5) 
g(ai)l, L = g(d;z: if a, = 0. 
The boundary conditions (4.5) are easily verified using (4.2), which is 
vacuously satisfied by the empty word. If rr has the restricted growth 
property, then o’ (obtained (3.4) by deleting the last letter of a) also has it. 
If ~9 is of restricted growth, then 5 is also provided (4.2) holds when v = n. 
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Let a(n) 2 2 and assume a,> 0, 1 <iG r- 1. Then aoCnj- 1 > 0, so that 
a(n) - 1 occurs in the word G and hence in 6’. Thus, for ai > 0, 1 d i 6 r - 1, 
we have that (T is of restricted growth if and only if u’ is and the generating 
function g(a$, 1 satisfies (3.2). 
Let r(ai);,, denote the quantity on the right side of (4.4). It clearly 
satisfies the boundary conditions (4.5). For the q-difference equation (3.2), 
substitute r(a,);= , into (3.2), divide by r(Ui)I=, and multiply by 
(1-q Ol +Q+ .” +a,). We require 
(l-4 (4.6) 
which is easy to establish by induction on r. It is clear for r = 1. For r B 2, 
the right side of (4.6) is 
4 
02+ +u, (1 -qO’+ “‘+Or) 
(1-q 
o,+“‘+a,-l ) (1 -qu’-l) 
Using the induction hypothesis to evaluate the sum C; = *, this equals 
9 
a*+ +o, (1 -q”‘+ “’ +Of) 
(1-q 
a,+ “. +o,- 1 
Pq”‘-‘) 
(1 -qal+ .” t”) 
+(1-q 
a,+ “’ +a,- 1 )(1-q 
a2 + ” + a, 
1 
=(1-q a, i (12 + a, 1, 
as required. 1 
Observe that (r = 1, 3 is not of restricted growth while g’ = 1 is. Similarly, 
g(a,):= I fails to satisfy (3.2) for r = 3, a, = u3 = 1, u2 = 0. Thus, some con- 
dition such as u,>O, 1 didr- 1, is required for g(u;);,, to satisfy (3.2). 
The mapping c -+ CJ* obtained in Section 2 does not preserve the restric- 
ted growth property. Thus, it is no surprise that things break down when 
we replace inv(o) in (4.3) by our other weighted inversion numbers. A 
more essential reason for this is the total lack of symmetry of r(ui)l, 1 
(recall the importance of the symmetry of ~(a,);=, in establishing (3.7) 
using (3.8)). 
Let rc, be the subsequence of c which contains the first occurrence of 
each letter of 6. Let I, be the identity permutation in S,. For uk > 1, 
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1 6 k 6 r, we have rr, E S, and 0 is of restricted growth if and only if 
rrc, = 1 r. To treat the case uk > 0, 1 < k < r, we define 
371 -+n2 if 7r1 is a subsequence of IQW, for some w  which 
has no letter in common with 7r2. 
Then 0 is of restricted growth if and only if 1, + rc,. 
The set [s, t] = { ~1s 6 p 6 t) of integers is called the segment from s to t. 
A word w  of any length is segmented if the set Z,(w) = {w(t)lt > s> is a 
segment of all s, s 2 1. Observe that 0 is of restricted growth if and only if 
cr(l)= 1 when n> 1 and 0 defined by 
c?(i) = a(n + 1 - i), l<i<n, (4.7) 
is segmented. We have 
PROPOSITION 6. Let TC be a word of length v, 1 < v 6 r, in which no letter 
occurs more than once. Zf ?t is segmented then for ak > 0, 1 <k < r, 
Y--I 
c4 
inv(n) = qC~:l~i~,hV..(I~>.~~~I1 
n 
( 1 - ,W’) 
j=, (1-q 
%(tl+ ‘.’ f%,“) 
x - n, ) 
[ 
a, +a,+ ". +a, 
X (4.8) 
al, a2, . . . . a, I. 
Proof. We may show that both sides of (4.8) satisfy the q-difference 
equation (3.2) and appropriate boundary conditions. This requires a 
careful and tedious use of the hypothesis that rc is segmented. There is an 
easier proof which relies on this hypothesis in a more natural way. 
We proceed by induction, first on r, then on v. If v = 1, then g is 
unrestricted and (4.8) holds by Lemma 3. We require r = v = 1 and r = 2, 
v = 1 to start our induction. 
Consider the case v < r. Since Ii(n) is a segment with card(Z,(rr)) = v, 
either 1 # Ii(rc) or r$Z,(n). Suppose r$Zi(rr). For 1 < idn, set 
a’(i) = 2 if o(i)=r, 
= 1 if a(i) < r, 
and let a; be the subsequence of u containing all of the letters not equal to 
r. We can recover d from IS’ and a: and 
inv(a) = inv(o’) + inv(a;). 
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Since r$Z,(lr), the positions occupied by the letter r have no effect on the 
condition rc + R,. Thus rc + rr, if and only if n -+ z(,;) and we obtain 
1 qinv(a) = ; @w(or) 1 #nv(u:). 
(4.9) 
A + 7T, x - n(,$, 
The first factor is obtained from Lemma 3 with r = 2, a, = n - a,, a2 = a,. 
The second is given by induction with r in (4.8) replaced by r - 1. Since 
c(a,);= 1= c(n - a,, a,) c(aJ;,:, 
the product agrees with (4.8). A similar argument works when 14 Zi(7t). 
Now consider the case v = r. Since ZJrr) = [ 1, r] - (rc( 1)) is a segment, 
either n(l) = 1 or n(1) = r. Suppose n( 1) = r. Then n + rt, requires 
n,( 1) = rr( 1) = r. Let ‘w be the word obtained by deleting the first letter of 
o. Since a( 1) = r, the other a, - 1 positions occupied by the letter r have no 
effect on the condition n + rr,. Thus, rc + rr, if and only if a( 1) = r and 
‘n + 7rt(,i ). Since 
r-l 
inv(a) = C ui + inv(‘a’) + inv(al,), 
i=l 
we obtain 
C 9 inv(a) _ fr;=lja,l _ 4 1 $M’d) 1 @w(d). (4.10) 
A - IT, ‘0’ 
o(l)=r ‘= - “(0:) 
The first factor is obtained from Lemma 3 with r = 2, 
a, = n - a,, a, = LI, - 1. The second is again given by induction on r and the 
product agrees with (4.8). A similar argument works when n( 1) = 1 and the 
proof is complete. 1 
Since our result (4.8) includes Lemma 3 (v = 1) and Proposition 5 (v = r, 
n = l,), we have another proof of these results. Andrews [ 1, Sect. 3.41 
proves Lemma 3 in this way. If n is not segmented, then the independence 
arguments behind the factorizations (4.9) and (4.10) do not work. Com- 
putations (r = 3, n= 1,3, a, = u2 = u3 = 1) show that (4.8) breaks down at 
the first opportunity. Thus, the hypothesis that n be segmented appears to 
be precisely what is required for Proposition 6. 
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5. STANDARD YOUNG TABLEAUX 
We may view (T as a ballot sequence by letting the ith vote, 1 < i Q n, be 
for candidate o(i). Let 1 < i < n, 1 6 k < r, and 1 <i < ak throughout this 
section. Let 
v,(i)=card({xll <x<ianda(x)=k}) (5.1) 
be the partial vote total for candidate k when the first i ballots have been 
counted. Candidate k receives a total of vk(rz) = ak votes. Set 
Qi = 2 if a(i) = k, uk(i) =j. (5.2) 
By placing nkzi in the kth row and jth column, we obtain an array which 
contains the integers 1 through n. The kth row contains the ak elements of 
the set 
o-‘(k) = (ila(i) = k) (5.3) 
in increasing order 
nk,l < nk,2 < ’ ” < nk.ur. (5.4) 
We say that { nk>j.} iS a row Strict array Of shape (a,, a2,..., a,). since IT may 
be recovered usmg (5.2) or the sets (5.3), we have a correspondence 
between all permutations c and row strict arrays of shape (a,, a,,..., a,) 
containing the integers 1 through n. Let ai > 0, 1 < i<s, and 
a s+1= .. . = a, =O. r~ is of restricted growth if and only if the 
corresponding array is increasing 
nl,, < n2,] < . . . <n,, (5.5) 
down the first column. 
Let a, 2 a2 2 . . . > a, > 0 so that n = a, + a2 + . . . + a, is a partition. ak 
is the number of elements in the kth row of our array. The conjugate par- 
tition is n = a; + a; + . . . + a: (U = a,), where al is the number of elements 
in the jth column of our array. We say that {nkj) is a standard Young 
tableau of shape (a,, a2,..., a,) if it is increasing 
n,j-cn2jc ‘.. -cn,J,j, 1 GiGa,, (5.6) 
down each column. This is a stronger property than restricted growth (5.5). 
Equivalently, we require 
u,(i) 2 uz(i) 2 . . . > v,(i), l<i<n. (5.7) 
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The permutations CT satisfying (5.7) are usually called lattice permutations. 
See Robinson [20] and MacMahon [ 16, Arts. 93-1033. 
Let YT(a,);=, be the set of permutations c corresponding to standard 
Young tableaux of shape (a,, a*,..., a,). For example, let r= 3, u1 = 4, 
u2= 3, and u,=2. Then n=9, ~=4, a; =a;= 3, a; =2, a&= 1, and the 
standard Young tableau 
1348 
269 (5.8) 
57 
corresponds to the permutation 
0 = 1, 2, 1, 1, 3, 2, 3, 1, 2. (5.9) 
Observe that e’ (obtained (3.4) by deleting the last letter of 0) corresponds 
to the standard Young tableau obtained by deleting n = 9 from the array 
(5.8). For a, B u2 > ... >a, 20, we see that (T corresponds to a standard 
Young tableau if and only if cr’ does. Thus the generating functions defined 
by 
yd,,(ui)j= 1 c qinvdar) 
Yr(oi):, , 
(5.10) 
satisfy the q-difference equation (3.8). Here we use the notation of Sec- 
tion 3. The functions ~+(a~);= 1 are uniquely determined by (3.8) and the 
boundary conditions 
y&o);=, = qinvy 
Yd,kA4);= 1 = 0 if a,+ 1 =++I for somek, 1 <k<r- 1, (5.11) 
Yd,,(dl= 1 = 0 if a, CO. 
We want to express y,,(~~);,~ in terms of the generating functions 
~&,I(u~);=~ (see (3.6) and (3.7)) which satisfy (3.8). We also want to see 
when ~~,,(a~);, 1 can be expressed in closed form. The number f(al+*~~~~~u~) of
standard Young tableaux of shape (a,, a,,..., a,) is given by 
f ((1,,(12 ,___, a,)= (4 +a,+ ... +a,)! 
l-I I c k < r, I <j  < q  hk,i 
(5.12) 
Ju,+u2+ ... +a,)! 
n;=, (~,+f+--k)! II:~j~~[(ui-i)-(uj-j)17 
(5.13) 
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where 
hkj = (Uk -j) + (a; - k) + 1 
is the familiar hook number of the node (k,j) of the Ferrers graph underly- 
ing our array. 
Perhaps (5.13), d&covered independently by Young [24] and Frobenius 
[6], is the most essential form of this result since it gives the Vandermonde 
determinant explicitly. See Knuth [ 131 for a simple difference equation 
proof. Frame, Robinson, and Thrall [5] derive the hook length formula 
(5.12) from (5.13) by an easy argument. See Greene, Nijenhuis, and Wilf 
[9] for a probablistic derivation of (5.12). Hook lengths also occur 
naturally in the Hillman and Grass1 [lo] paper on plane partitions. 
For rc~S, and 1 <k<r- 1, set 
d(k) = n(k + 1 ), nk(k + 1) = n(k) 
and n’(i) = n(i) otherwise. We define H(n) by 
H(n)= i i(i-71(i)). 
i= I 
Observe that H is determined by H( 1,) = 0 and 
H(nk) - H(n) = n(k + 1) - n(k). (5.15) 
H is essentially a correlation coefficient between rc and 1,. We have 
THEOREM 7. Let 1 6 k < r. Then for a, 2 a, > . . . 2 a, 2 0, 
yl.k(aj):,,= 1 en(n) qH'"'fi.k(ai+71(i)--i)j=l. 
n E s, 
(5.16) 
ProoJ Since I;= 1 (rc(i) - i) = 0, each of the functions on the right side 
of (5.16) satisfies (3.8). Hence the entire right side satisfies (3.8). We must 
show that it satisfies the boundary conditions (5.11). The first and last con- 
ditions are easily verified. We let uk + 1 = uk + 1, where 1 < k < r - 1 and fix 
71 E S,. Clearly, 
sgn(xk) = -sgn(rc), 
ak+.rrk(k)-k=ak+,+n(k+l)-(k+l), 
Uk+,+7Ck+1(k+1)-(kf1)=uk+71(k)-k 
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and hence 
sgn(nk) c(a, + 7?(i) - i);= , = -sgn(rc) c(a, + z(i) - i)T= 1. 
To show that the terms on the right side of (5.16) with 71 and rck cancel, we 
must show that q occurs to the same power in both terms. This requires 
jFk C"j + nk(j) -j) + H(nk) = C t"j + n(j) -i) + H(x), 
j>k 
which quickly reduces to (5.15) and we are done. 1 
MacMahon [ 16, Art. 4421 shows that the case k = r of Theorem 7 is 
equivalent to his determinant formula [ 16, Art. 4891 for a plane partition 
generating function. See Andrews [ 1, Chap. 111 and Carlitz [3] for 
another q-difference equation proof of this result. 
For a > b > 0, we obtain 
Y7LY 
indtol) = qb(qb _ qu+ 1) (4) afb 
(q)a + 1 (db’ 
c q  
ind(o) _ (I -4) (q)b 
YTCO, (I) -(1-4”+1mz7 
Setting q = 1 in (5.16) yields 
f (U1.Q  . . . .a,) sgn(7-4 
(a, +a,+ ... +a,)! 
, n;=,(a,+x(k)-k)!' 
(5.17) 
(5.18) 
(5.19) 
We have 
LEMMA 8. Let p,(x) be a polynomial of exact degree i and leading term 
cixi, ci#O, for O<iQr- 1. Then 
det IP(r~i)(Xj)Irxr=(CoC1...C(r-1)) JJ (Xi-X,j). 
I<icj<r 
Proof: The determinant is an antisymmetric polynomial in x1, x2,..., x, 
and hence divisible by the Vandermonde. Since each xi, 1 < i < r, occurs to 
at most the r - 1 power, the quotient must be a constant which is easily 
evaluated. 1 
To obtain (5.19) we may set xi = uj -j and 
p,(x)= h (x+r-ii+). 
3=1 
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Garsia [7] gives a similar derivation of the alternative version 
f(al,a2,...r ar)=n!det /(a,+:-i)!i 
of (5.19). See Gordon and Houten [8] for an interesting special case of 
Lemma 8. A truly elegant version of (5.19) due to MacMahon 
[16, Art. 1033 and also given by Littlewood [15, p. 691 is 
f (a,, a2 ,..., a,) = coefficient of x’fl xz2. . . x7 in rIlbi-cjbr(l -(xj/xi)) 
(1 -x1-x*- ... -x,)’ 
(5.20) 
Since 
1 = 
(1 -x,--x2- ... -x,) 
1 (a1 + a2 + . .. + a,)! x’f’ x”2.. . xF, 
a,! a*!...a,! 2 a,> 0 
l<i<r 
we may extract (5.19) directly from (5.20). 
Taking xi = qj and 
in Lemma 8, we obtain co = c1 = . . . = c,,- I ) = 1 and Theorem 7 gives 
c q ind(a) _ - yl,A4..., a) 
YT(u,...,o) ra’s 
ru’s 
= 1 sgn(rc) qHCn) c(a + n(i) - i):= 1 
A E s, 
(4LY 
= rI;= 1 (q)(o+r-kl 
qCE:= I iti- r,l 
.C, sgn(rc) n qi(r-nci))(qu+n(i’-i+‘)cr-ncr)) 
, i= I 
(4L 
=rI;=, (q)(a+r-k) 
qC~LIirr+r,l n (qiL$) 
I<i-zj<r 
(4)ra 
=rI;=, (4) 
fl (1 -qWi)). (5.21) 
(Cl+r-k) l<i<j<r 
Unfortunately, (5.17), (5.18), and (5.21) appear to be the only cases in 
42 KEVIN W.J.KADELL 
which y,+(ai);, I has a simple closed form analogous to (5.13). This is 
because we have not used the usual major index of a standard Young 
tableau. Set 
des(a) = {iii + 1 is in a row strictly below that of i} 
and 
maj(cr) = 1 ix(is des(a)). 
i=l 
For (5.8), we have 
des(cr) = { 1,4,6, 8}, maj(a) = 19. 
However, ind(a) = 14 for (5.9). Using Stanley’s [21, Proposition 18.31 
generating function for reverse plane partitions and the theory of P-par- 
titions, it can be shown that 
1 (5.22) 
YT(a,):=, 
If the underlying lattice is L-shaped (i.e., a2 = l), then 
YT(a,);= r = RG(a,);, 1 and Proposition 5 gives 
1 qinv(a)=c(a-l,r-l). 
YT(u, l,..., 1) 
(=I’, 
We want to use the interpolants inv,(a), 1 < d< n - 1, to bridge the gap 
between (5.21) and the above result. Our only success is given by the 
following surprising proposition. 
PROPOSITION 9. Let z be a word of length 2. If 
a>baO or (a=baOandr(l)=l), 
then 
(5.23) 
YZ,,(Q, b) =f,,Aa, W-q2f&+ 1, b- 1). (5.24) 
ProoJ: We must be cautious since (5.24) fails for a = b 2 0 when 
z( 1) # 1 and the boundary conditions (5.11) fail for b = a + 1 when z # 1,l. 
The trick is in seeing that the condition 
Y2,(1, ,,(a - 1, a) = 07 a> 1, (5.25) 
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which is easily checked for the right side of (5.24), does provide a boundary 
for the region (5.23). For a > b > 0, both terms on the right side of (3.8) are 
in the region (5.23). For a = b > 0, z( 1) = 1, (3.8) becomes 
~*,(,,,~(~,~)=y2,(l,,)(~-1~~)+q2”y’2’r)Y2.(2,t)(~~~--1). 
While the first term is on our boundary (5.25) the second is in the region 
(5.23) and we are done. 1 
For a 3 b 3 0, we obtain 
c q invz(ol I ) = 426(qh _ qu + I ) (4) a+h 
YT(f2.h) (4L+ 1 (qL’ 
c 4 
inv2Col) _ (I Cl- 4) (9)2cI 
YT(  0. u ) -q (1 -q”+‘l c(d,1” 
c ql”“,,n,= (1 -s2) (q)2u+1 
YT(u+ 1.U) (1 -q”+2) (4L+,(4L’ 
(5.26) 
(5.27) 
(5.28) 
(5.17) (5.18), and (5.26)-(5.28) suggest a number of extrapolations to 
da 3 all of which fail. We cannot establish enough of the boundary con- 
ditions (5.1 I ) to make a proof. We find that yX,J4, 2) cannot even be writ- 
ten as qAc(4, 2) - q’c(5, 1) for any r. Our analysis also fails for d= 2, r 3 3. 
Thus, we must modify inv,(o) for d > 3 and d = 2, r 2 3 if we want more q- 
analogs of (5.13) or even (5.19). For the shape (4,2), we need to reduce 
inv,(121211z) (and only this) by one to make everything work. Perhaps 
the weight of an inversion a(i) > a(j), 1 < i <j d n, should depend on the 
margins by which the inequalities (5.7) are satisfied as well as j- i. For 
r 3 3, we might try letting the weight also depend on a(i) and o(j). 
Rawlings [ 191 gives some interpolants of this type which lead to a q- 
analog of the r-Eulerian numbers. 
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