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Simulating cw-ESR Spectrum Using Discrete Markov Model of
Single Brownian Trajectory
Efe Ilker
Faculty of Engineering and Natural Sciences, Sabancı University, Tuzla 34956, Istanbul, Turkey,
Dynamic trajectories can be modeled with a Markov State Model (MSM). The reduction of
continuous space coordinates to discretized coordinates can be done by statistical binning process.
In addition to that, the transition probabilities can be determined by recording each event in
the dynamic trajectory. This framework is put to a test by the electron spin resonance (ESR)
spectroscopy of nitroxide spin label in X- and Q- bands. Calculated derivative spectra from MSM
model with transition matrix obtained from a single Brownian trajectory by statistical binning
process with the derivative spectra generated from the average of a large number of Brownian
trajectories, are compared and yield a very good agreement. It is suggested that this method can be
implemented to calculate absorption spectra from molecular dynamics (MD) simulation data. One
of its advantages is that due to its reduction of computational effort, the parametrization process
will be quicker. Secondly, the transition matrix defined in this manner, may indicate separable
potential changes during the motion of the molecule and may have advantages when working with
reducible set of coordinates. Thirdly, one can calculate the ESR spectra from a single MD trajectory
directly without extending it artificially in the time axis. However, for short MD trajectories,
the required statistical information can not be obtained depending on the timescale of transi-
tions. Therefore, some statistical improvement will be needed in order to reach a better convergence.
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I. INTRODUCTION
Spin labeling theory [1–3] has many applications in
understanding the dynamics of complex molecules in a
liquid environment. The line shapes from the continous
wave electron spin resonance (cw-ESR) spectroscopy due
to rotational diffusive motion in liquid environment had
already been investigated by stochastic Kubo-Anderson
approach [4–6], approximation of relaxation times[7, 8],
and spherical Stochastic Liouville Equation (SLE) [9] for-
malism.
The work by Robinson and co-workers [10] changed the
perspective on looking to the problem by taking the rota-
tional molecular trajectory as given. This has opened a
new era, when the community started to infer possible in-
teractions in the liquid environment that are effective on
the cw-ESR spectrum by using molecular dynamics (MD)
simulations following Steinhoff and Hubbell [11, 12]. This
framework is based on calculating cw-ESR spectra of a
spin label on a rotationally diffusing molecule from the
motion of the three Euler angles (φ, θ, ψ) that represent
the orientational dynamics, and can be modeled with
isotropic and anistropic rotational diffusion processes.
On the other hand, the diffusion of three Euler an-
gles may depend on the internal dynamics and structural
properties of the molecule and the spin label [13–15].
Thus, ESR spectroscopy is very helpful method in under-
standing the physics of such complex structures [16–19].
With the inclusion of the internal dynamics, this prob-
lem becomes more complex so that it requires additional
set of variables. As a result modeling spin dynamics with
sampling of different types of potentials [20–22] has be-
come necessary. In the end, one can combine internal
dynamics obtained from MD data and the global diffu-
sion of the molecule to account for the entire dynamics
of a spin-labeled molecule [23].
In the recent years, Markov State Models (MSM) of
conformational dynamics have been suggested, in order
to interpret the slowly varying potential changes applied
on the molecule or the spin label itself due to the effects
of internal degrees of freedom [24, 25]. This framework
has been established on determining transition probabil-
ities from relaxation timescales of each dynamical mode.
MSM technique shows a promising scheme in understand-
ing the features of intra- and inter-molecular phenomena
[26, 27] in non-equilibrium dynamics.
Another difficulty for the determination of the effects
resulting from spatial dynamics of a molecule from a MD
trajectory, is that MD trajectories are often too short
and would require to complete the rest of trajectory arti-
ficially, e.g. adding the paths together back and forth.
To overcome this issue, Oganesyan suggested a novel
technique to get an overall scheme for simulation from a
truncated trajectory [28–30]. Another approach suggests
calculating ESR spectra by using spherical SLE formal-
ism and taking rotational diffusion parameters from the
MD simulations [31] which has basic similarities with the
framework that we use in this study.
In this paper, we take the example of the cw-ESR
spectrum of a spin-1/2 electron coupled to a magnetic
field and spin-1 nucleus, e.g. nitroxide spin label, freely
diffusing in a liquid, which is a problem that has been
discussed many times. The s-state Kubo-Anderson pro-
cess, with Markovian jumps maintains a solution that
takes relatively less computational effort than working
on the continuous coordinate system. We show that a
Brownian trajectory can be mapped to a MSM by using
a statistically binning process of exhibited jumps from
2one microstate to another. Therefore, a comparison be-
tween, on the one hand, calculated derivative spectra
from MSM model with transition matrix obtained from a
single Brownian trajectory by statistical binning process
and, on the other hand the derivative spectra generated
from the average of a large number of Brownian trajec-
tories has been made and shows a very good agreement.
In addition to that, extension to other coordinates, i.e.,
other rotation angles and hidden dynamics is noted. It
is believed that this framework would fit into calculating
the derivative spectra MD simulation trajectories. This
methodology can be also successful for separable and re-
ducible potentials. It also allows a faster parametrization
process with less computational time by reducing the set
of variables.
This article is organized as follows: The Kubo-
Anderson process with s-state Markov model, generaliza-
tion to s-state Kubo-Anderson process with discrete ro-
tational diffusion, and continuous isotropic diffusion pro-
cesses are overviewed in Sections 2, 3, and 4 respectively.
In Section 5, a reduction scheme from continuous coordi-
nates to discrete coordinates by using statistical binning
process is introduced, and put to a test for the nitrox-
ide example. In Section 6, we note an extension scheme
to other coordinates and also exhibit the relevant com-
parisons. The application on short length trajectories is
shown in Section 7. Finally, we discuss modeling differ-
ent diffusion processes in Markov dynamics. In addition
to that, we have included calculation tools for trajectory,
evolution of average magnetization in trajectory method,
and computational details in Appendices A,B, and C.
II. MARKOV STATE MODEL FOR DIFFUSION
For a Markov process, the master equation for mi-
crostate probability vector 〈p(t)| is given as
d 〈p(t)|
dt
= 〈p(t)|K, (1)
where K is the transition rate matrix per unit time
whose elements Kij represents the transition rate from
microstate 〈i| to 〈j|, so that it is basically the diffu-
sion operator. The time-dependent average magneti-
zation is a function of these microstates, and it can
be written as M+(t) = 〈M+(t)|p(t)〉, or equivalently
M+(t) = 〈p(t)M+(t)|1〉. Thus, the time evolution of
probability-weighted magnetization vector is given as a
Kubo-Anderson process[4–6],
d 〈p(t)M+(t)|
dt
= 〈p(t)M+(t)| (−iΩ+K), (2)
where Ω is a diagonal matrix with the eigenfrequencies
of the Hamiltonian. Here, Ω is independent of time if the
microstates are stationary. The decay rate of the average
magnetization is given by the transition rate matrix. The
cw-ESR signal is obtained from the Fourier transform
of the time-dependent average magnetization. Taking
the Fourier transform of both sides and multiplying by
ket |1〉s = [1, 1, 1, ..., 1]T , which is a vector with length
s (number of states), and applying the initial condition
M+(0) = 0 for all microstates yields to the equation;
I(ω) = 〈veq.| (iΩ−K+ iωIs)−1 |1〉s . (3)
where 〈veq.| represents equilibrium probability vector and
Is is s × s identity matrix. This is the Stochastic Liou-
ville Equation (SLE) formalism for ESR absorption lines
in which the Liouvillian operator is taken as the eigenfre-
quency matrix Ω. The normalization factors are ignored
for practicality since we normalize the spectrum by the
maximum intensity value. The spin-spin relaxation rate
can be included as an operator in the parenthesis. Tak-
ing the derivative with respect to frequency ω will give
the derivative absorption spectra,
∂I(ω)
∂ω
= −i 〈veq.| (iΩ−K+(iω+γeTL2 ))Is)−2 |1〉s , (4)
where TL2 = 1/γeT2, with T2 as spin-spin relaxation time.
Note that we should divide each term in the paranthesis
by gyromagnetic ratio γe in order to see the spectrum in
Gauss (G) units. This formalism can be extended to s-
site jump model, i.e., the s-state Kubo-Anderson process
[32] and Eq.(3) will be the solution for absorption spectra.
III. ISOTROPIC ROTATIONAL DIFFUSION IN
DISCRETE FORM
MSM model can be used for describing the rotational
diffusion process for molecules by using a discretized form
of diffusion equation [10, 33, 34]. The Hamiltonian that
we consider here is the case where we have stationary
eigenkets, i.e., we neglect the I+, I− terms,
H(t)
γe
= ω0g
lab
zz (t)Sz + SzA
lab
zz (t)Iz . (5)
in which we define ω0 = B0/ge. The spin label is assumed
to be rigidly fixed to a macromolecule that is freely dif-
fusing in a solution. The components glabzz and A
lab
zz are
found by a transformation using Euler angles (φ, θ, ψ)
on the diaganol matrix consisting of their xx, yy, and
zz components in the molecular frame. For the cases in
which their plane components x and y are equal to each
other, i.e., Axx = Ayy and gxx = gyy, the only relevant
diffusion coordinate is the angle θ. Their transformation
is given as
glabzz (t) = cos
2(θ(t))gmolzz + sin
2(θ(t))gmolxx ,
Alabzz (t) = cos
2(θ(t))Amolzz + sin
2(θ(t))Amolxx . (6)
3Note that, we may subtract the rotation independent
part, i.e., tr(g)/3, in the first line of Eq.(6) which will
result in a shift in the frequency axis as ω → ω − ω0.
In the MSM model of rotational diffusion, θ is dis-
cretized according to the number of states s in the form
θk = (k − 12 )∆θ, where k=1,2,...,s and ∆θ = pi/s. Fol-
lowing the arrangement of microstates, the purpose is to
find the transition rate matrix K for the discretized θ
coordinate. The calculation of the transition rate matrix
from the discretized form of the rotational diffusion equa-
tion by using finite difference method is given in detail in
Ref.[10]. Here, we apply the same procedure with reflec-
tive boundary conditions, and use transition rate matrix
K to solve Eq. (3), which takes much less time than tak-
ing average over various diffusion trajectories. The mag-
netization is a summation over different orientations of
the nuclear spinm = −1, 0, 1, i.e.,M+(t) = ΣmMm+ (t)/3,
where the magnetization components have their distinct
time evolution Mm+ (t) =
〈
Mm+ (t)|p(t)
〉
, and therefore it
is convenient to solve their contribution on the absorp-
tion spectra I(ω) separately and add them together. As
said before, the matrix Ω is the eigenfrequency matrix,
whose components are in this case
hνm
γe
= ω0g
lab
zz +mA
lab
zz . (7)
Finally, for isotoropic rotational diffusion, we have
〈veq.| = 〈sin(θ)| in Eq.(3).
IV. ISOTROPIC ROTATIONAL DIFFUSION IN
CONTINUOUS FORM
Another approach to this problem suggests generating
Gaussian or uniform diffusion trajectories using the rel-
evant diffusion constant and implying equilibrium condi-
tions [11]. Accordingly, the rotation angle θ is continous,
i.e., we can reach any angle between 0 and pi, but the
time-axis is discretized.
The diffusion equation using the Euler angles is solved
by the Itoˆ process [35, 36]. The equation of motion for
angle θ is given as
∆θn = σ∆Xn +
σ2
2tanθn
, (8)
where n is the time step, ∆Xn is the Brownian with mean
zero, and σ =
√
2D∆t. The second term in Eq.(9) is due
to the potential maintaining the path being in spherical
coordinates. When this process is carried out by using
a finite ∆t, it makes strong jumps near the boundaries
θ = 0 and θ = pi, which would cause a random noise.
In order to get rid of this problem, it is convenient to
take ∆t as small as possible, but this takes more com-
putational time. Alternatively, this problem is solved by
using quaternion based Monte-Carlo approach [23, 37].
The absorption spectrum is calculated through the
Fourier transform of the average magnetization, i.e.,
I(ω) =
∫ T
0
Σm
〈
Mm+ (t)|p(t)
〉
e−iωte−t/T2dt, (9)
where again the normalization factor for intensity is ig-
nored. The contribution of each trajectory to the magne-
tization is done by introducing their initial configuration
from the equilibrium distribution, i.e., peq.(θ) = sin(θ).
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FIG. 1. Derivative spectra generated from 100,000 Brownian
trajectories (blue line) with time step ∆t=0.005 ns, ∆t=0.025
ns, ∆t=0.5 ns until magnetization significantly decays to zero,
respectively t = 600ns, t = 1µs, t = 5µs (and for the ones
with t < 2 µ s zero-padded to 2 µ s) and calculated from
MSM model (red line) with s=12, 18, 36 states from bottom
to top are compared. The two results are indistinguishable on
the scale of this figure. Lorentzian broadening with TL2 =0.8
G is used. The magnetic tensor parameters are given in Eqs.
(10,11).
The comparison of the derivative spectra calculated
from Brownian trajectories and MSM model is given in
4Fig. 1, to point out once more the equivalence of two
methods. The magnetic tensor parameters are given as
(gxx, gyy, gzz)
mol = (2.00210, 2, 00210, 2.00775), (10)
(Axx, Ayy, Azz)
mol = (6.62, 6.62, 33.09) G. (11)
For the discrete jump model, the convergence is
reached with just s=36,18,12 states forD = 106, 108, 1010
rad/s respectively. Thus, a lot of computational effort
has been eliminated and minimized.
V. REDUCTION FROM CONTINOUS SPACE
TO DISCRETE COORDINATES
Reduction to finite number of microstates from the
continous model is done first by creating the discretized
angle axis with the angle set θ = θ1, θ2, ..., θs, and then
using binning procedure for the angle such that if an-
gle θ(t) is between θk − ∆θ/2 and θk + ∆θ/2, it is set
as θ(t) = θk (Fig. 2). Accordingly, all the angles can be
defined in such manner, and then we should be able to de-
termine the transition probabilities between microstates.
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FIG. 2. Simple reduction scheme from continous to dis-
crete coordinates for a Brownian trajectory for the s=4 MSM
model. If a point in the trajectory falls into one of these
gridlines, it takes the value of that bin. Calculation of the
transition matrix is done using the discretized coordinates
determined by this scheme.
The solution to Eq. (1) is simply:
〈p(t)| = 〈p(0)|U(t) (12)
or
〈p(t+∆t)| = 〈p(t)|U(∆t), (13)
where U(t) = eKt is the propagator for the microstate
probability vector, or simply the transition probability
matrix. In order to create the transition matrix from
a Brownian diffusion trajectory, we should first be able
to calculate the propagator matrix, take its matrix log-
arithm, divide by ∆t. Our interest is in Eq. (14) and
since we allow at most a single jump within a time step
∆t and only one component of 〈p(t)| is equal to 1 in
a random trajectory, we may define 〈p(t)| = 〈i| and
〈p(t+∆t)| = 〈j|, where 〈i| and 〈j| are chosen among
the orthonormal eigenbasis of microstates. Multiplying
both sides by ket |j〉 gives the matrix elements of U(∆t),
1 = 〈i|U(∆t) |j〉 . (14)
Single jump at a time means that there is a contribu-
tion to a single component (i,j) of the matrix U(t) at
each time step. Therefore, we should cover a long trajec-
tory, and then take an average. The total probability of
transitions from a state should be conserved, hence we
should normalize the rows of the transition probability
matrix U(t).
The timescale of events are governed by the rotational
correlation time τc = 1/(6D). The resolution of the tran-
sition probability matrix will be determined by the num-
ber of time steps we take into account, and typically a
minimum of 10,000 time steps with a time step around
∆t ∼ τc/10 is needed in order to have a reliable transition
matrix. In this study, up to 40,000 time steps (∆t values
are given in the figures) from a single diffusion trajectory
are taken into account, which is especially needed when
approaching to the rigid limit, i.e., for D = 106 rad/s in
Fig. 3.
Finally, the equilibrium probability density vector can
be determined from both transition matrix or occupancy
rates. In this study we use the latter. Now we have all
entries for Eq.(3) and Eq.(4) and can solve for the absorp-
tion spectrum. Alternatively, one can always calculate
the average magnetization in time domain with the given
ingredients. The comparison between the derivative spec-
tra generated from 100,000 Brownian trajectories and
from MSM model with transition matrix obtained from
a single Brownian trajectory with 40,000 time steps is
given in Fig. 3.
This approach can easily be applied to the calculation
of absorption spectra from a single MD trajectory, and
resolution of time steps can be taken same as the rele-
vant MD simulation. In the next section, the extension
to another rotation angle will be demonstrated before fi-
nally discussing the use for short MD trajectories and
the possibilities of having a continuous spatial diffusion
entangled to a m-state Markov model.
VI. EXTENSION TO OTHER COORDINATES
The diffusion operator that we want to consider is in
the form
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FIG. 3. Derivative spectra generated from 100,000 Brownian
trajectories (blue line) same as in Fig. (1) and calculated from
MSM model (red line) with transition matrix obtained from
a single Brownian trajectory with 40,000 time steps having
s=12, 18, 36 states from bottom to top are compared. The
two results are indistinguishable on the scale of this figure.
Lorentzian broadening with TL2 =0.8 G is used. The magnetic
tensor parameters are given in Eqs. (10,11).
Γ(θ, φ) = D
1
sinθ(t)
∂
∂θ
sinθ(t)
∂
∂θ
+
D
sin2θ(t)
∂2
∂φ2
. (15)
Let us define the transition rates for diffusion operator
for angle θ with s1 × s1 matrix Kθ and for the operator
D ∂
2
∂φ2 with s2 × s2 as Kφ matrix, where s1,s2 are the
numbers of eigenstates for angles θ and φ respectively.
Hence, the transition rate operator in Eq.(3) will be a
s1s2 × s1s2 matrix
Kθφ = Kθ ⊗ Is2 +M⊗Kφ (16)
which is the discrete version of Γ(θ, φ). M is a s1 × s1
diagonal matrix with elements 1/sin2(θk) remembering
k = 1, 2, ..., s1, and Is2 is s2 × s2 identity matrix. The
transition matrix in this case is expanded in |θ, φ〉 =
|θ〉s1 |φ〉s2 space,
|θ, φ,m〉 = |θ〉s1 |φ〉s2 |m〉3 , (17)
where |θ〉 , |φ〉 are respectively s1, s2 dimensional vectors,
and |m〉 = [1, 1, 1]T . At equilibrium, the state vector
becomes |sinθ〉 |1〉 |1〉. Thus, it is the general formalism
for an electron spin that is coupled to a magnetic field
and nuclear spin, on a rotating frame with Euler angles
(θ,φ). In discretized coordinates, these angles can be
defined with two integers (k1, k2) corresponding to the
angle values θk1 = (k1 − 12 )∆θ and φk2 = (k2 − 12 )∆φ
where ∆θ = pi/s1, ∆φ = 2pi/s2 by following the reduc-
tion scheme in Fig. 2. For simplicity, we had eliminated
the ket |m〉, in Section 3, by calculating a simple summa-
tion over m states. The equation for absorption spectra
in Eq.(3) becomes
I(ω) = 〈veq.| (iω + iL−Kθφm)−1 |1〉s1×s2×3 , (18)
which will give the derivative absorption spectra as:
∂I(ω)
∂ω
= −i 〈veq.| (iω + iL−Kθφm)−2 |1〉s1×s2×3 , (19)
where L is the Liouvillian operator extended to θ and φ
basis and Kθφm is the transition matrix extended to |m〉
basis, hence Kθφm = Kθφ⊗ I3. The spin-spin relaxation
rate which will result a Lorentzian broadening of γeT
L
2 in
the spectrum, can be included in same manner as shown
in Eq.(4). Note that we should divide each term in the
paranthesis by gyromagnetic ratio γe in order to see the
spectrum in Gauss (G) units.
Including I+, I− terms in Hamiltonian, we will have
H = H(t)/γe:
H = ω0glabzz Sz + Sz(Alabzx Ix +Alabzy Iy +Alabzz Iz) (20)
which can be represented in matrix form as:
H = 1
2


H↑
H↓


(21)
where H↑ = −H↓, and given as:
H↑ =


ω0g
lab
zz +A
lab
zz
1√
2
(Alabzx − iAlabzy ) 0
1√
2
(Alabzx + iA
lab
zy ) ω0g
lab
zz
1√
2
(Alabzx − iAlabzy )
0 1√
2
(Alabzx + iA
lab
zy ) ω0g
lab
zz −Alabzz

 .
(22)
6Liouvillian operator in this case is expanded in
|θ〉s1 |φ〉s2 |m〉s3 basis such as for example when s1 = 3,
L({θ} , {φ}) =


L(θ1, {φ})
L(θ2, {φ})
L(θ3, {φ})


(23)
and L(θk, {φ}) is extended in itself with the same hi-
erarchy depending on the number of φ states, s2. We
have concluded that the Hamiltonian in Eq. (21) is
our relevant Liouvillian operator, i.e., L({θ} , {φ}) =
H↑({θ} , {φ}) using the Hermiticity of both the Hamil-
tonian and the density matrix [38] and after tracing with
S+ operator. The elements of A
lab and glab matrices
are obtained as a function of three Euler angles (φ, θ, ψ),
defined with a transformation:
Alab = R(φ, θ, ψ)AmolRT (φ, θ, ψ) (24)
where R(φ, θ, ψ), is the rotation matrix from molecular
frame to lab frame.
For creating the transition matrix Kθφ, the discrete
form of the diffusion operator Γ(θ, φ) in Eq.(15) which
is defined in Eq.(16) may not represent successfully
the spherical rotation, and instead of that we will use
the methodology introduced in Section 5 extended to
|θ〉s1 |φ〉s2 space. Therefore we will first create a trajec-
tory long enough which is generated by quaternion based
Monte-Carlo algorithm, and then take the statistics from
that trajectory by expressing the instantaneous state
with (k1, k2) using the information of both angles θ and φ
at that time. Here, (k1, k2) state in |θ〉s1 |φ〉s2 eigenbasis
can be expressed by the eigenket |θk1〉s1 |φk2〉s2 whose all
components are zero except the one at ((k1−1)s2+k2)th
row which is equal to 1.
The definition of Euler angles in terms of quaternions
and their time evolution is explained in detail in Ref.[23]
and Ref.[37], and also included in Appendix A. For the
trajectory method, we need to keep track of evolution
of density matrix and calculate average magnetization as
a function of time from various trajectories, and then
take the Fourier transform to obtain spectrum as shown
in Eq. (9). The evolution of transverse magnetization
in trajectory method is explained in Appendix B. The
comparison between two methods for isotropic rotation
with angles (θ, φ), using magnetic tensor parameters in
Eqs. (10,11) is shown in Fig. (4) and yield a very good
agreement.
Using the procedure applied in Eqs. (18-23) and
explained above, it is straightforward to extend an-
gle space into |θ, φ, ψ〉 = |θ〉s1 |φ〉s2 |ψ〉s3 space. The
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FIG. 4. Derivative spectra generated from 20,000 Brownian
trajectories (blue line) with time step ∆t=0.010 ns, ∆t=0.2
ns, ∆t=0.5 ns until magnetization significantly decays to zero,
respectively t = 400ns, t = 700ns, t = 2.5µs (and for the ones
with t < 2 µs zero-padded to 2 µs) and calculated from MSM
model (red line) of single Brownian trajectory with 40,000
timesteps having ∆t=0.005 ns, ∆t=0.2 ns, ∆t=25 ns with
(s1, s2)=(12,5) (18,5) (21,5) states from bottom to top are
compared. The two results are indistinguishable on the scale
of this figure. Lorentzian broadening with TL2 =1.25 G is used.
The magnetic tensor parameters are given in Eqs. (10,11).
comparison between two methods for isotropic rota-
tion with angles (θ, φ, ψ), using magnetic tensor pa-
rameters (gxx, gyy, gzz)
mol = (2.0082, 2.0060, 2.0023) and
(Axx, Ayy, Azz)
mol = (7.0, 6.0, 36.0)G is shown in Fig.
(5) and resulted a very good agreement. We have also
made the comparison for fully anisotropic diffusion of
cases Dz > Dy > Dx and Dy > Dx > Dz in Fig. (6),
where Dx, Dy, Dz are respectively diffusion constants for
rotation around x, y, z axes. The results seem to deliver
a good result but need improvement whether by increas-
7ing the number of events in single Brownian trajectory
or increasing the number of states and/or developing the
binning method. It is also observed that convergence to
the spectra obtained from 25,000 Brownian trajectories is
mostly and highly dependent on the accuracy of motional
statistics along θ axis.
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FIG. 5. Derivative spectra generated from 20,000 Brownian
trajectories (blue line) with time step ∆t=0.010 ns, ∆t=0.2
ns, ∆t=0.5 ns until magnetization significantly decays to zero,
respectively t = 400ns, t = 700ns, t = 2.5µs(and for the ones
with t < 2 µs zero-padded to 2 µs) and calculated from
MSM model (red line) of single Brownian trajectory with
40,000 time steps having ∆t=0.005 ns, ∆t=0.2 ns, ∆t=25
ns with (s1, s2, s3)=(12,3,2) (18,3,2) (12,3,5) states from bot-
tom to top are compared. The two results are indistin-
guishable on the scale of this figure. Lorentzian broadening
with TL2 =1.25 G is used. The magnetic tensor parameters
are given as (gxx, gyy, gzz)
mol = (2.0082, 2.0060, 2.0023) and
(Axx, Ayy, Azz)
mol = (7.0, 6.0, 36.0)G.
VII. APPLICATION TO SHORT BROWNIAN
TRAJECTORIES
In this section, our purpose is to discuss the applicabil-
ity of the presented approach to short MD simulations.
As a specific case, we will continue with isotropic rota-
tional diffusion up to 100 ns. In that case, we would
not expect to get the correct results for the rare event
case, i.e., rigid limit, D = 106 rad/s. Therefore, for such
examples, it is better to estimate rotational correlation
time, and perform simulations. On the other extreme,
we expect and obtain a perfect convergence (data not
shown) for fast motion limit, i.e., D = 1010 rad/s for all
independent single trajectories. Our interest will be on
the case of slow motional regime having D = 108 rad/s.
The procedure is the same as in Section 5 and 6, except
that this time we have a Brownian trajectory of 100 ns.
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FIG. 6. Derivative spectra generated from 25,000 Brownian
trajectories (blue line) for fully anisotropic rotational mo-
tion with time step ∆t=0.2 ns until 200 ns for each tra-
jectory (then, zero-padded to 2 µs), and calculated from
MSM model (red line) of single Brownian trajectory with
40,000 time steps having ∆t=0.2 ns are compared. In the
upper figure, we have Dx = D/5, Dy = D/2, Dz = D us-
ing MSM with (s1, s2, s3)=(30,3,2) while in the lower figure,
we have Dx = D/2, Dy = D,Dz = D/5 using MSM with
(s1, s2, s3)=(36,5,2). For both cases, D = 10
8 rad/s and
Lorentzian broadening with TL2 =1.8 G is used. The magnetic
tensor parameters are same as in Fig. (5).
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FIG. 7. Derivative spectra for D = 108 rad/s calculated from
MSM model (red line) of single Brownian trajectory until
100 ns having ∆t=0.1 ns, with (s1, s2)=(18,5) states. Upper
and lower figures are for different realizations of the single
Brownian trajectory, blue lines are for comparison with the
derivative spectra generated from 20,000 Brownian trajecto-
ries (blue lines) with time step ∆t=0.2 ns until 700 ns as in
Fig. (4). Lorentzian broadening with TL2 =1.25 G is used.
The magnetic tensor parameters are given in Eqs. (10,11).
For the diffusion process with D = 108 rad/s the rota-
tional correlational time is τc ≈ 1.667 ns. Thus, the mo-
tion will still not reach some regions in phase space. Ac-
cordingly, when creating the transition probability ma-
trix we may observe unvisited sections. It is important
to eliminate rows with zero event, not only for computa-
tional ease but also not to get a singular matrix. As a re-
sult, for example, while starting with s = 18 state model,
we may end up with a 14× 14 matrix instead of 18× 18.
This also shows that some statistical improvement is nec-
8essary when creating the gridlines. In our calculations,
we have just followed the scheme that is creating gridlines
equal in length. As seen in Fig. 7, the convergence of the
derivative spectra calculated from MSM of single short
Brownian trajectory to the one obtained from 20,000 tra-
jectories may depend on the realization. In that case, we
may need more information about the type of motion.
This is shown in Fig. 8 with the same MSM having a
transition matrix obtained from 5 independent trajecto-
ries, and it displays a better agreement. The convergence
to the one obtained from 20,000 trajectories increases fur-
ther with higher number of θ states.
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FIG. 8. Derivative spectra for D = 108 rad/s calculated
from MSM model (red line) of statistics obtained from 5 in-
dependent Brownian trajectories until 100 ns having ∆t=0.1
ns. Upper figure is obtained from (s1, s2)=(18,5) state model
and lower figure is obtained by increasing number of states,
i.e., (s1, s2)=(32,5), and shows a better agreement, blue lines
are for comparison with the derivative spectra generated
from 20,000 Brownian trajectories (blue lines) with time step
∆t=0.2 ns until 700 ns as in Fig. (4). Lorentzian broadening
with TL2 =1.25 G is used. The magnetic tensor parameters are
given in Eqs. (10,11).
VIII. DISCUSSION AND CONCLUSIONS
As a further step, having a process such as spatial dif-
fusion of molecule under a potential that is an element of
m-state potential space in which the potential is selected
by a Markov process, may be helpful in understanding
the effect of conformational changes in the spin dynam-
ics [25]. For example, a diffusive process that has a m-
fold selective potential for the angle θ can be introduced,
such as with m=A state for θ ∈ [0, pi/2] and m=B state
θ ∈ [pi/2, pi]. This will help to get a quick feedback about
the credibility of the model for the given MD simulation
results by reducing the set of variables. If the simulations
are done distinctly for two different types of potentials
[20, 21], then the overall transition rate matrix can be
created by their extension to the potential subspace, i.e.,
taking their kronecker product with potential change rate
matrix, and summing them up. Alternatively, if these
two type of potentials are completely separable, then the
two simulations can be defined in one transition probabil-
ity matrix, by adding their records of jumps as if they are
in the same trajectory, one being in the starting section,
and the other in the second section, and their own lengths
in time axis will be directly related to their equilibrium
distribution and transition rates among these two types
of potentials. On the other hand, for slowly varying po-
tentials due to internal dynamics, this approach will be
insufficient for not recognizing non-Markovian processes
and therefore one has to model rotational motion of the
molecule entangled with the effects of the conformational
changes on the spin label itself, as defined in the upper
statement and previous examples [25, 28].
In summary, we have simulated the cw-ESR spectrum
of a spin-1/2 electron coupled to a magnetic field and
spin-1 nucleus for X- and Q- bands by using both dis-
crete isotropic rotational diffusion and continuous Brow-
nian diffusion processes. In addition to that, calculated
derivative spectra from the MSM model with transi-
tion matrix obtained from a single Brownian trajectory
by statistical binning process and the spectra generated
from the average of a large number of Brownian trajecto-
ries are compared and resulted in a very good agreement.
It is suggested that this method can be implemented to
calculate absorption spectra from MD simulation data.
One of its advantages is that due to its reduction of
computational effort, the parametrization process will be
quicker. Secondly, the transition matrix defined in this
manner, may indicate separable potential changes dur-
ing the motion of the molecule. It is also possible to
change the course of single trajectory by hand and ob-
serve its consequences. Thirdly, one can calculate the
ESR spectra from a single MD trajectory directly with-
out extending it artificially in the time axis. However,
for short MD trajectories, the required statistical infor-
mation can not be obtained depending on the timescale
of transitions. Therefore, some statistical improvement
will be needed in order to reach a better convergence.
On the other hand, if there is a requirement of high pre-
cision in the extended coordinates, it will enlarge the
transition matrix and therefore will take more computa-
tional time. Hence, reducibility of relevant coordinates is
undoubtably necessary to maintain the efficiency of the
present framework. It is hoped that, in the following
studies, this framework will be helpful in extracting the
statistics of motional information of a molecule or im-
plementing additional motional information on the spin
label under various kinds of potentials.
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9Appendix A: Quaternion dynamics
For the generation of Brownian trajectories, we have
used the conjecture in Ref. [23] in which the detailed
calculations can be found. Only difference is that here
we use Gaussian random processes, instead of random
uniform displacements. Euler angles (φ, θ, ψ) defined in
terms of quaternions as:
q(t) =


q0(t)
q1(t)
q2(t)
q3(t)

 =


cos θ(t)2 cos
(φ(t)+ψ(t))
2
sin θ(t)2 sin
(φ(t)−ψ(t))
2
−sin θ(t)2 cos (φ(t)−ψ(t))2
−cos θ(t)2 sin (φ(t)+ψ(t))2

 (A1)
satisfying q20(t) + q
2
1(t) + q
2
2(t) + q
2
3(t) = 1, therefore it
is still a function of 3 independent variables. Using the
equation relating angular velocities around x, y, z axes
with the time derivative of Euler angles and converting
it to quaternion formalism, one would get the equation
of motion as:
q(t+∆t) = eP∆t/2q(t) (A2)
where P is defined in the form of
P =


0 ωx ωy ωz
−ωx 0 ωz −ωy
−ωy −ωz 0 ωx
−ωz ωy −ωx 0

 . (A3)
ωx, ωy, ωz are respectively angular velocities around
x, y, z axes. As a realization of Brownian trajectory, we
can evaluate P∆t with 3 independent random Gaussian
displacements. Thus, we introduce ωi∆t = σi∆Ui, where
∆Ui is a Brownian with mean zero and σi =
√
2Di∆t,
with Di as diffusion constant for rotation around i
th axis.
Simplifications for the time evolution of quaternions is
shown in the related reference.
Rotation given by three Euler angles defined with the
rotation matrix R(φ, θ, ψ) = Rz(ψ)Rx(θ)Rz(φ) which
can be written in terms of quaternions as
R(t) =

 q
2
0 + q
2
1 − q22 − q23 −2(q0q3 − q1q2) 2(q0q2 + q1q3)
2(q0q3 + q1q2) q
2
0 − q21 + q22 − q23 −2(q0q1 − q2q3)
−2(q0q2 − q1q3) 2(q0q1 + q2q3) q20 − q21 − q22 + q23

 . (A4)
Accordingly, one can use directly the rotation matrix
in this form to implement Eq. (24) and calculate the
Hamiltonian. In our conjecture for calculating the tran-
sition matrix from discretized coordinates, we take the
information by converting quaternions to three Euler an-
gles at each time step throughout the trajectory. It is
also possible to consider an application of binning pro-
cess over quaternions which are taking values between -1
and 1 with the condition q20(t)+ q
2
1(t)+ q
2
2(t)+ q
2
3(t) = 1,
and therefore belonging to a process of 3 independent
variables. In this study, we have implemented binning
process only on to angle values.
Appendix B: Propagation of magnetization
The time dependent transverse magnetization observ-
able is obtained as:
M+ = Tr(ρS+). (B1)
As our Hamiltonian shown in Eq. (5) and Eqs. (20-22),
we will have a 6× 6 density matrix. S+ operator in that
basis will act on only ρ+ section of density matrix which
is shown in ρ as,
ρ =
(
ρ+
)
(B2)
and henceM+ = Tr(ρ+). As a consequence we will need
only the time evolution of ρ+ to calculate time dependent
magnetization. In short time dynamics, i.e., for small ∆t
its time evolution can be calculated with [37]
ρ+(t+∆t) = e
i(γeH↑)∆tρ+(t)ei(γeH
↑)∆t. (B3)
Finally, initial condition of ρ+ being a 3× 3 identity ma-
trix, i.e., ρ+(0) = I3 is implemented and propagation
of that matrix is followed with its trace being recorded
at each time step throughout the trajectory. Average
magnetization that is needed to solve Eq. (9) is cal-
culated over different realizations of Brownian diffusion
with their appropriate sin(θ) weight.
Appendix C: Computational details
The calculations are performed by MATLAB R2012b
using a single core Intelr Xeonr Processor E5420 with
base frequency at 2.50 Ghz.
1. Trajectory method
Calculations are done with a simple process consisting
of loop for time steps ntime, inside a loop for number
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of trajectories Ntraj in which the magnetization is de-
termined as shown in the text and Appendix B. For the
evaluation of exponentials in Eq. (A2) and (B3), we have
used the simplifications suggested in the related refer-
ences. To obtain the derivative spectrum, a Fast Fourier
Transform is held using fft function in MATLAB.
For the calculation of average magnetizations it is seen
that there is a linear increase with number of steps as well
as with number of trajectories. For ex., from average over
5 computations we have observed that for diffusion of
(θ, φ) with 5,000 time steps (ntime) and 10,000 Brownian
trajectories (Ntraj) average run time is tav = 12257.6s
with a standard deviation σt = 85.48s, whereas with
ntime=5,000 and Ntraj=5,000, we had tav = 6080.5s
and σt = 28.51s, with ntime=5,000 and Ntraj=1,000,
we had tav = 1223s and σt = 10.06s, and finally with
ntime=1,000 and Ntraj=1,000, we had tav = 244.6s and
σt = 1.07s. In addition to that, we have observed com-
putation values for the case of diffusion of (θ, φ, ψ) be-
ing very similar values such as with ntime=1,000 and
Ntraj=1,000, tav = 258.4s and σt = 1.97s. Accord-
ingly, the computation values for each case obtained in
this study can be determined from the relation tav ∝
Ntrajntime, and using
(θ)diffusion
∆t = 0.005ns −→ 500ns −→ 100, 000steps
∆t = 0.025ns −→ 1µs −→ 40, 000steps
∆t = 0.5ns −→ 5µs −→ 10, 000steps
(θ, φ)diffusion
∆t = 0.010ns −→ 400ns −→ 40, 000steps
∆t = 0.2ns −→ 700ns −→ 3, 500steps
∆t = 0.5ns −→ 2µs −→ 4, 000steps
(θ, φ, ψ)diffusion
∆t = 0.010ns −→ 400ns −→ 40, 000steps
∆t = 0.2ns −→ 700ns −→ 3, 500steps
∆t = 0.5ns −→ 2.5µs −→ 5, 000steps.
It should be noted that the computation times for only
(θ) diffusion are much lower than for the given examples,
and it is completed within a few minutes or less while it
takes less than 10 seconds for MSM method. Further-
more, convergence is reached with around 5,000-10,000
trajectories for (θ) diffusion and with more than 10,000
trajectories for two and three angles diffusions. Another
point is that one can also reduce computation times by
changing the total number of time steps (depending on
additional broadenings) and time step value ∆t, e.g., for
fast motional limit, i.e. D = 1010 rad/s, one can get the
same results(data not shown) with ∆t = 50ps.
After calculation of average magnetization, Fast
Fourier Transform is performed using fft function in
MATLAB, which is completed within seconds for up to
10,000 time steps (including zero-padding), and depend-
ing on the size of time array the computation time may
extend drastically.
2. MSM model of single Brownian trajectory
The computation of derivative spectra from MSM of a
single trajectory consists of i) generation of single Brow-
nian trajectory ii) creation of transition matrix as ex-
plained in Section 5, iii) calculation of energies for al-
lowed states (depending on the number of states), iv) cal-
culation of derivative spectra using formula in Eq. (19)
for 796 points between frequencies ω−ω0 = [−50, 50] G.
Computation times for derivative spectra in the case of
(θ, φ) and (θ, φ, ψ) diffusion which are exhibited in Fig.
4 and Fig. 5, are shown respectively in Table C.1 and
Table C.2.
States (s1,s2) tav σt
(12,5) 7.29 s 0.042 s
(18,5) 21.42 s 0.269 s
(21,5) 32.83 s 0.086 s
TABLE I. Average computation times tav and standard de-
viation σt over 5 runs for calculation of spectra with (θ, φ)
diffusion.
States (s1,s2,s3) tav σt
(12,3,2) 11.82 s 0.073 s
(18,3,2) 36.01 s 0.357 s
(12,3,5) 43.48 s 0.922 s
TABLE II. Average computation times tav and their stan-
dard deviation σt over 5 runs for calculation of spectra with
(θ, φ, ψ) diffusion.
For much larger matrices, this method becomes prob-
lematic, and decrease the computer efficiency drastically,
with taking the logarithm and then the inverse of large
matrices. In such cases, better optimizations and algo-
rithms will be needed to improve this methodology.
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