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Abstract
We propose a self-consistent quasi-particle random phase approximation (QRPA) plus quasi-
particle-vibration coupling (QPVC) model with Skyrme interactions to describe the width and the
line shape of giant resonances in open-shell nuclei, in which the effect of superfluidity should be
taken into account in both the ground state and the excited states. We apply the new model
to the Gamow-Teller resonance in the superfluid nucleus 120Sn, including both the isoscalar spin-
triplet and the isovector spin-singlet pairing interactions. The strength distribution in 120Sn is well
reproduced and the underlying microscopic mechanisms, related to QPVC and also to isoscalar
pairing, are analyzed in detail.
PACS numbers: 21.60.Jz, 23.40.Hc, 24.30.Cz, 25.40.Kv
∗Electronic address: nyfster@gmail.com
1
I. INTRODUCTION
Nuclear charge-exchange transitions correspond to the transitions from an initial state in
the nucleus (N, Z) to the final states in the neighbouring nuclei (N+1, Z-1) or (N-1, Z+1)
[1, 2]. Among the most widely knowns, one can mention the Isobaric Analog Resonance
(IAR), the Gamow-Teller Resonance (GTR), and the Spin-Dipole Resonance (SDR). These
different vibrational modes, that involve spin and isospin degrees of freedom, provide direct
and valuable information on the isospin- and spin-isospin-dependent parts of the effective
interaction in the nuclear medium, which are otherwise poorly constrained. Nuclear charge-
exchange transitions play also a crucial role in nuclear astrophysics. GT excitations are the
dominant excitation modes in weak-interaction processes such as β decay, electron capture,
and neutrino-nucleus reactions [3, 4]. β-decay half-lives set the time scale of the r-process,
and hence determine the production of heavy elements in the universe [5–7]. Electron capture
governs the evolution of massive stars at the end of their last hydrostatic burning phase, and
influences the dynamics of core-collapse supernovae [3, 4, 8–10]. A very accurate knowledge
of spin-isospin matrix elements is also instrumental to extract the properties of the neutrinos
from the measured half-life of double-β decay [11, 12]. Therefore, nuclear charge-exchange
transitions capture the interests of researchers, both experimentalists and theorists, not only
in nuclear physics but also in particle physics and astrophysics.
Whereas nuclear β-decay provides directly the values of the nuclear matrix elements
of the relevant transition operator, this is not the case when the charge-exchange states
are populated by charge-exchange reactions such as (p,n) or (3He,t). The proportionality
between the reaction cross sections at the forward angles and the GT strength has been
proven to a large extent, especially for strong GT transitions, and this has paved the way
to a direct extraction of the GT matrix elements from reaction measurements. Yet, this
procedure is not entirely free from ambiguities. Moreover, no clear proportionality has
been established in the case of higher multipoles. In such a situation, it is of paramount
importance to try to improve the predictive power of theoretical models that can provide
directly the transition strengths of the charge-exchange states of interest throughout the
nuclear chart.
Two types of microscopic approaches are widely used in the theoretical investigation of
the charge-exchange excitations, i.e., the shell model and the random-phase approximation
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(RPA) approach which becomes quasi-particle RPA (QRPA) for superfluid nuclei. Due to
the large configuration space, accurate shell model calculations are not feasible for heavy
nuclei away from magic numbers [3, 13, 14]. The QRPA approach can be applied to all
nuclei in principle except for a few very light systems. While phenomenological QRPA has
been quite popular in the past, the self-consistent QRPA approach based on Skyrme [15–21]
or relativistic [7, 22, 23] density functionals has become increasingly accurate and successful
in reproducing the observed properties of charge-exchange excitations.
At the RPA level, the nuclear collective motion is treated as a superposition of 1 particle-
1 hole (1p-1h) excitations; in the QRPA case, this becomes a superposition of two quasi-
particle (2qp) excitations. However, the energy and angular momentum of the collective
motion can be transferred to more complicated nuclear states having 2p-2h, . . ., np-nh char-
acter (or 4qp, . . ., nqp character in the superfluid case). This produces the spreading width
of giant resonances. In general, the (Q)RPA approach is not able to describe the fragmenta-
tion and the detailed line shape of the multipole response. The RPA plus particle-vibration
coupling (RPA+PVC) is an extension of the RPA approach which has turned out to be quite
effective, and in which the 1p-1h configurations are coupled to collective vibrational phonons
[24–26]. The self-consistent RPA+PVC approach for the charge-exchange excitations has
been established within both the relativistic [27, 28] and the non-relativistic framework
[29, 30]. In both cases, it has been possible to show that a conspicuous spreading width is
developed with the inclusion of PVC effects, and thus good agreement with experimental
data for the GTR and the SDR is obtained. The RPA+PVC model has also been applied
to β-decay [31], and great improvement with respect to mere RPA has been found as far as
the description of the β-decay half-lives in magic nuclei is concerned.
The RPA+PVC approach is obviously limited to the case of magic nuclei. In this paper
we extend the formalism to the case of spherical superfluid nuclei, describing the nuclear
ground state within the Hartree-Fock-Bogoliubov (HFB) approximation, and the collective
excitations of the system within QRPA. Although we will only consider the well bound
nucleus 120Sn in this study, we notice that our consistent treatment of mean-field and pairing
correlations will be crucial for future studies of exotic nuclei far from the valley of stability. In
fact, in these systems the GT strength is expected to move from the giant resonance region to
lower energies, where the transitions involving weakly bound and continuum nucleon states
play a relevant role.
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We focus here mainly on the main features of the QRPA+QPVC model. As we would
like to discuss in detail the physical effects inherent in QRPA+QPVC, we shall consider the
nucleus 120Sn. This is a paradigmatic superfluid nucleus that has been taken as a benchmark
in many calculations. In particular, it has been shown that the coupling between quasi-
particle and vibrational degrees of freedom explains the low-lying spectra of this and of the
neighbouring nuclei in a quite convincing way (see e.g. [32, 33] and references therein).
Another point is that in superfluid nuclei both isovector (IV) and isoscalar (IS) pairing
are expected to play a relevant role. While the usual IV pairing determines the ground-
state structure, the IS pairing is present in the QRPA residual interaction for Gamow-Teller
transitions. In our previous works [18, 34, 35], we have shown the importance of the GT
data to pin down the value of the IS pairing strength. Consequently, the role of such IS
pairing in calculations beyond QRPA should also be assessed.
A similar model has been recently proposed within the relativistic framework, and applied
to different giant resonances (cf. e.g. Ref. [36] where results for the giant dipole resonance
(GDR) in 120Sn have been presented). This model has also been applied for the study of the
GT response and the β-decay half-lives in Ni isotopes [37]. While the relativistic model is
similar in spirit to the present one, we stress again that our goal is to address in detail the
microscopic mechanisms related to quasi-particle-vibration coupling and, to some extent,
also to IS pairing.
The paper is organized as follows. In Sec. II and III, the formulas and numerical details
of the QRPA+QPVC model are presented. In Sec. IV, the GT response of 120Sn is illus-
trated and a detailed analysis is provided. Finally, the main conclusions of this work are
summarized in Sec. V.
II. FORMALISM
We first carry out a self-consistent HFB+QRPA calculation of the GT strength, using
a standard Skyrme interaction. The detailed formulas of charge-exchange QRPA on top of
HFB can be found in Ref. [18]. It should be noticed that besides the isovector T = 1 pairing
both in the ground state and in the residual interaction, the isoscalar T = 0 pairing must also
be included in the residual interaction in the QRPA calculation. The necessity of isoscalar
T = 0 pairing has been discussed in many previous works, especially in connection with the
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low-lying GT strength of N = Z +2 nuclei and the β-decay half-lives [7, 18, 34, 38–41]. We
adopt a density-dependent, zero-range surface pairing force parameterized as follows [18]:
VT=1(r1, r2) = V0
1− Pσ
2
(1− ρ(r)
ρ0
)δ(r1 − r2), (1)
VT=0(r1, r2) = fV0
1 + Pσ
2
(1− ρ(r)
ρ0
)δ(r1 − r2), (2)
where r = (r1 − r2)/2, ρ0 is taken to be ρ0 = 0.16 fm−3, and Pσ is the spin exchange
operator. Although the T = 0 pairing strength has not yet been very firmly constrained,
several different types of analysis are consistent with values of the proportionality factor
f which are close to 1, or slightly larger [35]. Accordingly, in this work we adopt the two
values f = 0 and f = 1. This allows the reader to pin down the effect of T = 0 pairing,
by comparing results with a typically accepted strength with results in which it has been
completely neglected.
The GT excitations are obtained by the diagonalization of the QRPA matrix. Forward-
going and backward-going amplitudes associated with the QRPA eigenstates |n〉 will be
denoted by X
(n)
ab and Y
(n)
ab , respectively. Here and in what follows, the indices a, b etc.
label the so-called BCS quasi-particle states in the canonical bases, that are those defined
by the operators α and α† at p. 248 of Ref. [42]. Within QPVC, the QRPA strength
will be shifted and redistributed through the coupling to a set of doorway states, denoted
by |N〉, made of a two BCS quasi-particle excitation |ab〉 coupled to a collective vibration
|nL〉 of angular momentum L and energy ωnL. The properties of these collective vibrations,
i.e., phonons |nL〉 are, in turn, obtained by computing the QRPA response with the same
Skyrme interaction, for states of natural parity Lpi = 0+, 1−, 2+, 3−, 4+, 5−, and 6+. We
have retained the phonons with energy less than 20 MeV and absorbing a fraction of the
non-energy weighted isoscalar or isovector sum rule (NEWSR) strength larger than 5%.
The GT strength associated with QRPA+QPVC, is given by
S(E) = −1
pi
Im
∑
ν
〈0|OˆGT±|ν〉2 1
E − Ων + i(Γν2 +∆)
, (3)
where the GT operator is OˆGT± =
∑A
i=1 σ(i)t±(i) and ∆ is a smearing parameter. In our
calculation, we will only focus on the GT− excitations. |ν〉 denote the eigenstates [associated
with the complex eigenvalues Ων − iΓν2 and eigenvectors (F (ν), F¯ (ν))] that are obtained by
diagonalizing the energy-dependent complex matrix
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
 D +A1(E) A2(E)
−A3(E) −D −A4(E)



 F
(ν)
F¯ (ν)

 = (Ων − iΓν
2
)

 F
(ν)
F¯ (ν)

 . (4)
D is a diagonal matrix containing the physical QRPA eigenvalues. The Ai matrices are
complex and energy dependent, associated with the coupling to the doorway states. The
expressions of Ai in the QRPA basis |n〉 are given by
(A1)mn =
∑
ab,a′b′
W ↓ab,a′b′(E)X
(m)
ab X
(n)
a′b′ +W
↓∗
ab,a′b′(−E)Y (m)ab Y (n)a′b′ , (5)
(A2)mn =
∑
ab,a′b′
W ↓ab,a′b′(E)X
(m)
ab Y
(n)
a′b′ +W
↓∗
ab,a′b′(−E)Y (m)ab X(n)a′b′ , (6)
(A3)mn =
∑
ab,a′b′
W ↓ab,a′b′(E)Y
(m)
ab X
(n)
a′b′ +W
↓∗
ph,p′h′(−E)X(m)ab Y (n)a′b′ , (7)
(A4)mn =
∑
ab,a′b′
W ↓ab,a′b′(E)Y
(m)
ab Y
(n)
a′b′ +W
↓∗
ab,a′b′(−E)X(m)ab X(n)a′b′ , (8)
To speed up the calculation, we will include in the calculation only states (in both T− and
T+ channels) associated with a transition strength larger than a given threshold. Note that
the T− and T+ channels are coupled in the QRPA and QRPA+QPVC matrices, when both
protons and neutrons are superfluid, at variance with the case of RPA and RPA+PVC (and
with the case in which only one of the two species is superfluid, as in 120Sn). The matrix
 D +A1(E) A2(E)
A3(E) D +A4(E)

 is still symmetric as in the RPA+PVC case.
The spreading matrix W ↓ab,a′b′(E) is the most important quantity in the QRPA+QPVC
model, and it has a more general form than the in the RPA+PVC case,
W ↓ab,a′b′ = 〈ab|V
1
E − Hˆ V |a
′b′〉 = ∑
NN ′
〈ab|V |N〉〈N | 1
E − Hˆ |N
′〉〈N ′|V |a′b′〉, (9)
where |N〉 = |a′′b′′〉 ⊗ |nL〉 represents a doorway state and a′′, b′′ are BCS quasi-particle
states, as recalled above. |nL〉 is the n − th phonon state with the multipolarity L. The
first term of Eq. (9) is
〈ab|V |N〉 = 〈ab|V |a′′b′′ ⊗ nL〉 = 〈0|αbαaV α†a′′α†b′′Γ†nL|0〉, (10)
where αa and α
†
a are the annihilation and creation operator for the BCS quasi-particle with
quantum numbers a ≡ {nlj}, and Γ†nL is the creation operator for phonons. The operator
Γ†nL has the following form
Γ†nL =
1√
1 + δcd
∑
c≥d
X
(n)
cd α
†
cα
†
d − Y (n)cd αdαc, (11)
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where X
(n)
cd and Y
(n)
cd are the phonon forward and backward QRPA amplitudes. Finally, we
arrive at
〈ab|V |N〉 = δbb′′〈a|V |a′′, nL〉+ δaa′′〈b|V |b′′, nL〉, (12)
where
〈a′′, nL|V |a〉 = 〈a|V |a′′, nL〉
=
1√
1 + δcd
∑
c≥d
{[Vad¯a′′c(ua′′ucvdua − va′′vcudva) + Vaa¯′′cd(ucudva′′ua − vcvdua′′va)
+Vac¯da′′(udua′′vcua − vdva′′ucva)]Xcd
+[Va′′d¯ac(uaucvdua′′ − vavcudva′′) + Va′′a¯cd(ucudvaua′′ − vc¯vduava′′)
+Va′′ c¯da(uduavcua′′ − vdvaucva′′)]Ycd}. (13)
The above matrix elements V are calculated in the canonical basis. va is the square root
of the occupation probability for the state a in the canonical basis, and ua =
√
1− v2a is
the unoccupied amplitude. The detailed derivation of Eq. (12) and (13) can be found in
Appendix A.
In the second term of Eq. (9), we have
〈N | 1
E − Hˆ |N
′〉 = 〈a′′b′′ ⊗ nL| 1
E − Hˆ |a
′′′b′′′ ⊗ n′L′〉. (14)
We will express this formula in terms of HFB quasi-particle states |a˜b˜〉 of energy Ea˜+Eb˜ and
we will assume that the configurations |N˜〉 = |a˜b˜⊗ nL〉 do not interact and are eigenstates
of the Hamiltonian Hˆ with eigenvalues Ea˜ + Eb˜ + ωnL. We then obtain
〈N | 1
E − Hˆ |N
′〉 = ∑
a˜′′ b˜′′
Ca′′a˜′′Cb′′ b˜′′C
†
a˜′′a′′′C
†
b˜′′b′′′
E − [Ea˜′′ + Eb˜′′ + ωnL ± (λn − λp)] + i∆
, (15)
where C represents the unitary transformation matrix between HFB quasi-particle states and
BCS quasi-particle states, as defined at p. 248 of Ref. [42]. The chemical potential difference
λn−λp is included in the energy denominator so that it can reproduce the RPA+PVC limit
for magic nuclei, where the sign ‘+’ is for T− excitations and and ‘−’ for T+ excitations.
The smearing parameter ∆ is introduced to avoid singularities in the denominator, and a
convenient practical value is ∆ = 200 keV. Such a value is usually smaller than Γν/2 and
does not affect appreciably the QRPA+QPVC calculation of the strength in Eq. (3).
With the above expressions, we calculate the W ↓ab,a′b′ matrix elements, and obtain them
as the sum of four terms. In the spherical case, we can write all the formulas in angular
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momentum coupled form. The detailed derivation can be found in the Appendix B. The
final expression for W ↓Jab,a′b′ reads
W ↓J1ab,a′b′ = δjbjb′δlblb′δjaja′
1
jˆ2a
∑
a′′a′′′a˜′′ b˜′′
∑
nL
δja′′ja′′′δla′′ la′′′
〈a||V ||a′′, nL〉Ca′′a˜′′Cbb˜′′C†a˜′′a′′′C†b˜′′b′〈a′||V ||a′′′, nL〉
E − [Ea˜′′ + Eb˜′′ + ωnL ± (λn − λp)] + i∆
,(16)
W ↓J2ab,a′b′ = δjaja′δlala′δjbjb′
1
jˆ2b
∑
b′′b′′′a˜′′ b˜′′
∑
nL
δjb′′jb′′′δlb′′ lb′′′
〈b||V ||b′′, nL〉Caa˜′′Cb′′b˜′′C†a˜′′a′C†b˜′′b′′′〈b′||V ||b′′′, nL〉
E − [Ea˜′′ + Eb˜′′ + ωnL ± (λn − λp)] + i∆
, (17)
W ↓J3ab,a′b′ = (−)ja+jb+J


ja jb J
jb′ ja′ L


∑
a′′′b′′a˜′′ b˜′′
∑
nL
δjb′′ jb′δlb′′ lb′δja′′′jaδla′′′ la
〈b||V ||b′′, nL〉Caa˜′′Cb′′b˜′′C†a˜′′a′′′C†b˜′′b′〈a′||V ||a′′′, nL〉
E − [Ea˜′′ + Eb˜′′ + ωnL ± (λn − λp)] + i∆
, (18)
W ↓J4ab,a′b′ = (−)ja′+jb′+J


ja′ jb′ J
jb ja L


∑
b′′′a′′a˜′′ b˜′′
∑
nL
δja′′ja′δla′′ la′δjb′′′ jbδlb′′′ lb
〈a||V ||a′′, nL〉Cbb˜′′Ca′′a˜′′C†b˜′′b′′′C
†
a˜′′a′〈b′||V ||b′′′, nL〉
E − [Ea˜′′ + Eb˜′′ + ωnL ± (λn − λp)] + i∆
. (19)
In the above formulas, jˆ2i is a shorthand notation for 2ji + 1. The reduced matrix element
has the following form
〈a||V ||a′′, nL〉 = Lˆ√
1 + δcd
∑
cd
[V˜ (cdLa′′; a)XnLcd + (−1)ja−ja′′+LV˜ (cdLa; a′′)Y nLcd ], (20)
where
V˜ (cdLa′′; a) = V Lphada′′c(uaua′′ucvd − vava′′vcud) + V Lphaca′′d(uaua′′vcud − vava′′ucvd)(−)jc−jd+L
−V Lppaa′′cd(uava′′ucud − vaua′′vcvd), (21)
and
V˜ (cdLa; a′′) = V Lpha′′dac(uaua′′ucvd − vava′′vcud) + V Lpha′′cad(uaua′′vcud − vava′′ucvd)(−)jc−jd+L
−V Lppa′′acd(vaua′′ucud − uava′′vcvd). (22)
This expression for 〈a||V ||a′′, nL〉 turns out to be in agreement with Ref. [43]. The ph
and pp interaction will take the same form as that used for non-charge-exchange QRPA
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calculation. The ph and pp matrix elements V Lphabcd and V
Lpp
abcd are in their angular momentum
coupled form,
V Lphabcd =
∑
mambmcmd
〈jamajc −mc|LM〉(−)jc−mc〈jdmdjb −mb|LM〉(−)jb−mbV phabcd, (23)
V Lppabcd =
∑
mambmcmd
〈jamajbmb|LM〉〈jcmcjdmd|LM〉V ppabcd. (24)
FIG. 1: Diagrammatic representation of the four terms whose sum gives the matrix elementW ↓ab,a′b′ .
For nuclei not far from the stability line, like the nucleus 120Sn studied in this work,
the BCS quasi-particle states represent a convenient and accurate approximation to the
HFB states. The corresponding expression for the spreading matrix elements is obtained by
approximating the C−transformation with the identity, that is, putting Caa˜′′ = δaa˜′′ in Eqs.
(16-19). One then obtains
W ↓J1ab,a′b′ = δbb′δjaja′
1
jˆ2a
∑
a′′,nL
〈a||V ||a′′, nL〉〈a′||V ||a′′, nL〉
E − [ωnL + Ea′′ + Eb ± (λn − λp)] + i∆ ,
W ↓J2ab,a′b′ = δaa′δjbjb′
1
jˆ2b
∑
b′′,nL
〈b||V ||b′′, nL〉〈b′||V ||b′′, nL〉
E − [ωnL + Eb′′ + Ea ± (λn − λp)] + i∆ ,
W ↓J3ab,a′b′ = (−)ja+jb+J


ja jb J
jb′ ja′ L


∑
nL
〈a′||V ||a, nL〉〈b||V ||b′, nL〉
E − [ωnL + Ea + Eb′ ± (λn − λp)] + i∆ ,
W ↓J4ab,a′b′ = (−)ja′+jb′+J


ja′ jb′ J
jb ja L


∑
nL
〈a||V ||a′, nL〉〈b′||V ||b, nL〉
E − [ωnL + Ea′ + Eb ± (λn − λp)] + i∆ , (25)
where Ea is the BCS quasi-particle energy. The four terms correspond to the four diagrams
in Fig. 1. These formulas are in agreement with the formulas in Ref. [36] and [37].
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III. NUMERICAL DETAILS
The HFB code introduced in Ref. [44] is used for the calculation of ground-state prop-
erties. The HFB equations are solved in coordinate space on a radial mesh of size 0.1 fm,
within a spherical box having a radius equal to 20 fm. The pairing strength is determined
by reproducing the neutron pairing gap in 120Sn, which is ∆n = 1.34 MeV.
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FIG. 2: (Color online) GT strength function calculated with the interaction SGII [45] within the
QRPA approach, using different configuration spaces associated with different threshold values for
the product |uv| of the occupation amplitudes in canonical basis.
0 5 10 15 20 25
0
10
20
30
S(
G
T-
) (
M
eV
-1
)
E (MeV)
120Sn SGII
  Ecut= 60 MeV 
  Ecut= 100 MeV 
  Ecut= 200 MeV 
(a)
0 5 10 15 20 25
0
5
10
15
20
(b)  Ecut= 60 MeV 
  Ecut= 100 MeV 
S(
G
T-
) (
M
eV
-1
)
E (MeV)
120Sn SGII
FIG. 3: (Color online) GT strength function calculated with the interaction SGII within QRPA
[panel(a)] or QRPA+QPVC [panel(b)] with different configuration spaces associated with different
values of the energy cutoff Ecut.
10
The configuration space for the QRPA calculation is defined by selecting two quasi-
particle states a and b associated with an absolute value of the product |uavb| or |ubva|
(denoted as |uv|) larger than a given lower cutoff, and with quasi-particle energies smaller
than Ecut. The same value of Ecut is used for the pairing window in the HFB calculation and
the intermediate states of diagrams in Fig. 1 in the QPVC calculation. In order to check
the influence of the configuration space, by taking the GT response of 120Sn calculated
with the Skyrme interaction SGII as an example, we performed a test of the convergence
with respect to the parameters |uv| and Ecut (cf. Fig. 2 and Fig. 3, respectively). From
Fig. 2, we can see that when the threshold for the product |uv| is smaller than 10−3,
the GT strength distribution is quite stable. Accordingly, the value |uv| = 10−3 will be
adopted as a lower limit in our calculations. In Fig. 3, panels (a) and (b), we check the
convergence of the GT strength distribution with respect to Ecut calculated, respectively,
within QRPA and QRPA+QPVC. The results are stable for Ecut larger than 60 MeV. The
value Ecut = 100 MeV will be used in the calculations in Sec. IV. Within the present section,
to save computation time we use Ecut = 60 MeV.
0 5 10 15 20 25
0
5
10
15
20
S(
G
T-
) (
M
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-1
)
E (MeV)
120Sn SGII           bcut   basis                dimension
 10-1        6
 10-2      22
 10-3      59
 10-4    184
FIG. 4: (Color online) GT strength function calculated with the interaction SGII within
QRPA+QPVC with different configuration spaces associated with different values of the strength
cutoff bcut.
In the QPVC calculation, Eq. (4) is solved in the QRPA basis. In order to simplify
the calculation, we usually neglect QRPA states with very small GT strength, reducing
significantly the dimension of the QRPA+QPVC matrix. The influence of the reduction of
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QRPA basis on the final GT strength distribution is checked in Fig. 4. The cutoff on the
relative strength of the QRPA states is denoted as bcut, namely only the QRPA states with a
fraction of NEWSR strength larger than bcut are included in the calculation. We will adopt
the value bcut = 0.001, which is sufficient for convergence, as shown in Fig. 4.
0 50 100 150 200
80
85
90
95
100
Su
m
 R
ul
e 
(%
)
basis dimension
120Sn SGII  
FIG. 5: (Color online) Ikeda sum rule fulfillment as a function of the number of QRPA basis
states used for the QPVC calculation, in the case of the Gamow-Teller response of 120Sn calculated
with the interaction SGII.
Finally, we check the sum rule in 120Sn, within the QRPA+QPVC calculations, as a
function of the number of QRPA basis states obtained by setting bcut = 10
−1, 10−2, 10−3 and
10−4, in Fig. 5. We consider the integrated strength up to the excitation energy of 80 MeV.
For bcut = 10
−3, we obtain 97% of the Ikeda sum rule.
Previous calculations have been made using the approximation Eq. (25) for the spreading
matrix elements. Its validity is checked in Fig. 6 through the comparison between the results
with and without the approximation for 120Sn using the Skyrme interaction SGII. In order
to save computation time, in this case we use bcut = 0.1 instead of bcut = 0.001. It turns
out the two results are in very good agreement with each other. Therefore, in the following
QRPA+QPVC calculations, we will use the approximation (25).
In the calculations presented in this section, we have included the isoscalar pairing in
QRPA, and we did not adopt the subtraction method in QRPA+QPVC: this topic will be
discussed in the next section. The excitation energies are always referred to the mother
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FIG. 6: (Color online) Gamow-Teller strength distribution in 120Sn calculated by means of the
Skyrme QRPA+QPVC model with and without the approximation of Eq. (25) in the spreading
matrix elements.
nucleus.
IV. RESULTS AND DISCUSSIONS
Before we proceed with the discussion of our results, we would like to introduce the so-
called “subtraction” method. The parameters of the energy density functional (EDF) are
optimised so as to reproduce in the best way nuclear ground state properties, and therefore
“static” correlations are implicitly taken into account. When processes beyond mean field
are explicitly considered in extended RPA approaches based on this EDF, the parameters of
the EDF should be in principle readjusted to avoid problems of double counting [46]. This
is usually not done, and as an alternative method to avoid the double counting of static
correlations, it has been proposed to subtract the energy-independent part of the self-energy
[47]. Recently, it has also been found that this procedure guarantees the validity of the
stability condition in extensions of the RPA approach [48]. The theoretical foundation and
application of the subtraction method were further discussed within the formalism of second
RPA in Ref. [49].
In the following, we will present results obtained with the subtraction method (while
we did not use it in our previous works [7, 9, 31]). We correspondingly modify the
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QRPA+QPVC equation (4), by writing
 D +A1(E)−A1(0) A2(E)−A2(0)
−A3(E) +A3(0) −D −A4(E) +A4(0)



 F
(ν)
F¯ (ν)

 = (Ων − iΓν
2
)

 F
(ν)
F¯ (ν)

 , (26)
so that the above equation reduces to the QRPA equation when E = 0. In practice we just
need to introduce the following replacements in Eqs. (5-8):
W ↓aba′b′(E)→W ↓aba′b′(E)−W ↓aba′b′(0), W ↓aba′b′(−E)→W ↓aba′b′(−E)−W ↓aba′b′(0). (27)
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FIG. 7: (Color online) The Gamow-Teller strength distributions [panel (a)] and their cumulative
sums [panel (b)] for 120Sn calculated by means of QRPA and QRPA+QPVC models, without and
with subtraction method, using the Skyrme interaction SkM*.
In Fig. 7, we show the effects of the subtraction method on the GT strength distribution
and its cumulative sum in 120Sn, using the Skyrme interaction SkM* [50]. Both panel (a)
and panel (b) show that by using the subtraction method the value of real part of the self-
energy is reduced, especially at low energy; consequently, in an effective way, in introducing
the subtraction method one introduces an upward shift of the excitation energies. The shift
becomes smaller as the energy increases, and is equal to about 1 MeV in the low-energy
region and to about 0.5 MeV in the giant resonance region, until it vanishes at 25 MeV.
The total GT strengths are the same for the QRPA+QPVC calculation with and without
subtraction. The width in the giant resonance region is essentially not affected, while the
width of the third low-energy peak is increased.
The values of the strength m0 and of the energy-weighted sum rule m1 up to E = 25
MeV, with and without the subtraction method, are reported in Table I. The total strengths
14
TABLE I: The strength m0 and the energy weighted sum rule m1, integrated up to energy E = 25
MeV, as well as the energy centroid m1/m0 in the whole energy range E = 0− 25 MeV, calculated
by QRPA, QRPA+QPVC, and QRPA+QPVC with the subtraction method in 120Sn using the
interaction SkM*.
m0 m1 (MeV) m1/m0 (MeV)
QRPA 61.3 853.4 13.9
QRPA+QPVC 56.8 713.0 12.6
QRPA+QPVC+subtraction 56.1 772.6 13.8
TABLE II: The energy and reduced transition probability of the lowest phonons of different mul-
tipolarities included in the QRPA+QPVC calculation for 120Sn. The experimental data are taken
from NNDC [51]. The theoretical results are obtained by the QRPA approach with the interactions
SAMi, SGII, and SkM*.
E (MeV) B(EL, 0→ L) (e2 fm2L)
phonons exp. SAMi SGII SkM* exp. SAMi SGII SkM*
2+ 1.171 2.708 1.941 1.420 2.016 × 103 1.463 × 103 1.766 × 103 2.632 × 103
3− 3.595 3.313 3.297 1.880 × 105 1.396 × 105 1.089 × 105
4+ 4.029 3.757 3.230 2.496 × 106 1.568 × 106 1.453 × 106
5− 4.603 3.669 3.536 4.454 × 107 2.555 × 107 3.103 × 107
m0 obtained with and without subtraction method are very close. The centroid energy
increases by 1.2 MeV when the subtraction method is introduced, becoming very close to
the value calculated in QRPA. This indicates that static correlations are removed by the use
of the subtraction method. In the following calculations, we will always use the subtraction
method, simply indicated by the label “QRPA+QPVC”.
We first report the properties of the collective phonons included in our QPVC calcu-
lation. The energy and reduced transition probability of the lowest phonons of different
multipolarities in 120Sn, calculated by QRPA with the three Skyrme interactions SAMi [52],
SGII and SkM*, are shown in Table II. All the three interactions tend to overestimate the
experimental energies, the best results being obtained with SkM*.
We then show in Fig. 8 the GT strength distributions for 120Sn calculated by the QRPA
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FIG. 8: (Color online) The Gamow-Teller strength distributions for 120Sn calculated by QRPA
and QRPA+QPVC models, with isoscalar pairing, using the interactions SAMi [panel (a)], SGII
[panel (b)], and SkM* [panel (c)]. The experimental GT peak energies [53] are denoted by dashed
lines, and the length of each line is proportional to the cross section.
and QRPA+QPVC models using the three Skyrme interactions, and with a small value of
the smearing parameter, ∆ = 0.2 MeV. We indicate the four peak energies identified in the
(3He, t) experiment [53] by dashed lines. The length of each line is proportional to the cross
section.
With the interaction SAMi, the peaks obtained in QRPA calculation merge into a single
giant resonance peak in the QRPA+QPVC calculation. The peak is narrow, probably due to
the too high phonon energies (cf. Table II). The GT strength distribution in the low-energy
region is also redistributed and in this case some spreading width is obtained. The QRPA
calculation reproduces well the experimental giant resonance peak while the QRPA+QPVC
slightly underestimates its energy. As for the interaction SGII, the three QRPA peaks in the
giant resonance region merge with the QRPA+QPVC calculation into one resonance peak
with some subpeaks, developing a spreading width of about 4.5 MeV. We notice that if the
subtraction method is not used, the width decreases to 4 MeV (cf. Fig. 4). This is related
to the fact that the GTR energies as well as the surface phonon energies are overestimated
for this interaction at the QRPA level. The subtraction method then improves the matching
between the energy of the GTR energy and of the relevant intermediate configurations in
the calculation of the width. Although substantial, the spreading width is still smaller than
the experimental value of 6.4 MeV (cf. Figs. 10 and 11 below). The remaining part of the
width may be due to the incorrect description of the phonon energies, to some contribution
from the escape width and to correlations coming from the coupling to other states outside
our model space. In Fig. 11, this part of width will be simulated by using a larger value
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of the smearing parameter, ∆ = 0.5 MeV. Besides the width, the giant resonance energy
is well reproduced in the QRPA+QPVC calculation, while in the low-energy region the
agreement with experimental peaks is relatively poor. The SkM* strength distribution in the
giant resonance region is quite similar to that obtained with SGII, and displays a spreading
width of about 4.8 MeV. The overall strength distribution in the low-energy region is better
reproduced by SkM* than by SGII. We will then use only the interaction SkM* in the rest
of our analysis.
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FIG. 9: (Color online) The Gamow-Teller strength distributions for 120Sn calculated by QRPA
[panel (a)] and QRPA+QPVC [panel (b)] models, with and without isoscalar pairing, using the
Skyrme interaction SkM*.
In Fig. 9, we plot the Gamow-Teller strength distributions for 120Sn calculated by the
QRPA and QRPA+QPVC models, with and without isoscalar pairing. The energies and
transition strength of the main GT excitations obtained in QRPA, as well as their main
components, are listed in Table III for the case without (f = 0) and with (f = 1) isoscalar
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pairing. From Fig. 9 as well as Table III, we can see that with the inclusion of the attractive
isoscalar pairing the strength in the low-energy region increases; the energies of the peaks
at around 10 MeV are shifted downwards; the splitting between the states around E = 15
and E = 19 MeV becomes smaller, and the strength is redistributed in favour of the lower
ones.
Then we analyze in detail the microscopic structures of the main excitations in QRPA.
The lowest main state lying at E = 5.96 (5.83) MeV for f = 0 (f = 1) is basically a single-
particle excitation of back spin-flip type, i.e., j = l− 1/2→ j = l + 1/2. The second lowest
main state at E = 8.62 (8.51) MeV for f = 0 (f = 1) is composed of several quasi-particle
transitions of non-spin-flip, i.e., j = l ± 1/2 → j = l ± 1/2 as well as ∆L = 2 type. We
note that the transitions with ∆L = 2 do not contribute to the GT strength, since the GT
operator is characterized by ∆L = 0. In the f = 0 case, the main components of the state
at E = 10.67 MeV are a non spin-flip and a spin-flip transition. When f = 1, one instead
finds two states, one lying at E = 9.62 MeV with a strong non-spin-flip component and
another at 10.47 MeV with a strong spin-flip component. In the giant resonance region, in
the f = 0 case, the state at E = 15.45 MeV is composed of the two spin-flip quasi-particle
transitions ν1g9/2 → pi1g7/2 and ν1h11/2 → pi1h9/2. After including the isoscalar pairing,
this state splits into two states at E = 15.00 and 15.91 MeV, and other transitions of back
spin-flip are mixed into these two states. For f = 0, the main states in the high energy
region lie at E = 19.32, 19.43, and 20.29 MeV, and are composed of spin-flip and non-spin-
flip quasi-particle transitions. For f = 1, the highest states lie at E = 18.40 and 18.98 MeV,
and the strength is concentrated in the second state. The components of these states are
also changed, and the back spin-flip transition ν1h9/2 → pi1h11/2 plays an important role.
For the QRPA+QPVC results, the profile of the strength function in the giant resonance
region is similar in the f = 0 and f = 1 cases, although the strength of the peaks in the
low-energy region are increased and the strength of the highest peak is decreased with the
inclusion of isoscalar pairing. In the following, we shall discuss the microscopic structure of
the GTR peaks for f = 1.
From the previous Section, we recall that at each excitation energy E we solve the
QRPA+QPVC equation obtaining a set of eigenstates with complex eigenvalues (Ων−iΓν/2).
We focus on values E corresponding to peaks in the strength function. The contribution
to the width is essentially given by twice the imaginary part of the important eigenstates
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TABLE III: QRPA amplitudes X2ab − Y 2ab for GT states with large B(GT) (>1.0). The excitation
energy E and transition strength B of different GT excitations in 120Sn are calculated in QRPA
either without isoscalar pairing (f = 0) or with isocalar pairing (f = 1). The excitation energies
are given with respect to the mother nucleus in units of MeV. For each QRPA state, only the
configurations associated with the large QRPA amplitudes (|X2ab − Y 2ab| > 0.03) are listed.
f = 0 f = 1
E (MeV) 5.96 8.62 10.67 15.45 19.32 19.43 20.29 5.83 8.51 9.62 10.47 15.00 15.91 18.40 18.98
B(GT) 1.33 2.47 14.65 14.58 9.82 5.87 4.09 2.31 3.84 3.14 11.48 3.16 14.80 2.96 13.07
configuration QRPA amplitude QRPA amplitude
ν2d3/2 → pi2d5/2 0.94 0.97
ν2d5/2 → pi2d5/2 0.04 0.04 0.08
ν2d5/2 → pi1g7/2 0.15 0.11 0.29
ν3s1/2 → pi3s1/2 0.06 0.06
ν3s1/2 → pi2d3/2 0.23 0.39
ν2d3/2 → pi2d3/2 0.34 0.23
ν1g7/2 → pi1g7/2 0.11 0.09
ν1h11/2 → pi1h11/2 0.28 0.61
ν2d5/2 → pi2d3/2 0.55 0.87
ν1g9/2 → pi1g7/2 0.83 0.06 0.34 0.48 0.08
ν1h11/2 → pi1h9/2 0.10 0.59 0.20 0.06 0.18 0.05 0.61
ν1h9/2 → pi1h11/2 0.26 0.40 0.15 0.06
ν2g9/2 → pi1g7/2 0.05 0.72 0.04
ν2f7/2 → pi2f7/2 0.26 0.69 0.45 0.09
ν3s1/2 → pi5s1/2 0.04
ν3d5/2 → pi2d5/2 0.05
that lie close to E. Each of these eigenstates is a linear combination of the QRPA states
|m〉 (with energy Em). In the following, we will analyze the important eigenstates and their
important QRPA components. The eigenstates which give the largest contributions to the
strength are given in Table IV, together with the main associated QRPA components |m〉.
For each |m〉, the most important quasi-particle configurations ab are also listed, together
with their contribution to the imaginary part of the self-energy A1. We note that the total
width Γν resulting from the complete diagonalization is different from the sum of the values
of Im (A1)mm, due to the strong mixing between different QRPA states.
The eigenstate with the eigenvalue (13.65 − i0.34) MeV gives the most important con-
tribution to the peak found at E = 13.79 MeV. This eigenstate is mainly composed of the
QRPA states at E = 15.00 and 15.91 MeV (cf. Table III). The contributions to the width
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TABLE IV: Microscopic structure of the main GT peaks found above E = 13 MeV in the
QRPA+QPVC calculations with IS pairing (f = 1.0), shown in Fig. 9 (b). We list the peak
energy E, the complex eigenenergy Ων − iΓν2 from QRPA+QPVC, the energy Em and the for-
ward amplitudes X
(m)
ab of the associated QRPA state |m〉 (cf. Table III), the imaginary part of
the diagonal spreading matrix element Wab,ab, and the contributions to the imaginary part of the
self-energy A1.
QRPA+QPVC QRPA QRPA+QPVC
E (MeV) Ων − i
Γν
2
(MeV) Em (MeV) configuration (ab) X
(m)
ab
Im Wab,ab(E) (MeV) Im (A1)mm(E) (MeV)
13.79 (13.65 − i0.34) 15.00 ν1g9/2 → pi1g7/2 -0.59 -0.84 -0.29
ν1h11/2 → pi1h9/2 -0.42 -0.64 -0.11
ν1h9/2 → pi1h11/2 0.51 -0.20 -0.053
total -0.57
15.91 ν1g9/2 → pi1g7/2 0.69 -0.84 -0.41
ν1h9/2 → pi1h11/2 0.63 -0.20 -0.082
total -0.49
14.79 (14.71 − i0.61) 15.00 ν1g9/2 → pi1g7/2 -0.59 -0.64 -0.22
ν1h11/2 → pi1h9/2 -0.42 -0.52 -0.092
total -0.58
15.91 ν1g9/2 → pi1g7/2 -0.69 -0.64 -0.31
total -0.45
15.59 (15.13 − i1.22) 15.00 ν1g9/2 → pi1g7/2 -0.59 -1.50 -0.51
ν1h11/2 → pi1h9/2 -0.42 -0.83 -0.15
total -0.95
15.91 ν1g9/2 → pi1g7/2 0.69 -1.50 -0.72
ν1h9/2 → pi1h11/2 0.63 -0.19 -0.076
total -0.84
17.39 (16.89 − i0.68) 15.91 ν1g9/2 → pi1g7/2 0.69 -0.88 -0.42
(16.90,−i1.14) ν1h9/2 → pi1h11/2 0.63 -0.29 -0.11
total -0.67
18.40 ν2f7/2 → pi2f7/2 -0.67 -2.59 -1.17
ν3d5/2 → pi2d5/2 0.23 -1.38 -0.072
total -1.80
18.98 ν1g9/2 → pi1g7/2 0.28 -0.88 -0.067
ν1h11/2 → pi1h9/2 -0.78 -0.48 -0.30
ν2f7/2 → pi2f7/2 -0.30 -2.59 -0.23
ν2f7/2 → pi1h9/2 -0.15 -2.67 -0.063
total -0.78
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from the imaginary parts of the self-energy of these two QRPA states are -0.57 and -0.49
MeV, respectively. The diagrams Wabab with (a, b) = (pi1g7/2, ν1g9/2) or (pi1h9/2, ν1h11/2)
contribute most to the self-energy and, in turn, the coupling to 2+ and 3− phonons plays
the most important role. The same QRPA configurations give the largest contributions to
the peak with energy E = 14.79 MeV. At the peak energy E = 15.59 MeV, the eigen-
state with (15.13− i1.22) MeV is important, and its main components are again the QRPA
states at E = 15.00 and 15.91 MeV. At this peak energy, the imaginary parts of their self-
energies are increased to -0.95 and -0.84 MeV, compared to the corresponding values -0.58
and -0.45 MeV found at the peak energy E = 14.79 MeV. The important diagrams are
still Wabab with (a, b) = (pi1g7/2, ν1g9/2) or (pi1h9/2, ν1h11/2), but with coupling to 2
+, 3−
and 4+ phonons. At the peak energy E = 17.39 MeV, the eigenstates with the eigenvalue
(16.89− i0.68) and (16.90− i1.14) MeV contribute to the peak. These two states are mainly
composed of the QRPA states at E = 15.91, 18.40 and 18.98 MeV. The diagram Wabab with
(a, b) = (pi1g7/2, ν1g9/2), (pi1h9/2, ν1h11/2), (pi2f7/2, ν2f7/2), or (pi1h9/2, ν2f7/2) contributes to
the self-energy most, and the couplings to 2+, 3−, 4+, and 5− phonons all play important
roles.
In summary, these four subpeaks are mainly composed of several QRPA states in the
GTR region. For the first three peaks, the QRPA states at E = 15.00 and 15.91 MeV are
relatively more important, while the QRPA states at E = 15.91, 18.40 and 18.98 MeV, as
well as the states at even higher energies with small B(GT) values, are important for the
fourth peak.
The cumulative sums of the four strength distributions calculated by QRPA and
QRPA+QPVC model with and without isoscalar pairing are plotted in Fig. 10. We include
for comparison also the experimental results from (3He, t) and (p,n) reactions. Because the
associated strength function was not given, in panel (a) we show the (3He, t) cross section
scaled by a factor of 1.6, so that the main GTR strength exhausts 65% of the Ikeda sum
rule, as reported in [53]. In the work in which the (p,n) experiment has been reported [54],
besides the cross section σ(0o), the unit cross section σˆ = 2.78 ± 0.16 mb/sr was also de-
termined. We can obtain an approximate value for the B(GT) strength, using the relation
σ(0o) = σˆF (q, ω)B(GT ), and assuming the factor F (q, ω), that gives the dependence on
momentum and energy transfer of cross section, to be constant and equal to 1.
The resulting cumulative B(GT) is shown in panel Fig. 10 (a). The results of these two
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FIG. 10: (Color online) The cumulative sum of Gamow-Teller strength for 120Sn, calculated by
QRPA and QRPA+QPVC model, with and without isoscalar pairing, using the Skyrme interaction
SkM*. The experimental results from (3He, t) [53] and (p,n) reactions [54] are shown for compar-
ison. In panel (a), the B(GT) strength from the (3He, t) experiment is obtained by multiplying
the cross section by a factor of 1.6 so that the main GTR strength exhausts 65% of Ikeda sum
rule, while the B(GT) strength for (p,n) experiment is obtained by dividing the cross section by
the unit cross section. In panel (b), the two experimental cumulative GT sums are normalized to
the same value as the theoretical one of QRPA+QPVC with f = 0 at E = 25 MeV.
experiments are quite different in the low-energy region and also in the total strength up to
E = 25 MeV. In Ref. [53], it is stated that only 20% of the observed (3He, t) charge-exchange
transition strength is due to ∆L = 0 spin-flip mediated by the central interaction Vστ , while
∼ 80% is due to ∆L = 2 spin-flip mediated by the non-central tensor interaction VTτ such as
the particle-hole configurations of the type (2d5/2)(1g7/2)
−1 and (1g7/2)(2d5/2)
−1. Since the
total strengths of these two experiments are not the same, we normalize the cumulative sums
to the theoretical value of QRPA+QPVC with f = 0 at E = 25 MeV, and plot them in Fig.
10 (b). At the QRPA level, the low-energy strength is increased going from f = 0 to f = 1,
while the total strength at E = 25 MeV is almost the same, and close to 3(N − Z). The
development of the spreading width substantially improve the comparison with experiment
when going from the QRPA to QRPA+QPVC. Going from f = 0 to f = 1, the empirical
low-energy strength is increased, so the f = 1 result is more close to the (3He, t) experiment.
The f = 0 result is very close to the (p,n) experiment, although it still overestimates the
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low-lying strength. The total strength at E = 25 MeV is about the same with f = 0 and
f = 1, and is quenched by about 10% with respect to the QRPA results.
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FIG. 11: (Color online) The Gamow-Teller strength distributions for 120Sn calculated by QRPA
and QRPA+QPVC models, with [panel (a)] and without [panel (b)] isoscalar pairing, using the
Skyrme interaction SkM*. The smearing parameter ∆ = 0.5 MeV is used instead of ∆ = 0.2
MeV used for Fig. 9. The experimental results from (3He, t) and (p,n) reactions are shown for
comparison. The cross section from (3He, t) experiment is scaled by a factor of 1.6 so that the
main GTR strength exhausts 65% of Ikeda sum rule [53]. The cross section from (p,n) reaction is
normalized by the unit cross section [54] (cf. the main text).
The four theoretical strength functions are compared with experiment in Fig. 11. We use
a smearing parameter ∆ = 0.5 MeV in the QRPA and QRPA+QPVC calculation, instead
of the value ∆ = 0.2 previously used in Fig. 9. This value corresponds to the energy
resolution of the (p,n) experiment. As in Fig. 10, the (3He, t) experimental low-energy
strength distribution is well reproduced by including isoscalar pairing, while the (p,n) data
are better reproduced without it. The spreading width and lineshape of the giant resonance
region are very well reproduced by the inclusion of QPVC effect.
V. SUMMARY AND PERSPECTIVES
The self-consistent QRPA+QPVC model based on Skyrme density functionals has been
developed for the first time and applied to the calculation of the GT strength distribution
of the superfluid nucleus 120Sn. This model is an extension of the previously developed
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RPA+PVC model for magic nuclei, yet with specific features that have been discussed in
detail in this work, starting from the inclusion of isoscalar pairing. Moreover, the subtraction
method has been adopted and its impact on the results has been elucidated. We have mainly
discussed the results obtained by using the SkM* force, which gives the best description
among the three Skyrme forces we have considered, consistently with previous results in
non-superfluid nuclei [29–31].
Specifically, the inclusion of QPVC on top of simple QRPA produces a conspicuous
spreading width and is quite relevant to reproduce well the experimental line shape of
the strength distribution. As an overall effect, several peaks that are found in the QRPA
model to lie in the giant resonance region are merged into one big resonance peak with four
subpeaks in our calculation. The microscopic structure, as well as the origin of the widths
of these four subpeaks are analyzed in detail in our paper. Eventually, the cumulative GT
strength distribution has been compared with the experimental data from (3He, t) and (p,n)
experiments. Our QRPA+QPVC result is closer to the (3He, t) data when isoscalar pairing
is included, while it reproduces very well the (p,n) data when this is neglected, with a slight
overestimate of the low-lying strength.
The inclusion of pairing correlations paves the way to many possible applications of our
model to charge-exchange transitions in the case of nuclei far from stability line. In fact,
the HFB plus QRPA is the appropriate tool for these neutron-rich, or neutron-deficient,
nuclei, especially for weakly bound nuclei. Charge-exchange reactions or β-decay are valid
spectroscopic tools for these nuclei, but mean-field or DFT calculations cannot describe
the damping width due to the lack of coupling with more complicated configurations, and
they also tend to overestimate the β-decay half-lives when applied to such kind of processes
in exotic nuclei. Benchmarking PVC calculations in these cases is a new reasearch line
which is still in its infancy. Improving the theoretical predictive power of such calculations
is not only beneficial for our progress in understanding nuclear structure, but also weak-
interaction processes are of essential interest for particle physics or astrophysics. Accordingly,
we envisage the study of weak-interaction processes of astrophysical interest in our future
research of QRPA+QPVC model.
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VI. APPENDIX
A. The calculation of 〈ab|V |N〉
We wish to calculate
〈ab|V |N〉 = 〈0|αbαaV α†a′′α†b′′Γ†nL|0〉, (28)
with
Γ†nL =
1√
1 + δcd
∑
c≥d
Xcdα
†
cα
†
d − Ycdαdαc. (29)
Since |0〉 is the vacuum for HFB quasi-particle states, we transform the BCS quasi-particle
states |a〉, associated with the operators α†a, to HFB quasi-particle states |a˜〉, associated
with the operators β†a˜, based on the following unitary transformation [42],
αa =
∑
a˜
Caa˜βa˜, (30)
α†a =
∑
a˜
C∗aa˜β
†
a˜. (31)
We will have
〈ab|V |N〉 = ∑
a˜b˜a˜′′ b˜′′
Caa˜Cbb˜C
∗
a′′a˜′′C
∗
b′′ b˜′′
〈0|βb˜βa˜V β†a˜′′β†b˜′′Γ
†
nL|0〉, (32)
and
Γ†nL =
1√
1 + δcd
∑
c≥d
∑
c˜d˜
C∗cc˜C
∗
dd˜
Xcdβ
†
c˜β
†
d˜
− Ccc˜Cdd˜Ycdβd˜βc˜. (33)
In the case of QRPA phonons, we make the following approximation,
〈0|βb˜βa˜V β†a˜′′β†b˜′′Γ
†
nL|0〉 ≃ 〈0|βb˜βa˜[V,Γ†nL]β†a˜′′β†b˜′′ |0〉. (34)
Then we obtain
〈ab|V |N〉 = 1√
1 + δcd
∑
a˜b˜a˜′′ b˜′′
Caa˜Cbb˜C
∗
a′′a˜′′C
∗
b′′b˜′′
∑
c≥d
∑
c˜d˜
[C∗cc˜C
∗
dd˜
〈0|βb˜βa˜V β†a˜′′β†b˜′′β
†
c˜β
†
d˜
|0〉Xcd + Ccc˜Cdd˜〈0|βb˜βa˜βd˜βc˜V β†a˜′′β†b˜′′ |0〉Ycd]. (35)
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Here V is the two-body interaction for the coupling vertex. It has the general form in
the single-particle basis,
V =
1
4
∑
1234
V1234c
†
1c
†
2c4c3, (36)
and can be written in the HFB quasi-particle basis,
V =
∑
a˜b˜c˜d˜
(H40
a˜b˜c˜d˜
β†a˜β
†
b˜
β†c˜β
†
d˜
+ h.c.) +
∑
a˜b˜c˜d˜
(H31
a˜b˜c˜d˜
β†a˜β
†
b˜
β†c˜βd˜ + h.c.) +
1
4
∑
a˜b˜c˜d˜
H22
a˜b˜c˜d˜
β†a˜β
†
b˜
βd˜βc˜. (37)
Using the Wick theorem, only the H31 or H13 terms exist in 〈ab|V |N〉, and we get
〈ab|V |N〉 = 1√
1 + δcd
∑
a˜b˜a˜′′ b˜′′
Caa˜Cbb˜C
∗
a′′a˜′′C
∗
b′′b˜′′
∑
c≥d
∑
c˜d˜
C∗cc˜C
∗
dd˜
[δb˜b˜′′(H
13
a˜′′c˜d˜a˜
−H13
a˜′′d˜c˜a˜
+H13
c˜d˜a˜′′a˜
−H13
c˜a˜′′d˜a˜
+H13
d˜a˜′′ c˜a˜
−H13
d˜c˜a˜′′a˜
)Xcd
+δa˜a˜′′(H
13
b˜′′ c˜d˜b˜
−H13
b˜′′d˜c˜b˜
+H13
c˜d˜b˜′′ b˜
−H13
c˜b˜′′d˜b˜
+H13
d˜b˜′′ c˜b˜
−H13
d˜c˜b˜′′b˜
)Xcd]
+Ccc˜Cdd˜[δb˜b˜′′(H
31
a˜c˜d˜a˜′′
−H31
a˜d˜c˜a˜′′
+H31
c˜d˜a˜a˜′′
−H31
c˜a˜d˜a˜′′
+H31
d˜a˜c˜a˜′′
−H31
d˜c˜a˜a˜′′
)Ycd
+δa˜a˜′′(H
31
b˜c˜d˜b˜′′
−H31
b˜d˜c˜b˜′′
+H31
c˜d˜b˜b˜′′
−H31
c˜b˜d˜b˜′′
+H31
d˜b˜c˜b˜′′
−H31
d˜c˜b˜b˜′′
)Ycd] (38)
=
1√
1 + δcd
∑
a˜b˜a˜′′ b˜′′
Caa˜Cbb˜C
∗
a′′a˜′′C
∗
b′′b˜′′
∑
c≥d
∑
c˜d˜
C∗cc˜C
∗
dd˜
[δb˜b˜′′2(H
13
a˜′′c˜d˜a˜
+H13
c˜d˜a˜′′a˜
+H13
d˜a˜′′ c˜a˜
)Xcd
+δa˜a˜′′2(H
13
b˜′′ c˜d˜b˜
+H13
c˜d˜b˜′′b˜
+H13
d˜b˜′′ c˜b˜
)Xcd]
+Ccc˜Cdd˜[δb˜b˜′′2(H
31
a˜c˜d˜a˜′′
+H31
c˜d˜a˜a˜′′
+H31
d˜a˜c˜a˜′′
)Ycd
+δa˜a˜′′(H
31
b˜c˜d˜b˜′′
+H31
c˜d˜b˜b˜′′
+H31
d˜b˜c˜b˜′′
)Ycd]. (39)
With the C matrix, H31
a˜b˜c˜d˜
on HFB quasi-particle states can be transformed to H31abcd on
BCS quasi-particle states, so that
〈ab|V |N〉 = 1√
1 + δcd
∑
c≥d
[δbb′′2(H
13
a′′cda +H
13
cda′′a +H
13
da′′ca)Xcd
+δaa′′2(H
13
b′′cdb +H
13
cdb′′b +H
13
db′′cb)Xcd]
+[δbb′′2(H
31
acda′′ +H
31
cdaa′′ +H
31
daca′′)Ycd
+δaa′′2(H
31
bcdb′′ +H
31
cdbb′′ +H
31
dbcb′′)Ycd]. (40)
From Ref. [42] we know that
H31
a˜b˜c˜d˜
=
1
2
∑
1234
V1234[U
∗
1a˜V
∗
4b˜
V ∗3c˜V2d˜ + V
∗
3a˜U
∗
2b˜
U∗1c˜U4d˜], (41)
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where a˜, b˜, c˜, d˜ denote the states of the quasi-particle basis, and 1, 2, 3, 4 denote the states
of the single-particle basis. After transformation with C, H31
a˜b˜c˜d˜
becomes H31abcd on the BCS
quasi-particle basis with the form,
H31abcd =
1
2
∑
1˜2˜3˜4˜
V1˜2˜3˜4˜[U¯
∗
1˜aV¯
∗
4˜bV¯
∗
3˜cV¯2˜d + V¯
∗
3˜aU¯
∗
2˜bU¯
∗
1˜cU¯4˜d], (42)
where 1˜, 2˜, 3˜, 4˜ denote the canonical basis. The U¯ and V¯ matrices connect the canonical
basis and BCS quasi-particle basis, and their definition is found in Ref. [42]. The U¯ and V¯
matrices can be further simplified as
U¯1˜a = u1˜δ1˜a, V¯1˜a = −v1˜δ1˜a¯, (43)
where u, v denote the occupation amplitudes in the canonical basis. Then
H31 =
∑
abcd
H31abcdα
†
aα
†
bα
†
cαd
=
∑
abcd
1
2
∑
1˜2˜3˜4˜
V1˜2˜3˜4˜[U¯
∗
1˜aV¯
∗
4˜bV¯
∗
3˜cV¯2˜d + V¯
∗
3˜aU¯
∗
2˜bU¯
∗
1˜cU¯4˜d]α
†
aα
†
bα
†
cαd
= −∑
abcd
1
2
∑
1˜2˜3˜4˜
V1˜2˜3˜4˜(u1˜v2˜v3˜v4˜δ1˜aδ2˜d¯δ3˜c¯δ4˜b¯α
†
1˜
α†¯˜4α
†
¯˜3
α¯˜2 + u1˜u2˜v3˜u4δ1˜cδ2˜bδ3˜a¯δ4˜dα
†
¯˜3
α†
2˜
α†
1˜
α4˜)
=
∑
abcd
1
2
∑
1˜2˜3˜4˜
V
4˜¯˜31˜2˜
[u1˜u2˜v3˜u4˜ − v1˜v2˜u3˜v4˜]α†1˜α†2˜α†3˜α4˜δ1˜aδ2˜bδ3˜cδ4˜d (44)
=
1
2
∑
1˜2˜3˜4˜
V
4˜¯˜31˜2˜
[u1˜u2˜v3˜u4˜ − v1˜v2˜u3˜v4˜]α†1˜α†2˜α†3˜α4˜ (45)
=
1
2
∑
abcd
Vdc¯ab[uaubvcud − vavbucvd]α†aα†bα†cαd. (46)
Finally we can write H31abcd in the canonical basis,
H31abcd =
1
2
Vdc¯ab[uaubvcud − vavbucvd]. (47)
Similarly,
H13abcd =
1
2
V ∗dc¯ab[uaubvcud − vavbucvd]. (48)
Combining the above Eq. (47) and Eq. (48) with Eq. (40), one arrives at Eq. (12) and
(13) in Sec. II.
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B. Angular momentum coupled form
In Eq. (40), the term V (aa′′cd) in front of X can be expressed in angular momentum
coupled form,
V (aa′′cd) = 〈jcmcjdmd|LM〉〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ Lˆ
jˆa
V (cdLa′′; a), (49)
where
V (cdLa′′; a) =
∑
mcmdma′′ma
〈jcmcjdmd|LM〉〈ja′′ma′′LM |jama〉V (aa′′cd) (50)
=
∑
mcmdma′′ma
〈jcmcjdmd|LM〉〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ jˆa
Lˆ
V (aa′′cd).
(51)
Calculating the three matrix elements in V (aa′′cd) with the Clebsch-Gordan coefficients, we
finally get
V (cdLa′′; a) =
jˆa
Lˆ
[V Lphada′′c(ua′′ucvdua − va′′vcudva)
+V Lphaca′′d(udua′′vcua − vdva′′ucva)(−1)jc−jd+L
−V Lppaa′′cd(ucudva′′ua − vcvdua′′va)] (52)
≡ V˜ (cdLa′′; a) jˆa
Lˆ
. (53)
Similarly, the term in front of Y is
V (a′′acd) = 〈jcmcjdmd|L−M〉(−1)L−M〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ Lˆ
jˆa
V (cdLa; a′′),
(54)
where
V (cdLa; a′′) =
∑
mcmdma′′ma
〈jcmcjdmd|L−M〉(−1)L−M〈ja′′ma′′LM |jama〉V (a′′acd) (55)
=
∑
mcmdma′′ma
〈jcmcjdmd|L−M〉(−1)L−M〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′
jˆa
Lˆ
V (a′′acd). (56)
We have
V (cdLa; a′′) = [V Lpha′′dac(ua′′ucvdua − va′′vcudva)
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+V Lpha′′cad(udua′′vcua − vdva′′ucva)(−1)jc−jd+L
−V Lppa′′acd(ucudvaua′′ − vcvduava′′)](−1)ja−ja′′+L
jˆa
Lˆ
(57)
≡ V˜ (cdLa; a′′)(−1)ja−ja′′+L jˆa
Lˆ
. (58)
The X and Y can also be written in the angular momentum coupled form,
Xcd =
∑
L′M ′
〈jcmcjdmd|L′M ′〉XL′M ′cd , (59)
Ycd =
∑
L′M ′
〈jcmcjdmd|L′ −M ′〉(−1)L′−M ′Y L′M ′cd . (60)
So finally 〈a′′, nL|V |a〉 in angular momentum coupled form is
〈a′′, nL|V |a〉 = 〈a|V |a′′, nL〉 = 1√
1 + δcd
∑
c≥d
[V (aa′′cd)Xcd + V (a
′′acd)Ycd]
=
1√
1 + δcd
[
∑
L′M ′
∑
jcjd
〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ Lˆ
jˆa
V (cdLa′′; a)δLL′δMM ′X
LM
cd
+
∑
L′M ′
∑
jcjd
(−1)L−M 〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ Lˆ
jˆa
V (cdLa; a′′)δLL′δMM ′Y
LM
cd ]
=
1√
1 + δcd
∑
jcjd
〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′
[V˜ (cdLa′′; a)XLMcd + (−1)ja−ja′′+LV˜ (cdLa; a′′)Y LMcd ] (61)
≡ 〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ 〈a′′, nL||V ||a〉 (62)
= 〈jamaja′′ −ma′′ |LM〉(−1)ja′′−ma′′ 〈a||V ||a′′, nL〉. (63)
With the above expressions, we can obtain the angular momentum coupled form of
〈ab|V |N〉, and hence the W ↓ab,a′b′ . Through the following relation,
W ↓Jaba′b′ =
∑
mambma′mb′
〈jamajbmb|JMJ〉〈ja′ma′jb′mb′ |JMJ〉W ↓aba′b′ , (64)
the angular momentum coupled W ↓Jab,a′b′ in Eq. (16) will be obtained.
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