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Abstract
If X is a (topological) space, the nth finite subset space of X, denoted by X(n),
consists of n-point subsets of X (i.e., nonempty subsets of cardinality at most n) with
the quotient topology induced by the unordering map q : Xn → X(n), (x1, · · · , xn) 7→
{x1, · · · , xn}. That is, a set A ⊂ X(n) is open if and only if its preimage q−1(A) is
open in the product space Xn.
Given a space X, let H(X) denote all homeomorphisms of X. For any class of
homeomorphisms C ⊂ H(X), the C-geometry of X refers to the description of X up
to homeomorphisms in C. Therefore, the topology of X is the H(X)-geometry of X.
By a (C-) geometric property of X we will mean a property of X that is preserved by
homeomorphisms of X (in C). Metric geometry of a space X refers to the study of
geometry of X in terms of notions of metrics (e.g., distance, or length of a path, between
points) on X. In such a study, we call a space X metrizable if X is homeomorphic to
a metric space.
Naturally, X(n) always inherits some aspect of every geometric property of X or
Xn. Thus, the geometry of X(n) is in general richer than that of X or Xn. For
example, it is known that if X is an orientable manifold, then (unlike Xn) X(n) for
n > 1 can be an orientable manifold, a non-orientable manifold, or a non-manifold. In
studying geometry of X(n), a central research question is “If X has geometric property
P , does it follow that X(n) also has property P?”. A related question is “If X and Y
have a geometric relation R, does it follow that X(n) and Y (n) also have the relation
R?”.
Extensive work exists in the literature on the richness of the geometry of X(n).
Nevertheless, despite the fact that the spaces X(n) considered in those investigations
are metrizable (which is the case if and only if X is itself metrizable) the important role
of metrics has been mostly ignored. Consequently, the existing results mostly elucidate
topological aspects of the geometry of X(n).
The main goal of this thesis is to attempt to answer the above research question(s)
for several geometric properties, with metrics playing a significant role (hence the
title phrase “Metric Geometry of ...”). Some of the questions are relatively easy and
will be answered completely. However, a question such as “If a normed space X is
an absolute Lipschitz retract, does it follow that X(n) is also an absolute Lipschitz
retract?” appears to require considerable effort and will be answered only partially.
By the definition of an absolute Lipschitz retract, establishing the existence of Lipschitz
retractions X(n) → X(n− 1) for all n ≥ 1 would be a partial positive answer to this
question.
Among other things, we will prove the following. If X is a metrizable space, then
so is X(n). If a metric space X is a snowflake, quasiconvex, or doubling then so is
X(n). If two spaces X and Y are (Lipschitz) homotopy equivalent, then so are X(n)
and Y (n). If X is a normed space (which is Lipschitz k-connected for all k ≥ 0), then
X(n) is Lipschitz k-connected for all k ≥ 0. If X is a normed space, there exist (i)
Ho¨lder retractions X(n) → X(n − 1), (ii) Lipschitz retractions X(n) → X(1), X(2),
and (iii) Lipschitz retractions X(n) → X(n − 1) when dimX < ∞ or X is a Hilbert
space.
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CHAPTER 0
Introduction
0.1. Basic setup
If X is a (topological) space, Definition A.1.1, the nth finite subset space of X, denoted
by X(n), consists of n-point subsets of X (i.e., nonempty subsets of cardinality at most n)
with the quotient topology induced by the unordering map q : Xn → X(n), (x1, · · · , xn) 7→
{x1, · · · , xn}. That is, a set A ⊂ X(n) is open if and only if its preimage q−1(A) is open
in Xn (with the product topology, Definition A.1.52). Due to this description in terms of
Xn, the finite subset space X(n) is also called the nth symmetric product of X (see [9] for
example). A detailed discussion of finite subset spaces will begin in chapter 1.
Given a space X (which is defined up to homeomorphism, Definition A.1.41), let H(X)
denote all homeomorphisms of X. For any class of homeomorphisms C ⊂ H(X), the C-
geometry of X refers to the description of X up to homeomorphisms in C. In particular, the
topology of X is the same as the H(X)-geometry of X.
For example, Lipschitz geometry of a metric spaceX involves the study of those properties
of X that are invariant under Lipschitz homeomorphisms of X, where we say a map of
(between) metric spaces f : X → Y is Lipschitz if there is a number λ ≥ 0, (the least of)
which we denote by Lip(f), such that d(f(x), f(x′)) ≤ λd(x, x′) for all x, x′ ∈ X. Similarly,
biLipschitz geometry of a metric space X involves the study of those properties of X that
are invariant under biLipschitz homeomorphisms of X, where we say a map of metric spaces
f : X → Y is biLipschitz if there is a number λ > 0 such that d(x, x′)/λ ≤ d(f(x), f(x′)) ≤
λd(x, x′) for all x, x′ ∈ X.
By a (C-) geometric property/invariant of X we will mean a property of X that is
preserved by homeomorphisms of X (in C). For example, it is a topological (or H(X)-
geometric) property whether or not a subspace A ⊂ X is a retract , i.e., whether or not the
1
0.2. MOTIVATION AND RELATED WORK 2
identity map idA : A → A, a 7→ a extends to a continuous map r : X → A (which we call
a retraction of X onto A) in the sense that r|A = idA. As in [16], metric geometry of a
space X refers to the study of geometry of X in terms of notions of metrics (e.g., distance,
or length of a path, between points) on X. In such a study, we call a space X metrizable if
X is homeomorphic to a metric space, Definition A.1.3.
0.2. Motivation and related work
From a scientific point of view, when measurements or observations are made and a dataset
(i.e., data set) is obtained, one may choose to describe relationships between variables in
the dataset in a symmetric way (i.e., without the need to express one of the variables as
a function of the rest). Assume we have p variables z1, ..., zp in the dataset, where the
value set of zi is Zi, and suppose the joint value set Z1 × · · · × Zp is contained in a metric
space X. If the number of observations in the dataset is n, then the whole dataset is a
point x = (x1, ..., xn), xi = (z1i, ..., zpi), of X
n. Relationships between the p variables can
be described in a symmetric way through their appearance/effects in the distribution of
clusters in some rearrangement of the dataset. We can view a retraction r : X(n) → X(k)
as a rule r ◦ q : Xn q−→ X(n) r−→ X(k) for making a k-cluster rearrangement (i.e., a
rearrangement with at most k clusters) from the dataset of n observations. (Footnote1). We
may require the retraction to be Lipschitz, which ensures stability of the clustering rule under
metric-perturbations of the data, in the sense that the perturbation dH(r ◦ q(x), r ◦ q(x′))
of a k-cluster rearrangement is no greater than a scalar multiple Lip(r ◦ q)d(x, x′) of the
perturbation d(x, x′) of the dataset.
From a more natural point of view, X(n) always inherits some aspect of every geometric
property of X or Xn. Thus, the geometry of X(n) is in general richer than that of X or Xn.
For example, it is known, [66, Remark on page 1123], that if X is an orientable manifold
such as the circle S1, then (unlike Xn) X(n) for n > 1 can be an orientable manifold (e.g.,
S1(3) is homeomorphic to S3), a non-orientable manifold (e.g., S1(2) is homeomorphic to
1For the special case where k = n and r = id, the distribution of the trivial rearrangement q(x) = {x1, ..., xn}
is given by the counts ni(x) =
∣∣{j : xj = xi}∣∣. In particular, if |q(x)| = n, i.e., q(x) ∈ X(n)\X(n− 1), then
q(x) has a uniform distribution with ni(x) = 1 for all i.
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the Mo¨bius band), or a non-manifold (e.g., S1(k), k ≥ 4, is not a manifold). In studying
geometry of X(n), the following are central research questions.
Research questions. (i) If X has geometric property P , does it follow that X(n) also has
property P? (ii) If X and Y have a geometric relation R, does it follow that X(n) and Y (n)
also have the relation R?
Note that question (i) above can also be reversed in order to deduce a property of X
from a property of X(n) for some n > 1, for example, see [40] and related work in [22].
Extensive work exists in the literature on the richness of the geometry of X(n). It was
shown in [9] that [0, 1](n) imbeds in Rn for n = 1, 2, 3 but not for n ≥ 4. For n ≥ 4 however,
[0, 1](n) can be imbedded in RN for a sufficiently large N (see [44] and the references therein).
Homotopy types of the spaces S1(n) have been considered in [10,13,19,66,71], where [13]
is a correction of [10]. Related discussions can also be found in [18, 60]. Computation of
the Euler characteristic of X(n), for a manifold X, can be found in [59].
Nevertheless, despite the fact that the spaces X(n) considered in these investigations
are metrizable (which is the case if and only if X is itself metrizable, Proposition 1.2.2) the
important role of metrics has been mostly ignored. Consequently, the existing results in the
literature mostly elucidate topological aspects of the geometry of X(n). Studies in which
metrical properties have been considered include [11,12,20].
0.3. Objectives and contributions
The main goal of this thesis is to attempt to answer the above research question (i) for
several geometric properties with metrics playing a significant role in establishing general
results (hence the phrase “Metric Geometry” in the thesis title). Some of the questions,
such as those on quasiconvexity and Lipschitz connectedness, are relatively easy and will
be answered completely. However, a question such as “If a normed space X is an absolute
Lipschitz retract, does it follow that X(n) is also an absolute Lipschitz retract?” appears
to require considerable effort and will be answered only partially. This question (Question
4.0.1 in this thesis) appeared as Problem 1.4 in the collection of open problems “AimPL:
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Mapping theory in metric spaces”, published by the American Institute of Mathematics
and available at http://aimpl.org/mappingmetric (see [2]). By the definition of an absolute
Lipschitz retract (as a metric space Z such that every containing metric space Y ⊃ Z admits
a Lipschitz retraction r : Y → Z), establishing the existence of Lipschitz retractions X(n)
→ X(n− 1) for all n ≥ 1 would be a partial positive answer to the above question. Existing
work in this direction includes [3,7,43].
Among other things, we will prove the following. In Proposition 1.2.2 we verify that if X
is a metrizable space, then so is X(n). In Proposition 1.4.11, Theorem 2.1.14 (plus Corollary
2.1.15), and Lemma 5.2.5 we show (respectively) that if a metric space X is a snowflake,
quasiconvex, or doubling then so is X(n). (footnote2). In Lemma 3.2.1, we observe that if
two spaces X and Y are (Lipschitz) homotopy equivalent, then so are X(n) and Y (n). In
Theorem 3.4.10, we establish that if X is a normed space (which is 24-Lipschitz k-connected
for all k ≥ 0, Corollary 3.4.8), then X(n) is Lipschitz k-connected for all k ≥ 0. Based on
this, we deduce in Theorem 5.2.6 that if X is a finite-dimensional normed space, then there
exist Lipschitz retractions X(n)→ X(n− 1).
It was asked in [43, Question 3.4] whether Lipschitz retractions rn : X(n) → X(n − 1)
exist for all n ≥ 2 when X is a Banach space. A related question in [7, Remark 3.4] simi-
larly asked whether strictly convex or uniformly convex Banach spaces admit such Lipschitz
retractions. Also, in [43, Question 3.2], and later in [7, Remark 3.4], it was asked whether
Lip(rn) can be bounded above by a constant that is independent of n.
The results of this thesis provide partial answers and tools of investigation towards an-
swering the above two questions. Based directly on [3], regarding the first question above
(i.e., [43, Question 3.4] and its counterpart in [7, Remark 3.4]), we prove that if X is a
normed space, then we have (i) concrete Lipschitz retractions X(3)→ X(2)→ X (Theorem
4.1.17), (ii) Lipschitz retractions X(n) → X,X(2) (Theorem 4.2.10), and (iii) retractions
2Theorem 2.1.14 (which proves that if X is geodesic then X(n) is 2-quasiconvex) improves and generalizes
[12, Theorem 4.1] in which it was established that R(n) is 4n-quasiconvex. Lemma 5.2.5 (which proves that
if X is a doubling metric space then so is X(n)) partly solves [12, Problem 4.1] in which it was asked to
show that R(n) is doubling.
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X(n) → X(n − 1) that are Ho¨lder-continuous on bounded sets (Theorem 4.3.7). Simi-
larly, Theorem 5.3.16 provides a partial negative answer to the second question above (i.e.,
[43, Question 3.2] and its counterpart in [7, Remark 3.4]) by showing that if X is a normed
space of dimension ≥ 2, then Lip(rn) must grow with n.
0.4. Descriptive summary
In the rest of the discussion, we begin with preliminaries in chapter/appendix A, where we
introduce fundamental concepts and develop notation/terminology that will be used in the
main chapters to follow. The results of section A.1 on topological space concepts (to be used
throughout), of section A.2 on algebraic topology (to be used in chapter 3 and in chapter
5, section 5.3), and of section A.5 on metrical extension theorems (to be used in chapter 2)
are all essential to the ensuing discussion. On the other hand, the results of section A.3 on
topological extension theorems and of section A.4 on metrizability of spaces are not strictly
essential, and so a reader who is familiar with the results of those two sections can simply
skim through that material.
The description of finite subset spaces begins in chapter 1, a thorough understanding
of which is essential in the remaining chapters. Hausdorff distance and other tools such as
diameter and minimum separation are discussed (in section 1.1 and in section 1.3, respec-
tively), finite subset spaces of a metrizable space are shown to be metrizable (in section 1.2),
a few inherited properties of finite subset spaces are noted (in section 1.4), and an interesting
property of subsets of any metric space, namely, ”gap reducing property” is established (in
section 1.5).
In chapter 2 we begin studying some aspects of metric geometry of finite subset spaces
(for which section A.5 on metrical extension theorems is essential). We prove, in section
2.1, that finite subset spaces of a quasiconvex metric space are themselves quasiconvex. In
sections 2.2 and 2.3, we give full characterizations of geodesics and quasigeodesics in finite
subset spaces, and discuss some consequences. Also discussed, in section 2.4, is the failure of
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metrical convexity, and of the binary intersection property, in finite subset spaces of normed
spaces of dimension two and higher.
In chapter 3 we consider Lipschitz connectedness of finite subset spaces (for which section
A.2 on algebraic topology is essential). We discuss Lipschitz homotopy and contractibility
(in section 3.1), and prove that if metric spaces X and Y have the same (Lipschitz) homotopy
type, then so do X(n) and Y (n). Using a notion of conical Lipschitz contractibility (from
section 3.3), we review (in section 3.4) Lipschitz k-connectedness of a normed space and also
establish Lipschitz k-connectedness of finite subset spaces of a normed space.
Chapter 4 begins a study of the existence of Lipschitz retractions X(n) → X(n − 1),
called the FSR (finite subset retraction) property, as an attempt at partially answering the
question of whether finite subset spaces of an absolute Lipschitz retract must also be absolute
Lipschitz retracts. We prove (in sections 4.1, 4.2, 4.3) that when X is a normed space, there
exist retractions X(n) → X(k), n > k ≥ 1, that are (i) Ho¨lder for k = n − 1, (ii) Lipschitz
for k = 1, 2, and (iii) Lipschitz for k = n− 1 if dimX <∞ or X is a Hilbert space. We also
show (in section 4.4) that these retractions map each finite subset of X into its convex hull,
and discuss some consequences of this observation.
Chapter 5 continues the study of the FSR property on the existence of Lipschitz retrac-
tions X(n)→ X(n− 1). Using Lipschitz k-connectedness of finite subsets of normed spaces
from chapter 3, we prove (in section 5.2) that if X is a finite dimensional normed space, then
we have Lipschitz retractions X(n) → X(n − 1). Using existing results on the homotopy
types of the spaces S1(n), we show (in section 5.3) that if X is a normed space of dimension 2
or more, then any sequence of Lipschitz retractions rn : X(n)→ X(n−1) satisfies the bound
4pi
√
2 Lip(rn) ≥ n. We also consider (in sections 5.1, 5.4) some non-existence results and
further questions on the FSR property involving metric spaces more general than normed
spaces. Section 5.5 considers some counter examples and facts, not involving finite subset
spaces, that can help in answering questions on the FSR property.
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Apart from preliminaries on topology, the appendices contain additional information that
is equally relevant to the discussion in the main chapters, but may require the introduction
of terminology that differs significantly from that used in the main chapters.
0.5. Prerequisites
All relevant basic knowledge of topology is provided as preliminaries/appendices. However,
throughout, we assume basic knowledge of set theory (see [27,32]), as well as basic knowledge
of groups (mostly abelian groups), rings (mostly Z, Q, R, C), and modules (mostly vector
spaces over R,C) found for example in [5]. We also assume basic knowledge of measure
theory (especially calculus of absolutely continuous functions) that can be found in [31,69],
and of functional analysis (especially geometry of locally convex spaces) that can be found
in [21].
0.6. Notation and conventions
Our preferred set containment operations are ⊂ for non-strict containment, and ( for strict
containment. However, when dealing with a partially ordered set (poset), we will for conve-
nience also use ⊆ (in place of ⊂) for non-strict containment. That is ⊂,⊆ will each denote
“non-strict containment” while ( will denote “strict containment”.
Capital letters such as A,B, · · · will denote sets, meanwhile ”curly” capital letters such
as A,B, · · · will denote collections/families of sets. Lower case letters will denote elements of
a set, i.e., an arbitrary element of a set A is denoted by a ∈ A. If f : X → Y , x 7→ f(x) is a
mapping of sets (i.e., a rule that assigns to each element x ∈ X a unique element f(x) ∈ Y ),
then the value of f at x ∈ X is denoted by f(x) or fx or fx, depending on convenience.
The same notation applies to indexed collections. For example, we can write {C(α)}α∈A or
C = {Cα}α∈A or C = {Cα}α∈A. For countable collections, we will often write C = {Ai}i∈C ,
for a countable set C. That is, we mostly (but not always) use α, β, γ, · · · for arbitrary
indices and mostly (but not always) use i, j, k, l, · · · for countable indices. In cases where the
countable set C ⊂ Z, we will often (but not always) use m,n, r, s, t, · · · , e.g., C = {An}∞n=1.
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Any specialized notation/convention that deviates from the above basic rules will be
explicitly stated (along with any associated terminology) in definitions. Such specialized
notation is common in all chapters/sections, and some chapters/sections adopt and use
notation introduced in “earlier” sections (some important cases of which have already been
indicated in section 0.4 above). If a chapter relies on preliminary notation/terminology
other than that of section A.1, then this will be explicitly mentioned at the beginning of
that chapter.
We will sometimes abbreviate certain frequent phrases as follows. := stands for “defined
to be”. ⇒ stands for “implies”. iff (or ⇐⇒ ) stands for “if and only if”. s.t. or : stands
for “such that”. a.e. stands for “almost everywhere”. a.e.f. stands for “all except finitely
many”. wlog stands for “without loss of generality”. nbd stands for “neighborhood”. resp.
stands for “respectively”. equiv. stands for “equivalently”. const. stands for “constant”. 
stands for “much less than”.  stands for “much greater than”.
The symbol ∼= will denote both “isomorphism” (of sets, groups, rings, modules, ...) and
“homeomorphism” (of spaces). Meanwhile, the symbol ' will denote both “homotopy”
(of continuous maps and chain maps) and “homotopy equivalence” (of spaces and chain
complexes).
In a metric space X, if A ⊂ X, we will occasionally use both BR(A) and NR(A) to
denote the set {x ∈ X : dist(x,A) < R}, and similarly both BR(A) and NR(A) will denote
the set {x ∈ X : dist(x,A) ≤ R}. The actual choice in any given occasion will depend on
(notational) convenience.
CHAPTER 1
Finite Subset Spaces
We introduce subset spaces and discuss (in sections 1.2, 1.4) a few of their inherited properties
such as metrizability in Proposition 1.2.2, completeness in Proposition 1.4.1, compactness in
Corollary 1.4.2, and snowflakiness in Proposition 1.4.11. In sections 1.1, 1.3 we review basic
properties of Hausdorff distance dH , including Lipschitz properties (in Lemmas 1.1.3, 1.3.4)
of diameter and minimum distance (between elements of a finite set) that will be useful in
later chapters. Also introduced in section 1.5, Proposition 1.5.12, is an interesting property
of all metric spaces, namely, “gap reducing property”.
Definition 1.0.1 (Finite subset spaces, Unordering map, Total finite subset space). Let X
be a space and n ≥ 1. The nth finite subset space (or nth symmetric product) of X is the
quotient space
X(n) := X
n
∼ =
{
x = {x1, ..., xn} : (x1, ..., xn) ∈ Xn
}
= {x ⊂ X : |x| ≤ n},
where the equivalence relation ∼ is defined as follows: For (x1, ..., xn), (y1, ..., yn) ∈ Xn,
(x1, ..., xn) ∼ (y1, ..., yn) if {x1, ..., xn} = {y1, ..., yn}.
The unordering map is the quotient map q : Xn → X(n), (x1, ..., xn) 7→ {x1, ..., xn}.
The total finite subset space (i.e., the space of all finite subsets) of X is the union
FS(X) :=
⋃∞
n=1X(n) = {x ⊂ X : 1 ≤ |x| <∞},
where we declare a set A ⊂ FS(X) open if A ∩ X(n) is open in X(n) for each n ≥ 1
(equivalently, A ⊂ FS(X) is closed if A ∩X(n) is closed in X(n) for each n ≥ 1).
Note that by the universal property of quotient maps (UPQM), every continuous map
fn : X
n → Xn−1 satisfying “u ∼ v ⇒ qn−1 ◦ fn(u) = qn−1 ◦ fn(v) for all u, v ∈ Xn” induces
a unique continuous map f˜n : X(n)→ X(n− 1) such that f˜n ◦ q = q ◦ fn.
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· · · Xn Xn−1 · · ·
· · · X(n) X(n− 1) · · ·
qn
fn
qn−1
∃! f˜n
Similarly, every continuous map f : X → Y , through the associated map fn : Xn → Y n,
(x1, ..., xn) 7→ (f(x1), ..., f(xn)), induces a unique continuous map f˜n : X(n) → X(n) such
that f˜n ◦ qX = qY ◦ fn (and so, we say the unordering map q : Xn → X(n) is natural).
Xn Y n
X(n) Y (n)
qXn
fn
qYn
∃! f˜n
Lemma 1.0.2 (Limit-open sets, Limit-closed sets, Limit topology, Metrizable union). Let
(X1, d1) ⊂ (X2, d2) ⊂ · · · be a sequence of metric spaces such that di+1|Xi×Xi = di (i.e., Xi
is a subspace of Xi+1 for each i ≥ 1). Let X :=
⋃
Xi be the space such that A ⊂ X is open
(resp. closed) iff A ∩ Xi is open (resp. closed) in Xi for all i. Equivalently, open (resp.
closed) sets A ⊂ X have the form A = ⋃Ai, with Ai = A ∩Xi and open (resp. closed) in
Xi. Let us call the open (resp. closed) sets limit-open (resp. limit-closed), and the topology,
the limit-topology on X.
Then the union space X is metrizable, and the topology of X is induced by the metric
d :=
⋃
di on X given, for x, x
′ ∈ X, by
d(x, x′) := di(x, x′), if x, x′ ∈ Xi.
Proof. The d-topology contains the limit-topology: Let A ⊂ X be limit-open, i.e.,
Ai := A ∩Xi =
⋃
α∈Γi B
di
riα
(ciα) =
(⋃
α∈Γi B
d
riα
(ciα)
)
∩Xi = A˜i ∩Xi, where A˜i :=
⋃
α∈Γi B
d
riα
(ciα) is
a d-open set for each i. Since Ai ⊂ Ai+1 (as Xi ⊂ Xi+1), the A˜i can be chosen such that
A˜i ⊂ A˜i+1, say by replacing A˜i with A˜′i := A˜i ∩ A˜i+1 (which is still d-open). Observe that
A =
⋃
Ai =
⋃(
A˜i ∩Xi
)
⊂
(⋃
A˜i
)
∩ (⋃Xi) = ⋃ A˜i. On the other hand, if x ∈ ⋃ A˜i ⊂ X =⋃
Xi, then for some i, j such that j ≥ i, we have x ∈ A˜i ∩Xj ⊂ A˜j ∩Xj = A ∩Xj = Aj ⊂ A,
and so
⋃
A˜i ⊂ A. Hence, A =
⋃
A˜i, which is d-open.
The limit-topology contains the d-topology: Given a d-ball Br(c) = B
d
r (c) := {x : d(c, x) <
r} in X, let Ai := Br(c) ∩Xi = {xi ∈ Xi : d(xi, c) < r}. Let c ∈ Xic (which implies c ∈ Xj
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for all j ≥ ic). Then for all j ≥ ic,
Aj = {xj ∈ Xj : d(xj, c) < r} = {xj ∈ Xj : dj(xj, c) < r} = Bdjr (c),
⇒ Bdr (c) =
⋃
i≥1Ai =
⋃
1≤i<ic Ai ∪
⋃
j≥ic B
dj
r (c),
where for 1 ≤ i < ic, Ai = Bdicr (c) ∩Xi ⊂ Xi ⊂ Xic is open in Xic , and so open in Xi. 
Alternative descriptions of the topology of X(n) can be found in [39]. We will show in
Proposition 1.2.2 that X(n), and hence FS(X) (by Lemma 1.0.2), is metrizable whenever
X is metrizable.
1.1. Hausdorff distance: Properties and estimates
Throughout, we denote the collection of all subsets of a space X by P(X), and nonempty
subsets of X by P∗(X). If X is a metric space, B(X) and B∗(X) will denote bounded
subsets and nonempty bounded subsets respectively. Similarly, Bc(X) and B∗c (X) will denote
bounded closed subsets and nonempty bounded closed subsets respectively.
If A,B ⊂ X and ε > 0, we will denote the distance between A,B by dist(A,B) :=
inf{d(a, b) : a ∈ A, b ∈ B}, the open ε-neighborhood of A by Nε(A) := {x ∈ X | dist(x,A) <
ε}, and the closed ε-neighborhood of A by N ε(A) := {x ∈ X | dist(x,A) ≤ ε}.
The cardinality of a set A will be denoted by |A|.
Definition 1.1.1 (Hausdorff distance dH , Set distance distH). Let X be a metric space. The
Hausdorff distance on P∗(X) is the map dH : P∗(X)× P∗(X)→ [0,∞] given by
dH(A,B) := max
{
sup
a∈A
inf
b∈B
d(a, b) , sup
b∈B
inf
a∈A
d(a, b)
}
≡ max
{
d˜(A,B), d˜(B,A)
}
(1.1)
= sup
a,b
max
{
dist(a,B),dist(A, b)
}
,
where d˜(A,B) := supa∈A dist(a,B) and d˜(B,A) := supb∈B dist(b, A).
If A,B ⊂ P∗(X), the dH-metric space distance between A and B will be denoted by
distH(A,B) := infA∈A,B∈B dH(A,B).
Alternative expressions for dH are given by part (b) of the following lemma.
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Lemma 1.1.2. Let X be a metric space. Then we have the following.
(a) dH induces a metric topology on the bounded closed subsets B∗c (X) of X.
(b) Let A,B ⊂ X be bounded sets, and Aε := Nε(A), Bε := Nε(B), Aε := N ε(A), Bε :=
N ε(B) the open/closed ε-neighborhoods of A and B in X. Then
dH(A,B) = inf
{
ε : A ⊂ Bε, B ⊂ Aε
}
= inf
{
ε : A ∪B ⊂ Aε ∩Bε
}
(1.2)
= inf {ε : A ⊂ Bε, B ⊂ Aε} = inf {ε : A ∪B ⊂ Aε ∩Bε} . (1.3)
(c) In the representation (1.2) of dH above, dH(A,B) is “achieved” in the sense that with
ρ := dH(A,B), we have A ∪B ⊂ Aρ ∩Bρ.
Proof. (a) Observe that dH(A,B) = dH(B,A), and dH(A,B) = 0 ⇐⇒ A = B. Also,
d˜(A,B)
(1.1)
= supa dist(a,B) ≤ supa infc[d(a, c) + dist(c, B)] ≤ supa infc[d(a, c) + d˜(C,B)]
= d˜(A,C) + d˜(C,B), and similarly, d˜(B,A) ≤ d˜(B,C) + d˜(C,A).
(b) Observe that d˜(A,B) = inf{ε : d˜(A,B) ≤ ε} = inf{ε : A ⊂ Bε}, which implies
dH(A,B) = max
{
d˜(A,B), d˜(B,A)
}
= inf
{
ε : d˜(A,B) ≤ ε, d˜(B,A) ≤ ε}
= inf
{
ε : A ⊂ Bε, B ⊂ Aε
}
= inf
{
ε : A ∪B ⊂ Aε ∩Bε
}
,
where we note that (A ∪B)ε = Aε ∪Bε = Aε∪Bε and (A ∩B)ε ⊂ Aε ∩Bε ⊂ Aε∩Bε.
Similarly, d˜(A,B) = inf{ε : d˜(A,B) < ε} = inf{ε : A ⊂ Bε}, which implies
dH(A,B) = max
{
d˜(A,B), d˜(B,A)
}
= inf
{
ε : d˜(A,B) < ε, d˜(B,A) < ε
}
= inf {ε : A ⊂ Bε, B ⊂ Aε} = inf {ε : A ∪B ⊂ Aε ∩Bε} .
(c) Let ρ := dH(A,B). Then the closed sets Cn := Aρ+1/n ∩ Bρ+1/n satisfy Cn ⊃ Cn+1 ⊃
A ∪B for all n ≥ 1, and so A ∪B ⊂ ⋂(Aρ+1/n ∩Bρ+1/n) = Aρ ∩Bρ.

A discussion of the above properties of dH can also be found in [16, Sec. 7.3.1, p.252].
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Lemma 1.1.3 (Diameter, 2-Lipschitz property of diameter). If X is a metric space, the
map diam : B∗(X) → R given by diam(A) := sup{d(a, a′) : a, a′ ∈ A} is 2-Lipschitz with
respect to the Hausdorff distance dH .
Proof. Fix ε > 0 and bounded sets A,B ∈ B∗(X). Then there exist a, a′ ∈ A and
b, b′ ∈ B such that diam(A) ≤ d(a, a′) + ε, d(a, b) ≤ dist(a,B) + ε ≤ dH(A,B) + ε, and
d(a′, b′) ≤ dist(a′, B) + ε ≤ dH(A,B) + ε. These three inequalities (together with the
triangle inequality) in turn imply
diam(A) ≤ d(a, b) + d(b, b′) + d(a′, b′) + ε ≤ 2dH(A,B) + diam(B) + 3ε.
Hence, | diam(A)− diam(B)| ≤ 2dH(A,B) + 3ε. 
Lemma 1.1.4 (Factorization property). dH(A ∪B,C ∪D) ≤ max
(
dH(A,C), dH(B,D)
)
.
Proof. Let ρ := max
(
dH(A,C), dH(B,D)
)
, and pick any ε′ > ρ. Then because
dH(A,C) ≤ ρ < ε′ and dH(B,D) ≤ ρ < ε′, we have the containments A ⊂ Cε′ , C ⊂ Aε′ , B ⊂
Dε′ , D ⊂ Bε′ , which imply A∪B ⊂ Cε′∪Dε′ = (C ∪D)ε′ and C∪D ⊂ Aε′∪Bε′ = (A ∪B)ε′ .
It follows that dH(A∪B,C ∪D) := inf
{
ε : A ∪B ⊂ (C ∪D)ε, C ∪D ⊂ (A ∪B)ε
}
≤ ε′ for
all ε′ > ρ. Hence, dH(A ∪B,C ∪D) ≤ ρ = max
(
dH(A,C), dH(B,D)
)
. 
Lemma 1.1.5 (Hausdorff distance to a subset). If A ⊂ B, then
dH(A,B) = maxb∈B\A dist(b, A) ≤ dH(A,B\A).
Proof. The inequality is a corollary of the preceding result since d(A,B) = d(A ∪
A,A ∪ B\A). For the equality, dH(A,B) = max{maxa∈A dist(a,B),maxb∈B dist(b, A)} =
maxb∈B dist(b, A) = maxb∈B\A dist(b, A). 
Lemma 1.1.6 (Further estimates). Let X be a metric space and A,B,C,D ∈ B∗(X). Then
(a) dH(A,B) ≤ max
(
diam(A), diam(B)
)
+ dist(A,B).
(b) diam(A ∪B) ≤ diam(A) + diam(B) + dist(A,B).
(c) diam(A ∪B) ≤ min ( diam(A), diam(B))+ 2dH(A,B).
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(d) | dist(A,B)− dist(C,D)| ≤ dH(A,C) + dH(B,D).
Proof. (a) For any ε > 0, there exist aε, a
′
ε ∈ A and bε, b′ε ∈ B such that
supa∈A dist(a,B) < dist(aε, B) + ε, supb∈B dist(B, a) < dist(A, bε) + ε,
dist(a′ε, B) < dist(A,B) + ε, dist(A, b
′
ε) < dist(A,B) + ε.
Therefore, with dist(a,B) = minb d(a, b) ≤ minb[d(a, a′) + d(a′, b)] = d(a, a′) + dist(a′, B),
dH(A,B) = max (supa∈A dist(a,B), supb∈B dist(A, b)) < max
(
dist(aε, B),dist(A, bε)
)
+ ε
≤ max
(
|dist(aε, B)− dist(a′ε, B)|+ dist(a′ε, B) , | dist(A, bε)− dist(A, b′ε)|+ dist(A, b′ε)
)
+ ε
≤ max
(
d(aε, a
′
ε) , d(bε, b
′
ε)
)
+ dist(A,B) + 2ε.
(b) Similarly, if diam(A ∪ B) 6= diamA and diam(A ∪ B) 6= diamB, then for any ε > 0,
there exist aε ∈ A, bε ∈ B such that
diam(A ∪B) ≤ d(aε, bε) + ε ≤ d(aε, a) + d(a, b) + d(b, bε) + ε, for all a ∈ A, b ∈ B,
≤ diam(A) + d(a, b) + diam(B) + ε, for all a ∈ A, b ∈ B,
⇒ diam(A ∪B) ≤ diam(A) + dist(A,B) + diam(B) + ε.
(c) Using the triangle inequality and the fact that diameter is 2-Lipschitz,
diam(A ∪B) ≤ diam(B) + | diam(A ∪B)− diam(B)| ≤ diam(B) + 2dH(A ∪B,B)
≤ diam(B) + 2dH(A,B), and by symmetry, diam(A ∪B) ≤ diam(A) + 2dH(A,B),
⇒ diam(A ∪B) ≤ min ( diam(A), diam(B))+ 2dH(A,B).
(d) Finally, recall that by the triangle inequality, we have
| dist(A,B)− dist(C,D)| ≤ | dist(A,B)− dist(C,B)|+ | dist(C,B)− dist(C,D)|,
and given any functions {fa, gc : Z → R | a ∈ A, c ∈ C} (where Z is any set), as done in the
proof of Lemma A.5.1,
|infa fa(x)− infc gc(y)| ≤ dH
({fa(x)}, {gc(y)}).
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Using this, we see that | dist(A,B)− dist(C,B)| = ∣∣ infa dist(a,B)− infc dist(c, B)∣∣
≤ dH
({dist(a,B)}a∈A, {dist(c, B)}c∈C) ≤ dH(A,C). 
Note that by writing A ∪B = (A\B) ∪ (A ∩B) ∪ (B\A) in part (b) above, we get
diam(A ∪B) ≤ diam(A\B) + max[diam(A ∩B), dist(A,B)] + diam(B\A).
1.2. Metrizability of finite subset spaces
Recall that a space is said to be metrizable iff it is homeomorphic to a metric space.
Remark 1.2.1 (Non-openness of the unordering quotient map). Let X be a metric space
and dH : X(n) × X(n) → R the Hausdorff distance. Then the unordering map q : Xn →(
X(n), dH
)
, (x1, ..., xn) 7→ {x1, .., xn} is in general not an open map.
Proof. Consider q : R3 → R(3). Fix u := (1, 1, 2). Let v := q(u) = {1, 2}, and
E := {vε := {1, 2, 2 + ε} : 0 < ε <∞}. Then dH(v, vε) = ε. Meanwhile, for all ε > 0,
dist(u, q−1(vε)) ≥ 1, ⇒ q−1(E) ⊂ B1(u)c, ⇒ B1(u) ⊂ [q−1(E)]c = q−1(Ec),
⇒ q(B1(u)) ⊂ qq−1(Ec) = Ec,
which shows q is not open since q
(
B1(u)
)
is not an open neighborhood of q(u). 
Note that using Corollary A.1.38 the above result is immediate, because with uε :=
(1, 2, 2 + ε),
dH
(
q(u), q(uε)
)
= dH(v, vε)→ 0 but dist
(
u, q−1
(
q(uε)
))
= dist
(
u, q−1(vε)
)
9 0.
Definition 1.2.1 (Left-complete relation, Right-complete relation, Complete relation). Let
A,B be sets and consider the mappings p1, p2 : A × B → A ∪ B given by p1(a, b) = a,
p2(a, b) = b. A relation R ⊂ A × B is left-complete if p1(R) = A. R is right-complete if
p2(R) = B. R is complete if both left-complete and right-complete, i.e., p1(R) = A and
p2(R) = B.
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Proposition 1.2.2 (Metrizabilty of X(n)). If a space X is metrizable, then X(n) is metriz-
able. Moreover, if the topology of X is induced by a metric d : X×X → R, then the topology
of X(n) is induced by the Hausdorff distance
dH({xi}i, {yi}i) := max
(
maxi minj d(xi, yj),maxj mini d(xi, yj)
)
.
Proof. Let d : X × X → R be a metric that induces the topology of X. Then the
topology of Xn is induced by the metric dmax(x, y) = max1≤i≤n d(xi, yi), since dmax-open
balls satisfy Bdmaxε (x1, ..., xn) = B
d
ε (x1) × · · · × Bdε (xn), for each (x1, ..., xn) ∈ Xn, and so
are a common base for both the dmax-topology and product topology of X
n. Consider the
unordering map q : Xn → X(n), x = (x1, ..., xn) 7→ {x1, ..., xn}. Then for any x, y ∈ Xn,
dH(q(x), q(y)) = dH
({x1, ..., xn}, {y1, ..., yn}) ≤ dmax((x1, ..., xn), (y1, ..., yn)) = dmax(x, y),
and so q : (Xn, dmax) →
(
X(n), dH
)
is 1-Lipschitz (hence continuous). It follows that every
dH-open set in X(n) is open in the quotient topology of X(n), i.e., the quotient topology
contains the dH-topology.
It remains to show that the dH-topology contains the quotient topology, i.e., every
quotient-closed set is dH-closed (which is equivalent to “every quotient-open set is dH-open”).
Let E ⊂ X(n) be quotient-closed. Let xk ∈ E be a dH-convergent sequence, and let x ∈ X(n)
be its limit, i.e., dH(x
k, x)→ 0.
Our goal is to prove that x ∈ E. Take some vectors zk = (zk1 , ...zkn) and z = (z1, ..., zn)
in Xn such that q(zk) = xk and q(z) = x, i.e., zk ∈ q−1(xk) and z ∈ q−1(x). By the
definition of dH , for each k we have a complete relation Rk ⊂ {1, · · · , n} × {1, · · · , n} such
that d(zki , zj) ≤ dH
(
q(zk), q(z)
)
= dH(x
k, x) for each (i, j) ∈ Rk.
A key point here is that there are finitely many choices for Rk, and so by passing to a
subsequence {k′} we can assume Rk′ = R for all k′ (i.e., Rk′ is independent of k′).
Since dH(x
k′ , x) → 0, we see that d(zk′i , zj) → 0 for each (i, j) ∈ R. Since R is left-
complete, we conclude that the sequence zk
′
converges in Xn. Let w be its limit in Xn,
i.e., dmax(z
k′ , w) → 0. Then w ∈ q−1(E), since (i) zk ∈ q−1(E), and (ii) q−1(E) is closed
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in Xn; recall that q is quotient-continuous and E is quotient-closed. That is, we have
zk
′ → w ∈ q−1(E).
Now, since q : (Xn, dmax) → (X(n), dH) is continuous, it follows that xk′ = q(zk′) dH−→
q(w) ∈ q(q−1(E)) = E. Hence, x = q(w) ∈ E. 
Remark 1.2.2 (Alternative proof of Proposition 1.2.2 when X is compact). (i) Recall that
a continuous bijection f : K → H from a compact space K to a Hausdorff space H must be a
homeomorphism. (ii) By the continuity of q : Xn → (X(n), dH) and the universal property of
quotient maps, there exists a unique continuous bijection q˜ : X(n)→ (X(n), dH) satisfying
q˜ ◦ q = q (i.e., q˜ is the identity map), as in the following diagram.
Xn
(
X(n), dH
)
X(n)
q
q
∃! q˜=id
∼=
Thus, if X is a compact metric space (so that X(n) is compact), then q˜ = idX(n) is a
homeomorphism by (i) and (ii) above, and so the quotient topology and the dH-topology on
X(n) are equivalent.
1.3. Finite subset spaces of metric spaces
Henceforth (due to Proposition 1.2.2 and Lemma 1.0.2) if X is a metric space then, unless
stated otherwise, we will assume X(n) :=
{
A ⊂ X : 1 ≤ |A| ≤ n} = {{x1, ..., xn} : (x1, ..., xn) ∈
Xn
}
and FS(X) :=
{
A ⊂ X : 1 ≤ |A| < ∞} = ⋃n≥1X(n) are metric spaces with respect to
the function
dH
({x1, ..., xn}, {x′1, ..., x′n}) := max{maxi minj d(xi, x′j),maxi minj d(xj, x′i)} .
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x := empty dots {◦, ◦, ◦, ◦, ◦}
x′ := filled dots {•, •, •}
X := R2
dH(x, x
′) = max
(
inf
{
ε | x ⊂ Nε(x′)
}
, inf
{
ε | x′ ⊂ Nε(x)
})
Figure 1.1. A visualization of Hausdorff distance in R2(n), for n ≥ 5.
Definition 1.3.1 (Minimum separation on finite subsets). Let X be a metric space. The
minimum separation is the function δn : X(n)→ [0,+∞), x = {x1, ..., xn} 7→ min
i 6=j
d(xi, xj).
Note that for any x ∈ X(n), if |x| < n then δn(x) = 0, i.e., δn|X(n−1) = 0. Also note that
δn : X(n)→ R is related to the following total minimum separation:
δ : FS(X)→ R, A 7→ mina,a′∈A
a6=a′
d(a, a′), (1.4)
which satisfies δ|X(n)\X(n−1) = δn|X(n)\X(n−1), for all n ≥ 2, i.e.,
δn(x) =
 δ(x), x ∈ X(n)\X(n− 1)0, x ∈ X(n− 1)
 6= δ(x), for all x ∈ X(n).
Nevertheless, unless it is specified otherwise, δ will always mean δn : X(n)→ R for some
n under consideration.
Lemma 1.3.2. Let X be a metric space. For all x, y ∈ X(n), if δn(x) > 2dH(x, y) or
δn(y) > 2dH(x, y), then there exists an enumeration xi, yi of elements of x, y such that
d(xi, yi) ≤ dH(x, y), for all i = 1, ..., n. (1.5)
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Proof. By symmetry it suffices to assume δn(x) > 2dH(x, y). Let ρ := dH(x, y). Then
by Remark 1.1.2, x ⊂ yρ =
⋃n
i=1 Nρ(yi) and y ⊂ xρ =
⋃n
i=1 Nρ(xi). Moreover, the balls
Nρ(xi) are disjoint because δn(x) > 2ρ. Thus, each ball Nρ(xi) contains exactly one point
of y, i.e., for each xi ∈ x, there exists a unique yj ∈ y such that d(xi, yj) ≤ ρ. This means
we can relabel the points xi, yi so that (1.5) holds. 
Corollary 1.3.3. Let X be a metric space, and let ε > 0 be given. Then
NdHε (x) := {y ∈ X(n) | dH(x, y) < ε} =
(⋃
a∈xN
d
ε (a)
)
(n), for any x ∈ X(n).
Moreover, if x = {x1, ..., xn} ∈ X(n) has δn(x) ≥ 2ε, then
NdHε (x) =
{{y1, ..., yn} ∈ X(n) | yi ∈ Ndε (xi), i = 1, ..., n} = q(Ndε (x1)× · · · ×Ndε (xn)),
where q : Xn → X(n) is the unordering map.
Lemma 1.3.4. Let X be a metric space. The minimum separation δn : X(n) → R in
Definition 1.3.1 is 2-Lipschitz.
Proof. If δn(x) ≤ 2dH(x, y) and δn(y) ≤ 2dH(x, y), it is clear that
|δn(x)− δn(y)| ≤ max
(
δn(x), δn(y)
) ≤ 2dH(x, y).
So, assume δn(x) > 2dH(x, y) or δn(y) > 2dH(x, y). Then using Lemma 1.3.2,
|δn(x)− δn(y)| ≤ max
i 6=j
∣∣∣d(xi, xj)− d(yi, yj)∣∣∣ ≤ max
i 6=j
(
d(xi, yi) + d(xj, yj)
) (1.5)
≤ 2dH(x, y). 
Lemma 1.3.5. If X is a metric space, the Hausdorff distance on X(2) is given by
dH
(
{x1, x2}, {y1, y2}
)
= min
{
max
{
d(x1, y1), d(x2, y2)
}
,max
{
d(x1, y2), d(x2, y1)
}}
.
Proof. By Lemma 1.1.2(ii),
dH
(
{x1, x2}, {y1, y2}
)
= inf
{
ε : {x1, x2} ⊂ {y1, y2}ε, {y1, y2} ⊂ {x1, x2}ε
}
= inf
{
ε : dist(x1, {y1, y2}) ≤ ε, dist(x2, {y1, y2}) ≤ ε,dist(y1, {x1, x2}) ≤ ε,dist(y2, {x1, x2}) ≤ ε
}
= inf
{
ε : min
{
d(x1, y1), d(x1, y2)
} ≤ ε, min{d(x2, y1), d(x2, y2)} ≤ ε,
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min
{
d(y1, x1), d(y1, x2)
} ≤ ε, min{d(y2, x1), d(y2, x2)} ≤ ε}
= inf
{
ε : min
{
max{d(x1, y1), d(x2, y2)},max{d(x1, y2), d(y1, x2)}
} ≤ ε}
= min
{
max
{
d(x1, y1), d(x2, y2)
}
,max
{
d(x1, y2), d(x2, y1)
}}
. 
1.4. Some inherited properties of finite subset spaces
We have already seen that if a spaceX is metrizable, then so isX(n). Similarly, X(n) inherits
all properties of X that are (i) passed onto Xn and then (ii) preserved by continuity of the
quotient map q : Xn → X(n). Such properties include connectedness, path-connectedness,
separability, compactness (where compactness of Xn follows from Tychonoff’s theorem), and
more (see [9, pp 877-878]). We also have the following result on completeness.
Proposition 1.4.1 ([16, Proposition 7.3.7]). If X is a complete metric space, so is
(B∗c (X), dH).
(Hence X(n) is complete as a closed subspace of B∗c (X).)
Proof. Let {An} be a Cauchy sequence in B∗c (X), i.e., dH(An, Am) → 0. With N(x)
denoting a neighborhood of x, let A := { x ∈ X: every N(x)∩An 6= ∅ for infinitely many n}.
We will prove that dH(A,An)→ 0. Fix ε > 0 and let n0 = n0(ε) be such that dH(An, Am) < ε
for all m,n ≥ n0 (which is possible by Cauchyness of {An}). We will show that
dH(A,An) := max
(
sup
x∈A
dist(x,An) , sup
y∈An
dist(A, y)
)
< 2ε, for all n ≥ n0,
or equivalently, if we fix n ≥ n0, then (i) dist(x,An) < 2ε for each x ∈ A, and (ii) dist(A, y) <
2ε for each y ∈ An. So, let us fix n ≥ n0.
(i) dist(x,An) < 2ε for each x ∈ A: Fix x ∈ A (along with n ≥ n0). Then by the
definition of A, there exists m ≥ n0 such that Bε(x)∩Am 6= ∅,⇒ there exists ym ∈ Am such
that d(x, ym) < ε. Therefore,
dist(x,An) ≤ d(x, ym) + dist(ym, An) ≤ d(x, y) + dH(Am, An) < 2ε.
(ii) dist(A, y) < 2ε for each y ∈ An: Fix y ∈ An (along with n ≥ n0). Let n1 := n
and, for every integer k > 1, choose nk = nk(ε)
say
= n0(ε/2
k) such that nk < nk+1 and
dH(Ap, Aq) < ε/2
k for all p, q ≥ nk. The subsequence nk with this property is possible since
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{An} is Cauchy wrt dH . (In particular, with p = nk, q = nk+1, we have dH(Ank , Ank+1) < ε/2k
for all k > 1). Define a sequence {yk}, yk ∈ Ank , as follows. Let y1 := y, and for all k ≥ 1 pick
yk+1 ∈ Ank+1 such that d(yk, yk+1) < ε/2k (which is possible since dH(Ank , Ank+1) < ε/2k).
Then, because
∑∞
k=1 d(yk, yk+1) < 2ε <∞, the sequence {yk} is Cauchy and hence converges
to a point x ∈ X. Since by construction, x lies in infinitely many Am, we know x ∈ A.
Now, d(x, y) = limk d(yk, y) = limk d(yk, y1) ≤
∑
k d(yk, yk+1) < 2ε, and so dist(A, y) ≤ d(x, y) <
2ε. 
Corollary 1.4.2 ([16, Theorem 7.3.8]). If X is a compact metric space, so is
(B∗c (X), dH).
Proof. By Proposition 1.4.1, B∗c (X) is complete. Therefore it suffices (by Theorem
A.1.49) to prove that B∗c (X) is totally bounded. Fix ε > 0. Let F ⊂ X be a finite set such
that
X = Fε := {x ∈ X : dist(x, F ) < ε}.
With the finite set F := P(F ) ⊂ B∗c (X) of all subsets of F , we will prove that
B∗c (X) = Fε := {A ∈ B∗c (X) : distH(A,F) < ε}.
Let A ∈ B∗c (X). Consider the set FA := F ∩Aε = {x ∈ F : dist(x,A) < ε} ⊂ F .
Since X = Fε, for every a ∈ A ⊂ Fε there exists an xa ∈ F such that d(xa, a) < ε. Since
dist(xa, A) ≤ d(xa, a) < ε, the point xa ∈ FA. Therefore dist(a, FA) ≤ d(a, xa) < ε for all
a ∈ A. Since dist(x,A) < ε for any x ∈ FA (by the definition of FA), it follows that
dH(A,FA) := max
(
sup
a∈A
dist(a, FA) , sup
x∈FA
dist(A, x)
)
< ε.
This shows distH(A,F) ≤ dH(A,FA) < ε. 
Snowflake properties of finite subset spaces
A review of section A.5.3 should be helpful with the following discussion. Fix λ ≥ 1 and
1 < p ≤ ∞. Recall that a map of metric spaces f : (X, d) → (Z, d1) is λ-biLipschitz if
d(x, y)/λ ≤ d1(f(x), f(y)) ≤ λd(x, y) for all x, y ∈ X.
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Definition 1.4.3 (Bi-Lipschitz equivalent metrics). Let X be a space. Two metrics d, d1 :
X × X → R are λ-biLipschitz equivalent if the identity map idX : (X, d) → (X, d1) is
λ-biLipschitz, i.e., d(x, y)/λ ≤ d1(x, y) ≤ λd(x, y) for all x, y ∈ X.
Definition 1.4.4 (Lp-metric, Lp-metric space). Let (X, d) be a metric space. The metric d
is an Lp-metric (making (X, d) an Lp-metric space) if for all x, y, z ∈ X,
d(x, y) ≤

(
d(x, z)p + d(z, y)p
) 1
p , if 1 < p <∞
max
(
d(x, z), d(z, y)
)
, if p =∞
 . (1.6)
For example, if (X, d) is a metric space, then for any 1 < p <∞, the metric dp(x, y) :=
d(x, y)
1
p is an Lp-metric on X. Thus, (X, dp) is a snowflake (as defined below).
Definition 1.4.5 (Snowflake metric space). Fix 1 < p ≤ ∞. A metric space (X, d) is a
p-snowflake if the metric d is biLipschitz equivalent to an Lp-metric d1 : X ×X → R.
Lemma 1.4.6 ([68, Proposition 2.3, p.318]). If 1 < p < ∞, then a metric space (X, d)
is a p-snowflake ⇐⇒ there exists a constant c > 0 such that for any finite set of points
x0, x1, .., xN ∈ X, we have
∑N
i=1 d(xi−1, xi)
p ≥ cd(x0, xN)p.
Proof. (⇒): Assume (X, d) is a p-snowflake. Let d1 be an Lp-metric on X such that
d(x, y)/λ ≤ d1(x, y) ≤ λd(x, y). Then for any finite set of points x0, x1, ..., xN ∈ X,
d(x0, xN)
p/λp ≤ d1(x0, xN)p
(1.6)
≤ ∑Ni=1 d1(xi−1, xi)p ≤ λp∑Ni=1 d(xi−1, xi)p.
(⇐): Conversely, assume there exists c such that ∑Ni=1 d(xi−1, xi)p ≥ cd(x0, xN)p for every
finite set of points x0, x1, ..., xN ∈ X. Let
d1(x, y) := inf
{
l(c) | c = {x = x0, x1, ..., xN = y}
}
, where l(c) :=
( N∑
i=1
d(xi−1, xi)p
) 1
p
.
Then given ε > 0 and z ∈ X, we can pick two finite chains cxz (a finite chain from x to z)
and czy (a finite chain from z to y) such that with cxy := cxz · czy,
d1(x, y)
p ≤ l(cxy)p = l(cxz)p + l(czy)p ≤ d′(x, z)p + d1(z, y)p + 2ε.
This shows d1 is an L
p-metric on X satisfying c1/pd ≤ d1 ≤ d, and so (X, d) is a p-snowflake.

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Lemma 1.4.7. If (X, d) is a p-snowflake, 1 < p < ∞, then every nonconstant path γ :
[0, 1]→ X is non-rectifiable (i.e., has infinite length).
Proof. Let γ : [0, 1] → X be a nonconstant path, i.e., there exist t, t′ ∈ [0, 1], t < t′,
such that γ(t) 6= γ(t′). Suppose l(γ) <∞. Let t = t0, t1, ..., tN = t′ ∈ [t, t′] be a finite set of
points such that l
(
γ|[t,t′]
)
/N ≥ d(γ(ti−1), γ(ti)) for all i = 1, ..., N . Then
l
(
γ|[t,t′]
)p
/Np−1 ≥
N∑
i=1
d(γ(ti−1), γ(ti))p ≥ cd(γ(t), γ(t′))p.
Taking the limit N →∞, we get a contradiction. 
Corollary 1.4.8. If X is a snowflake, then every Lipschitz path γ : [0, 1]→ X is constant.
Corollary 1.4.9. If Z is a geodesic space and X is a snowflake, then every Lipschitz map
f : Z → X is constant.
Definition 1.4.10 (Snowflake curve). Let X be a metric space. A curve γ : [0, 1]→ X is a
snowflake curve if the subspace γ
(
[0, 1]
) ⊂ X is a snowflake metric space.
Example (von Koch snowflake curve, K: See [42,49,67]). In R2, let K0 := I = [(0, 0), (1, 0)].
Next, let K1 :=
[
(0, 0) ,
(
1
3 , 0
)]∪ [ (13 , 0) , (12 , 13 √32 )]∪ [(12 , 13 √32 ), (23 , 0) ]∪ [(23 , 0) , (1, 0)], a union
of 4 line segments each of length 1/3 formed from the line segment K0. Similarly, we can
apply the process to each of the 4 line segments of K1 to obtain K2 as a union of 4× 4 = 42
line segment each of length 1
3
× 1
3
. Continuing this way, at the jth step, we get a set Kj ⊂ R2
consisting of 4j line segments each of length 1
3j
. Note that the length of Kj is 4
j× 1
3j
=
(
4
3
)j
.
In the limit j → ∞, we obtain a curve K = γ(I), γ : [0, 1] → R2, of infinite length
between (0, 0) and (1, 0). Moreover, between any two distinct points γ(t), γ(t′) ∈ K, the
segment γ|[t,t′] also has infinite length.
Proposition 1.4.11 (Snowflake subset spaces). Let X be a space and 1 < p <∞.
(i) If two metrics d1, d2 : X ×X → R are λ-biLipschitz equivalent, then so are the corre-
sponding Hausdorff metrics d1H , d2H : X(n)×X(n)→ R.
(ii) If X is an Lp-metric space, then so is X(n), for all n ≥ 1.
1.5. GAPS IN SUBSETS OF A METRIC SPACE: GAP REDUCING PROPERTY 24
(iii) If X is a p-snowflake, then so is X(n), for all n ≥ 1.
Proof. (i) This follows immediatly from the definitions. (ii) If x, y ∈ X(n), then
dH(x, y)
p = (max {maxi minj d(xi, yj),maxj mini d(xi, yj)})p = max
{
maxi minj d(xi, yj)
p,
maxj mini d(xi, yj)
p
}
, where for any zk ∈ z ∈ X(n),
maxi minj d(xi, yj)
p ≤ maxi minj [d(xi, zk)p + d(zk, yj)p] = maxi d(xi, zk)p + minj d(zk, yj)p
≤ maxi d(xi, zk)p + maxi minj d(zi, yj)p,
⇒ maxi minj d(xi, yj)p ≤ maxi minj d(xi, zj)p + maxi minj d(zi, yj)p,
from which it follows that dH(x, y)
p ≤ dH(x, z)p + dH(z, y)p.
(iii) This follows immediately from (i) and (ii). 
Further discussion of snowflake concepts can be found in [68].
1.5. Gaps in subsets of a metric space: Gap reducing property
Definition 1.5.1 (Gap of a set). Let X be a metric space and A ⊂ X. The gap ρ(A) of A
is the largest distance between any two nonempty complementary subsets of A, i.e.,
ρ(A) := sup
∅6=A′(A
dist(A′, A− A′) = sup
A′unionsqA′′=A
A′,A′′ 6=∅
dist(A′, A′′).
Note that if X is a metric space and A ⊂ X, the minimum distance δ(A) between points
of A, which is an extension of (1.4), satisfies
δ(A) := inf
a,a′∈A
a6=a′
d(a, a′) = inf
A′unionsqA′′=A
A′,A′′ 6=∅
dist(A′, A′′) = inf
∅6=A′(A
dist(A′, A− A′).
Lemma 1.5.2 (Continuity of ρ). Let X be a metric space. The gap function ρ : FS(X)→ R
is 2-Lipschitz with respect to Hausdorff distance, i.e., |ρ(A)− ρ(B)| ≤ 2dH(A,B).
Proof. By symmetry, it is enough to show that ρ(B) ≥ ρ(A) − 2dH(A,B). If ρ(A) ≤
2dH(A,B), then the result holds trivially. So, further assume ρ(A) > 2dH(A,B).
Let ρ(A) = dist(A′, A′′). Observe that for any b ∈ B, we have
dist(A′, b) = dist(A, b) ≤ dH(A,B) or dist(A′′, b) = dist(A, b) ≤ dH(A,B),
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since min
(
dist(A′, b), dist(A′′, b)
)
= dist(A, b) ≤ dH(A,B). On the other hand, if there
exists b ∈ B such that dist(A′, b) ≤ dH(A,B) and dist(A′′, b) ≤ dH(A,B), then
ρ(A) = dist(A′, A′′) ≤ dist(A′, b) + dist(b, A′′) ≤ 2dH(A,B), (a contradiction).
It follows that for any b ∈ B exactly one of the following holds:
Either dist(A′, b) = dist(A, b) ≤ dH(A,B) or dist(A′′, b) = dist(A, b) ≤ dH(A,B).
Thus, with B′ := {b ∈ B : dist(A′, b) ≤ dH(A,B)}, B′′ := {b ∈ B : dist(A′′, b) ≤ dH(A,B)},
we get the disjoint union B = B′ unionsq B′′. Note that B′, B′′ are nonempty because, by the
definition of the Hausdorff distance dH(A,B), for any a
′ ∈ A′, a′′ ∈ A′′ there exist b′, b′′ ∈ B
such that d(a′, b′) ≤ dH(A,B), d(a′′, b′′) ≤ dH(A,B). Now, for any b′ ∈ B′, b′′ ∈ B′′,
ρ(A) = dist(A′, A′′) ≤ dist(A′, b′) + d(b′, b′′) + dist(b′′, A′′) ≤ dist(b′, b′′) + 2dH(A,B),
⇒ ρ(B) ≥ dist(B′, B′′) ≥ ρ(A)− 2dH(A,B). 
Definition 1.5.3 (dH-gap). Let X be a metric space and A ⊂ X. The dH-gap of A is
λ(A) := inf
∅6=A′(A
dH(A
′, A− A′) = inf
∅6=A′,A′′⊂A
A′unionsqA′′=A
dH(A
′, A′′).
Note that the dH-gap function λ : FS(X) → R is not continuous. To see this, let
X = (X, ‖‖) be a normed space and choose sets A = {a, b, c, d}, B = {a, b, c} ∈ X(4) such
that ε := ‖a − b‖ = ‖c − d‖ is small and L := dist({a, b}, {c, d}) is large ( ε). Then
dH(A,B) = ‖c− d‖ = ε, but
λ(A) = ε, λ(B) ≥ dist({a, b}, {c, d}) = L, ⇒ |λ(A)− λ(B)|  ε.
Definition 1.5.4 (Gap reducing property (GRP), Gap reducing space). A metric space X is
gap reducing, or has the gap reducing property (GRP), if for every finite set A ⊂ X, the pair
of subsets A′, A′′ ⊂ A satisfying ρ(A) = dist(A′, A′′) can be chosen such that ρ(A′), ρ(A′′) ≤
ρ(A).
Before proving, in Proposition 1.5.12, that every metric space has the GRP, we will first
obtain a few motivational results.
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Definition 1.5.5 (Unique-gap sets). Let X be a metric space and A ⊂ X a finite set.
We say A has a unique gap if the complementary pair of subsets A′, A′′ ⊂ A satisfying
ρ(A) = dist(A′, A′′) is unique.
Lemma 1.5.6 (Avoiding a large subgap). Let X be a metric space, A ⊂ X a finite set, and
ρ(A) = dist(A′, A′′). If ρ(A′) > ρ(A), then the following are true.
(i) For any nonempty complementary subsets C ′, D′ ⊂ A′, if ρ(A′) = dist(C ′, D′), then
dist(C ′, A′′) = dist(D′, A′′) = ρ(A).
(ii) The pair A′, A′′ ⊂ A satisfying ρ(A) = dist(A′, A′′) is not unique. (That is, there
exists a different pair of complementary subsets A′new, A
′′
new ⊂ A such that ρ(A) =
dist(A′new, A
′′
new).)
Proof. (i) Suppose on the contrary that ρ(A) < dist(D′, A′′) or ρ(A) < dist(C ′, A′′).
Then we can consider the two cases separately as follows.
(a) ρ(A) < dist(D′, A′′) and ρ(A) = dist(A′, A′′) = dist(C ′, A′′) < ρ(A′) = dist(C ′, D′): In this
case, let A′new := D
′ and A′′new := C
′ ∪ A′′. Then
ρ(A) = dist(C ′, A′′) < min
(
dist(C ′, D′), dist(D′, A′′)
) ≤ dist(A′new, A′′new),
which is a contradiction since A = A′new ∪ A′′new.
(b) ρ(A) < dist(C ′, A′′) and ρ(A) = dist(A′, A′′) = dist(D′, A′′) < ρ(A′) = dist(C ′, D′): We
obtain a contradiction in the same way as in (a).
(ii) From part (i), ρ(A) = dist(A′, A′′) = dist(C ′, A′′) = dist(D′, A′′) < ρ(A′) = dist(C ′, D′).
Thus, with A′new := D
′ and A′′new := C
′ ∪ A′′, we have
ρ(A) = dist(C ′, A′′) ≤ min ((dist(C ′, D′), dist(D′, A′′)) ≤ dist(A′new, A′′new) = ρ(A),
⇒ ρ(A) = dist(A′, A′′) = dist(A′new, A′′new). 
Corollary 1.5.7 (A unique-gap set is gap reducing). Let X be a metric space and A ⊂ X
a finite set. If the complementary pair of subsets A′, A′′ ⊂ A satisfying ρ(A) = dist(A′, A′′)
is unique (i.e., A has a unique gap), then ρ(A′), ρ(A′′) ≤ ρ(A).
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Corollary 1.5.8 (GRP from density of unique-gap sets). Let X be a metric space. If the
set of unique-gap elements of X(n) is dense, then X has the gap reducing property.
Proof. Let A ∈ X(n), and Ak ∈ X(n) a sequence of unique-gap sets such that Ak dH−→
A, i.e., dH(Ak, A) → 0. Let ρ(Ak) = dist(A′k, A′′k), where ρ(A′k), ρ(A′′k) ≤ ρ(Ak). Let ρ(A) =
dist(A′, A′′), and recall that |ρ(Ak)− ρ(A)| ≤ 2dH(Ak, A). Given any ε < ρ(A)/4, choose kε
such that dH(Akε , A) < ε, which implies
|ρ(Akε)− ρ(A)| ≤ 2dH(Akε , A) < 2ε,
⇒ ρ(Akε) > ρ(A)− 2ε > 4ε− 2ε = 2ε.
Define A′ε := A ∩Nε(A′kε), A′′ε := A ∩Nε(A′′kε), where Nr(C) := {x ∈ X : dist(x,C) < r}. Then
A = A ∩Nε(Akε) = A ∩
[
Nε(A
′
kε unionsq A′′kε)
]
= A ∩ [Nε(A′kε) unionsqNε(A′′kε)] = A′ε unionsq A′′ε ,
where by direct computation we get the inequalities
dH(A
′
ε, A
′
kε) ≤ max
(
dH(A
′
ε, A
′
kε), dH(A
′′
ε , A
′′
kε)
)
= dH(Aε, Akε) < ε,
dH(A
′′
ε , A
′′
kε) ≤ max
(
dH(A
′′
ε , A
′′
kε), dH(A
′′
ε , A
′′
kε)
)
= dH(Aε, Akε) < ε.
Therefore,
∣∣dist(A′ε, A′′ε)− ρ(Akε)∣∣ = ∣∣dist(A′ε, A′′ε)− dist(A′kε , A′′kε)∣∣ ≤ dH(A′ε, A′kε) + dH(A′′ε , A′′kε) < 2ε,
⇒ |ρ(A)− dist(A′ε, A′′ε)| ≤
∣∣dist(A′ε, A′′ε)− ρ(Akε)∣∣+ |ρ(A)− ρ(Akε)| < 4ε,
and
ρ(A′ε) ≤ |ρ(A′ε)− ρ(A′kε)|+ ρ(A′kε) ≤ dH(A′ε, A′kε) + ρ(A′kε) < 2ε+ ρ(Akε) < 4ε+ ρ(A),
ρ(A′′ε) ≤ |ρ(A′′ε)− ρ(A′′kε)|+ ρ(A′′kε) ≤ dH(A′′ε , A′′kε) + ρ(A′′kε) < 2ε+ ρ(Akε) < 4ε+ ρ(A). 
Corollary 1.5.9. Every normed space has the GRP.
Definition 1.5.10 (Graph, Path, Loop, Connected Graph, Tree, Subgraph, Subtree, Span-
ning tree). Let X be a metric space and A ⊂ X a discrete set (i.e., discrete subspace). A
graph G over A consists of vertices V = A (i.e., every element of A is a vertex of G), edges
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E ⊂ V × V (i.e., a relation between elements of A) with an edge euv between u, v ∈ V iff
(u, v) ∈ E. Briefly, we write G = (V,E) = (VG, EG).
A path in G with endpoints u, v ∈ V is a collection of vertices γ = {u = v0, v1, ..., vk = v}
such that (vi−1, vi) ∈ E. We say u and v are connected by γ. A graph G is a connected graph
if every two points u, v in G are connected by a path.
In a graph G, a path γ = {u = v0, v1, ..., vk = v} is a loop if its endpoints coincide, i.e.,
if u = v. A graph T is a tree if it is (i) connected and (ii) contains no loops, or equivalently,
if every two points in T are connected by a unique path.
Given two graphs G = (V,E) and G′ = (V ′, E ′), we say G is a subgraph of G′ (written
G ⊂ G′) if V ⊂ V ′ and E ⊂ E ′. A subtree is a subgraph (of a tree) that is (itself) a tree.
Given a graph G, a spanning tree of G is a subgraph T ⊂ G such that (i) T is a tree and
(ii) VT = VG.
Lemma 1.5.11. A graph is connected if and only if it has a spanning tree.
Proof. Let G be a graph. If G has a spanning tree, then it is clear that G is connected
since a tree is connected. Conversely, assume G is a connected graph.
If G is finite, then by repeatedly eliminating loops (where a loop is eliminated by remov-
ing/excluding one edge from the loop – a process that clearly preserves connectedness of the
graph) we obtain a spanning tree of G. If G is infinite, we can proceed as follows.
Consider the set P := {Trees T ⊆ G} as a poset under inclusion ⊆. If {Tλ}λ∈Λ is a
chain in P (i.e., Tλ1 ⊆ Tλ2 if λ1 ≤ λ2), then T1 :=
⋃
Tλ is also in P : Indeed, T1 ⊆ G and
T1 cannot contain a loop, otherwise the loop will lie in some Tλ, and so T1 is a tree. That
is, every chain in P has an upper bound in P , and so by Zorn’s Lemma, P has a maximal
element T . Suppose T = (VT , ET ) is not a spanning tree of G. Then VG\VT 6= ∅. Since
G is connected, there is an edge e connecting VT to a vertex v ∈ VG\VT . It follows that
T ′ =
({v} ∪ VT , {e} ∪ ET ) is a tree in P strictly containing T (a contradiction). 
Proposition 1.5.12. Every metric space has the gap reducing property.
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Proof. Let X be a metric space and A ⊂ X a finite set. Let ρ denote ρ(A). Given
a, b ∈ A, let a ∼ b if there exists a sequence a = a0, a1, · · · , ak = b such that d(ai−1, ai) < ρ
for all i = 1, ..., k. Then A = A1 unionsq · · · unionsq Am, where Ai are the equivalence classes under the
equivalence relation ∼.
Consider the graph G whose vertices are the equivalence classes A1, ..., Am, with an edge
connecting Ai, Aj if dist(Ai, Aj) = ρ. Then it is clear that G is a connected graph (otherwise,
the gap of A will be larger than ρ).
Let T be a spanning tree of G. Since a tree is precisely a connected graph in which any
two vertices are connected by a unique path, by removing an edge e from T , we can write
T − e = T ′ unionsq T ′′, where T ′ and T ′′ are nonempty disjoint subtrees of T .
If A′ denotes the union of all vertices of T ′, and A′′ the union of all vertices of T ′′, then
A = A′ unionsq A′′, where ρ(A) = dist(A′, A′′) and ρ(A′), ρ(A′′) ≤ ρ by construction. 
Note that the gap reducing property does not hold for the dH-gap function λ : FS(X)→
R. To see this, let X be a normed space and choose a set A = {a, b, c, d} ∈ X(4) such that
ε := d(a, b) = d(c, d) is small and L := dist({a, b}, {c, d}) is large ( ε). Then λ(A) = ε and
there exist no A′, A′′ ⊂ A = {a, b, c, d} such that λ(A) = dH(A′, A′′) and λ(A′), λ(A′′) ≤ λ(A).
The following two definitions are not explicitly used anywhere in the thesis. However
Definition 1.5.13 is potentially useful in thinking about Lipschitz retractions X(n)→ X(k)
using a possible alternative/generalization of two-cluster decomposition in Definition 4.2.2.
Similarly, Definition 1.5.14 is potentially useful in answering further questions about the
finite subset retraction (FSR) property in section 5.1. Moreover, certain results in this thesis
admit generalizations, as it is the case with version II of the compact image lemma in Remark
2.2.1, the applications of which would involve Gromov-Hausdorff distance (Definition 1.5.14)
as a possible extension of Hausdorff distance.
Definition 1.5.13 (Gap-decomposition, k-polar decomposition, k-polar elements). Let A ∈
X(n). The gap-decomposition of A is the decomposition into equivalence classes A = A1 unionsq
· · · unionsq Am considered in the proof of Proposition 1.5.12.
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The gap-decomposition of A = A1 unionsq · · · unionsq Am is k-polar (where 1 ≤ k ≤ n − 1) if for
some indices i1, ..., ik ∈ {1, ...,m} we have |Ai1| = · · · = |Aik | = 1 and |Ai| ≥ 2 for all
i 6∈ {i1, ..., ik}. In this case, we will say A is a k-polar element of X(n).
We denote the set of k-polar elements of X(n) by pXk(n), and write pX(n) :=
⋃n−1
k=1 pX
k(n)
for the set of all polar elements.
Definition 1.5.14 (Gromov-Hausdorff distance, Gromov-Hausdorff space). Let C be the col-
lection of compact metric spaces and X,X ′ ∈ C. The smallest Hausdorff distance between
isometric imbeddings of X,X ′, denoted by dGH(X,X ′), is called the Gromov-Hausdorff dis-
tance between X,X ′. That is,
dGH(X,X
′) := inf
{
dH
(
f(X), f ′(X ′)
)
: for isometric imbeddings X
f−→ Y, X ′ f ′−→ Y
}
.
With the collection of isometry classes [C] = {[X] : X ∈ C} of compact metric spaces, the
resulting metric space ([C], dGH) is called the Gromov-Hausdorff space.
CHAPTER 2
Quasiconvexity and Structure of Paths
This chapter relies on notation/terminology from section A.5 (especially the discussion on
geodesics and quasigeodesics in subsection A.5.3), where the characterization of geodesics in
Lemma A.5.13 is particularly useful. We prove (in section 2.1, Theorem 2.1.14) that finite
subset spaces of a quasiconvex metric space are themselves quasiconvex, and give a lower
bound on the quasiconvexity constant. This result improves and generalizes [12, Theorem
4.1] in which it was established that R(n) is 4n-quasiconvex. We also give (in sections 2.2,
2.3, Propositions 2.2.7, 2.3.1 respectively) a detailed description of (quasi)geodesics in X(n)
for any metric space X. Finally, in section 2.4 (Lemmas 2.4.1, 2.4.3), we briefly discuss
failure of metrical convexity and the binary intersection property for finite subset spaces of
normed spaces.
2.1. Inherited quasiconvexity and lower bound on the constant
This section is based on [3, Section 6, pp 24-31].
Definition 2.1.1 (Spaced pairs of points in a metric space, k-spaced finite set). Let (X, d)
be a metric space. Two points x, y ∈ X are spaced (or form a spaced pair) if
N r(x) ∩N r(y) = ∅ for all 0 < r < d(x, y).
Equivalently, x, y ∈ X are spaced ⇐⇒ d(x, y) ≤ max{d(x, z), d(z, y)} for all z ∈ X.
Note that because max
{
d(x, z), d(z, y)
}
= dH
({x, y}, {z}) and d(x, y) = ρ({x, y}), the
above definition can be generalized as follows: A finite set F ⊂ X is k-spaced if the ρ(F )-
neighborhood, NdHρ(F )
(
F
)
:=
{
F ′ ∈ FS(X) | dH(F, F ′) < ρ(F )
}
, of F in FS(X) has empty
intersection with X(k), i.e.,
NdHρ(F )
(
F
) ∩X(k) = {F ′ ∈ X(k) | dH(F, F ′) < ρ(F )} = ∅,
31
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where ρ : P∗(X)→ R is the gap function. In particular x, y ∈ X are spaced ⇐⇒ {x, y} ⊂ X
is 1-spaced.
Lemma 2.1.2. If X is a normed space, then for n ≥ 3 the metric space X(n) contains
spaced pairs.
Proof. Since every normed space contains an isometrically imbedded copy of R, it is
enough to show that R(n) contains spaced pairs.
Fix a numberm > 3. Let x = {x1, ..., xn} ∈ R(n)\R(n−1) be given by x1 = 0, x2 = m−1,
x3 = m+ 1, and xi = (i− 2)m+ 1 for i ≥ 4. Similarly, let y = {y1, ..., yn} ∈ R(n)\R(n− 1)
be given by y1 = −1, y2 = 1, y3 = m, and yi = (i− 2)m+ 2 for i ≥ 4. That is,
x = {x1, ..., xn} = {0,m− 1,m+ 1, 2m+ 1, 3m+ 1, · · · , (n− 2)m+ 1},
y = {y1, ..., yn} = {−1, 1,m, 2m+ 2, 3m+ 2, · · · , (n− 2)m+ 2}.
Rx1 x2 x3 x4 xn
yny4y3y1 y2
m m
A1 A2 A3 An−1
Figure 2.1. A spaced pair of points in R(n).
The points x, y form a spaced pair because N r(x)∩N r(y) = ∅ for all 0 < r < 1 = dH(x, y),
where the proof is as follows.
Suppose on the contrary that z = {z1, ..., zn} ∈ N r(x) ∩ N r(y) for some 0 < r < 1.
Consider the sets A1 := {y1, x1, y2} = {−1, 0, 1}, A2 := {x2, y3, x3} = {m−1,m,m+1}, and
Ak := {xk, yk} = {(k− 1)m+ 1, (k− 1)m+ 2} for 3 ≤ k ≤ n− 1. Then (by the definition of
Hausdorff distance) A1, A2 each contains at least two elements of z, while A3, ..., An−1 each
contains at least one element of z, i.e., at least 2 + 2 + (n − 3) = n + 1 elements of z are
required (a contradiction). 
Remark 2.1.1. Note that if X is any geodesic space, then Lemma 2.1.2 remains true. To
prove this, let some geodesic segment in X play the role of the real line in the proof of Lemma
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2.1.2. Alternatively, observe that the existence of spaced pairs is an isometric property in
the sense that spaced pairs are preserved by isometric homeomorphisms.
Definition 2.1.3 (Complete relation, Incomplete relation, Proximal relation). Let A,B be
sets. A relation on A and B is a set R ⊂ A×B. Given a relation R ⊂ A×B, let
Ab(R) := {a ∈ A : (a, b) ∈ R}, Ba(R) := {b ∈ B : (a, b) ∈ R},
A(R) :=
⋃
b∈B Ab(R) = {a ∈ A : (a, b) ∈ R for some b ∈ B}, (Left projection of R)
B(R) :=
⋃
a∈ABa(R) = {b ∈ B : (a, b) ∈ R for some a ∈ A}, (Right projection of R).
Then, we say R is complete if A(R) = A and B(R) = B. Otherwise, R is incomplete.
If X is a metric space and A,B ⊂ X, a relation R ⊂ A × B is proximal if d(a, b) ≤
dH(A,B) for all (a, b) ∈ R.
Note that by the definition of Hausdorff distance, for any x, y ∈ X(n) there exists a
proximal complete relation R ⊂ x× y. This knowledge will be used in the proof of Corollary
2.1.11.
Definition 2.1.4 (Proximal map between points of X(n)). Let X be a metric space and
x, y ∈ X(n). A map p : x → y is proximal if d(a, p(a)) ≤ dH(x, y) for all a ∈ x, i.e., the
relation Rp :=
{(
a, p(a)
)
: a ∈ x} ⊂ x× y is proximal.
Definition 2.1.5 (Orders of an element of a relation). Let R ⊂ A × B be relation and
(a, b) ∈ R. The left and right orders of (a, b) in R are
Ol(a, b) := |Ab(R)| =
∣∣(A× {b}) ∩R∣∣, Or(a, b) := |Ba(R)| = ∣∣({a} ×B) ∩R∣∣.
Definition 2.1.6 (Essential and Inessential elements of a complete relation). Let R ⊂ A×B
be a complete relation. We say (a, b) ∈ R is essential if Ol(a, b) = 1 or Or(a, b) = 1.
Otherwise, we say (a, b) is inessential.
Note that if R ⊂ A × B is complete, then an element (a, b) ∈ R is essential (resp.
inessential) ⇐⇒ the relation R\{(a, b)} ⊂ A×B is incomplete (resp. complete).
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Definition 2.1.7 (Reduced complete relation). We say a complete relation R ⊂ A × B is
reduced (or in reduced form) if every element of R is essential.
Proposition 2.1.8 (Characterization of reduced complete relations). Let R ⊂ A × B be
a complete relation. Then R is reduced ⇐⇒ there exist disjoint union decompositions
A = A′ unionsqA0 unionsqA′′, B = B′ unionsqB0 unionsqB′′ and maps f : A′ → B′, g : B′′ → A′′, h : A0 → B0 such
that f, g are surjective, h is bijective, and
R =
{(
a, f(a)
)
: a ∈ A′
}
unionsq
{(
a, h(a)
)
: a ∈ A0
}
unionsq
{(
g(b), b
)
: b ∈ B′′
}
.
Proof. (⇒): Assume that R is reduced. Define sets A′1, B′′1 and maps f1 : A′1 → B,
g1 : B
′′
1 → A as follows.
A′1 :=
{
a ∈ A : ∣∣Ba(R)∣∣ = 1} , f1(a) := the unique element b ∈ B such that (a, b) ∈ R.
B′′1 :=
{
b ∈ B : ∣∣Ab(R)∣∣ = 1} , g1(b) := the unique element a ∈ A such that (a, b) ∈ R.
Then, with R1 :=
{(
a, f1(a)
)
: a ∈ A′1
}
, R2 :=
{(
g1(b), b
)
: b ∈ B′′1
}
, we have
R = R1 ∪R2 = (R1\R0) unionsqR0 unionsq (R2\R0),
where R0 := R1 ∩R2 consists of elements (u, v) ∈ R such that
(u, v) =
(
a, f1(a)
)
=
(
g1(b), b
) [ ⇐⇒ u = a = g1(b), v = b = f1(a) ]
for some a ∈ A′1, b ∈ B′′1 .
Let A0 := A
′
1 ∩ g1(B′′1 ), B0 := f1(A′1) ∩B′′1 . Then f1(A0) = B0, g1(B0) = A0, since
A0 =
{
a ∈ A : a = g1(b) for some b ∈ B, with unique (a, f1(a)) ∈ R, (g1(b), b) ∈ R
}
=
{
a ∈ A : there exists b ∈ B such that a = g1(b), b = f1(a)
}
=
{
a ∈ A : there exists b ∈ B such that (a, f1(a)) = (g1(b), b) ∈ R
}
,
and similarly,
B0 =
{
b ∈ B : there exists a ∈ A such that (a, f1(a)) = (g1(b), b) ∈ R
}
.
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It follows that f1|A0 : A0 → B0, g1|B0 : B0 → A0 are mutually inverse bijections, and
R0 =
{
(a, f1(a)) : a ∈ A0
}
=
{
(g1(b), b) : b ∈ B0
}
.
Hence, we can set h = f1|A0 , A′ = A′1\A0, f = f1|A′ , B′′ = B′′1\B0, g = g1|B′′ , B′ = f(A′),
A′′ = g(B′′).
(⇐): The converse is clear by the properties of the maps f, g, h. 
Corollary 2.1.9 (Characterization of reduced complete relations). Let R ⊂ A × B be a
complete relation. Then R is reduced ⇐⇒ there exist disjoint unions A = A′ unionsq A′′,
B = B′ unionsqB′′ and surjective maps f : A′ → B′, g : B′′ → A′′ such that
R =
{(
a, f(a)
)
: a ∈ A′
}
unionsq
{(
g(b), b
)
: b ∈ B′′
}
.
Lemma 2.1.10 (Reduction of a finite complete relation). Let X be a metric space and
x, y ∈ X(n). Any (proximal) complete relation R ⊂ x × y contains a (proximal) reduced
complete relation Rrc ⊂ x× y, which means Rrc ⊂ R.
Proof. Since R ⊂ x× y is finite, we can obtain a reduced complete relation Rrc ⊂ R ⊂
x× y by repeatedly excluding inessential elements of R. 
Corollary 2.1.11. Let X be a metric space and x, y ∈ X(n). There exist proximal maps
f : x′ ⊂ x→ y and g : y′′ ⊂ y → x such that x = x′ unionsq g(y′′) and y = f(x′) unionsq y′′.
Proof. By Lemmas 2.1.10 and the definition of Hausdorff distance, a proximal reduced
complete relation R ⊂ x × y exists. Hence, by Corollary 2.1.9, the desired proximal maps
exist. 
Proposition 2.1.12 (Sufficient condition for quasigeodesics in X(n)). Let X be a geodesic
space and x, y ∈ X(n). If there exists a complete relation R ⊂ x× y satisfying
|R| ≤ n, d(a, b) ≤ λdH(x, y) for all (a, b) ∈ R, (2.1)
then x, y are connected by a λ-quasigeodesic in X(n).
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Proof. Assume some R ⊂ x × y satisfies (2.1). Then by Lemma A.5.13, the map
γ : [0, 1]→ X(n) given by
γ(t) :=
{
γ(a,b)(t) : (a, b) ∈ R, γ(a,b) a geodesic from a to b
}
is a λ-quasigeodesic from x to y, since γ(0) = x, γ(1) = y, and for all t, t′ ∈ [0, 1] we have
dH(γ(t), γ(t
′)) = max
{
max
(a,b)∈R
min
(c,d)∈R
d
(
γ(a,b)(t), γ(c,d)(t
′)
)
, max
(c,d)∈R
min
(a,b)∈R
d
(
γ(a,b)(t), γ(c,d)(t
′)
)}
≤ max
(a,b)∈R
d
(
γ(a,b)(t), γ(a,b)(t
′)
)
= |t− t′| max
(a,b)∈R
d(a, b) ≤ λ|t− t′|dH(x, y). 
Lemma 2.1.13 (Geodesics via proximal reduced complete relations). Let X be a geodesic
space. Then any two finite sets x, y ⊂ X are connected by a geodesic γ : [0, 1] → X(N),
where N := max(|x|, |y|, |x|+|y|−2). In particular, any two points x, y ∈ X(n) are connected
by a geodesic in X
(
max(n, 2n− 2)).
Proof. By Corollaries 2.1.9 and 2.1.11, there exist proximal maps f : x′ ⊂ x → y,
g : y′′ ⊂ y → x such that x = x′ unionsq g(y′′), y = f(x′) unionsq y′′, and a proximal reduced complete
relation R ⊂ x × y such that R = {(a, f(a)) : a ∈ x′} unionsq {(g(b), b) : b ∈ y′′}. Thus, we have
the following 3 cases. (i) If x′ = ∅, then |R| = |y|. (ii) If y′′ = ∅, then |R| = |x|. (iii) If
x′ 6= ∅, y′′ 6= ∅, then
|R| = |x′|+ |y′′| = |x|+ |y| − (|f(x′)|+ |g(y′′)|) ≤ |x|+ |y| − 2.
The conclusion now follows from Proposition 2.1.12. 
Theorem 2.1.14 (Quasiconvexity of X(n)). If X is a geodesic space, then X(n) is 2-
quasiconvex. Moreover, X(2) is a geodesic space, and for n ≥ 3, λ = 2 is the smallest
quasiconvexity constant for X(n). In particular, X(n) for n > 2 is never a geodesic space.
Proof. Let x, y ∈ X(n). If x = y, then x, y are connected by the constant path. So,
assume x 6= y. By Corollary 2.1.11, we have proximal maps f : x′ ⊂ x→ y, g : y′′ ⊂ y → x
such that, with x′′ := g(y′′) and y′ := f(x′), we have
x = x′ unionsq g(y′′) = x′ unionsq x′′, y = f(x′) unionsq y′′ = y′ unionsq y′′.
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Let z := x′′∪y′, for which we can verify that dH(x, z) ≤ dH(x′, y′) ≤ dH(x, y) and dH(z, y) ≤
dH(x
′′, y′′) ≤ dH(x, y). Then R1 = {(a, f(a)) : a ∈ x′} ∪ {(c, c) : c ∈ x′′} ⊂ x × z and
R2 = {(c, c) : c ∈ y′} ∪ {(g(b), b) : b ∈ y′′} ⊂ z × y are complete relations with the following
properties.
• |R1| ≤ n and d(u, v) ≤ dH(x, y) for each (u, v) ∈ R1.
• |R2| ≤ n and d(u, v) ≤ dH(x, y) for each (u, v) ∈ R2.
If z = x or z = y, then by Proposition 2.1.12, x, y are connected by a quasigeodesic. So,
assume z 6= x and z 6= y. Then it follows again by Proposition 2.1.12 that there exists a
dH(x,y)
dH(x,z)
-quasigeodesic γ1 : [0, 1]→ X(n) from x to z, and there exists a dH(x,y)dH(z,y) -quasigeodesic
γ2 : [0, 1]→ X(n) from z to y. Let γ = γ1 ·γ2 : [0, 1]→ X(n) be the path from x to y given by
γ(t) :=
 γ1(2t), if t ∈ [0, 1/2]γ2(2t− 1), if t ∈ [1/2, 1]
 .
Then
l(γ) = l(γ1) + l(γ2) ≤ dH(x,y)dH(x,z)dH(x, z) +
dH(x,y)
dH(z,y)
dH(z, y) = 2dH(x, y).
This shows that X(n) is 2-quasiconvex.
It follows from Lemma 2.1.13 that X(2) is a geodesic space. Now let n ≥ 3. To show
λ = 2 is the smallest quasiconvexity constant for X(n), let x, y ∈ X(n) be a spaced pair
(which exists by Remark 2.1.1). Then dH(x, y) ≤ max {dH(x, z), dH(z, y)} for all z ∈ X(n). If
γ : [0, 1]→ X(n) is a λ-quasigeodesic from x to y, i.e., dH(γ(t), γ(t′)) ≤ λ|t− t′|dH(x, y), then
dH(x,γ(1/2)) ≤ λ2dH(x, y), dH(γ(1/2), y) ≤ λ2dH(x, y)
⇒ dH(x, y) ≤ max {dH(x, γ(1/2)), dH(γ(1/2), y)} ≤ λ2dH(x, y),
⇒ λ ≥ 2. 
Corollary 2.1.15 (Analog of Theorem 2.1.14). If X is an α-quasiconvex metric space, then
X(n) is 2α-quasiconvex. Moreover, X(2) is an α-quasiconvex space, and for n ≥ 3, λ = 2
is the smallest quasiconvexity constant for X(n).
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Proof. Let X be α-quasiconvex. In the proof of Proposition 2.1.12, by replacing
geodesics in X with α-quasigeodesics in X, we get the following fact.
• Let x, y ∈ X(n). If there exists a complete relation R ⊂ x× y satisfying
|R| ≤ n, d(a, b) ≤ λdH(x, y) for all (a, b) ∈ R,
then x, y are connected by an αλ-quasigeodesic in X(n).
Thus, in the proof of Theorem 2.1.14, by rescaling the Lipschitz constants of paths by α, it
follows that X(n) is 2α-quasiconvex.
Using the obvious analog of Lemma 2.1.13 (with “geodesic space” replaced by “α-quasiconvex
space”), we see that X(2) is α-quasiconvex.
Using Corollary A.5.10, we can argue (as done in Remark 2.1.1 when X is a geodesic
space) that X(n) contains spaced pairs for n ≥ 3. Thus, it follows as in the proof of Theorem
2.1.14 that 2 is the smallest quasiconvexity constant of X(n) for n ≥ 3. 
2.2. Characterization of geodesics in finite subset spaces
Recall that if X is a metric space, we write FS(X) =
⋃
X(n) for the set of all finite subsets
of X as a metric space with respect to the Hausdorff distance dH . Note that, even if X is
complete, FS(X) is in general not complete.
Note 2.2.1. If X is a set and x = {x1, .., xn}, y = {y1, ..., yn} ∈ X(n), then any index
matching operation (not a map) of the form
ϕ : x→ y, xi 7→ yσ(i), for a permutation σ ∈ Sn,
defines a complete relation R := {(xi, yσ(i)) : i = 1, ..., n} ⊂ x× y satisfying |R| ≤ n.
Note however that the converse is not true, i.e., a complete relation R ⊂ x× y satisfying
|R| ≤ n does not necessarily define an index matching operation of the form
ϕ : x→ y, xi 7→ yσ(i), for a permutation σ ∈ Sn.
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To see this, let a, b, c, d, e ∈ X be distinct. In X(4) let x := {a, b, c, c}, y := {d, d, e, e}, and
R := {(a, d), (a, e), (b, d), (c, e)}. Then R is complete and |R| = 4, but x1 := a cannot be
mapped to a unique yj because |{j | (x1, yj) ∈ R}| = 2 > 1.
Lemma 2.2.1 (See the proof of Lemma 2.1.13). Let (X, d) be a metric space. If x, y ⊂ X
are finite sets, then there exists a proximal complete relation R ⊂ x × y such that |R| ≤
max(|x|, |y|, |x|+ |y| − 2).
The alternative proof (below) of the following special case of Lemma 2.2.1 is interesting
in its own right.
Lemma 2.2.2. Let (X, d) be a metric space. If x, y ∈ FS(X), then there exists a complete
relation R ⊂ x× y such that max
(u,v)∈R
d(u, v) = dH(x, y), and |R| ≤ |x|+ |y|.
Moreover, if |x| ≥ 2 and |y| ≥ 2, then we can choose R such that |R| ≤ |x|+ |y| − 2.
Proof. Let x ∈ X(n)\X(n− 1), y ∈ X(m)\X(m− 1), and define
Tnm :=
{
nonempty maps τ : {1, ..., n} → {1, ...,m}}.
Then by the fact that x ∪ y ⊂ ⋃i,j BdH(x,y)(xi) ∩ BdH(x,y)(yj), we know there exist maps
x
ϕ−→ y, y ψ−→ x (given by ϕ(xi) = yτ(i), ψ(yj) = xη(j) for some τ ∈ Tnm, η ∈ Tmn) such that
d
(
xi, yτ(i)
) ≤ dH(x, y) for all i = 1, ..., n,
d
(
xη(j), yj
) ≤ dH(x, y) for all j = 1, ...,m.
Let R :=
{(
xi, yτ(i)
)
: i = 1, ..., n
}∪{(xη(j), yj) : j = 1, ...,m} ⊂ x×y. We have the following
two facts.
(i) |R| ≤ |x|+ |y|, and we can choose the maps τ, η to satisfy max
(u,v)∈R
d(u, v) = dH(x, y).
(ii) Let |x|, |y| ≥ 2. Then we have redundancies in the relation R because the maps τ, η are
nonempty. Let R = R1 ∪R2, were
R1 :=
{(
xi, yτ(i)
)
: i = 1, ..., n
}
, R2 :=
{(
xη(j), yj
)
: j = 1, ...,m
}
.
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Since n = |x| ≥ 2, the set {τ(i) : i = 1, ..., n} is nonempty. Pick j0 = τ(i0) ∈ {τ(i) : i =
1, ..., n} such that d (xi0 , yj0) = mini d
(
xi, yτ(i)
)
. Since yj0 is already paired as (xi0 , yj0) in
R1, we can remove
(
xη(j0), yj0
)
from R2 to get
R1 :=
{(
xi, yτ(i)
)
: i = 1, ..., n
}
, R˜2 :=
{(
xη(j), yj
)
: j 6= j0
}
.
Similarly, because m = |y| ≥ 2 implies the set {η(j) : j 6= j0} is nonempty, we can pick
i′0 = η(j
′
0) ∈ {η(j) : j 6= j0} such that d
(
xi′0 , yj′0
)
= minj 6=j0 d
(
xη(j), yj
)
. Since xi′0 is already
paired as
(
xi′0 , yj′0
)
in R2, we can remove
(
xi′0 , yτ(i′0)
)
from R1 to get
R˜1 :=
{(
xi, yτ(i)
)
: i 6= i′0
}
, R˜2 :=
{(
xη(j), yj
)
: j 6= j0
}
.
Hence, we can replace R with R˜ := R˜1 ∪ R˜2 = R\
{(
xi′0 , yτ(i′0)
)
,
(
xη(j0), yj0
)} ⊂ x× y. 
Lemma 2.2.3 (Bounded image lemma). Let X be a metric space. If K ⊂ X(n) is bounded,
then
⋃
K :=
⋃
x∈K x is bounded in X.
Proof. Let R > 0. Fix c ∈ X. If A ⊂ X, then BR(A) := {u ∈ X : dist(u,A) < R}
denotes the R-neighborhood of A in X. If W ⊂ X(n), then NR(W ) := {x ∈ X(n) :
distH(x,W ) < R} denotes the R-neighborhood of W in X(n). Note that
XR,c(n) := {x ∈ X(n) : c ∈ x, diamx ≤ R} = {x ∈ X(n) : x ⊂ BR(c)} = NR({c})
=
(
BR(c)
)
(n).
Since K ⊂ X(n) is bounded, there exists R > 0 such that K ⊂ NR({c}) =
(
BR(c)
)
(n), i.e.,
x ⊂ BR(c) for all x ∈ K, and so
⋃
x∈K x ⊂ BR(c). 
Lemma 2.2.4 (Compact image lemma I). Let X be a metric space. If C ⊂ X(n) is compact,
then K :=
⋃ C = ⋃C∈C C is compact in X.
Proof. Let {xk} ⊂ K be a sequence. Then each xk ∈ Ck for some Ck ∈ C. Since C is
compact in X(n), {Ck} has a subsequence
{
Cf(k)
}
that converges in C. Let Cf(k) → C0 ∈ C.
Then because C0 is compact (being a finite set), we have the following two facts.
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(i) There exists a sequence ck ∈ C0 such that
d
(
xf(k), ck
)
= d
(
xf(k), C0
) ≤ dH (Cf(k), C0)→ 0.
(ii) The sequence ck has a subsequence cg(k) that converges in C0.
Let cg(k) → c0 ∈ C0. Then
d
(
xf◦g(k), c0
) ≤ d (xf◦g(k), cg(k))+ d (cg(k), c0)→ 0.
That is, {xk} ⊂ K has the subsequence xf◦g(k) that converges to c0 ∈ C0 ⊂ K. 
Remark 2.2.1 (Compact image lemma II). By its proof, Lemma 2.2.4 holds in the following
more general form: Let X be a metric space and C∗(X) nonempty compact subsets of X. If
C ⊂ (C∗(X), dH) is compact, then K := ⋃ C = ⋃C∈C C is a compact set in X.
Lemma 2.2.5 (Pointwise convergent subsequence). If T is a countable set and K a se-
quentially compact space (e.g., a compact metric space), then any given sequence of maps
fk : T → K has a pointwise convergent subsequence fs(k) : T → K.
Proof. Since K is sequentially compact, for each t ∈ T , the sequence {fk(t)} has a
convergent subsequence. Consider an enumeration T = {t1, t2, · · · }. Then {fk(t1)} has a
convergent subsequence
{
fs1(k)(t1)
}
, i.e., there exists a subsequence
{
fs1(k)
} ⊂ {fk} such
that
{
fs1(k)(t1)
}
converges. Similarly, because
{
fs1(k)(t2)
}
has a convergent subsequence,
there exists a further subsequence
{
fs2(k)
} ⊂ {fs1(k)} ⊂ {fk} such that fs2(k)(t2) converges.
Continuing this way, we get subsequences S1 ⊃ S2 ⊃ S3 ⊃ · · · of {fk} which can be
represented in an array as follows.
S1 =
{
fs1(k)
}
: fs1(1) fs1(2) fs1(3) fs1(4) · · ·
(
Converges on {t1}
)
S2 =
{
fs2(k)
}
: fs2(1) fs2(2) fs2(3) fs2(4) · · ·
(
Converges on {t1, t2}
)
S3 =
{
fs3(k)
}
: fs3(1) fs3(2) fs3(3) fs3(4) · · ·
(
Converges on {t1, t2, t3}
)
S4 =
{
fs4(k)
}
: fs4(1) fs4(2) fs4(3) fs4(4) · · ·
(
Converges on {t1, t2, t3, t4}
)
...
...
...
...
...
...
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Consider the diagonal sequence S =
{
fsk(k)
}
: fs1(1) fs2(2) fs3(3) fs4(4) · · · . Then
for each i = 1, 2, · · · , the sequence S ∩ Si = S\
{
fs1(1), ..., fsi−1(i−1)
} ⊂ Si (and hence S
also) converges on {t1, ..., ti}. Thus, taking i → ∞, we see that S =
⋃
i(S ∩ Si) converges
pointwise on {t1, t2, · · · } = T . Define fs(k) := fsk(k). 
Lemma 2.2.6 (Constituent/component paths of a geodesic in X(n)). Let X be a metric
space, and x, y ∈ X(n). If γ : [0, 1] → X(n) is a geodesic from x to y, then for any a ∈ x,
there exists a path c : [0, 1]→ X satisfying the following.
(i) c(0) = a ∈ x, c(t) ∈ γ(t) for all t ∈ [0, 1]. (In particular, c(1) ∈ γ(1) = y.)
(ii) d(c(t), c(t′)) ≤ |t− t′|dH(x, y), for all t, t′ ∈ [0, 1].
Proof. Let γ : [0, 1]→ X(n) be a geodesic from x to y, and let ρ := dH(x, y). Then we
have γ(0) = x, γ(1) = y, |γ(t)| ≤ n for all t ∈ [0, 1], and
dH(γ(t), γ(t
′)) = max
{
max
u∈γ(t)
min
u′∈γ(t′)
d(u, u′), max
u′∈γ(t′)
min
u∈γ(t)
d(u, u′)
}
= |t− t′|ρ, ∀ t, t′ ∈ [0, 1].
For fixed t, t′ ∈ [0, 1], this equation says for every u ∈ γ(t), there exists u′ ∈ γ(t′) such that
d(u, u′) ≤ |t− t′|ρ, (and vice versa).
Let Dk := {0 = t0 < t1 < · · · < tk = 1}, k ≥ 1, be partitions of [0, 1] such that Dk ⊂ Dk+1
and
⋃
Dk is dense in [0, 1] (e.g., Dk = {l/2k : 0 ≤ l ≤ 2k}). Fix k ≥ 1. Then for each a ∈ x,
we can define a map gk : Dk → X as follows. Let gk(t0) = gk(0) := a ∈ x = γ(0). Next, pick
gk(t1) ∈ γ(t1) such that d(gk(t0), gk(t1)) ≤ |t0 − t1|ρ. For the general step, given gk(ti), pick
gk(ti+1) ∈ γ(ti+1) such that d(gk(ti), gk(ti+1)) ≤ |ti − ti+1|ρ. This gives a map gk : Dk → X
from a ∈ x to some bk = gk(1) ∈ y satisfying
d (gk(t), gk(t
′)) ≤ |t− t′|ρ, for all t, t′ ∈ Dk.
Consider the dense set D :=
⋃∞
k=1 Dk. For each k, let fk : D → X be an extension of
gk : Dk → X such that fk(t) ∈ γ(t) for all t ∈ D. Then fk(D) ⊂ K :=
⋃
t∈[0,1] γ(t). Since
K ⊂ X is compact (Lemma 2.2.4) and D is countable, it follows from Lemma 2.2.5 that
{fk} has a pointwise convergent subsequence
{
fs(k)
}
, where we know fs(k) is ρ-Lipschitz on
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Ds(k). Let fs(k) → f . Then f : D → X is ρ-Lipschitz and f(t) ∈ γ(t), as follows: Indeed,
given t, t′ ∈ D, we can choose N such that t, t′ ∈ Ds(k) for all k ≥ N , and so
d
(
fs(k)(t), fs(k)(t
′)
) ≤ |t− t′|ρ, for all k ≥ N,
⇒ d(f(t), f(t′)) ≤ |t− t′|ρ, for all t, t′ ∈ D = ⋃kDs(k),
dist(f(t), γ(t)) ≤ d (f(t), fs(k)(t))+ dist (fs(k)(t), γ(t))
= d
(
f(t), fs(k)(t)
)→ 0, for all t ∈ D,
⇒ f(t) ∈ γ(t), for all t ∈ D.
Since f is Lipschitz, and D is dense in [0, 1], f extends (by Lemma A.1.82) to a Lipschitz
map c : [0, 1] → X. It remains to show that c(t) ∈ γ(t) for all t ∈ [0, 1], and that c is
ρ-Lipschitz.
Fix t ∈ [0, 1]. Since D is dense in [0, 1], pick tj ∈ D such that tj → t. Then
dist(c(t), γ(t)) ≤ d(c(t), c(tj)) + dist(c(tj), γ(t)) = d(c(t), c(tj)) + dist(f(tj), γ(t))
≤ d(c(t), c(tj)) + dH
(
γ(tj), γ(t)
)
= d(c(t), c(tj)) + |tj − t|ρ→ 0,
⇒ c(t) ∈ γ(t).
If there exist distinct tc, t
′
c ∈ [0, 1] such that d(c(tc), c(t′c)) > |tc − t′c|ρ, then by continuity,
d(c(t), c(t′)) > |t− t′|ρ for all t ∈ [tc − ε, tc + ε], t′ ∈ [t′c − ε′, t′c + ε′], for some ε, ε′ > 0,
which is a contradiction since D is dense in [0, 1]. 
2.2. CHARACTERIZATION OF GEODESICS IN FINITE SUBSET SPACES 44
x := empty dots {◦, ◦, ◦, ◦, ◦}, x′ := filled dots {•, •, •}
X := R2
dH(x, x
′)
Figure 2.2. A typical path in R2(n), for n ≥ 5, consisting of a (proximal)
complete relation and component paths in R2.
Proposition 2.2.7 (Criterion for geodesics in X(n)). Let X be a metric space. For any
x, y ∈ X(n), a geodesic exists from x to y ⇐⇒ there exists a complete relation R ⊂ x× y
and a collection of paths,
{
γ(a,b) : (a, b) ∈ R
}
, γ(a,b) : [0, 1] → X a path in X from a to b,
such that the following hold.
(i) For each (a, b) ∈ R, we have d (γ(a,b)(t), γ(a,b)(t′)) ≤ |t−t′|dH(x, y) for all t, t′ ∈ [0, 1].
(Thus, max(a,b)∈R d(a, b) ≤ dH(x, y).)
(ii) The path Γ : [0, 1]→ FS(X) given by Γ(t) := {γ(a,b)(t) : (a, b) ∈ R} lies in X(n), i.e.,
|Γ(t)| ≤ n for all t ∈ [0, 1].
Proof. Let x, y ∈ X(n).
(⇒): Let γ : [0, 1]→ X(n) be a geodesic from x to y. Then by Lemma 2.2.6, for each α ∈ x,
we have a path cα : [0, 1]→ X, cα(t) ∈ γ(t), from α ∈ x to cα(1) ∈ y satisfying
d (cα(t), cα(t
′)) ≤ |t− t′|dH(x, y), for all t, t′ ∈ [0, 1]. (2.2)
Similarly, for each β ∈ y, we get a path cβ : [0, 1] → X, cβ(t) ∈ γ(1 − t), from β ∈ y to
cβ(1) ∈ x satisfying
d
(
cβ(t), cβ(t′)
) ≤ |t− t′|dH(x, y), for all t, t′ ∈ [0, 1]. (2.3)
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Let R :=
{(
cα(0), cα(1)
)
: α ∈ x} ∪ {(cβ(0), cβ(1)) : β ∈ y}, and consider the collection
{
γ(a,b)
∣∣ (a, b) ∈ R} := {γ(
cα(0),cα(1)
) := cα ∣∣∣ α ∈ x} ∪{γ(cβ(0),cβ(1)) := cβ ∣∣∣ β ∈ y
}
,
where given a path σ : [0, 1]→ Y , we define σ : [0, 1]→ Y by σ(t) := σ(1− t). Then R ⊂ x× y is
a complete relation, and we get a path Γ : [0, 1]→ FS(X) satisfying |Γ(t)| ≤ n for all t ∈ [0, 1];
Γ(t) :=
{
γ(a,b)(t) : (a, b) ∈ R
}
= {cα(t) : α ∈ x} ∪ {cβ(1− t) : β ∈ y} ⊂ γ(t). (2.4)
(⇐): Conversely, assume we have a complete relation R ⊂ x × y satisfying (i) and (ii). Then the
map Γ : [0, 1] → X(n) given by Γ(t) := {γ(a,b)(t) : (a, b) ∈ R} is a geodesic from x to y, since
Γ(0) = x, Γ(1) = y, and
dH
(
Γ(t),Γ(t′)
)
= max
{
max
(a,b)∈R
min
(a′,b′)∈R
d
(
γ(a,b)(t), γ(a′,b′)(t
′)
)
, max
(a′,b′)∈R
min
(a,b)∈R
d
(
γ(a,b)(t), γ(a′,b′)(t
′)
)}
≤ max
(a,b)∈R
d
(
γ(a,b)(t), γ(a,b)(t
′)
) ≤ |t− t′|dH(x, y), for all t, t′ ∈ [0, 1]. 
Note 2.2.2. If X is a geodesic space, then it is easy to see that for every x ∈ X(1), y ∈ X(n),
there exists a geodesic γ : [0, 1]→ X(n) between x and y.
Proposition 2.2.8 (Sufficient condition for geodesics in X(n)). Let X be a geodesic space
and x, y ∈ X(n). If there exists a complete relation R ⊂ x× y satisfying
|R| ≤ n, d(a, b) ≤ dH(x, y) for all (a, b) ∈ R, (2.5)
then x, y are connected by a geodesic in X(n).
Proof. Set λ = 1 in Proposition 2.1.12. 
Remark 2.2.2 (Counterexample). The sufficient condition in Proposition 2.2.8 is not nec-
essary (i.e., there exist geodesics that do not satisfy this condition).
Proof. In R(3), consider the points x = {−1, 1,m+3/2} and y = {−3/2,m−1,m+1},
where m > 5. Then dH(x, y) = 5/2. Observe that the sets U = {−3/2,−1, 1} and V =
{m−1,m+ 1,m+ 3/2} are separated by a distance of m−2, which is greater than dH(x, y).
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Thus, a complete relation R ⊂ x× y satisfying d(a, b) ≤ dH(x, y) for all (a, b) ∈ R can only
pair elements within U and within V . The only such complete relation is
R = {(1,−3/2), (−1,−3/2), (m+ 3/2,m− 1), (m+ 3/2,m+ 1)} ⊂ x× y.
Since |R| = 4 > 3, the sufficient condition (2.5) cannot be satisfied.
t
m
R
m+ 1
m− 1
0
1
−1
−3/2
m+ 3/2
t = 1t = 0
R
t = 2/5
t = 3/5
Figure 2.3. A geodesic in R(3) with component paths that split up.
However, the four paths γ(1,−3/2), γ(−1,−3/2), γ(m+3/2,m−1), γ(m+3/2,m+1) : [0, 1]→ R defined
below satisfy the requirements of Proposition 2.2.7, and so there is a geodesic between x, y.
γ(1,−3/2)(t) := (1− t)1 + t(−3/2) = 1− 52t,
γ(−1,−3/2)(t) :=
 (1− t)(−1) + t(3/2), t ∈ [0, 2/5]γ(1,−3/2)(t), t ∈ [2/5, 1]
 =

5
2
t− 1, t ∈ [0, 2/5]
γ(1,−3/2)(t), t ∈ [2/5, 1]
 ,
γ(m+3/2,m−1)(t) := (1− t)(m+ 3/2) + t(m− 1) = m+ 32 − 52t,
γ(m+3/2,m+1)(t) :=
 γ(m+3/2,m−1)(t), t ∈ [0, 3/5](1− t)(m− 3/2) + t(m+ 1), t ∈ [3/5, 1]

=
 γ(m+3/2,m−1)(t), t ∈ [0, 3/5]m− 3
2
+ 5
2
t, t ∈ [3/5, 1]
 . 
Corollary 2.2.9 (Self geodesics of a set in X(n)). Let X be a geodesic space. If x ∈ X(n)
and x′ ⊂ x, then a geodesic γ : [0, 1]→ X(n) exists from x′ to x.
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Proof. We know that for any a ∈ x\x′, there exists a′a ∈ x′ such that d
(
a′a, a
) ≤
dH(x
′, x). Thus, we have the complete relationR = {(a′, a′) : a′ ∈ x′}∪{(a′a, a) : a ∈ x\x′} ⊂
x′ × x satisfying (2.5). 
Corollary 2.2.10 (Sufficient condition for geodesics in X(n)\X(n−1)). Let X be a geodesic
space and x, y ∈ X(n)\X(n − 1). If there exists a bijection ϕ : x → y, xi 7→ ϕ(xi) = yσ(i),
for some σ ∈ Sn, such that d
(
xi, yσ(i)
) ≤ dH(x, y) for all i, then x, y are connected by a
geodesic in X(n).
Proof. Given points x, y ∈ X(n)\X(n − 1), we have a complete relation R ⊂ x × y
satisfying |R| ≤ n if and only if we have a bijection ϕ : x → y (given by ϕ(xi) = yσ(i) for
some permutation σ ∈ Sn) such that R =
{(
xi, yσ(i)
)
: i = 1, ..., n
}
. Hence, the result follows
by Proposition 2.2.8. 
Corollary 2.2.11. Let X be a geodesic space and x, y ∈ X(n). If δn(x) > 2dH(x, y) or
δn(y) > 2dH(x, y), then (by Corollary 2.2.10 and Lemma 1.3.2) a geodesic γ : [0, 1]→ X(n)
exists between x and y.
Definition 2.2.12 (Antipodal (or opposite) points in a geodesic space). Let X be a geodesic
space and x, y, z ∈ X. Then we say x and z are antipodal(ly located) about y if there exists
a geodesic γ : [0, 1]→ X from γ(0) = x through γ(t0) = y (for some t0 ∈ (0, 1)) to γ(1) = z
such that d(x, y) = d(y, z).
The following result was established in Theorem 2.1.14, but the alternative proof below
is also interesting.
Corollary 2.2.13. Let X be a geodesic space. If n ≥ 3, then X(n) is not a geodesic space.
Proof. For a fixed ε > 0 choose points x = {x1, ..., xn}, y = {y1, ..., yn} in X(n)\X(n−
1) such that the associated sets A := {x1, ..., xn−1, yn}, B := {y1, ..., yn−1, xn} in X satisfy
diam(A) ≤ ε, diam(B) ≤ ε, dist(A,B) := min
{
d(a, b) : a ∈ A, b ∈ B
}
> ε.
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Then the only complete relation R ⊂ x× y satisfying condition (i) of Proposition 2.2.7 is
R = {(x1, yn), ..., (xn−1, yn)} ∪ {(xn, y1), ...., (xn, yn−1)}.
Since R contains 2n− 2 elements, it is easy to arrange the points in A,B ⊂ X such that any
associated collection of paths
{
γ(a,b) : (a, b) ∈ R
}
violates condition (ii) of Proposition 2.2.7.
One way is to let the points x1, ..., xn−1 ∈ A (respectively, y1, ..., yn−1 ∈ B) be distributed in
a small neighborhood of the boundary of a ball of radius ε/2 centered at yn ∈ A (respectively,
xn ∈ B), in such a way that at least two of the xi’s (resp. yj’s) are antipodally located about
yn (resp. xn). That is, with at least two antipodal points,
x1, ..., xn−1 ∈ Nδ
(
∂Bε/2(yn)
)
, y1, ..., yn−1 ∈ Nδ
(
∂Bε/2(xn)
)
, δ << ε,
where in the case with dimX ≥ 2, we can let δ → 0, and so have
x1, ..., xn−1 ∈ ∂Bε/2(yn), y1, ..., yn−1 ∈ ∂Bε/2(xn).
Let the two xi’s that are antipodal about yn in A be xi1 , xi2 , and the two yj’s that are
antipodal about xn in B be yj1 , yj2 . Then it is clear that these points satisfy
d(yn, xi1) = d(yn, xi2) = dH(x, y) = ε/2, d(xn, yj1) = d(xn, yj2) = dH(x, y) = ε/2.
Therefore, at least four of the component paths, namely, γ(xi1 ,yn), γ(xi2 ,yn), γ(xn,yj1 ), γ(xn,yj2 ),
are necessarily geodesics in X that satisfy
d
(
γ(xi1 ,yn)(t), γ(xi1 ,yn)(t
′)
)
= dH(x, y)|t− t′|, for all t, t′ ∈ [0, 1],
d
(
γ(xi2 ,yn)(t), γ(xi2 ,yn)(t
′)
)
= dH(x, y)|t− t′|, for all t, t′ ∈ [0, 1],
d
(
γ(xn,yj1 )(t), γxn,yj1 (t
′)
)
= dH(x, y)|t− t′|, for all t, t′ ∈ [0, 1],
d
(
γ(xn,yj2 )(t), γxn,yj2 (t
′)
)
= dH(x, y)|t− t′|, for all t, t′ ∈ [0, 1],
and so also satisfy the inter-path distances
∣∣d (γ(xi1 ,yn)(t), γ(xi1 ,yn)(t))− d (γ(xi2 ,yn)(t′), γ(xi2 ,yn)(t′))∣∣ ≤ 2dH(x, y)|t− t′|,∣∣d (γ(xn,yj1 )(t), γxn,yj1 (t))− d (γ(xn,yj2 )(t′), γxn,yj2 (t′))∣∣ ≤ 2dH(x, y)|t− t′|.
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If two of the four paths, say γ1 and γ2 (denoting either γ(xi1 ,yn) and γ(xi2 ,yn) in A, or γ(xn,yj1 )
and γ(xn,yj2 ) in B), joint up at some time t
′ ∈ (0, 1), then
|d(γ1(t), γ2(t))− 0| ≤ 2dH(x, y)|t− t′|, ⇒ d(γ1(0), γ2(0)) ≤ 2dH(x, y)t′
and d(γ1(1), γ2(1)) ≤ 2dH(x, y)|1− t′|,
which gives a contradiction since the antipodal location of the endpoints implies
d(γ1(0), γ2(0)) > 2dH(x, y)t
′ or d(γ1(1), γ2(1)) > 2dH(x, y)|1− t′|, for any t′ ∈ (0, 1).
This shows it is impossible for γ(xi1 ,yn), γ(xi2 ,yn) (and also impossible for γ(xi1 ,yn), γ(xi2 ,yn)) to
join up into a single path. Hence, condition (ii) of Proposition 2.2.7 cannot be satisfied.
A
B
yn
x1
x2xn−1
x3
y1
xn
y2
y3
yn−1
ε/2
ε/2
> ε
Figure 2.4. Impossibility of a geodesic: All n − 1 component paths from
x1, .., xn−1 must joint up into a single path while the lone component path
from xn must split up into n− 1 paths, resulting in a collection of component
paths that violates condition (ii) of Proposition 2.2.7.

Remark 2.2.3 (Non 1-ALR’s). If X is a Banach space, then for n ≥ 3, X(n) is not a
1-ALR. Indeed we know X(n) is complete but not geodesic (hence not metrically convex due
to Proposition A.5.48), and so cannot be a 1-ALR by Proposition A.5.47.
Definition 2.2.14 (Geodesic gap of X(n) in FS(X)). Let X be a geodesic space. By Lemma
2.1.13, for each pair of points x, y ∈ X(n), there exists a smallest number mn(x, y) ≥ n such
that X
(
mn(x, y)
)
contains a geodesic between x and y. That is,
mn(x, y) := min
{
k ≥ n ∣∣ a geodesic γ : [0, 1]→ X(k) exists with γ(0) = x, γ(1) = y}.
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(Note that if mn(x, y) > n, then X
(
mn(x, y) − 1
)
, and hence each X(k) for n ≤ k ≤
mn(x, y)− 1, does not contain a geodesic between x and y.)
We define the geodesic gap of X(n) in FS(X) to be the smallest number mn ≥ n such
that X(mn) contains a geodesic between all points x, y ∈ X(n), i.e.,
mn := maxx,y∈X(n) mn(x, y).
Proposition 2.2.15 (Value of the geodesic gap). Let X be a geodesic space. For n ≥ 2, the
geodesic gap of X(n) in FS(X) is mn = 2n− 2.
Proof. By the example used in the proof of Corollary 2.2.13, we have the lower bound
mn = max
x,y∈X(n)
mn(x, y) ≥ n+ (n− 2) = 2n− 2, for any n ≥ 2.
Also, by Lemma 2.2.2, we have the upper bound mn ≤ maxx,y∈X(n)
(|x|+ |y| − 2) = 2n− 2.
Hence, mn = 2n− 2. 
Definition 2.2.16 (Distantly separated sets). Let X be a metric space. We say bounded
sets A1, ..., Ak ⊂ X are distantly separated if the largest diameter of the sets is less than the
smallest distance between any two of them, i.e.,
max
i
diam(Ai) < min
i 6=j
dist(Ai, Aj) := min
i 6=j
{
d(a, b) : a ∈ Ai, b ∈ Aj
}
.
Proposition 2.2.17. Let X be a geodesic space. If n ≥ 3, then for any given integer
n+ 1 ≤ m ≤ 2n− 2, we can find two points x, y ∈ X(n) such that the following hold.
(i) x and y are not connected by a geodesic in X(m− 1).
(ii) x and y are connected by a geodesic in X(m).
Proof. The main idea is to consider points x, y ∈ X(n)\X(n−1) for which the set x∪y
in X splits up into distantly separated sets in X, after which we then apply the procedure
used in the proof of Corollary 2.2.13 for the nonexistence of a geodesic (call this procedure
NP ), and Proposition 2.2.8 for the existence of a geodesic (call this proposition EP ). All
conclusions below about existence/nonexistence of a geodesic are, without further mention
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(for brevity), based on the items NP and EP from the above discussion. We will proceed
by induction on n.
For n = 3, m takes only one value, namely, m = 4. For this case, choose x = {x1, x2, x3},
y = {y1, y2, y3} in X(3)\X(2) such that the sets A = {x1, x2, y3} and B = {y1, y2, x3} are
distantly separated in X. Then x, y are connected by a geodesic in X(4) but not in X(3).
For n = 4, m ∈ {5, 6}. With m = 5, choose x = {x1, x2, x3, x4}, y = {y1, y2, y3, y4} in
X(4)\X(3) such that the sets A = {x1, x2, y3}, B = {y1, y2, x3}, C = {x4, y4} are distantly
separated in X. Similarly, with m = 6, choose u = {u1, u2, u3, u4}, v = {v1, v2, v3, v4} in
X(4)\X(3) such that the sets D = {u1, u2, u3, v4}, E = {v1, v2, v3, u4} are distantly separated
in X. Then x, y are connected by a geodesic in X(5) but not in X(4), while u, v are connected
by a geodesic in X(6) but not in X(5).
For general n, m ∈ {n + 1, · · · , 2n − 2}. With n + 1 ≤ m ≤ (2n − 2) − 1 = 2n − 3,
choose x = x′ unionsq {xn}, y = y′ unionsq {yn} in X(n)\X(n − 1), where x′, y′ ∈ X(n − 1)\X(n − 2),
such that the set A = {xn, yn} and the subsets considered in the AB-splitting of x′ ∪ y′
(for m′ := m − 1) used in the previous induction stage (i.e., (n − 1)th induction stage) are
distantly separated in X. Similarly, with m = 2n− 2, choose x = {x′} unionsq {xn}, y = y′ unionsq {yn}
in X(n)\X(n − 1), where x′, y′ ∈ X(n − 1)\X(n − 2), such that the sets A = x′ ∪ {yn},
B = y′ ∪ {xn} are distantly separated in X. Then for each m ∈ {n + 1, · · · , 2n − 2}, the
conditions (i) and (ii) of the proposition are satisfied. 
Corollary 2.2.18. Let X be a geodesic space. For n ≥ 3, there is no 1-Lipschitz retraction
X(m)→ X(n), for all n+ 1 ≤ m ≤ 2n− 2.
Proof. Fix m ∈ {n + 1, · · · , 2n − 2}. Then by Proposition 2.2.17, there are distinct
points x, y ∈ X(n) that are not connected by a geodesic in X(m− 1) but are connected by
a geodesic γ : [0, 1]→ X(m) such that γ(0) = x, γ(1) = y. Let z ∈ γ([0, 1]) such that z 6= x
and z 6= y. Suppose there exists a 1-Lipschitz retraction r : X(m)→ X(n). Then
dH(x, z) + dH(z, y) = dH(x, y) = dH(r(x), r(y))
(s)
< dH(r(x), r(z)) + dH(r(z), r(y))
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= dH(x, r(z)) + dH(r(z), y), ⇒ dH(x, z) < dH(r(x), r(z)) or dH(z, y) < dH(r(z), r(y)),
which implies Lip(r) ≥ max
{
dH(r(x),r(z))
dH(x,z)
, dH(r(z),r(y))
dH(z,y)
}
> 1 (a contradiction), where step (s)
above holds because the path r◦γ : [0, 1] γ−→ X(m) r→ X(n) from x to y is not a geodesic. 
Corollary 2.2.19. Let X be a geodesic space. For n ≥ 3, there is no 1-Lipschitz retraction
X(m)→ X(n), for all m > n.
2.3. Characterization of quasigeodesics in finite subset spaces
We have already seen that when X is a geodesic space, then Proposition 2.1.12 gives a
sufficient condition for the existence of quasigeodesics in X(n). The following is a full
characterization of quasigeodesics in X(n), for any metric space X.
Proposition 2.3.1 (Criterion for quasigeodesics in X(n)). Let X be a metric space. For
any x, y ∈ X(n), a λ-quasigeodesic exists from x to y ⇐⇒ there exists a complete relation
R ⊂ x× y and a collection of paths {γ(a,b) : (a, b) ∈ R}, γ(a,b) : [0, 1]→ X a path in X from
a to b, such that the following hold.
(i) For each (a, b) ∈ R, we have d (γ(a,b)(t), γ(a,b)(t′)) ≤ λ|t− t′|dH(x, y) for all t, t′ ∈ [0, 1].
(Thus, max(a,b)∈R d(a, b) ≤ λdH(x, y).)
(ii) The path Γ : [0, 1]→ FS(X) given by Γ(t) := {γ(a,b)(t) : (a, b) ∈ R} lies in X(n), i.e.,
|Γ(t)| ≤ n for all t ∈ [0, 1].
Proof. This is the same as the proof of Proposition 2.2.7. 
As elaborated in Theorem 2.1.14, if X is a geodesic space, then X(n) is 2-quasiconvex.
Below we give a simpler proof of 3-quasiconvexity of X(n).
Corollary 2.3.2 (3-quasiconvexity of X(n)). If X is a geodesic space, then each X(n) is
3-quasiconvex.
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Proof. Let x, y ∈ X(n). Recall that for each xi ∈ x, there exists y(i) ∈ y such that
d(xi, y(i)) ≤ dH(x, y). Let y′ := {y(i) : i = 1, ..., n} ⊂ y, where wlog x 6= y′. Then
dH(x, y
′) = max
{
max
i
min
j
d(xi, y(j)),max
j
min
i
d(xi, y(j))
}
≤ max
i
d(xi, y(i)) ≤ dH(x, y),
dH(y
′, y) ≤ dH(y′, x) + dH(x, y) ≤ 2dH(x, y).
Thus, by Proposition 2.1.12, a dH(x,y)
dH(x,y′)
-quasigeodesic γ1 : [0, 1] → X(n) exists from x to y′,
and we also know (by Corollary 2.2.9) that a geodesic γ2 : [0, 1]→ X(n) exists from y′ to y.
Consider the path γ : [0, 1]→ X(n) from x to y given by
γ(t) := (γ1 · γ2)(t) :=
 γ1(2t), t ∈ [0, 1/2]γ2(2t− 1), t ∈ [1/2, 1]
Then l(γ) = l(γ1) + l(γ2) ≤ dH(x,y)dH(x,y′)dH(x, y′) + dH(y′, y) ≤ dH(x, y) + 2dH(x, y) = 3dH(x, y). 
2.4. Metrical convexity and binary intersection property
We have seen that a complete metric space is metrically convex if and only if geodesic. We
have also seen that if X is geodesic, then X(n) is not geodesic for n ≥ 3. It follows that if X
is a Banach space, then X(n) is not metrically convex for n ≥ 3. We will also show that the
binary intersection property (BIP) fails in X(n), n ≥ 2, if X is a normed space of dimension
two or more.
Lemma 2.4.1 (Failure of BIP for X(2)). Let X be a normed space such that dimX ≥ 2.
Then X(2) does not have the BIP.
Proof. Since every normed space of dimension ≥ 2 contains a copy of R2, it suffices
to prove the result for R2(2). Fix a point c ∈ R2 (say c := (0, 0)). Let x = {x1, x2},
y = {y1, y2}, z = {z1, z2} be points in R2(2)\R2(1) such that the elements of the set x∪y∪z =
{x1, x2, y1, y2, z1, z2} are uniformly distributed on the unit circle ∂B1(c) ⊂ R2 in the order
x1, y1, z1, x2, y2, z2 counterclockwise, as in Figure 2.5. Thus, the points of x ∪ y ∪ z are the
vertices of a regular hexagon, of side length 1, in R2 centered at c. We have
d(x1, y1) = d(y1, z1) = d(z1, x2) = d(x2, y2) = d(y2, z2) = d(z2, x1) = 1,
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c = x1+x2
2
= y1+y2
2
= z1+z2
2
.
x1
y1 z1
x2
y2z2
c := (0, 0)
1
1
Figure 2.5. Pairwise intersecting balls in R2(2) with no common point.
The collection of balls
{
B 1
2
(x), B 1
2
(y), B 1
2
(z)
}
is pairwise intersecting in R2(2), and
B 1
2
(x) =
{
u = {u1, u2} : u1 ∈ B 1
2
(x1), u2 ∈ B 1
2
(x2)
}
,
B 1
2
(y) =
{
v = {v1, v2} : v1 ∈ B 1
2
(y1), v2 ∈ B 1
2
(y2)
}
,
B 1
2
(z) =
{
w = {w1, w2} : w1 ∈ B 1
2
(z1), w2 ∈ B 1
2
(z2)
}
,
where the equalities follow by Corollary 1.3.3.
Suppose e = {e1, e2} ∈ B 1
2
(x) ∩ B 1
2
(y) ∩ B 1
2
(z). Then by the properties of Hausdorff
distance, e1 (as well as e2) must lie in the intersection of three balls from the collection of
six balls C =
{
B 1
2
(c′) : c′ ∈ x ∪ y ∪ z
}
in R2. Since no three balls from the collection C have a
common point in R2, we have a contradiction. 
Definition 2.4.2 (Regular circular polygon). Points x1, ..., xn ∈ R2 form a regular circular
polygon if they are uniformly placed (in that order) on a circle ∂Br(c) in R2, where the radius
r is chosen such that d(x1, x2) = d(x2, x3) = · · · = d(xn−1, xn) = d(xn, x1) = 1.
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Lemma 2.4.3 (Failure of BIP for X(n)). Let X is a normed space such that dimX ≥ 2.
Then for all n ≥ 2, X(n) does not have the BIP.
Proof. Since every normed space of dimension ≥ 2 contains a copy of R2, it suffices to
prove the result for R2(n). Let x = {x1, ..., xn}, y = {y1, ..., yn}, z = {z1, ..., zn} be points in
R2(n)\R2(n− 1) such that the following conditions hold.
• The sets A1 = {x1, x2, y1, y2, z1, z2}, Aj = {xj+1, yj+1, zj+1}, 2 ≤ j ≤ n− 1, are distantly
separated in R2.
• For each i the elements of Ai lie on a circle and form a regular polygon in R2, where the
elements of A1 in particular do so in the order x1, y1, z1, x2, y2, z2 counterclockwise.
x1
y1 z1
x2
y2z2
x3
y3 z3
xn
yn zn
A1 A2 An−1
Figure 2.6. Pairwise intersecting balls in R2(n) with no common point.
Then the collection of balls
{
B 1
2
(x), B 1
2
(y), B 1
2
(z)
}
is pairwise intersecting in R2(n), since
B 1
2
(x) =
{
u = {u1, ..., un} ∈ R2(n) : ui ∈ B 1
2
(xi), i = 1, ..., n
}
,
B 1
2
(y) =
{
v = {v1, ..., vn} ∈ R2(n) : vi ∈ B 1
2
(yi), i = 1, ..., n
}
,
B 1
2
(z) =
{
w = {w1, ..., wn} ∈ R2(n) : wi ∈ B 1
2
(zi), i = 1, ..., n
}
,
where the equalities follow by Corollary 1.3.3.
Suppose e = {e1, ..., en} ∈ B 1
2
(x) ∩ B 1
2
(y) ∩ B 1
2
(z). Then by the properties of Hausdorff
distance, at least one element of e must lie in the intersection of three balls from the collec-
tion of six balls C =
{
B 1
2
(c) : c ∈ {x1, x2, y1, y2, z3, y3}
}
in R2. Since no three balls from the
collection C have a common point in R2, we have a contradiction. 
Remark 2.4.1 (Non 1-ALR’s). Let X be a normed space such that dimX ≥ 2. Then for
n ≥ 2, X(n) is not a 1-ALR. (This follows from Lemma 2.4.3 and Proposition A.5.47.)
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Definition 2.4.4 (BIP collection). Let X be a metric space. A pairwise intersecting collec-
tion of balls
{
Brα(xα) : α ∈ A
}
in X is a BIP collection if
⋂
Brα(xα) 6= ∅.
Recall that X has the BIP ⇐⇒ every pairwise intersecting collection of balls in X is a
BIP collection.
Definition 2.4.5 (Compatible set in X(n)). Let X be a metric space. A set C = {xα :
α ∈ A} ⊂ X(n) is compatible if there exist relations ϕαβ : xα → xβ, (xα)i 7→ (xβ)σαβ (i) (for
permutations σαβ ∈ Sn) such that
ϕαβ = ϕ
ρ
βϕ
α
ρ : xα
ϕαρ−→ xρ
ϕρβ−→ xβ, ϕαα = id, for all α, β, ρ ∈ A.
Definition 2.4.6 (Compatible collection of balls in X(n)). Let X be a metric space. A
collection of balls
{
Brα(xα) : α ∈ A
}
in X(n) is compatible if the set of centers {xα : α ∈ A}
is compatible in X(n).
Definition 2.4.7 (CPI collection of balls in X(n)). Let X be a metric space. A collection
of balls
{
Brα(xα) : α ∈ A
}
in X(n) is compatibly pairwise intersecting (or a CPI collection)
if there exist relations
ϕαβ : xα → xβ, (xα)i 7→ (xβ)σαβ (i), σαβ ∈ Sn, (2.6)
satisfying the following conditions.
d
(
(xα)i, (xβ)σαβ (i)
)
≤ dH(xα, xβ), for all i = 1, ..., n. (2.7)
ϕαβ = ϕ
ρ
βϕ
α
ρ : xα
ϕαρ−→ xρ
ϕρβ−→ xβ, ϕαα = id, for all α, β, ρ ∈ A. (2.8)
By Note 2.2.1, (2.6) and (2.7) together imply the collection of balls {Brα(xα) : α ∈ A}
is such that any two centers xα, xβ admit a complete relation Rαβ ⊂ xα × xβ satisfying
|Rαβ| ≤ n and max
(a,b)∈Rαβ
‖a− b‖ ≤ dH(xα, xβ).
Proposition 2.4.8. If a Banach space X has the BIP, then every CPI collection of balls in
X(n) is a BIP collection.
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Proof. We know that X is both complete and geodesic, and so metrically convex. Thus,
for any balls Br(a), Br′(a
′) in X, we have Br(a) ∩Br′(a′) 6= ∅ ⇐⇒ ‖a− a′‖ ≤ r + r′.
Consider a CPI collection of balls
{
Brα(xα) : α ∈ A
}
in X(n). By hypotheses, there exist
permutations σαβ ∈ Sn giving bijections ϕαβ : xα → xβ, (xα)i 7→ (xβ)σαβ (i) satisfying (2.7) and
(2.8). Thus,
max
i
∥∥∥(xα)i − (xβ)σαβ (i)∥∥∥ = dH(xα, xβ) ≤ dH(xα, z) + dH(z, xβ) ≤ rα + rβ,
for z ∈ Brα(xα) ∩ Brβ(xβ). Since X is metrically convex, the above expression shows that
for a fixed α0 ∈ A, each of the collections
{
Brα
(
(xα)σα0α (i)
)}
α∈A
, i = 1, ..., n, intersect
pairwise in X and so have a common point of intersection ui ∈
⋂
α∈ABrα
(
(xα)σα0α (i)
)
,
i.e.,
∥∥ui − (xα)σα0α (i)∥∥ ≤ rα, i = 1, ..., n. The following computation shows that the point
u = {ui} ∈ X(k) lies in the intersection
⋂
α∈ABrα(xα).
dH(u, xα) = max {maxi minj ‖ui − (xα)j‖,maxj mini ‖ui − (xα)j‖}
= max
{
maxi minj
∥∥∥u(σα0α )−1(i) − (xα)j∥∥∥ ,maxj mini ∥∥∥u(σα0α )−1(i) − (xα)j∥∥∥}
≤ maxi
∥∥∥u(σα0α )−1(i) − (xα)i∥∥∥ = maxi ∥∥∥ui − (xα)σα0α (i)∥∥∥ ≤ rα.

CHAPTER 3
Topological and Lipschitz k-Connectedness
This chapter relies on notation/terminology from section A.2. With the help of Lipschitz
homotopy and Lipschitz contractibility (discussed in sections 3.1, 3.3), we discuss Lipschitz
k- connectedness (in section 3.2, 3.4). A notion of conical Lipschitz contractibility introduced
in section 3.3 is used in section 3.4 to prove in Theorem 3.4.10 that finite subset spaces of
a normed space are Lipschitz k-connected for all k ≥ 0. This result will be used later (in
section 5.2, Theorem 5.2.6) to prove that if X is a finite-dimensional normed space, then we
have Lipschitz retractions X(n)→ X(n− 1). Throughout, I denotes the interval [0, 1] ⊂ R.
3.1. Lipschitz homotopy and contractibility
Definition 3.1.1 (Lipschitz homotopy). Let X, Y be metric spaces. Two continuous maps
f, g : X → Y are Lipschitz homotopic (written f 'L g) if there exists a Lipschitz homotopy
H : X × I → Y between f and g. (Note that if f 'L g, then f and g are necessarily
Lipschitz, since a restriction of a Lipschitz map is Lipschitz. Also, recall that the metric on
X × I is given by d((x, t), (x′, t′)) = max(d(x, x′), |t− t′|).)
By [30, Theorem 1], there exist nontrivial metric spaces X, Y for which any two Lipschitz
maps f, g : X → Y can be connected by a Lipschitz homotopy. Also, as in [30, Theorems
2,3], we can find metric spaces X, Y and Lipschitz maps f, g : X → Y such that no Lipschitz
homotopy X × I → Y exists between f, g, but f, g can be connected by a homotopy H :
X × I → Y with Lipschitz components Ht := H|X×{t} : X → Y for all 0 ≤ t ≤ 1.
Example 3.1.2. Let X = {u} be a one-point metric space. Let Y = [0, 1]p be the interval
[0, 1] with the metric dp(t, t
′) = |t − t′| 1p , p > 1. Then the maps f, g : X → Y given by
f(u) = 0, g(u) = 1 are connected by the homotopy H : X × [0, 1] → Y given by H(u, t) = t
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(with Lipschitz components Ht(u) = H(u, t) = t), but there exists no Lipschitz homotopy
H : X × [0, 1]→ Y between f and g, since Y is a snowflake.
Example 3.1.3. A normed space X is contractible to any point x0 ∈ X through the homo-
topy H : X × I → X, H(x, t) = (1− t)x+ tx0, with Lipschitz components Ht(x) = H(x, t).
However, by Lemma 3.1.6 below, a normed space (being unbounded) is not Lipschitz con-
tractible.
Definition 3.1.4 (Lipschitz homotopy equivalence, Lipschitz homotopy inverse). Let X, Y
be metric spaces. h : X → Y is a Lipschitz homotopy equivalence (making X, Y Lipschitz
homotopy equivalent, written X 'L Y ) if f is Lipschitz and there exists a Lipschitz map
h˜ : Y → X (called Lipschitz homotopy inverse of h) such that h◦ h˜ 'L idY and h˜◦h 'L idX .
Definition 3.1.5 (Lipschitz contractibility). A metric space X is λ-Lipschitz contractible if
it is λ-Lipschitz homotopy equivalent to a point. Equivalently, X is λ-Liscphitz contractible
if the identity idX : X → X is λ-Lipschitz homotopic to a constant map X → X.
Note that by Corollary 1.4.9, a snowflake is not Lipschitz contractible. Thus, the con-
tractible space X = L ∪ K (with L a line and K a snowflake) constructed in the proof of
Proposition 5.4.3 is not Lipschitz contractible.
Lemma 3.1.6 (Lipschitz contractibility bound). A Lipschitz contractible metric space is
bounded.
Proof. Let X be a metric space and H : X × I → X a λ-Lipschitz homotopy. Then
d
(
H(x, t), H(x′, t′)
) ≤ λmax{d(x, x′), |t− t′|} , H|X×{0} = const. = x0 ∈ X, H|X×{1} = idX .
Therefore, for all x, x′ ∈ X, we have
d(x, x′) ≤ d(x, x0) + d(x0, x′) = d
(
H(x, 1), H(x, 0)
)
+ d
(
H(x′, 0), H(x′, 1)
) ≤ 2λ. 
This result shows that a weaker notion of Lipschitz contractibility, e.g., local Lipschitz
contractibility, would be more useful. The notion of bounded conical Lipschitz contractibility
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in section 3.4 below is closely related to the idea of local Lipschitz contractibility. Therefore,
we make the following definition (by which a normed space in particular, although not
Lipschitz-contractible, is locally Lipschitz contractible).
Definition 3.1.7 (Local Lipschitz (LL) contractibility). A metric space X is locally λ-
Lipschitz contractible if every point x ∈ X has a λ-Lipschitz contractible neighborhood.
Lemma 3.1.8. Let X be a (locally) Lipschitz contractible metric space (via a Lipschitz
homotopy H). Then every Lipschitz retract A ⊂ X is (locally) Lipschitz contractible, as
shown in the diagram below (in which r : X → A is a Lipschitz retraction).
X × I X
A× I A
H
ri
G:=r◦H◦i
Proposition 3.1.9. If A,B are metric spaces, then A × B is Lipschitz contractible ⇐⇒
A and B are Lipschitz contractible.
Proof. If A×B is Lipschitz contractible, then A,B ⊂ A×B are Lipschitz contractible
as Lipschitz retracts. Conversely, assume A,B are Lipschitz contractible through HA :
A × I → A, HB : B × I → B. To show A × B is also Lipschitz contractible, consider the
map H : A×B × I → A×B given by H((a, b), t) := (HA(a, t), HB(b, t)). Then
d
(
H
(
(a, b), t
)
, H
(
(a′, b′), t′
))
= d
((
HA(a, t), HB(b, t)
)
,
(
HA(a
′, t′), HB(b′, t′)
))
= max
(
d
(
HA(a, t), HA(a
′, t′)
)
, d
(
HB(b, t), HB(b
′, t′)
))
≤ K max
(
d
(
(a, t), (a′, t′)
)
, d
(
(b, t), (b′, t′)
))
, K := max(LipHA,LipHB),
≤ K max
(
max
(
d(a, a′), |t− t′|),max (d(b, b′), |t− t′|))
≤ K max
(
max
(
d(a, a′), d(b, b′)
)
, |t− t′|
)
≤ K max
(
d
(
(a, a′), (b, b′)
)
, |t− t′|
)
= Kd
((
(a, b), t
)
,
(
(a′, b′), t′
))
, 
Lemma 3.1.10. Let A,B be metric spaces and X := A × B. If A contains no rectifiable
curves, or B contains no rectifiable curves, then X is not Lipschitz contractible.
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Proof. Without loss of generality, let B contain no rectifiable curves. Suppose A×B is
Lipschitz contractible, so that we have a Lipschitz homotopy H : A×B× I → A×B. Since
H has the general form H((a, b), t) =
(
H1(a, b, t), H2(a, b, t)
)
, where H1 : A × B × I → A
and H2 : A×B × I → B, we have
d
(
H(a, b, t), H(a′, b′, t′)
)
= max
[
d
(
H1(a, b, t), H1(a
′, b′, t′)
)
, d
(
H2(a, b, t), H2(a
′, b′, t′)
)]
≤ Lip(H) max
[
max
(
d(a, a′), d(b, b′)
)
, |t− t′|
]
,
⇒ d(H2(a, b, t), H2(a, b, t′)) ≤ Lip(H)|t− t′|, for any fixed (a, b) ∈ A×B,
which is a contradiction since B contains no rectifiable curves. 
3.2. Homotopy equivalence and k-connectedness for finite subset spaces
Lemma 3.2.1 (Lipschitz homotopy equivalence of finite subset spaces). Let X, Y be metric
spaces. Then X 'L Y ⇐⇒ X(n) 'L Y (n) for all n ≥ 1. (Similarly, for any spaces X, Y
we have, topologically, X ' Y ⇐⇒ X(n) ' Y (n) for all n ≥ 1.)
Proof. Let f : X → Y be a Lipschitz homotopy equivalence with Lipschitz homotopy
inverse g : Y → X, i.e., there exist Lipschitz homotopies H : X× I → X, H ′ : Y × I → Y with
H(x, 0) = g ◦ f(x), H(x, 1) = x, H ′(y, 0) = f ◦ g(y), H ′(y, 1) = y.
Then we get an induced Lipschitz homotopy equivalence F : X(n) → Y (n), with Lipschitz
homotopy inverse G : Y (n)→ X(n), given by
F
({x1, ..., xn}) := {f(x1), ..., f(xn)}, G({y1, ..., yn}) := {g(y1), ..., g(yn)}.
Note that we have Lipschitz homotopies G ◦ F H˜' idX(n) and F ◦G H˜
′
' idY (n) given by
H˜ : X(n)× I → X(n), H˜({x1, ..., xn}, t) := {H(x1, t), · · · , H(xn, t)},
H˜ ′ : Y (n)× I → Y (n), H˜ ′({y1, ..., yn}, t) := {H ′(y1, t), · · · , H ′(yn, t)}.
Indeed, we have the required relations
H˜({x1, ..., xn}, 0) = {H(x1, 0), ..., H(xn, 0)} = {gf(x1), ..., gf(xn)} = GF ({x1, ..., xn}),
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H˜({x1, ..., xn}, 1) = {H(x1, 1), ..., H(xn, 1)} = {x1, ..., xn},
and
H˜ ′({y1, ..., yn}, 0) = {H ′(y1, 0), ..., H ′(yn, 0)} = {fg(y1), ..., fg(yn)} = FG({y1, ..., yn})
H˜ ′({y1, ..., yn}, 1) = {H ′(y1, 1), ..., H ′(yn, 1)} = {y1, ..., yn}. 
Question 3.2.1. Given a Lipschitz retraction rn : X(n)→ X(n− 1), we get the diagram
X(n) X(n− 1)
Y (n) Y (n− 1)
rn
FG
sn = F◦rn◦G
in which the induced Lipschitz map sn : Y (n)→ Y (n− 1) satisfies
sn|Y (n−1) = F ◦G|Y (n−1) 'L idY (n−1).
This shows that the map Hk(Y (n− 1)) i∗−→ Hk(Y (n)) induced by the inclusion Y (n− 1) i↪→
Y (n) has a left inverse Hk(Y (n))
(sn)∗−→ Hk(Y (n−1)). Can we conclude that the Lipschitz map
sn : Y (n)→ Y (n−1) is Lipschitz homotopic to a Lipschitz retraction r˜n : Y (n)→ Y (n−1)?
Definition (Recall: Connected space). A space X is connected if it cannot be written as a
disjoint union of two nonempty open sets.
Question 3.2.2. We know that if X is contractible, then so is X(n) by Lemma 3.2.1. Is it
also true that if X is connected, then so is X(n)? The answer is yes. Indeed, if X(n) is not
connected, then neither is Xn (since X(n) is a continuous image of Xn), and hence neither
is X (since X connected implies Xn connected [footnote1]).
Definition 3.2.2 (Topological k-connectedness, Path-connected space, Simply-connected
space). A space X is (topologically) k-connected if for each 0 ≤ l ≤ k, every continuous map
f : Sl = ∂Bl+1 → X extends to a continuous map F : Bl+1 → X. Here, Bl+1 ⊂ Rl+1 is the
1A product of connected spaces X × Y is connected: Indeed, suppose X × Y = U1 ∪ U2 for nonempty
disjoint open sets U1, U2. Then for any y ∈ Y , if the connected subspace X × {y} lies in U1, then by the
connectedness of Y , every subset of the form {x × Y }, x ∈ X, (and hence all of X × Y ) also lies in U1 (a
contradiction).
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unit ball. In this case, we say X is (topologically) k-connected. A 0-connected space is called
a path-connected space, while a 1-connected space is called a simply-connected space.
Criteria for topological k-connectedness were given in Lemma A.2.13. If X is k-connected
for k ≥ 1, it does not follow that X(n) is also k-connected (see the discussion in Question
3.4.2 below). However, if X is 0-connected, then so is X(n) by the following.
Remark 3.2.1 (Path-connectedness of X(n)). If X is path-connected, so is X(n). Indeed,
if X is path-connected, then so is Xn. Thus, given x, y ∈ X(n), any path γ : [0, 1] → Xn
from a point in q−1(x) to a point in q−1(y) gives a path q ◦ γ : [0, 1] γ−→ Xn q−→ X(n) from
x to y.
3.3. Lipschitz contractibility over a cone
Recall that if X is a space, the cylinder of X is the product space C(X) := X × I, and
the cone of X is the quotient space Cone(X) := C(X)
X×{0} =
X×I
X×{0} , where with the quotient
map q : X × I → Cone(X), (x, t) 7→ q(x, t) ≡ [(x, t)], the vertex of the cone is the point
q(x, 0) = X × {0} ∈ Cone(X) and its base is the subset q(X × {1}) ∼= X × {1} ∼= X. Note
that Cone(X) is contractible through the homotopy H : Cone(X)× I → Cone(X) given by
H
(
q(x, s), t
)
:= q(x, st).
Lemma 3.3.1. Let (X, d) be a metric space and ϕ : [0,∞)→ [0,∞) a concave nondecreasing
function such that ϕ(0) ≥ 0. Then (i) dϕ := ϕ ◦ d is a metric on X, and (ii) the Hausdorff
metric dH on X(n) satisfies (dH)ϕ = (dϕ)H .
(Recall that ϕ is concave iff αϕ(t) + (1− α)ϕ(t′) ≤ ϕ(αt+ (1− α)t′) for all 0 ≤ α ≤ 1.)
Proof. (i) To show dϕ is a metric, it suffices to prove the triangle inequality. Observe
that for 0 ≤ α ≤ 1, we have αϕ(t) ≤ αϕ(t) + (1− α)ϕ(0) ≤ ϕ(αt+ (1− α)0) = ϕ(αt),
⇒ ϕ(t+ t′) = t
t+t′ϕ(t+ t
′) + t
′
t+t′ϕ(t+ t
′) ≤ ϕ(t) + ϕ(t′), for all t, t′ ∈ [0,∞).
Given x, y, z ∈ X, let d1 = d(x, y), d2 = d(x, z), d3 = d(y, z). Then because d1 ≤ d2 + d3
and ϕ is nondecreasing, we have ϕ(d1) ≤ ϕ(d2 + d3) ≤ ϕ(d2) + ϕ(d3), which shows dϕ is a
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metric on X. (ii) Therefore,
(dH)ϕ({x1, ..., xn}, {y1, ..., yn}) = ϕ
[
dH({x1, ..., xn}, {y1, ..., yn})
]
= ϕ
[
max
(
max
i
min
j
d(xi, yj),max
j
min
i
d(xi, yj)
)]
(s)
= max
(
max
i
min
j
ϕ [d(xi, yj)] ,max
j
min
i
ϕ [d(xi, yj)]
)
= (dϕ)H({x1, ..., xn}, {y1, ..., yn}),
where step (s) holds because ϕ is nondecreasing. 
Definition 3.3.2 (Cone metrics on the cylinder/cone of a metric space). Let (X, d) be a met-
ric space. Then by Lemma 3.3.1(i), we know db1(x, x
′) := min
(
pi, d(x, x′)
)
and db2(x, x
′) :=
min
(
2, d(x, x′)
)
are metrics on X.
Following [16, Definition 3.6.12, p.91], a metric on Cone(X) is given by
dc1
(
(x, t), (x′, t′)
)
:=
√
t2 + t′2 − 2tt′ cos db1(x, x′) =
√
|t− t′|2 + 2tt′[1− cos db1(x, x′)]
=
√
|t− t′|2 + 4tt′ sin2 db1(x,x′)
2
sin |θ|≤|θ|
≤ √|t− t′|2 + tt′db1(x, x′)2
≤√(1 + tt′) max (|t− t′|, db1(x, x′)). (3.1)
As shown in [44, Lemma 2.2], the above metric is biLipschitz equivalent to the metric
dc2
(
(x, t), (x′, t′)
)
:= |t− t′|+ min(t, t′)db2(x, x′), (3.2)
where the bi-Lipschitz equivalence of dc1 and dc2 (according to [44, Lemma 2.2]) is given by
dc2/12 ≤ dc1 ≤ 10dc2. (3.3)
Lemma 3.3.3 ([16, Proposition 3.6.13, p.91]). Let (X, d) be a metric space. The map
dc1 : Cone(X)× Cone(X)→ R is a metric.
Proof. By construction, it suffices to assume diamX ≤ pi, in which case,
dc1
(
(x, t), (x′, t′)
)
=
√
t2 + t′2 − 2tt′ cos d(x, x′).
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Nonnegativity and symmetry are clear. So we will prove the triangle inequality. Let y =
(x, t), y′ = (x′, t′), y′′ = (x′′, t′′) be points in X × I. Let y, y′, y′′ be points in R2 such that
‖0− y¯‖ = ‖y‖ = t, ‖0− y¯′‖ = ‖y′‖ = t′, ‖0− y¯′′‖ = ‖y′′‖ = t′′,
θy,0,y′ = d(x, x
′), θy′,0,y′′ = d(x′, x′′),
where for any vectors a, b, c ∈ R2, θa,b,c is the angle between a and c at b. Then
‖y − y′‖ = √‖y‖2 + ‖y′‖2 − 2‖y‖‖y′‖ cos θy,0,y′ = √t2 + t′2 − 2tt′ cos d(x, x′)
= dc1
(
(x, t), (x′, t′)
)
, and ‖y′ − y′′‖ similarly= dc1
(
(x′, t′), (x′′, t′′)
)
.
Thus we have the following two cases.
• θy,0,y′ + θy′,0,y′′ ≤ pi: In this case, θy,0,y′′ = θy,0,y′ + θy′,0,y′′ , and so
‖y − y′′‖ = √‖y‖2 + ‖y′′‖2 − 2‖y‖‖y′′‖ cos θy,0,y′′
=
√
‖y‖2 + ‖y′′‖2 − 2‖y‖‖y′′‖ cos (d(x, x′) + d(x′, x′′))
≥
√
‖y‖2 + ‖y′′‖2 − 2‖y‖‖y′′‖ cos (d(x, x′′)) = dc1((x, t), (x′′, t′′)),
which implies dc1
(
(x, t), (x′′, t′′)
) ≤ |y − y′′‖ ≤ |y − y′‖ + |y′ − y′′‖ = dc1((x, t), (x′, t′)) +
dc1
(
(x′, t′), (x′′, t′′)
)
• θy,0,y′ + θy′,0,y′′ > pi: In this case, because θy,0,y′ = d(x, x′) ≤ pi and θy′,0,y′′ = d(x′, x′′) ≤ pi,
dc1
(
(x, t), (x′′, t′′)
)
=
√
t2 + t′′2 − 2tt′′ cos(d(x, x′′)) ≤ t+ t′′ = ‖0− y‖+ ‖0− y′′‖
≤ ‖y − y′‖+ ‖y′′ − y′‖ = dc1
(
(x, t), (x′, t′)
)
+ dc1
(
(x′, t′), (x′′, t′′)
)
.
where the last inequality holds because of the geometric setup, due to which triangle
(y, 0, y′′) is contained in (hence smaller than) triangle (y, y′, y′′). 
Notation. In discussions where neither dc1 nor dc2 is preferred, we will simply write dc.
Remark 3.3.1 (dc-continuity of the quotient map of the cone). It follows from (3.1) and (3.2)
that q : X × I → (Cone(X), dc) is 2-Lipschitz, i.e., the quotient map q : X × I → Cone(X)
is 2-Lipschitz, and hence continuous, with respect to the dc-topology of Cone(X). Therefore,
the quotient topology of Cone(X) contains the dc-topology.
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Definition 3.3.4 (Recall: Homotopy, Contracting homotopy, Contractible space). Let X, Y
be spaces. Recall that a homotopy is a continuous map of the form H : X × I → Y . A
homotopy H : X × I → X is a contracting homotopy if there is a point x0 ∈ X such that
H(x, 0) = x0, and H(x, 1) = x, for all x ∈ X. A space X is contractible if a contracting
homotopy X × I → X exists.
Definition 3.3.5 (Conical homotopy, Conical contractibility, Conical contracting homo-
topy). Let X, Y be spaces. A conical homotopy is a continuous map of the form H :
Cone(X) → Y . A conical homotopy H : Cone(X) → X is a conical contracting homo-
topy if H(x, 1) = x for all x ∈ X (i.e., H : Cone(X)→ X is a “retraction”). A space X is
conically contractible if a conical contracting homotopy H : Cone(X)→ X exists.
Definition 3.3.6 (Conical Lipschitz (CL) contractibility). A metric space X is conically
λ-Lipschitz contractible if there exists a contracting conical λ-Lipschitz homotopy
H : (Cone(X), dc)→ X
(i.e., H is a λ-Lipschitz retraction in the sense that H(x, 1) = x for all x ∈ X).
Definition 3.3.7 (Modified-Lipschitz contractibility). A metric space X is λ-Lipschitz con-
tractible if every compact subset of X is contained in a conically λ-Lipschitz contractible
set.
This definition is a weaker version of Definition 3.4.3 (later). Definition 3.4.3 is satisfied
by normed spaces, but seems to be too strong for a general metric space – especially if we
are only interested in applying it to n-connectedness. With Definition 3.3.7, there is no loss
of generality for Lipschitz n-connectedness, since it is based on continuous maps Sk → X,
0 ≤ k ≤ n, which have compact images.
Proposition 3.3.8 (Equivalence of contractibility and conical contractibility). A contracting
homotopy X × I → X exists ⇐⇒ a conical contracting homotopy Cone(X)→ X exists.
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Proof. (⇒): Assume a contracting homotopy H : X × I → X exists, i.e., H is contin-
uous and H(x, 0) = x0, H(x, 1) = x. Then by the universal property of quotient maps, we
get a continuous map H˜ : Cone(X) → X satisfying H˜ ◦ q = H (from which it follows that
H˜ is a conical contracting homotopy).
X × I X
Cone(X)
q
H
H˜
(⇐): Assume a conical contracting homotopy H : Cone(X) → X exists, i.e., H is
continuous and H(x, 1) = x. Then H ◦ q : X × I → X is a contracting homotopy, with
(H ◦ q)(x, 0) = H(q(x, 0)) = x0 := H(vertex), (H ◦ q)(x, 1) = H(q(x, 1)) = H(x, 1) = x.

Question 3.3.1 (Conical Lipschitz contractibility is stronger than Lipschitz contractibility).
Is Proposition 3.3.8 still true if we (i) replace “homotopy” with “Lipschitz homotopy” and
(ii) replace Cone(X) with
(
Cone(X), dc
)
?
Answer = No. By Lemma 3.3.10 below, the direction (⇐) works (i.e., a conical Lipschitz
homotopy implies a Lipschitz homotopy), but by Proposition 3.3.9(ii) below, the direction
(⇒) does not work in general.
Proposition 3.3.9. Let X, Y be metric spaces. (i) Any Lipschitz homotopy H : X× I → Y
that is constant on X ×{0} (e.g., a contracting Lipschitz homotopy when Y = X) induces a
conical homotopy H˜ : Cone(X)→ Y . (ii) Moreover, H˜ is Lipschitz ⇐⇒ H is Lipschitz with
respect to dc on (X × I)\(X × {0}), that is, ⇐⇒ d
(
H(x, t), (x′, t′)
) ≤ Kdc((x, t), (x′, t′)),
in addition to d
(
H(x, t), (x′, t′)
) ≤ LdX×I((x, t), (x′, t′)) = Lmax(|t − t′|, d(x, x′)), outside
the set X × {0}.
Proof. (i) Since H is constant on X×{0} it follows by the universal property of quotient
maps that H induces a continuous map H˜ : Cone(X)→ Y such that H˜ ◦ q = H.
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X × I Y
Cone(X)
q
H
H˜
(ii) Let A := (X × I)\(X × {0}). Then because q|A = id, we have H˜ = H on A.
Thus, if H˜ is Lipschitz, it is clear that H is Lipschitz with respect to dc on A (since H˜|A is
Lipschitz). Conversely, assume H is Lipschitz with respect to dc on A. Then it is clear that
H˜ is Lipschitz on A. It remains to show H˜ is Lipschitz near the vertex of Cone(X).
Observe that by the assumption above H˜ is Lipschitz on Cone(X)\{v}, where v is the
vertex of Cone(X). Let vn → v. Taking the limit m→∞ in d
(
H˜(vn), H˜(vm)
) ≤ Ldc(vn, vm),
we get d
(
H˜(vn), H˜(v)
) ≤ Ldc(vn, v). 
Note that the above proof involves a special case of the fact (from the “uniform extension
theorem”, Theorem A.1.82) that if a map between metric spaces f : X → Y is Lipschitz on
a dense subset of X, then f is Lipschitz on all of X.
Lemma 3.3.10. Every conical Lipschitz homotopy
(
Cone(X), dc
) → Y gives a Lipschitz
homotopy X × I → Y .
Proof. Recall that dc
(
(x, t), (x′, t′)
) (3.1),(3.3)≤ 12√2 max (d(x, x′), |t − t′|), which shows
q : X × I → (Cone(X), dc), i.e., the quotient map X × I → Cone(X) is 12√2-Lipschitz
with respect to the dc-topolgy of Cone(X), as in the following diagram. Hence, a conical
Lipschitz homotopy H : (Cone(X), dc) → Y gives a Lipschitz homotopy H ◦ q : X × I q−→(
Cone(X), dc
) H−→ Y .
X × I Y
Cone(X)
(
Cone(X), dc
)q
H◦q
q
id
H

Remark 3.3.2 (Relevance of the cone for homotopy in general). The concept of a coni-
cal homotopy, as in Definition 3.3.5, seems relevant only when describing contractibility of
spaces. It does not seem relevant in defining homotopy of maps (or homotopy equivalence
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of spaces) in general. This means that our earlier definition of Lipschitz homotopy (and of
Lipschitz homotopy equivalence) might not be replaceable.
3.4. Lipschitz k-connectedness of finite subset spaces of a normed space
Definition 3.4.1 (Lipschitz k-connectedness). Let k ≥ 0. A metric space X is Lipschitz
k-connected if there exists a constant λ ≥ 0 such that for each 0 ≤ l ≤ k, every c-Lipschitz
map f : Sl = ∂Bl+1 → X extends to a λc-Lipschitz map F : Bl+1 → X. Here, Bl+1 ⊂ Rl+1
is the unit ball.
In this case, we say X is λ-Lipschitz k-connected.
Question 3.4.1. If X is a normed space, is X(n) Lipschitz k-connected for all k ≥ 0? I.e.,
does there exist λ ≥ 0 such that every c-Lipschitz map f : Sk → X(n) extends to a λc-
Lipschitz map F : Bk+1 → X(n), for all k ≥ 0? We will give a positive answer in Theorem
3.4.10.
Definition 3.4.2 (Homogeneous metric on a vector space). If (X, d) is a metric vector
space, we say d is homogeneous if d(αx, αy) ≤ |α|d(x, y) for any scalar α. Note that d is
homogeneous ⇐⇒ d(αx, αy) = |α|d(x, y) for any scalar α.
Definition (Recall: Lipschitz contractibility). A metric space X is λ-Lipschitz contractible
if X is λ-Lipschitz homotopy equivalent to a point x0 ∈ X. Equivalently, X is λ-Lipschitz
contractible if the identity id : X → X is λ-Lipschitz homotopic to a constant map X → X,
i.e there exists a λ-Lipschitz homotopy H : X × I → X such that H(x, 0) = x0 and
H(x, 1) = x (for a point x0 ∈ X).
Definition (Recall: Local Lipschitz contractibility). A metric space X is λ-locally Lipschitz
contractible if every point x ∈ X has a λ-Lipschitz contractible neighborhood.
Definition 3.4.3 (Bounded conical Lipschitz (BCL) contractibility). A metric space X is
boundedly conically λ-Lipschitz (BCL-) contractible if every bounded set B ⊂ X is contained
in a conically λ-Lipschitz (CL-) contractible set.
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Consider the following question. In a normed space, is bounded dc2-conical λ-Lipschitz
contractibility scale-invariant? I.e., if X is a normed space and K ⊂ X is dc2-conically λ-
Lipschitz contractible, does it follow that αK is also dc2-conically λ-Lipschitz contractible
for any positive scalar α? Equivalently, given a λ-Lipschitz retraction r : Cone(K) → K,
does it follow that we have a λ-Lipschitz retraction R : Cone(αK) → αK? The answer is
no, as the following remark shows.
Remark 3.4.1 (In a normed space, BCL contractibility is not scale-invariant.). Let X be
a normed space. For R > 1, if the ball BR ⊂ X is boundedly dc2-conically λ-Lipschitz
contractible, then λ must grow with R, otherwise X itself will be boundedly dc2-conically
λ-Lipschitz contractible (a contradiction since X is unbounded). This shows that the answer
to the above question is no (for α > 1).
Lemma 3.4.4. A metric space X is (dc2-conically) λ-Lipschitz contractible ⇐⇒ X(n)
is (dc2-conically) λ-Lipschitz contractible for all n ≥ 1. Moreover, a λ-Lipschitz retraction
r : Cone(X(n))→ X(n) can be chosen to preserve cardinality, in the sense that |r(x, t)| ≤ |x|
for each x ∈ X(n).
Proof. The case with “conically” removed is an immediate corollary of Lemma 3.2.1.
It remains to consider conical Lipschitz contractibility.
(⇒): Assume X is dc2-conically λ-Lipschitz contractible. First note that the map
f : Cone(X(n))→ Cone(X)(n), ({x1, · · · , xn}, t) 7→ {(x1, t), · · · , (xn, t)}
is an isometry (hence 1-Lipschitz), since
(dc2)H
(
f
({x1, · · · , xn}, t), f({x′1, · · · , x′n}, t′))
= (dc2)H
({
(x1, t), · · · , (xn, t)
}
,
{
(x′1, t
′), · · · , (x′n, t′)
})
= max
{
max
i
min
j
dc2
(
(xi, t), (x
′
j, t
′)
)
,max
j
min
i
dc2
(
(xi, t), (x
′
j, t
′)
)}
= max
{
max
i
min
j
[|t− t′|+ min(t, t′)db2(xi, x′j)],max
j
min
i
[|t− t′|+ min(t, t′)db2(xi, x′j)]}
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= |t− t′|+ min(t, t′) max
{
max
i
min
j
db2(xi, x
′
j),max
j
min
i
db2(xi, x
′
j)
}
= |t− t′|+ min(t, t′)(db2)H
({x1, ..., xn}, {x′1, ..., x′n})
(s)
= |t− t′|+ min(t, t′)(dH)b2
({x1, ..., xn}, {x′1, ..., x′n})
= (dH)c2
(({x1, · · · , xn}, t), ({x′1, · · · , x′n}, t′)),
where step (s) holds by application of Lemma 3.3.1 with ϕ(τ) = min(2, τ), and db2 is as in
Definition 3.3.2.
Let r : Cone(X)→ X be a λ-Lipschitz retraction, which induces a λ-Lipschitz retraction
r˜ : Cone(X)(n)→ X(n), r˜
({
(x1, t), ..., (xn, t)
})
:=
{
r(x1, t), ..., r(xn, t)
}
.
Then we get a λ-Lipschitz retraction
r˜ ◦ f : Cone(X(n)) f−→ Cone(X)(n) r˜−→ X(n).
By construction, it is clear that the retraction r˜ ◦ f preserves cardinality, since
r˜ ◦ f({x1, ..., xn}, t) = r˜{(x1, t), ..., (xn, t)} = {r(x1, t), ..., r(xn, t)}.
(⇐): If each X(n) is conically λ-Lipschitz contractible, it is clear that X
1−biLip∼= X(1) is
conically λ-Lipschitz contractible. 
Lemma 3.4.5. If a metric space X is boundedly (dc2-conically) λ-Lipschitz contractible,
then X(n) is boundedly (dc2-conically) λ-Lipschitz contractible.
Proof. Let A ⊂ X(n) be bounded. Then ⋃A := ⋃a∈A a ⊂ X is bounded (by the
bounded image lemma, Lemma 2.2.3), and thus contained in a (dc2-conically) λ-Lipschitz
contractible set K ⊂ X. Let A′ := {x ∈ X(n) : x ⊂ K} = K(n). Then ⋃A ⊂ K
implies A ⊂ (⋃A)(n) ⊂ K(n) = A′, and by Lemma 3.4.4, A′ is (dc2-conically) λ-Lipschitz
contractible. 
Lemma 3.4.6. Let X be a normed space. The ball BR = BR(0) ⊂ X is boundedly dc2-
conically max(1, R)-Lipschitz contractible. That is, the following are true.
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(i) If 0 < R 6 1, then BR is boundedly dc2-conically 1-Lipschitz contractible.
(ii) If 1 < R <∞, then BR is boundedly dc2-conically R-Lipschitz contractible.
Proof. (i) 0 < R 6 1: Define a map r : Cone(B)→ B by r(x, t) := tx. Then, using the
triangle inequality,
‖r(x, t)− r(x′, t′)‖ = ‖tx− t′x′‖ ≤ R|t− t′|+ min(t, t′)‖x− x′‖ ≤ dc2
(
(x, t), (x′, t′)
)
.
(ii) 1 < R <∞: With r : Cone(BR)→ BR given by the same map as in (i), we again have
‖r(x, t)− r(x′, t′)‖ = ‖tx− t′x′‖ ≤ R|t− t′|+ min(t, t′)‖x− x′‖
= R
(
|t− t′|+ min(t, t′)‖x−x′‖
R
)
(a)
= R
(
|t− t′|+ min(t, t′) min
(
2, ‖x−x
′‖
R
))
(b)
≤ R
(
|t− t′|+ min(t, t′) min (2, ‖x− x′‖)) = Rdc2((x, t), (x′, t′)),
where step (a) holds because ‖x−x′‖ ≤ diamBR = 2R, and step (b) holds becauseR > 1. 
Corollary 3.4.7. The unit ball of a normed space is 24-Lipschitz k-connected.
Proof. Let X be a normed space, BR := BR(0) the ball of radius R > 0 centered
at 0 ∈ X, and B := B1(0) the unit ball. Let f : Sk → B be Lipschitz. Note that
diam f(Sk)
2
= diam f(S
k)
diam(Sk)
≤ Lip f , i.e., diam f(Sk) ≤ 2 Lip(f). (Without loss of generality)
translate f so that 0 ∈ f(Sk). Then f(Sk) ⊂ Bdiam f(Sk) ⊂ B2 Lip(f), i.e.,
1
2 Lip f
f(Sk) ⊂ B.
Define f˜ : Sk → B by f˜ := 1
2 Lip f
f , where Lip(f˜) = 1
2
. Then, with a 1-Lipschitz retraction
Cone(B)
r−→ B, we get the extension Bk+1 F−→ B of f given by F (ts) := (2 Lip f) r(f˜(s), t),
F : Bk+1 Cone(Sk) = S
k×I
Sk×{0}
B×I
B×{0} = Cone(B) B.
st (s, t)
∼= f˜×id r
‖F (ts)− F (t′s′)‖ = (2 Lip f) ‖r(f˜(s), t)− r(f˜(s′), t′)‖ ≤ (2 Lip f) dc2((f˜(s), t), (f˜(s′), t′))
≤ (2 Lip f) dc2
(
(s, t), (s′, t′)
) (3.3)≤ 12(2 Lip f) dc1((s, t), (s′, t′))
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= (24 Lip f)
√
|t− t′|2 + 4tt′ sin2 ‖s−s′‖
2
(a)
≤ (24 Lip f)
√
|t− t′|2 + 4tt′ sin2 θs,0,s′
2
= (24 Lip f)
√
t2 + t′2 − 2tt′ cos θs,0,s′ = (24 Lip f) ‖ts− t′s′‖,
where step (a) holds because the distance ‖s− s′‖ on Sk is smaller than the length θs,0,s′ of
the shortest arc from s to s′ on Sk. 
Corollary 3.4.8. A normed space is 24-Lipschitz k-connected.
Proof. Let X be a normed space, and consider a Lipschitz map f : Sk → X. Since f is
bounded, there is a scalar α 6= 0 such that αf(Sk) ⊂ B, where B := B1(0) is the unit ball.
Thus, by Corollary 3.4.7, the map f˜ = αf : Sk → B has a 24αLip(f)-Lipschitz extension
F˜ : Bk+1 → B. Hence, F = 1
α
F˜ is a 24 Lip(f)-Lipschitz extension of f . 
Definition (Recall: Gap of a set). Let X be a metric space and A ⊂ X. The gap ρ(A) of
A is the largest distance between any two nonempty complementary subsets of A, i.e.,
ρ(A) := sup
∅6=A′(A
dist(A′, A\A′) = sup
A′unionsqA′′=A
A′,A′′ 6=∅
dist(A′, A′′).
Lemma 3.4.9 (Bound on finite set diameter). Let X be a metric space and A ⊂ X a
finite set. Then for every k ≤ |A|, there exists a set Ak ⊂ A satisfying |Ak| = k and
diamAk ≤ (k − 1)ρ(A). In particular, diamA ≤ (|A| − 1)ρ(A).
Proof. Let n := |A|. We proceed by induction on 1 ≤ k ≤ n. The result is clear for
k = 1. For the induction step, suppose k ≤ n implies the existence of Ak ⊂ A satisfying
diamAk ≤ (k − 1)ρ(A).
If k + 1 ≤ n (which implies 1 ≤ k < n), then dist(Ak, A\Ak) ≤ ρ(A), and so there exists
ak+1 ∈ A\Ak such that dist(Ak, ak+1) ≤ ρ(A). Thus, with Ak+1 := Ak ∪ {ak+1}, we get
diamAk+1 ≤ diamAk + dist(Ak, ak+1) ≤ (k − 1)ρ(A) + ρ(A) = kρ(A) =
(
(k + 1)− 1)ρ(A). 
Theorem 3.4.10 (Answer to Question 3.4.1). If X is a normed space, then there exists a
constant λn ≥ 0 such that X(n) is λn-Lipschitz k-connected for all k ≥ 0.
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Proof. Let R > 0. If A ⊂ X, then BR(A) := {u ∈ X : dist(u,A) < R} denotes the
R-neighborhood of A in X. If W ⊂ X(n), then NR(W ) := {x ∈ X(n) : distH(x,W ) < R}
denotes the R-neighborhood of W in X(n). We also write B = B1 = B1(0). Note that
X0(n) := {x ∈ X(n) : 0 ∈ x, diamx ≤ 1} ⊂ N1({0}) = B(n).
Let f : Sk → X(n) be c-Lipschitz. If c = 0, then f is constant, and so extends to a constant
map F : Bk+1 → X(n). So, assume c > 0. Since diam f(Sk) ≤ 2 Lip f = 2c, it follows that
for any s ∈ Sk, we have
f(Sk) ⊂ Ndiam f(Sk)
(
f(s)
) ⊂ N2c(f(s)), ⇒ 12cf(Sk) ⊂ N1 ( 12cf(s)) .
Fix any s0 ∈ Sk such that 0 ∈ f(s0), which is possible by translating f . Then we have
two cases.
• diam f(s0) ≤ Kc: With z := f(s0)diam f(s0) ∈ B(n), we have
f(Sk) ⊂ N2c
(
f(s0)
)
= diam f(s0) N 2c
diam f(s0)
(
z
) ⊂ diam f(s0) N 2c
diam f(s0)
(
B(n)
)
⊂ diam f(s0) N 2c
diam f(s0)
+1
({0}) = [2c+ diam f(s0)] N1({0}),
⇒ f(Sk) ⊂ (2 +K)c B(n), ⇒ 1
(2+K)c
f(Sk) ⊂ B(n).
By Lemmas 3.4.4 and 3.4.6, there is a 1-Lipschitz retraction r : ConeB(n)→ B(n). Define
an extension Bk+1
F−→ X(n) of f by F (ts) := (2 + K)c r(f˜(s), t), where f˜ := 1
(2+K)c
f :
Sk → B(n). That is,
F : Bk+1 Cone(Sk) = S
k×I
Sk×{0}
B(n)×I
B(n)×{0} = Cone
(
B(n)
)
B(n).
st (s, t)
∼= f˜×id r
Then
dH
(
F (ts), F (t′s′)
)
= (2 +K)c dH
(
r
(
f˜(s), t
)
, r
(
f˜(s′), t′
))
≤ (2 +K)c (dH)c2
((
f˜(s), t
)
,
(
f˜(s′), t′
))
= (2 +K)c
(
|t− t′|+ min(t, t′) min
[
2, dH
(
f˜(s), f˜(s′)
)])
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≤ (2 +K)c dc2
(
(s, t), (s′, t′)
) (3.3)≤ 12(2 +K)c dc1((s, t), (s′, t′))
= λc
√
|t− t′|2 + 4tt′ sin2 ‖s−s′‖
2
(a)
≤ λc
√
|t− t′|2 + 4tt′ sin2 θs,0,s′
2
= λc
√
t2 + t′2 − 2tt′ cos θs,0,s′ = λc ‖ts− t′s′‖,
where λ := 12(2 + K) and step (a) holds because the distance ‖s − s′‖ on Sk is smaller
than the length θs,0,s′ of the shortest arc from s to s
′ on Sk.
• diam f(s0) > Kc: There exists (by Lemma 3.4.9) a decomposition f(s0) = x′ ∪ x′′ (with
x′, x′′ nonempty) such that dist(x′, x′′) ≥ diam f(s0)
n
, and so dist(x′, x′′) > K
n
c. We will
choose K ≥ 5n, so that
dist(x′, x′′) > 5c,
which implies the neighborhoods B2c(x
′) and B2c(x′′) in X are distantly separated. Since
f(Sk) ⊂ N2c
(
f(s0)
)
= N2c
(
x′ ∪ x′′) i.e., f(s) ∈ N2c(f(s0)) = N2c(x′ ∪ x′′) for all s ∈ Sk,
it follows (from the definition of Hausdorff distance – see the footnote2) that for each
s ∈ Sk, we have
f(s) ⊂ B2c
(
f(s0)
)
= B2c(x
′ ∪ x′′) = B2c(x′) ∪B2c(x′′).
Let x′s = f1(s) := f(s) ∩ B2c(x′) and x′′s = f2(s) := f(s) ∩ B2c(x′′). Then we have the
decomposition f(s) = x′s ∪ x′′s = f1(s)∪ f2(s). Observe that, by direct calculation at step
(a) below,
dH
(
f(s),f(s0)
)
= dH
(
f1(s) ∪ f2(s), x′ ∪ x′′
) (a)
= max
(
dH
(
f1(s), x
′), dH(f2(s), x′′)) ≤ 2c,
⇒ f1(s) ∈ N2c(x′) and f2(s) ∈ N2c(x′′).
The maps f1 : S
k → X(n− 1) and f2 : Sk → X(n− 1) are c-Lipschitz, since for j = 1, 2
dH
(
fj(s), fj(s
′)
)
≤ max
[
dH
(
f1(s), f1(s
′)
)
, dH
(
f2(s), f2(s
′)
)]
(a)
= dH
(
f1(s) ∪ f2(s) , f1(s′) ∪ f2(s′)
)
= dH
(
f(s), f(s′)
)
,
2 Observe that if dH
(
f(s), f(s0)
)
= max
(
maxi minj d
(
f(s)i, f(s0)j
)
,maxi minj d
(
f(s)j , f(s0)i
)) ≤ 2c, then
maxi dist
(
f(s)i, f(s0)
) ≤ 2c.
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where step (a) holds because f1(s) ∪ f1(s′) and f2(s) ∪ f2(s′) are distantly separated.
Thus, by induction on n (where n = 1 holds by Corollary 3.4.7), f1, f2 have Lipschitz
extensions
F1 : B
k+1 → X(n− 1), F1(ts) := K1c r1
(
f˜1(s), t
)
, f˜1 =
1
K1c
f1 : S
k → B(n− 1),
F2 : B
k+1 → X(n− 1), F2(ts) := K2c r2
(
f˜2(s), t
)
, f˜2 =
1
K2c
f2 : S
k → B(n− 1),
where r1 : Cone(B(n−1))→ B(n−1) and r2 : Cone(B(n−1))→ B(n−1) are 1-Lipschitz
retractions that exist by Lemmas 3.4.4 and 3.4.6. Note that by Lemma 3.4.4, the above
retractions each preserve cardinality in the sense that
|Fj(ts)| =
∣∣rj(f˜j(s), t)∣∣ ≤ ∣∣f˜j(s)∣∣ = |fj(s)|.
Define an extension F : Sk → X(n) of f by F (ts) := F1(ts) ∪ F2(ts). With λ :=
12 max(K1, K2),
dH
(
F (ts), F (t′s′)
) ≤ λ
12
c dH
(
r1
(
f˜1(s), t
) ∪ r2(f˜2(s), t) , r1(f˜1(s′), t′) ∪ r2(f˜2(s′), t′))
≤ λc ‖ts− t′s′‖. 
Definition 3.4.11 (Marginal k-connectedness, Marginal Lipschitz k-connectedness). Let
X be a topological space (resp. metric space) , λ ≥ 0, and k ≥ 0 an integer. Then X
is marginally topologically (resp. marginally λ-Lipschitz) k-connected if every continuous
(resp. c-Lipschitz) map f : Sk → X extends to a continuous (resp. λc-Lipschitz) map
F : Bk+1 → X, where Bk+1 ⊂ Rk+1 is the unit ball bounded by Sk.
It is clear that a space X is (Lipschitz) k-connected for all k ≥ 0 if and only if X is
marginally (Lipschitz) k-connected for all k ≥ 0.
Note 3.4.1. If X is marginally Lipschitz k-connected and Z ⊂ X is a Lipschitz retract,
then Z is also marginally Lipschitz k-connected (as shown in the following diagram).
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Sk Z X
Bk+1 Z
g
f
rG
F :=r◦G
Lemma 3.4.12. The circle S1 is marginally pi
2
-Lipschitz k-connected for k ≥ 2.
Proof. Fix k > 1. Consider the universal cover p : R → S1. Let f : Sk → S1 be
c-Lipschitz. Since pi1(S
k) is trivial, it follows from [34, Proposition 1.33, p.61] that there
exists a unique continuous lift f˜ : Sk → R such that p ◦ f˜ = f .
Bk+1 R
Sk S1
F˜
p(t)=eiti f˜
f
(Note that f˜ is uniformly continuous since Sk ⊂ Rk is a compact metric space). Since p
is locally isometric, it follows that f˜ is locally c-Lipschitz, hence pi
2
c-Lipschitz, since Sk is
pi
2
-quasiconvex: Indeed, if s, s′ ∈ Sk, then the path γ : [0, 1] → Sk from s to s′ satisfying
γ(t) · γ(t′) = cos ((t− t′)θs,0,s′) is a pi2 -quasigeodesic.
By the McShane-Whitney extension theorem, f˜ has a pi
2
c-Lipschitz extension F˜ : Bk+1 →
R. Hence, F = p ◦ F˜ : Bk+1 → S1 is a pi
2
c-Lipschitz extension of f . 
Question 3.4.2. Let X be a metric space. If X is marginally λ-Lipschitz k-connected, does
it follow that X(n) is marginally λ-Lipschitz k-connected? Topologically, the answer is “no”:
Indeed, with X = S1, we have pi3(S
1) = {0}, while S1(3) ∼= S3 (by [19, Corollary 5.3] and
[66, Theorems 1, 3] ) implies pi3
(
S1(3)
)
= Z.
Proposition 3.4.13. If the homeomorphism S1(3) ∼= S3 can be chosen to be Lipschitz (i.e.,
the answer to [18, Question 4.20] is positive), then the answer to Question 3.4.2 is also “no”
for the Lipschitz case.
Proof. By Lemma 3.4.12, X = S1 is marginally pi
2
-Lipschitz k-connected for k ≥ 2.
On the other hand, if S1(3) ∼=Lip S3, then because the homotopy class of the identity map
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S3 → S3 is a nontrivial Lipschitz element of pi3
(
S1(3)
)
= pi3(S
3) = Z, it follows that S1(3)
is not marginally Lipschitz 3-connected. 
CHAPTER 4
FSR Property I: Finite Subsets of Normed Spaces
The finite subset retraction (FSR) property concerns the existence of Lipschitz retractions
X(n)→ X(n−1). In this chapter we introduce the FSR property and investigate some of its
implications for normed spaces. Sections 4.1, 4.2, 4.3 are entirely based on [3]. It was asked
in [43, Question 3.4] whether Lipschitz retractions X(n) → X(n − 1) exist for all n ≥ 2
when X is a Banach space. A related question in [7, Remark 3.4] similarly asked whether
strictly convex or uniformly convex Banach spaces admit such Lipschitz retractions. The
results of this chapter, and those of the previous chapters, provide partial answers and tools
of investigation towards answering the above questions.
Question 4.0.1 below appeared (as Problem 1.4) in the collection of open problems
“AimPL: Mapping theory in metric spaces” published by the American Institute of Mathe-
matics and available at http://aimpl.org/mappingmetric (see [2]).
Question 4.0.1. If X is an ALR, does it follow that X(n) is an ALR? (For example, since
`∞ is an ALR, is `∞(n) also an ALR?)
Recall that the ALR property of X(n) means that any larger metric space Y ⊃ X(n)
retracts onto X(n) via a Lipschitz map r : Y → X(n). A natural candidate for such a space
Y is X(m), m > n, which thus provides us a tool with which to test Question 4.0.1. Since a
composition of Lipschitz retractions is a Lipschitz retraction, it suffices to consider retractions
with m− n = 1. Thus, we focus on the existence of Lipschitz retractions X(n)→ X(n− 1).
Definition 4.0.1 (Finite subset retraction (FSR) property). We say a metric space X
has the finite subset retraction (FSR) property if there exist Lipschitz retractions X(n) →
X(n − 1) for all n ≥ 2. We also say X has the FSR(k) property if for each 1 ≤ l ≤ k,
there exist Lipschitz retractions X(n)→ X(l) for all n ≥ l. Equivalently, X has the FSR(k)
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property if there exist Lipschitz retractions (i) X(n)→ X(n− 1) for all 2 ≤ n ≤ k, and (ii)
X(n)→ X(k) for all n ≥ k.
We will see in sections 4.1 and 4.2 (Theorems 4.1.17, 4.2.10) that every normed space has
the FSR(3) property, and in Remark 4.3.2 of section 4.3, which is based on Theorem 4.3.7,
that (as established in [43]) every Hilbert space has the FSR property. We will also see in
section 4.3 (Theorem 4.3.7) that if X is a normed space, then we have retractions X(n) →
X(n − 1) that are Ho¨lder continuous on bounded sets. Section 4.4 examines an interesting
property shared by the constructed retractions and discusses some of its consequences.
4.1. Concrete Lipschitz retractions X(2)→ X and X(3)→ X(2)
The Lipschitz retractions in this section, unlike those in Section 4.2, have concrete Lipschitz
constants.
Definition 4.1.1 (Addition and scalar multiplication of sets). Let X be a vector space. If
A,B ⊂ X and λ is a scalar, we write A+B := {a+b : a ∈ A, b ∈ B} and λA := {λa : a ∈ A}.
Definition 4.1.2 (Scale-invariant map, Translation-invariant map, Affine map). Let X be a
vector space and f : E ⊂ P∗(X)→ P∗(X) a map. We say f is scale-invariant (or commutes
with scaling) if for any t ∈ R, we have f(tA) = tf(A) for all A ∈ E such that tA ∈ E.
Similarly, f is translation-invariant (or commutes with translations) if for any v ∈ X, we
have f(A+ v) = f(A) + v for all A ∈ E such that A+ v ∈ E.
We say f is affine if f is both scale-invariant and translation-invariant, i.e., for any
t ∈ R, v ∈ X, we have f(tA+ v) = tf(A) + v for all A ∈ E such that tA+ v ∈ E.
Definition 4.1.3 (Recall: Proximal map between points of X(n)). Let X be a metric space
and x, y ∈ X(n). A map p : x→ y is proximal if d(a, p(a)) ≤ dH(x, y) for all a ∈ x, i.e., the
relation Rp :=
{(
a, p(a)
)
: a ∈ x} ⊂ x× y is proximal.
Definition 4.1.4 (Normalized element in X(n), Set of normalized elements). Let X be a
metric space and x ∈ X(n). We say x is normalized if diam(x) = 1. We will write N(X(n))
for all normalized elements of X(n).
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Definition 4.1.5 (Central element in X(n), Set of central elements, Set of normalized
central elements). Let X be a normed space and x ∈ X(n). We say x is central if 0 ∈ x.
We will write X0(n) = {x ∈ X(n) : 0 ∈ x} for all central elements of X(n). Accordingly, we
will write N(X0(n)) for the set of normalized central elements of X(n).
Note that every element x ∈ X(n) can be written (not uniquely) as
x = tx0 + v, for some t ∈ [0,+∞), x0 ∈ N(X0(n)), v ∈ X.
Lemma 4.1.6 (Homogeneous Lipschitz Extension). Let X be a normed space and 1 ≤
k ≤ n − 1. Any translation-invariant Lipschitz map R : N(X0(n)) → X(k) satisfying
R(x) ⊂ Conv(x) and R|N(X0(n))∩X(k) = id can be extended to an affine Lipschitz retraction
r : X(n)→ X(k) with Lip(r) = 6 Lip(R) + 5.
Proof. Let R : N(X0(n)) → X(k) be a Lipschitz map such that R(x) ⊂ Conv(x)
and R|N(X0(n))∩X(k) = id. Define a map r : X(n) → X(k) by r(tx + v) := tR(x) + v
for all x ∈ N(X0(n)), t ∈ [0,+∞), and v ∈ X. Then r is well defined because R is
translation-invariant. For any x, y ∈ N(X0(n)) and t, s ∈ [0,+∞), since 0 ∈ x and diameter
is 2-Lipschitz with respect to dH ,
dH(tx, sx) ≤ |t− s| = | diam(tx)− diam(sy)| ≤ 2dH(tx, sy).
Thus, using the triangle inequality, 0 ∈ y, and R(y) ⊂ Conv(y), we have
dH(r(tx), r(sy)) ≤ dH(r(tx), r(ty)) + dH(r(ty), r(sy)) = dH(tR(x), tR(y)) + dH(tR(y), sR(y))
≤ Lip(R)dH(tx, ty) + diam(R(y))|t− s| ≤ Lip(R)
[
dH(tx, sy) + dH(sy, ty)
]
+ |t− s|
≤ Lip(R)dH(tx, sy) +
(
Lip(R) + 1
)
|t− s| ≤
(
3 Lip(R) + 2
)
dH(tx, sy),
which shows r is Lipschitz on X0(n). Given x, y ∈ X(n), let u ∈ x, v ∈ y such that
‖u− v‖ ≤ dH(x, y). Then
dH
(
r(x), r(y)
)
= dH
(
r(x− u) + u, r(y − v) + v) ≤ dH(r(x− u), r(y − v))+ ‖u− v‖
≤ (2 Lip(r|X0(n)) + 1)dH(x, y). 
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Definition 4.1.7 (Thin sets in X(3)). Let X be a normed space and let x ∈ X(3). Then x
is called “thin in X(3)” if x is normalized and 0 ≤ δ(x) ≤ 1
3
. We will denote all thin sets in
X(3) by Thin
(
X(3)
)
.
Notation 4.1.1. If x = {x1, x2, x3} ∈ Thin
(
X(3)
)
, we will assume wlog that
δ(x) = d(x1, x2) ≤ d(x2, x3) ≤ d(x1, x3) = 1,
where the triangle inequality implies d(x2, x3) ≥ 2/3.
Definition 4.1.8 (Vertex map of thin elements ofX(3)). This is the map V : Thin
(
X(3)
)→
X given by V ({x1, x2, x3}) := x3.
Definition 4.1.9 (Average map). If X is a normed space, the average Avg : X(n)→ X is
given by Avg(x) := 1|x|
∑
a∈x a. In particular, if x = {x1, ..., xn} ∈ X(n)\X(n− 1), then we
can write Avg(x) = 1
n
∑n
i=1 xi.
Throughout the rest of this section, we will assume X is a normed space.
Lemma 4.1.10 (Continuity of the Average map). Let X be a normed space and x, y ∈
X(n)\X(n− 1).
(i) If a proximal bijection x→ y exists, then dH(Avg(x),Avg(y)) ≤ dH(x, y).
(ii) If max
(
δ(x), δ(y)
)
≤ 2dH(x, y), and α diam(x) ≤ δ(x) or α diam(y) ≤ δ(y) for con-
stant α > 0, then
dH(Avg(x),Avg(y)) ≤
(
1 + 2
α
)
dH(x, y).
Proof. (i) Let x→ y, xi 7→ y(i) be a proximal bijection. Then
dH(Avg(x),Avg(y)) =
∥∥∥∑xin − ∑ yin ∥∥∥ = ∥∥∥∑xin − ∑ y(i)n ∥∥∥ ≤ dH(x, y).
(ii) It suffices to assume α diam(y) ≤ δ(y). Consider a proximal map x → y, xi 7→ y(i).
Then
dH( Avg(x),Avg(y)) =
∥∥∥∑xin − ∑ yin ∥∥∥ ≤ ∑ ‖xi−y(i)‖+∑i ‖y(i)−yi‖n
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≤ dH(x, y) + diam(y) ≤ dH(x, y) + δ(y)α ≤
(
1 + 2
α
)
dH(x, y). 
Proposition 4.1.11. Let X be a normed space. There exists a 1-Lipschitz retraction X(2)→
X.
Proof. Define r : X(2) → X by r(x) = Avg(x). Then r|X = id. If x, y ∈ X(n),
consider the following.
(i) x = {x1} ∈ X and y = {y1, y2} ∈ X(2)\X: In this case,
‖r(x)− r(y)‖ ≤ max(‖x1 − y1‖, ‖x1 − y2‖) = dH(x, y).
(ii) x, y ∈ X(2)\X: A proximal bijection x → y exists, and so by Lemma 4.1.10(i),
dH(r(x), r(y)) ≤ dH(x, y).
Hence, r is a 1-Lipschitz retraction. 
Lemma 4.1.12. If X is a normed space, the following map is 3-Lipschitz.
f : Thin
(
X(3)
)→ X(2), f(x) := {Avg (x\V (x)), V (x)} = {x1+x2
2
, x3
}
.
Proof. Let x, y ∈ X(3) be thin sets. Observe that dH(f(x), x) ≤ 12δ(x), and so
dH(f(x), f(y)) ≤ 12δ(x) + 12δ(y) + dH(x, y).
Thus, if δ(x) ≤ 2dH(x, y) and δ(y) ≤ 2dH(x, y), then dH(f(x), f(y)) ≤ 3dH(x, y). So, assume
dH(x, y) <
1
2
δ(x) or dH(x, y) <
1
2
δ(y),
(⇒ dH(x, y) < 12 13 = 16) .
Then by Lemma 1.3.2, we have a proximal bijection xi 7→ y(i) such that ‖xi − y(i)‖ ≤
dH(x, y) < 1/6 for all i. This bijection satisfies {x1, x2} 7→ {x(1), x(2)} = {y1, y2}, i.e.,
x3 7→ y(3) = y3, since
‖y(1)− y(2)‖ ≤ ‖x1 − y(1)‖+ ‖x1 − x2‖+ ‖x2 − y(2)‖ < 23 ≤ ‖y2 − y3‖.
Hence,
dH(f(x), f(y)) ≤ max
(∥∥x1+x2
2
− y1+y2
2
∥∥ , ‖x3 − y3‖) ≤ dH(x, y). 
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Definition 4.1.13 (Lipschitz partition of unity). Consider the maps ϕ1, ϕ2 : R → R given
by
ϕ1(t) :=

1, t ≤ 1
5
−20t+ 5, t ∈ [1
5
, 1
4
]
0, t ≥ 1
4
 , ϕ2(t) :=

0, t ≤ 1
5
20t− 4, t ∈ [1
5
, 1
4
]
1, t ≥ 1
4
 .
The above maps form a 20-Lipschitz partition of unity.
Lemma 4.1.14 (Gluing with strips). Let X be a metric space and ϕ : X → R a Lipschitz
function. Consider a finite collection of intervals {Ik = (ak, bk) : k = 1, ..., N} such that
ak < ak+1 < bk < bk+1 for all k = 1, ..., N − 1 and R =
⋃N
k=1(ak, bk).
If a map g : E ⊂ X → X satisfies supx∈E d(x, g(x)) ≤ D < ∞ and is Lipschitz on each
of the sets Ek := ϕ
−1(ak, bk) = {x ∈ E : ak < ϕ(x) < bk}, then g is Lipschitz, and
Lip(g) = max
{
max
1≤k≤N
Lip(g|Ek),
(
1 + 2D Lip(ϕ)
ε
)}
,
where ε := min
k
diam(Ik ∩ Ik+1) = min
1≤k≤N−1
|ak+1 − bk|.
Proof. Pick any x, y ∈ E. If |ϕ(x) − ϕ(y)| < ε, then x, y ∈ Ek = ϕ−1(ak, bk) for some
k, and so d(g(x), g(y)) ≤ Lip(g|Ek)d(x, y). On the other hand, if |ϕ(x)− ϕ(y)| ≥ ε, then by
the triangle inequality, we get
d(g(x), g(y)) ≤
(
1 + 2D Lip(ϕ)
ε
)
d(x, y). 
Definition 4.1.15 (Interpolation map of X(3)). This is the map R : N(X0(3))→ X(2),
R(x) := ϕ1
(
δ(x)
)
R1(x) + ϕ2
(
δ(x)
)
R2(x),
where ϕ1, ϕ2 are as in Definition 4.1.13,
R1(x) := f(x) =
{
x1+x2
2
, x3
}
, R2(x) := Avg(x) =
x1+x2+x3
3
,
and, we add and multiply sets by scalars as in Definition 4.1.1.
Lemma 4.1.16. The interpolation map R : N(X0(3))→ X(2) is 121-Lipschitz.
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Proof. By Lemma 4.1.14 with ϕ = δ, g = R, and {(ak, bk)} = {(−∞, 1/5), (1/6, 1/3),
(1/4,+∞)}, it suffices to show that R is Lipschitz on each of the following sets (within
N(X0(3))).
A :=
{
δ ≤ 1
5
}
, C :=
{
1
6
≤ δ ≤ 1
3
}
, B :=
{
δ ≥ 1
4
}
.
R is 3-Lipschitz on A: This follows from Lemma 4.1.12.
R is 9-Lipschitz on B: If x, y ∈ B, then 1 ≤ 4δ(x), 4δ(y). Consider cases as follows. If
δ(x) > 2dH(x, y) or δ(y) > 2dH(x, y), we have a proximal bijection x → y, and so by
Lemma 4.1.10(i),
dH(R(x), R(y)) ≤ dH(x, y).
On the other hand, if δ(x), δ(y) ≤ 2dH(x, y), then by Lemma 4.1.10(ii),
dH(R(x), R(y)) ≤
(
1 + 2
1/4
)
dH(x, y) = 9dH(x, y).
R is 44-Lipschitz on C: This follows from the fact that ϕi(δ(x)), Ri(x), i = 1, 2 are bounded
Lipschitz maps. With δ = δ(x) and δ′ = δ(y), we have
dH(R(x), R(y)) = dH
(
ϕ1(δ)R1(x) + ϕ2(δ)R2(x) , ϕ1(δ
′)R1(y) + ϕ2(δ′)R2(y)
)
≤ dH
(
ϕ1(δ)R1(x) , ϕ1(δ
′)R1(y)
)
+
∥∥∥ϕ2(δ)R2(x)− ϕ2(δ′)R2(y)∥∥∥
≤ [(20 + 3) + (20 + 1)]dH(x, y) = 44dH(x, y).
The Lipschitz constant of R can be calculated from Lemma 4.1.14 as
Lip(R) = max
{
44, 1 + 2×1×2
1/5−1/6
}
= 121. 
Theorem 4.1.17. Let X be a normed space. There exist Lipschitz retractions X(n) →
X(n − 1) for n = 2, 3. From Lemmas 4.1.6 and 4.1.16, the retraction X(3) → X(2) has
Lipschitz constant 6(121) + 5 = 731.
Proof. The case of n = 2 is given by Proposition 4.1.11. So, let n = 3. Then by Lemma
4.1.6, it is enough to show that the interpolation map R : N(X0(3)) → X(2) is Lipschitz,
which follows from Lemma 4.1.16. 
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4.2. Lipschitz retractions X(n)→ X and X(n)→ X(2)
If not stated, we will assume X is a normed space. Let Kn(X):={convex compact subsets
of X of dimension ≤ n}. By Theorem 1.2 of [62], there exists an affine Lipschitz selector
S : Kn(X)→ X, A 7→ S(A) ∈ A.
Proposition 4.2.1. If X is a normed space, there exist affine Lipschitz retractions X(n)→
X for all n ≥ 1.
Proof. Consider the map s = S ◦ Conv : X(n) Conv−→ Kn(X) S−→ X, where the convex
hull operation is
Conv(x) := {∑ni=1 αixi : ∑ni=1 αi = 1, αi ≥ 0} .
Given
∑
αixi ∈ Conv(x), it follows from the definition of dH(x, y) that for each xi ∈ x,
there exists y(i) ∈ y such that ‖xi − y(i)‖ ≤ dH(x, y). Since
∑
αiy(i) ∈ Conv(y) and
‖∑αixi −∑αiy(i)‖ ≤ dH(x, y), it follows by symmetry in the definition of Hausdorff dis-
tance that dH(Conv(x),Conv(y)) ≤ dH(x, y). Hence,
dH(s(x), s(y)) = ‖s(x)− s(y)‖ = ‖S ◦ Conv(x)− S ◦ Conv(y)‖
≤ Lip(S)dH(x, y). 
Definition 4.2.2 (Two-cluster decomposition of an element of X(n)). Let x ∈ X(n) and
consider numbers α, β > 0. A decomposition x = x′ ∪ x′′ is an (α, β)-decomposition if x′, x′′
are nonempty, diam(x′) ≤ α, diam(x′′) ≤ α, and dist(x′, x′′) ≥ β.
Remark 4.2.1. Observe that an (α, β)-decomposition x = x′∪x′′ is unique (up to permuta-
tion of the clusters x′, x′′) if α < β. This is because if x = x˜′∪ x˜′′ is any (α, β)-decomposition,
then neither x˜′ nor x˜′′ can intersect both x′ and x′′.
Moreover, if α ≤ α′ < β′ ≤ β, then the (α′, β′)-decomposition is the same as the (α, β)-
decomposition. This is because the (α, β)-decomposition is also an (α′, β′)-decomposition,
which is unique. In particular, if x has an (α, β)-decomposition with α < β, then for any
number 0 < c < β−α
2
, any (α + c, β − c)-decomposition is unique and equals the (α, β)-
decomposition.
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Fix a number τ > 6.
Definition 4.2.3 (2nd order thin sets in X(n), Collection of thin sets). Let X be a metric
space and x ∈ X(n). We say x is a thin set of order 2 (or 2-thin set) if x is normalized
(i.e., diam(x) = 1) and distH(x,X(2)) := inf
z∈X(2)
dH(x, z) <
1
τ . We will denote the collection
of all 2-thin sets in X(n) by Thin2
(
X(n)
)
.
Lemma 4.2.4 (Cluster decomposition of a 2-thin set). Let X be a normed space and x ∈
Thin2(X(n)). Then x admits a unique
(
2
τ
, 1− 4
τ
)
-decomposition.
Proof. (i) Existence: Since distH(x,X(2)) <
1
τ
, there exists {a, b} ∈ X(2) such that
dH(x, {a, b}) < 1τ . Since diameter is 2-Lipschitz with respect to dH , we have | diam(x) −
diam({a, b})| ≤ 2dH(x, {a, b}). Thus,
‖a− b‖ > 1− 2
τ
.
Observe that for any u ∈ x, we have either ‖u − a‖ < 1
τ
or ‖u − b‖ < 1
τ
but not both:
Otherwise, if ‖u − a‖ < 1
τ
and ‖u − b‖ < 1
τ
then the triangle inequality gives 1 − 2
τ
<
‖a− b‖ < 2
τ
, which implies τ < 4 (a contradiction since τ > 6 by assumption). Let
x′ := {u ∈ x : ‖u− a‖ < 1/τ} = x ∩N1/τ (a),
x′′ := {u ∈ x : ‖u− b‖ < 1/τ} = x ∩N1/τ (b).
Note that for any u ∈ x′, v ∈ x′′, we have ∣∣‖u− v‖ − ‖a− b‖∣∣ < 2
τ
, and so ‖u− v‖ > 1− 4
τ
.
Hence,
diam(x′) < 2
τ
, diam(x′′) < 2
τ
, dist(x′, x′′) ≥ 1− 4
τ
, (4.1)
where x′, x′′ are nonempty because diam(x) = 1 > 2
τ
.
(ii) Uniqueness: This follows from Remark 4.2.1 and the fact that τ > 6. 
Definition 4.2.5 (Skeleton map). This is the map J : N
(
X(n)
)→ X(2) with
J(x) :=
 R1(x) :=
{
s(x′) , s(x′′)
}
, x ∈ Thin2
(
X(n)
)
R2(x) :=
{
s(x)
}
, x ∈ N(X(n))\Thin2 (X(n))
 , (4.2)
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where x ∈ Thin2
(
X(n)
)
decomposes as x = x′ ∪ x′′, and s : X(n) → X are the affine
Lipschitz retractions from Proposition 4.2.1.
Lemma 4.2.6. The map R1 : Thin2
(
X(n)
)→ X(2) is Lipschitz.
Proof. If x ∈ Thin2(X(n)), let x = x′∪x′′ be the (α, β) = (2/τ, 1−4/τ)-decomposition
of x. Pick a number 0 < ρ < β−α
4
= 1
4
(
1− 6
τ
)
. Let y ∈ Thin2(X(n)) such that dH(x, y) ≤ ρ,
and define
y′ := {u ∈ y : dist(u, x′) ≤ ρ} = y ∩Nρ(x′),
y′′ := {u ∈ y : dist(u, x′′) ≤ ρ} = y ∩Nρ(x′′).
Observe that y = y′ ∪ y′′ (by the definition of Hausdorff distance), diam(y′) < α + 2ρ,
diam(y′′) < α + 2ρ, and dist(y′, y′′) > β − 2ρ. Thus, y′, y′′ give a unique (α + 2ρ, β −
2ρ)-decomposition since α + 2ρ < β − 2ρ (where α + 2ρ < 1
2
− 1
τ
< 1, and so y′, y′′ are
nonempty). By Remark 4.2.1, this (α + 2ρ, α − 2ρ)-decomposition of y is the same as the
(α, β)-decomposition of y.
By construction, x′ ∪ y′ and x′′ ∪ y′′ are distantly separated in the sense that
dist(x′ ∪ y′, x′′ ∪ y′′) > β − 2ρ > α + 2ρ > max (diam(x′ ∪ y′), diam(x′′ ∪ y′′)) .
It follows by direct calculation that dH(x, y) = max (dH(x
′, y′), dH(x′′, y′′)). Hence, we have
dH(R1(x), R1(y)) = dH
({s(x′), s(x′′)}, {s(y′), s(y′′)}) ≤ Lip(s) max(dH(x′, y′), dH(x′′, y′′))
≤ Lip(s)dH(x, y), if dH(x, y) ≤ ρ.
On the other hand, since R1(x) ⊂ Conv(x), we also have
dH(R1(x), R1(y)) ≤ dH(x, y) + dH(R1(x), x) + dH(R1(y), y)
≤ dH(x, y) + diam(x) + diam(y) = dH(x, y) + 2
≤
(
1 + 2
ρ
)
dH(x, y), if dH(x, y) ≥ ρ. 
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Definition 4.2.7 (Lipschitz partition of unity). Fix τ > 0. The functions ϕ1, ϕ2 : R → R
given by
ϕ1(t) :=

1, t ≤ 1
3τ
−(6τ)t+ 3, t ∈ [ 1
3τ
, 1
2τ
]
0, t ≥ 1
2τ
 , ϕ2(t) :=

0, t ≤ 1
3τ
(6τ)t− 2, t ∈ [ 1
3τ
, 1
2τ
]
1, t ≥ 1
2τ

form a Lipschitz partition of unity.
Definition 4.2.8 (Interpolation map). This is the map R : N(X0(n))→ X(2) given by
R(x) := ϕ1(δ)R1(x) + ϕ2(δ)R2(x), δ := distH
(
x,X(2)
)
,
where R1, R2 are as in (4.2), ϕ1, ϕ2 are as in Definition 4.2.7 and, we add and multiply sets
by scalars as in Definition 4.1.1.
Lemma 4.2.9. The interpolation map R : N(X0(n))→ X(2) is Lipschitz.
Proof. By Lemma 4.1.14 with ϕ = δ, g = R, {(ak, bk)} = {(−∞, 1/(3τ)), (1/(4τ), 1/τ),
(1/(2τ),+∞)}, it suffices to show that R is Lipschitz on each of the following sets (within
N(X0(n))).
A :=
{
δ ≤ 1
3τ
}
, C :=
{
1
4τ
≤ δ ≤ 1
τ
}
, B :=
{
δ ≥ 1
2τ
}
.
R is Lipschitz on A by Lemma 4.2.6, and Lipschitz on B by the definition of s. On C, with
δ = distH
(
x,X(2)
)
and δ′ = distH
(
y,X(2)
)
, we have
dH(R(x), R(y)) = dH
(
ϕ1(δ)R1(x) + ϕ2(δ)R2(x), ϕ1(δ
′)R1(y) + ϕ2(δ′)R2(y)
)
≤ dH
(
ϕ1(δ)R1(x), ϕ1(δ
′)R1(y)
)
+
∥∥∥ϕ2(δ)R2(x)− ϕ2(δ′)R2(y)∥∥∥.
The result now follows because ϕi(δ), Ri
(
x
)
, i = 1, 2 are bounded Lipschitz maps. 
Theorem 4.2.10. Let X be a normed space. There exist Lipschitz retractions X(n) → X
and X(n)→ X(2).
Proof. The case of X(n) → X is Proposition 4.2.1. So, consider the case of X(n) →
X(2). By Lemma 4.1.6, it is enough to show that the interpolation map R : N(X0(n)) →
X(2) is Lipschitz, which follows from Lemma 4.2.9. 
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4.3. Concrete Ho¨lder retractions X(n)→ X(n− 1)
In this section, unless stated otherwise, X is a real normed space. As usual, we denote by X∗
the set of continuous linear functions/functionals x∗ : X → R as a normed space (called dual
space of X) with norm ‖x∗‖ := sup‖x‖≤1 |x∗(x)| = sup‖x‖=1 |x∗(x)|. If x ∈ X and x∗ ∈ X∗,
we will sometimes write the number x∗(x) as 〈x, x∗〉 for convenience.
Definition 4.3.1 (Norming functional). A linear functional x∗ ∈ X∗ is a norming functional
for x0 ∈ X if ‖x∗‖ = 1 and x∗(x0) = ‖x0‖. If x∗ is a norming functional of x0, we will
also refer to z∗ := ‖x0‖x∗ as a norming functional of x0. Note that ‖z∗‖ = ‖x0‖ and
z∗(x0) = ‖x0‖2.
If X is a normed space, then by the Hahn-Banach theorem, every x0 ∈ X has a norming
functional.
Definition 4.3.2 (Fre´chet-Gaˆteaux derivative). Let X, Y be normed spaces. A map F : A ⊂
X → Y is (Fre´chet-) differentiable at x ∈ A if there exists a linear map dFx : X → Y and a
continuous map ox ∈ C(X, Y ) such that
F (x+ h) = F (x) + dFxh+ ox(h) for all h ∈ X, with lim‖h‖→0
‖ox(h)‖
‖h‖ = 0.
The map dF : X → L(X, Y ), x 7→ dFx is called the (Fre´chet) derivative of F , and the linear
map dFx : X → Y is called the (Fre´chet) derivative of F at x.
When the limit is required to exist only “linearly” (i.e., in one direction at a time), we
get a weaker (Gaˆteaux) version of the derivative: F : A ⊂ X → Y is Gaˆteaux-differentiable
at x ∈ A if there exists a linear map DFx : X → Y and a continuous map ox ∈ C(X, Y )
such that for every h ∈ X with ‖h‖ = 1,
F (x+ th) = F (x) + t DFxh+ ox(th), for all t ∈ R, with lim
t→0
‖ox(th)‖
|t| = 0.
The map DF : X → L(X, Y ), x 7→ DFx is called the Gaˆteaux derivative of F , and the map
DhF : X → Y , x 7→ DFxh is called the directional derivative of F along h. Accordingly,
the linear map DFx : X → Y is called the Gaˆteaux derivative of F at x, and the vector
DFxh ∈ Y is called the directional derivative of F at x along h.
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Remark (Chain rule). Let A ⊂ X F−→ Y and B ⊂ Y G−→ Z be maps of normed spaces
such that F is differentiable at x0 ∈ A and G is differentiable at y0 := F (x0) ∈ B. Then
A ⊂ X G◦F−→ Z is differentiable at x0, and d(G ◦ F )x0 = dGF (x0) ◦ dFx0 : X
dFx0−→ Y dGF (x0)−→ Z.
In particular, if [0, 1]
u−→ X ‖·‖−→ R, where (X, ‖·‖) is a normed space with a differentiable
norm and u is a C1-smooth path, then d‖u(t)‖
dt
= d‖ · ‖u(t)
(
du(t)
dt
)
for all t ∈ [0, 1].
Proof. See Remark B.3.1. 
Remark (Mean value theorem: [4, Theorem 1.8, p.13]). If F : O ⊂ X → Y is Gaˆteaux-
differentiable and O is open, then for any x1, x2 ∈ X such that [x1, x2] :=
{
η(t) = (1 −
t)x1 + tx2 : t ∈ [0, 1]
} ⊂ O, we have
‖F (x1)− F (x2)‖ ≤ C(x1, x2)‖x1 − x2‖, where C(x1, x2) := sup
x∈[x1,x2]
‖DFx‖ .
Proof. See Remark B.3.2. 
Definition 4.3.3 (Semi-inner products). Let X be a normed space and x, y ∈ X. We define
〈x, y〉− := inf
y∗∈Fy
〈x, y∗〉, 〈x, y〉+ := sup
y∗∈Fy
〈x, y∗〉,
where F : X → P(X∗) is the duality map of X, given by the set of norming functionals
Fx := {x∗ ∈ X∗ : ‖x∗‖ = ‖x‖, x∗(x) = ‖x‖2} , for all x ∈ X.
Proposition 4.3.4 (Semi-inner products as derivatives: [23, Proposition 12.3(d), p.115]).
Let X be a normed space. The semi-inner products in Definition B.3.7 are determined by
one-sided derivatives of the norm as follows.
〈x, y〉− = ‖y‖ lim
t↑0
‖y+tx‖−‖y‖
t
, 〈x, y〉+ = ‖y‖ lim
t↓0
‖y+tx‖−‖y‖
t
. (4.3)
Proof. See Lemma B.3.16. 
Lemma 4.3.5 (Derivative of the norm along trajectories). If X is a normed space and
γ : [0, 1]→ X is a C1-smooth path, then the following are true.
4.3. CONCRETE HO¨LDER RETRACTIONS X(n)→ X(n− 1) 92
(i) The function ϕ : [0, 1]→ R, ϕ(t) = ‖γ(t)‖ is absolutely continuous, i.e.,
ϕ′ exists a.e., ϕ′ ∈ L([0, 1]), and ϕ(t) = ϕ(0) + ∫ t
0
ϕ′(s)ds. (4.4)
(ii) With γ′(t) = d
dt
γ(t) := dγt, the derivative of ϕ can be expressed in the following form:
ϕ′(t) = lim
h↓0
‖γ(t)+hγ′(t)‖−‖γ(t)‖
h
(4.3)
= 1‖γ(t)‖
〈
γ′(t), γ(t)
〉
+
, for a.e. t ∈ [0, 1]. (4.5)
Proof. (i) Let C := sup[0,1] ‖γ′‖, γ′ the derivative of γ. By the mean value theorem,
∣∣ϕ(a)− ϕ(b)∣∣ = ∣∣‖γ(a)‖ − ‖γ(b)‖∣∣ ≤ ∥∥γ(a)− γ(b)∥∥ ≤ C|a− b|,
which shows ϕ is absolutely continuous.
(ii) If ϕ is differentiable at t ∈ [0, 1], then
d
dt
‖γ(t)‖ = lim
h→0
‖γ(t+h)‖−‖γ(t)‖
h
(s)
= lim
h→0
‖γ(t)+hγ′(t)‖−‖γ(t)‖
h
,
where step (s) holds because γ(t+ h) = γ(t) + hγ′(t) + ot(h), and so
lim
h→0
∣∣∣‖γ(t+h)‖−‖γ(t)+hγ′(t)‖h ∣∣∣ ≤ limh→0 ‖ot(h)‖|h| = 0. 
Lemma 4.3.6 (Semi-monotonicity of the radial projection). If X is a normed space, the
map X\{0} → X given by x 7→ xˆ := x‖x‖ satisfies
〈xˆ− yˆ, x− y〉− ≥ 0 for all x, y ∈ X\{0}. (4.6)
Proof. Fix any two vectors x, y ∈ X\{0}. If ‖x‖ = ‖y‖, then 〈xˆ − yˆ, x − y〉− =
‖x‖−1〈x− y, x− y〉− ≥ 0. So, assume ‖x‖ > ‖y‖. Consider the convex function
ϕ(t) = ‖x− y + t(xˆ− yˆ)‖ = ∥∥(t+ ‖x‖)xˆ− (t+ ‖y‖)yˆ∥∥, for t ∈ R.
By Proposition 4.3.4, it suffices to show the left-sided derivative of ϕ is nonnegative at t = 0.
Observe that ϕ(−‖x‖) = ϕ(−‖y‖) = ‖x‖ − ‖y‖. Since ϕ is convex and ‖x‖ 6= ‖y‖, it
follows that ϕ attains its minimum on
[−‖x‖,−‖y‖]. So, ϕ is nondecreasing on [−‖y‖,+∞).
Hence, both one-sided derivatives of ϕ are nonnegative at t = 0. 
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Theorem 4.3.7 (Analog of Theorem 1.1 in [43]). If X is a normed space, then for each
n ≥ 2 there exists a retraction r : X(n)→ X(n− 1) that is Ho¨lder-continuous on bounded
subsets of X(n).
Proof. We will proceed in six steps to construct the retraction and prove its continuity.
1. Evolution equation and collision time: Equip Xn with the metric d
(
x, y
)
=
∑n
i=1 ‖xi−yi‖,
which makes Xn a normed space. Let D := {x ∈ Xn : xi = xj for some i 6= j}, and consider
the map
J = (J1, ..., Jn) : X
n\D → Xn, Ji(x) :=
∑
j 6=i
xi−xj
‖xi−xj‖ ,
‖J‖ = ∑i ‖Ji‖ = ∑i ∥∥∥∑j 6=i xi−xj‖xi−xj‖∥∥∥ ≤ n(n− 1).
Note that X(n)\X(n− 1) = {x = {x1, ..., xn} : (x1, ..., xn) ∈ Xn\D}. Given (x1, ..., xn) ∈
Xn\D, consider the system of ordinary differential equations
dui(t)
dt
= −Ji
(
u(t)
)
, ui(0) = xi, i = 1, ..., n, (4.7)∥∥∥dui(t)dt ∥∥∥ = ‖Ji(u(t))‖ ≤ n− 1, i = 1, ..., n. (4.8)
Beginning with u(0) = x ∈ Xn\D, by Picard’s theorem, the system (4.7) continues to have
a unique solution
u(t) ∈ Xn\D, with each ui(t) ∈ Span{x1, ..., xn} in X,
until we reach the set D, a situation we will refer to as “collision”. Let T (x) := sup{t : t ≥
0, u(t) ∈ Xn\D}, i.e., [0, T (x)) is the maximal interval of existence of the solution of (4.7).
Remark 4.3.1. For any 0 < τ < T (x), u(t+ τ) is the unique solution of the system
dwi(t)
dt
= −Ji
(
w(t)
)
, wi(0) = ui
(
τ
)
.
This implies the point of collision for w is the same as for u, i.e., u
(
T (x)
)
= w
(
T
(
u(τ)
))
=
u
(
T
(
u(τ)
)
+ τ
)
. Equivalently, we have
T (x) = T
(
u(τ)
)
+ τ, or T
(
u(τ)
)
= T (x)− τ, for all 0 < τ < T (x). (4.9)
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2. Bounds on the collision time T (x): With δ as in Definition 1.3.1,
δ(x) = min
i 6=j
‖xi − xj‖ ≤ min
i 6=j
(
‖xi − ui(T (x))‖+ ‖ui(T (x))− uj(T (x))‖+ ‖uj(T (x))− xj‖
)
(s)
≤ (n− 1)T (x) + min
i 6=j
‖ui(T (x))− uj(T (x))‖+ (n− 1)T (x)
= (n− 1)T (x) + 0 + (n− 1)T (x) = 2(n− 1)T (x),
where the mean value theorem is used at step (s). Therefore,
T (x) ≥ δ(x)
2(n−1) .
Renumbering the points xi, we may assume δ(x) = ‖x1−x2‖. Let ϕ(t) := ‖u1(t)−u2(t)‖.
Then by Lemma B.3.17, ϕ is absolutely continuous and, for all t, its derivative satisfies
ϕ′(t)
(4.5)
=
〈
du1
dt
− du2
dt
, u1−u2‖u1−u2‖
〉
+
(4.7)
= −
〈
J1(u)− J2(u), u1−u2‖u1−u2‖
〉
−
= −
〈∑
j 6=1
u1−uj
‖u1−uj‖ −
∑
j 6=2
u2−uj
‖u2−uj‖ ,
u1−u2
‖u1−u2‖
〉
−
= −2−∑nj=3
〈
u1−uj
‖u1−uj‖−
u2−uj
‖u2−uj‖ ,(u1−uj)−(u2−uj)
〉
−
‖u1−u2‖
(4.6)
≤ −2, for almost all 0 < t < T (x),
where step (4.6) refers to the property of the radial projection proved in Lemma 4.3.6. Upon
integration of the above inequality, we get ϕ
(
T (x)
)− ϕ(0) ≤ −2T (x), which implies
T (x) ≤ δ(x)
2
. (4.10)
3. Definition of the retraction: Define r : X(n)→ X(n−1) as follows. If x ∈ X(n)\X(n−1),
let r(x) = r
({xi}) := {ui(T (x))} = u(T (x)), which is a well defined map since the order of
enumeration is unimportant. If x ∈ X(n − 1), let r(x) := x. Then r|X(n−1) = idX(n−1). It
remains to show that r is continuous. Specifically, we will show that for all x, y ∈ X(n),
dH
(
r(x), r(y)
) ≤ n(2n− 1) diam (x ∪ y)1− 12n−1 dH (x, y) 12n−1 . (4.11)
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For x, y ∈ Xn, let u, v be the solutions of (4.7) with initial data u(0) = x, v(0) = y. Recall
that for all x, y ∈ X(n),
dH
(
x, y
)
:= max
{
max
1≤i≤n
min
1≤j≤n
‖xi − yj‖, max
1≤i≤n
min
1≤j≤n
‖xj − yi‖
}
.
X(n)
X(n− 1)
x
y
r(x)
r(y) = r(z)
u(t)
v(t)
z := v(T (x))
Figure 4.1. Evolution paths until collision occurs.
4. Estimate of Hausdorff distance to the collision point: Using (4.8) and (4.10),
dH
(
r(x), x
)
= max
{
max
i
min
j
‖ui(T (x))− xj‖,max
i
min
j
‖uj(T (x))− xi‖
}
≤max
{
max
i
min
j
(
(n− 1)T (x) + ‖xi − xj‖
)
,max
i
min
j
(
(n− 1)T (x) + ‖xj − xi‖
)}
= max
{(
(n− 1)T (x) + max
i
min
j
‖xi − xj‖
)
,
(
(n− 1)T (x) + max
i
min
j
‖xj − xi‖
)}
= max
{(
(n− 1)T (x) + 0
)
,
(
(n− 1)T (x) + 0
)}
= (n− 1)T (x) ≤ (n− 1) δ(x)
2
,
and a similar bound holds for d(r(y), y). Therefore,
dH
(
r(x), x
) ≤ n−1
2
δ(x), dH
(
r(y), y
) ≤ n−1
2
δ(y). (4.12)
5. Estimate of Hausdorff distance at first collision: By Lemma B.3.17, the function g(t) :=∑n
i=1 ‖ui(t) − vi(t)‖ is absolutely continuous and its derivative satisfies the following: For
a.e. 0 < t < T := min
(
T (x), T (y)
)
,
g′(t)
(4.5)
=
∑
i
〈
dui
dt − dvidt , ui−vi‖ui−vi‖
〉
+
(4.7)
= −∑
i
〈
Ji(u)− Ji(v), ui−vi‖ui−vi‖
〉
−
,
|g′(t)| ≤∑
i
‖Ji(u)− Ji(v)‖ ≤
∑
i
∑
j 6=i
∥∥∥ ui−uj‖ui−uj‖ − vi−vj‖vi−vj‖∥∥∥ = 2∑
i<j
∥∥∥ ui−uj‖ui−uj‖ − vi−vj‖vi−vj‖∥∥∥
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(s)
≤4
∑
i<j‖(ui−uj)−(vi−vj)‖
max(‖ui−uj‖,‖vi−vj‖) ≤
4(n−1)∑i ‖ui−vi‖
min
i<j
(
max(‖ui−uj‖,‖vi−vj‖)
) ≤ 4(n−1)
max
(
δ
(
u(t)
)
,δ
(
v(t)
))g(t)
(4.10)
≤ 2(n−1)
max
(
T
(
u(t)
)
,T
(
v(t)
))g(t) (4.9)= 2(n−1)
max
(
T (x),T (y)
)
−t
g(t),
where step (s) is due to the inequality
∣∣∣ x‖x‖ − y‖y‖∣∣∣ ≤ 2‖x−y‖max(‖x‖,‖y‖) from [26,65]. It follows that
|g′(t)| ≤ 2(n−1)
T−t g(t), for a.e. 0 < t < T.
Since we also have |g′(t)| ≤ 2(n − 1) for a.e. 0 < t < T , it follows that |g′(t)| ≤
2(n− 1) min ( 1
T−tg(t), 1
)
for a.e. 0 < t < T . We consider various cases as follows.
(i) g(τ) = T − τ for some τ ∈ (0, T ): The bound g′(t) ≤ 2(n−1)
T−t g(t) for a.e. implies
g(τ) ≤ exp
(∫ τ
0
2(n−1)
T−s ds
)
g(0) =
(
T
T−τ
)2(n−1)
g(0) =
(
T
g(τ)
)2(n−1)
g(0),
which in turn implies
g(τ) ≤ T 1− 12n−1 g(0) 12n−1 . (4.13)
Also, the bound g′(t) ≤ 2(n − 1) a.e. implies g(T ) − g(τ) ≤ 2(n − 1)(T − τ) =
2(n− 1)g(τ), i.e.,
g(T ) ≤ (2n− 1)g(τ)
(4.13)
≤ (2n− 1)T 1− 12n−1 g(0) 12n−1 . (4.14)
(ii) g(t) < T − t for all t ∈ (0, T ): The bound g′(t) ≤ 2(n−1)
T−t g(t) a.e. shows (4.13) holds for
all t, that is, for all 0 < t < T ,
g(t) ≤ T 1− 12n−1 g(0) 12n−1 ≤ (2n− 1)T 1− 12n−1 g(0) 12n−1 . (4.15)
(iii) g(t) > T − t for all t ∈ (0, T ): The bound g′(t) ≤ 2(n− 1) a.e. implies g(T )− g(t) ≤
2(n− 1)(T − t) < 2(n− 1)g(t), i.e., g(T ) < (2n− 1)g(t), for all 0 < t < T . Therefore,
in the limit t→ 0, we get
g(T ) ≤ (2n− 1)g(0). (4.16)
Since T ≤ min
(
δ(x),δ(y)
)
2
< diam(x∪ y) and diam(x∪ y) ≥ g(0), it follows that all three cases
above imply
g(T ) ≤ (2n− 1) diam(x ∪ y)1− 12n−1 g(0) 12n−1 = Cn(x, y) g(0) 12n−1 , (4.17)
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where Cn(x, y) := (2n− 1) diam(x ∪ y)1− 12n−1 . Therefore,
dH
(
u(T ), v(T )
) ≤ d(u(T ), v(T )) = max
i
‖ui(T )− vi(T )‖
(4.17)
≤ Cn(x, y) max
i
‖ui(0)− vi(0)‖
1
2n−1 ,
which implies
dH
(
u(T ), v(T )
) ≤ Cn(x, y) max
i
‖xi − yi‖ 12n−1 . (4.18)
6. Estimate of Hausdorff distance between collision points: Assume wlog that T (x) ≤ T (y).
We consider two cases as follows, where ρ := dH(x, y).
• Case 1: δ(x) + δ(y) ≤ 4ρ. In this case, we obtain (4.11) as follows.
dH
(
r(x), r(y)
) ≤ dH(r(x), x)+ dH(x, y) + dH(y, r(y)) (4.12)≤ n−12 δ(x) + dH(x, y) + n−12 δ(y)
≤ ρ+ 2(n− 1)ρ = (2n− 1)ρ ≤ n(2n− 1) diam (x ∪ y)1− 12n−1 dH (x, y)
1
2n−1 .
• Case 2: δ(x) + δ(y) > 4ρ. In this case, δ(x) > 2ρ or δ(y) > 2ρ, and so (1.5)
applies. By definition, r(x) = u(T (x)). Let z := v(T (x)). Then dH
(
r(x), z
)
=
dH
(
u
(
T (x)
)
, v
(
T (x)
)) (4.18)≤ Cn(x, y) maxi ‖xi − yi‖ 12n−1 (1.5)≤ Cn(x, y)ρ 12n−1 . That is,
dH
(
r(x), z
) ≤ Cn(x, y)ρ 12n−1 . (4.19)
Since δ is 2-Lipschitz (Lemma 1.3.4) and δ
(
r(x)
)
= 0, with zi := vi
(
T (x)
)
,
δ(z) = |δ(r(x))− δ(z)| ≤ 2dH(r(x), z) (4.19)≤ 2Cn(x, y)ρ 12n−1 ,
which together with (4.12) implies
dH
(
r(z), z
) (4.12)≤ n−1
2
δ(z) ≤ (n− 1)Cn(x, y)ρ 12n−1 . (4.20)
Using Remark 4.3.1 (which says r(z) = r(y)) at step (R4.3.1) below,
dH
(
r(x), r(y)
) (R4.3.1)
= dH
(
r(x), r(z)
) ≤ dH(r(x), z)+ dH(r(z), z) (4.19),(4.20)≤ nCn(x, y)ρ 12n−1 ,
which in turn implies (4.11), i.e.,
dH
(
r(x), r(y)
) ≤ n(2n− 1) diam (x ∪ y)1− 12n−1 dH (x, y) 12n−1 .
This completes the proof. 
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Remark 4.3.2 (Connection with [43]). When X is a Hilbert space, the norm is differ-
entiable. Thus, with the metric d(x, y) = (
∑
i ‖xi − yi‖2)1/2 on Xn, the function g(t) =
1
2
∑
i ‖ui(t)− vi(t)‖2 satisfies the following (for all 0 < t < T ):
g′(t) =
∑
i
〈
dui
dt − dvidt , ui − vi
〉
+
= −∑i 〈Ji(u)− Ji(v), ui − vi〉−
= − ∑
1≤i<j≤n
〈
ui−uj
‖ui−uj‖ −
vi−vj
‖vi−vj‖ , (ui − vi)∗ − (uj − vj)∗
〉
(a)
= − ∑
1≤i<j≤n
〈
ui−uj
‖ui−uj‖ −
vi−vj
‖vi−vj‖ , (ui − uj)∗ − (vi − vj)∗
〉 (b)
≤ 0,
where step (a) is due to linearity of the duality map (by Riesz representation theorem), and
step (b) is due to monotonicity of the radial projection F (x) = x/‖x‖, x 6= 0. This leads to
g(t) ≤ g(0) for all 0 < t < T . Hence, as in [43], the map r : X(n)→ X(n− 1) is a Lipschitz
retraction.
Remark 4.3.3 (Strict convexity and Lipschitz retractions). Let X be a Banach space. The
following are strong indications that Lipschitz retractions X(n) → X(n − 1), for all n ≥ 2,
may exist when X is strictly convex (Definition A.5.15).
(1) If X is a geodesic space (resp. α-quasiconvex space), then X(n) is 2-quasiconvex by
Theorem 2.1.14 (resp. 2α-quasiconvex by Corollary 2.1.15).
(2) If Y is a quasiconvex space, then a map of metric spaces f : Y → Z is Lipschitz if and
only if locally Lipschitz (Definition A.5.18 and Lemma A.5.19). Thus, if Y = X(n) and
Z = X(n − 1), to obtain a Lipschitz retraction X(n) → X(n − 1), it is enough to find
a locally Lipschtz retraction X(n)→ X(n− 1).
(3) A characterization in [56] of strict convexity of Banach spaces in terms of the duality
map indicates that if X is strictly convex, the quantity g(t) :=
∑
i ‖ui(t)− vi(t)‖ (or a
variant of it based on the particular norm considered on Xn) introduced in the proof of
Theorem 4.3.7 may satisfy g′(t) ≤ 0 for all t ∈ [0, 1] provided the starting points u(0)
and v(0) are close, i.e., dH
(
u(0), v(0)
)
is small. This behavior would yield the desired
locally Lipschitz retraction X(n)→ X(n− 1).
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4.4. Invariance of the convex hull under the retractions
Let X be a normed space. We have seen that there exist continuous retractions r : X(n)→
X(n − 1) for each n ≥ 2, where r is an explicit map. Given x ∈ X(n), let Conv(x) =
Conv
({x1, ..., xn}) ⊂ X denote the convex hull of x in X. We will show that r(x) ⊂ Conv(x)
for all x ∈ X(n). This will (as explained in Remark 4.4.2) lead to a result that is related to
Shvartsman’s theorem on Lipschitz selection in [62, Theorem 1.2].
Definition 4.4.1 (Matrix exponential integral: Peano-Baker series). If M : R→Matn×n(R),
we define
Te
∫ t
0 M(s)ds := I +
∑∞
k=1
∫
[0,t]k
TMk(t1,...,tk)
k!
dt1 · · · dtk
= I +
∑∞
k=1
∫
t>t1>···>tk>0M(t1) · · ·M(tk)dt1 · · · dtk, (4.21)
where, with the characteristic function χ(0,∞)(t) :=
 0, t ≤ 01, t > 0
,
TMk(t1, ..., tk) :=
∑
σ∈Sk
k−1∏
j=1
χ(0,∞)
(
tσ(j) − tσ(j+1)
)
M
(
tσ(1)
)
M
(
tσ(2)
) · · ·M (tσ(k))
=
∑
σ∈Sk
χ(0,∞)
(
tσ(1) − tσ(2)
) · · ·χ(0,∞) (tσ(k−1) − tσ(k)) M (tσ(1)) · · ·M (tσ(k)) . (4.22)
(Note that nonzero terms of the sum in (4.22) are those for which tσ(1) ≥ tσ(2) ≥ · · · ≥ tσ(n)).
In particular, TM2(t, t′) = χ(0,∞)(t− t′)M(t)M(t′) + χ(0,∞)(t′ − t)M(t′)M(t).
The series (4.21) is known as Peano-Baker series. By [6, Theorem 1], the series converges
if the real-valued function ϕ(t) = ‖M(t)‖ is locally integrable (i.e., integrable on bounded
intervals).
In Xn, let E := {x ∈ Xn : xi 6= xj if i 6= j}. Consider the following system of equations
in which Ji : E → X is given by Ji(x) :=
∑
j 6=i
xi−xj
‖xi−xj‖ .
dui
dt
= −Ji(u), ui(0) = xi, i = 1, ..., n. (4.23)
Proposition 4.4.2. The solution ui(t) of (4.23) lies in the convex hull Conv(x) ⊂ X.
Moreover, if t > 0, ui(t) lies in the interior of Conv(x).
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Proof. Observe that
∑
i Ji(x) = 0 for all x ∈ X, and so the solution of (4.23) satisfies
∑n
i=1 ui(t) =
∑n
i=1 xi, for all time t. (4.24)
Moreover, (4.23) can be written in matrix form du
dt
= Mu as follows. With αij :=
1
‖ui−uj‖ ,
d
dt

u1
u2
.
..
ui−1
ui
ui+1
...
un−1
un

=

− ∑
j 6=1
α1j α12 · · · α1i · · · α1 n−1 α1n
α12 −
∑
j 6=2
α2j · · · α2i · · · α2 n−1 α2n
...
...
...
...
...
αi−1 i
α1i α2i · · · αi−1 i −
∑
j 6=i
αij αi i+1 · · · αi n−1 αin
αi i+1
...
...
...
...
...
α1 n−1 α2 n−1 · · · αi n−1 · · · −
∑
j 6=n−1
αn−1 j αn−1 n
α1n α2n · · · αin · · · αn−1 n −
∑
j 6=n
αnj


u1
u2
...
ui−1
ui
ui+1
...
un−1
un

Therefore, via iteration of the integral u(t) = x +
∫ t
0
M(s)u(s)ds (obtained from du
dt
=
Mu), we can use the series (4.21) to write the system (4.23) in the integral form u(t) =
Te
∫ t
0 M(s)dsx, i.e.,
u(t) = TeA(t)x, A(t) :=
∫ t
0
M(s)ds. (4.25)
Thus, it is enough to show that the matrix TeA is right-stochastic (i.e., has nonnegative
entries and its row sums equal 1).
Indeed, the matrix TeA has nonnegative entries because we can write it in the form
TeA(t) = Te
(
A(t)+ctI
)
−ctI = TeA(t)+ctIe−ctI , for any c ∈ R, (4.26)
which is due to the fact that for any c ∈ R the equation du
dt
= Mu can be written in the form
d(ectIu)
dt
= (M + cI)ectIu. (4.27)
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Also, the column sums (and also row sums by symmetry) of M are zero, i.e.,
∑n
i=1Mij(t) = 0
for all j, and so the same is true of M l(t1, ..., tl) := M(t1)M(t2) · · ·M(tl), l ≥ 1, since
n∑
i=1
M lij =
n∑
i=1
∑
k
MikM
l−1
kj =
∑
k
(
n∑
i=1
Mik
)
M l−1kj =
∑
k
0M l−1kj = 0, (4.28)
which implies the column sums of TeA (and also row sums of TeA by symmetry of M) equal
1. This proves that ui(t) lies in the convex hull of {x1, ..., xn}.
Since the entries of TeA(t) are positive (i.e., strictly nonnegative) for t > 0, it follows that
if t > 0, then ui(t) lies in the interior of the convex hull of {x1, ..., xn}. 
Remark 4.4.1. For n = 2, with β(t) :=
∫ t
0
ds
‖u1(s)−u2(s)‖ and Q :=
 −1 1
1 −1
, we have
TeA(t) = eβ(t)Q = I + 1
2
(
1− e−2β(t))Q = 1
2
 1 + e−2β(t) 1− e−2β(t)
1− e−2β(t) 1 + e−2β(t)
 .
Therefore, Ji
(
u(t)
)
= Ji(x) at all times t, and so
ui(t) = xi − Ji(x)t, J1(x) = −J2(x) = x1−x2‖x1−x2‖ ,
meaning we always get a Lipschitz retraction X(2)→ X via the procedure used in the proof
of Theorem 4.3.7.
Corollary 4.4.3. Let H be a Hilbert space and X a normed space. (i) Every convex subset
C ⊂ H admits Lipschitz retractions C(n) → C(n − 1). (ii) Every convex subset K ⊂ X
admits retractions K(n)→ K(n− 1) that are Ho¨lder continuous on bounded subsets of K.
Definition 4.4.4 (Selection of a set-valued map). Let X, Y be spaces. Given a set-valued
map F : X → 2Y , a selection of F is any map f : X → Y such that f(x) ∈ F (x) for all
x ∈ X.
Corollary 4.4.5 (Selection theorems). Let H be a Hilbert space and X a Banach space.
(a) The map F : H(n)→ 2H, F (x) := Conv(x) has a Lipschitz selection.
(b) The map F : X(n) → 2X , F (x) := Conv(x) has a selection that is Ho¨lder-continuous
on bounded sets.
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Proof. By Remark 4.3.2, we have Lipschitz retractions rn : H(n)→ H(n− 1), and by
Theorem 4.3.7, we have retractions sn : X(n) → X(n − 1) that are Ho¨lder-continuous on
bounded sets. Thus, by Proposition 4.4.2, the following maps give the desired selections of
F (x) := Conv(x).
f = r2 ◦ r3 ◦ · · · ◦ rn : H(n) rn−→ H(n− 1) rn−1−→ · · · r3−→ H(2) r2−→ H,
g = s2 ◦ s3 ◦ · · · ◦ sn : X(n) sn−→ X(n− 1) sn−1−→ · · · s3−→ X(2) s2−→ X. 
Remark 4.4.2. Corollary 4.4.5 is related to a result in [62, Theorem 1.2] that asserts the
existence (for each n > 0) of an affine Lipschitz selector S : Kn(X) → X, K 7→ S(K) ∈ K,
where, as a metric space with respect to Hausdorff distance,
Kn(X) := {convex compact subsets K ⊂ X of dimension dimK ≤ n},
and hence the existence of an affine Lipschitz selection of F (x) := Conv(x) given by
s = S ◦ Conv : X(n) Conv−→ Kn(X) S−→ X.
The main advantages of Corollary 4.4.5 are simplicity and concreteness. Note, however,
that our Lipschitz selections in Corollary 4.4.5 are not affine.
CHAPTER 5
FSR Property II: Further Considerations
This chapter relies on notation/terminology from sections A.2 and A.5. Recall that the finite
subset retraction (FSR) property concerns the existence of Lipschitz retractions rn : X(n)→
X(n− 1). In this chapter, we continue investigation on the FSR property for finite subsets
of normed spaces, especially the existence of Lipschitz retractions X(n) → X(n − 1) for
finite-dimensional normed spaces X (in section 5.2, Theorem 5.2.6) and the derivation of a
lower bound on the growth rate of Lipschitz constants (in section 5.3, Theorem 5.3.16).
Lemma 5.2.5 (which proves that if X is a doubling metric space then so is X(n)) partly
solves [12, Problem 4.1] in which it was asked to show that R(n) is doubling. Also, Theorem
5.3.16 provides a partial negative answer to [43, Question 3.2] and [7, Remark 3.4] which
asked whether Lip(rn) can be bounded above by a constant that is independent of n.
We also consider questions on the FSR property for metric spaces more general than
normed spaces (in sections 5.1, 5.4). Section 5.5 concerns a few counterexamples and facts
that do not involve finite subset spaces, but which are potentially relevant in answering
questions on the FSR property.
This chapter differs from the previous chapter in that it mostly poses questions (such
as in sections 5.1, 5.4), while providing some answers that seriously rely on other major
results in the literature (especially in sections 5.2, 5.3), and is therefore less self-contained
in comparison to the previous chapter.
5.1. The finite subset retraction (FSR) property
Definition (Recall: FSR property). We say a metric space X has the finite subset retraction
(FSR) property if there exist Lipschitz retractions X(n)→ X(n− 1) for all n ≥ 2. We also
say X has the FSR(k) property if for each 1 ≤ l ≤ k, there exist Lipschitz retractions
103
5.1. THE FINITE SUBSET RETRACTION (FSR) PROPERTY 104
X(n)→ X(l) for all n ≥ l. Equivalently, X has the FSR(k) property if there exist Lipschitz
retractions (i) X(n)→ X(n− 1) for all 2 ≤ n ≤ k, and (ii) X(n)→ X(k) for all n ≥ k.
Definition 5.1.1 (Disjoint union, Positively separated union). Let X = A ∪ B be a metric
space such that A,B are nonempty. We will say X = A ∪ B is a disjoint union (written
X = AunionsqB) if A∩B = ∅. We will say a disjoint union X = AunionsqB is a positively separated
union if dist(A,B) > 0.
Among other things, we will see that for a metric space X to possess the FSR prop-
erty, quasiconvexity is neither sufficient (e.g., X = S1 in Lemma 5.3.9) nor necessary (e.g.,
X = snowflake in Lemma 5.4.4). Similar existence/nonexistence results, regarding suffi-
ciency/insufficiency of (Lipschitz) contractibility of X for the FSR property, are given in
Proposition 5.4.3 and Lemma 5.4.4. In addition to the above, the following is a list of
questions, on the FSR property, for which partial answers at least are given in this section.
Questions 5.1.1. Let X be a metric space.
(1) If A,B are metric spaces that have the FSR property, does it follow that X := A× B
has the FSR property? A partial answer is given in Proposition 5.1.2.
(2) If X = A ∪ B and A,B have the FSR property, does it follow that X has the FSR
property? Recall that X = (A\B)unionsq (A∩B)unionsq (B\A). (Answer = No, by Lemma 5.3.9,
with the example S1 = A ∪B, where A,B ⊂ R2 are circular arcs.)
(3) If A,B are metric spaces that have the FSR property, does it follow that a positively
separated union X = A unionsq B has the FSR property? A partial answer is given in
Proposition 5.1.3.
(4) Does a finite-dimensional normed space have the FSR property? A positive answer is
given in Theorem 5.2.6.
(5) If X has the FSR property, does it follow that X/Y has the FSR property for all Y ?
(Answer = No, by Lemmas 5.3.9, 5.3.13 and the example [0, 1]/∂[0, 1] ∼= S1.)
(6) If Z ⊂ X is a Lipschitz retract and X has the FSR property, does it follow that Z has
the FSR property? (Answer = Yes, by Corollary 5.3.15)
5.1. THE FINITE SUBSET RETRACTION (FSR) PROPERTY 105
(7) If X is a normed space (with the FSR property), can we find Lipschitz retractions
rn : X(n) → X(n − 1) such that Lip(rn) is bounded above by a constant independent
of n? If dimX ≥ 2, a negative answer is given in Theorem 5.3.16.
Notation (Based Lipschitz retractions). Denote any Lipschitz retraction X(n)→ X(k) by
rXnk : X(n)→ X(k). (5.1)
Proposition 5.1.2. Let A,B be metric spaces and X := A × B. If A,B have the FSR(1)
property, then so does X.
Proof. Given Lipschitz retractions rAn1 : A(n) → A, rBn1 : B(n) → B, define r : (A ×
B)(n)→ A×B by r({(a1, b1), · · · , (an, bn)}) := (rAn1(a1, ..., an), rBn1(b1, ..., bn)). Then
d
(
r
({(a1, b1), · · · , (an, bn)}), r({(a′1, b′1), · · · , (a′n, b′n)}))
= d
( (
rAn1(a1, ..., an), r
B
n1(b1, ..., bn)
)
,
(
rAn1(a
′
1, ..., a
′
n), r
B
n1(b
′
1, ..., b
′
n)
) )
≤ max
(
d
(
rAn1(a1, ..., an), r
A
n1(a
′
1, ..., a
′
n)
)
, d
(
rBn1(b1, ..., bn), r
B
n1(b
′
1, ..., b
′
n)
) )
≤ max (Lip rAn1,Lip rBn1)max [dH({a1, ..., an}, {a′1, ..., a′n}), dH({b1, ..., bn}, {b′1, ..., b′n})]
≤ max (Lip rAn1,Lip rBn1)max [dH({ai}, {a′i}), dH({bi}, {b′i})]
≤ max (Lip rAn1,Lip rBn1) dH({(a1, b1), · · · , (an, bn)}, {(a′1, b′1), · · · , (a′n, b′n)}),
where the last inequality is due to the following:
dH
({(ai, bi)}, {(a′i, b′i)}) = max(max
i
min
j
d
(
(ai, bi), (a
′
j , b
′
j)
)
,max
j
min
i
d
(
(ai, bi), (a
′
j , b
′
j)
))
= max
(
max
i
min
j
max
(
d(ai, a
′
j), d(bi, b
′
j)
)
,max
j
min
i
max
(
d(ai, a
′
j), d(bi, b
′
j)
))
≥ max
(
max
(
max
i
min
j
d(ai, a
′
j),max
i
min
j
d(bi, b
′
j)
)
,max
(
max
j
min
i
d(ai, a
′
j),max
j
min
i
d(bi, b
′
j)
))
= max
(
max
(
max
i
min
j
d(ai, a
′
j),max
j
min
i
d(ai, a
′
j)
)
,max
(
max
i
min
j
d(bi, b
′
j),max
j
min
i
d(bi, b
′
j)
))
= max
[
dH
({ai}, {a′i}), dH({bi}, {b′i})].

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Proposition 5.1.3. Let X be a bounded metric space that can be written as a positively
separated union X = A unionsqB. If A,B have the FSR(2) property, then so does X.
Proof. Observe that with A(k) ∗B(n− k) := {a∪ b : a ∈ A(k), b ∈ B(n− k)}, we have
X(n) =
{{x1, ..., xn} : (x1, ..., xn) ∈ Xn}} = A(n) unionsq [⋃n−1k=1 A(k) ∗B(n− k)] unionsqB(n).
Let AB(n) :=
⋃n−1
k=1 A(k) ∗B(n− k), so that X(n) = A(n)unionsqAB(n)unionsqB(n). Then explicitly,
X(1) = A(1) unionsqB(1),
X(2) = A(2) unionsq
AB(2)︷ ︸︸ ︷(
A(1) ∗B(1)
)
unionsqB(2),
X(3) = A(3) unionsq
AB(3)︷ ︸︸ ︷([
A(2) ∗B(1)] ∪ [A(1) ∗B(2)])unionsqB(3),
X(4) = A(4) unionsq
AB(4)︷ ︸︸ ︷([
A(3) ∗B(1)] ∪ [A(2) ∗B(2)] ∪ [A(1) ∗B(3)])unionsqB(4),
X(5) = A(5) unionsq
AB(5)︷ ︸︸ ︷([
A(4) ∗B(1)] ∪ [A(3) ∗B(2)] ∪ [A(2) ∗B(3)] ∪ [A(1) ∗B(4)])unionsqB(5),
...
...
...
X(n− 1) = A(n− 1) unionsq
AB(n−1)︷ ︸︸ ︷([
A(n− 2) ∗B(1)] ∪ · · · ∪ [A(1) ∗B(n− 2)])unionsqB(n− 1),
X(n) = A(n) unionsq
AB(n)︷ ︸︸ ︷([
A(n− 1) ∗B(1)] ∪ · · · ∪ [A(1) ∗B(n− 1)])unionsqB(n).
Note that if either x ∈ A(n) and y ∈ AB(n), or x ∈ AB(n) and y ∈ B(n), then
dH(x, y) := max
i,j
max
(
dist(xi, y), dist(x, yj)
) ≥ dist(A,B).
Equivalently, if dH(x, y) < dist(A,B) then either x, y ∈ A(n), or x, y ⊂ AB(n), or x, y ∈
B(n). Define maps Rn1 : X(n)→ X and Rn2 : X(n)→ X(2) by
Rn1(x) :=
 rAn1(x ∩ A), if x ∩ A 6= ∅rBn1(x), if x ∩ A = ∅
 ,
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Rn2(x) :=

rAn2(x), if x ∈ A(n)
G(x) = rAn1(x ∩ A) ∪ rBn1(x ∩B), if x ∈ AB(n)
rBn2(x), if x ∈ B(n)
 .
Then for a fixed 0 < δ < dist(A,B), and any x, y ∈ X(n), we have
dH (Rn1(x), Rn1(y)) ≤

diamX
δ
dH(x, y), if dH(x, y) ≥ δ
max
(
Lip(rAn1),Lip(r
B
n1)
)
dH(x, y), if dH(x, y) ≤ δ
 ,
which shows Rn1 is Lipschitz. Similarly, with dH(x, y) ≤ δ < dist(A,B) at step (s) below,
dH
(
G(x), G(y)
)
= dH
(
rAn1(x ∩ A) ∪ rBn1(x ∩B), rAn1(y ∩ A) ∪ rBn1(y ∩B)
)
≤ max
[
dH
(
rAn1(x ∩ A), rAn1(y ∩ A)
)
, dH
(
rBn1(x ∩B), rBn1(y ∩B)
)]
≤ max (Lip rAn1,Lip rBn1)max [dH(x ∩ A, y ∩ A), dH(x ∩B, y ∩B)]
(s)
= max
(
Lip rAn1,Lip r
B
n1
)
dH(x, y).
It follows that, like Rn1, the map Rn2 also satisfies
dH (Rn2(x), Rn2(y)) ≤

diamX
δ
dH(x, y), if dH(x, y) ≥ δ
max
(
Lip(rAn1),Lip(r
B
n1)
)
dH(x, y), if dH(x, y) ≤ δ
 . 
Corollary 5.1.4. Let X be a bounded metric space that can be written as a positively sepa-
rated union X = AunionsqB. If A,B have the FSR property, then the obvious Lipschitz retractions
A(n)∪B(n)→ A(n− 1)∪B(n− 1) extend to Lipschitz maps (A∪B)(n)→ (A∪B)(n− 1)
that are not necessarily retractions.
Proof. Let rAn : A(n) → A(n − 1), rBn : B(n) → B(n − 1), and Rn2 : X(n) → X(2)
be Lipschitz retractions (where Rn2 exists as constructed in the proof if Proposition 5.1.3).
Define Rn : X(n) → X(n − 1) by Rn(x) :=

rAn (x), if x ∈ A(n)
Rn2(x), if x ∈ AB(n)
rBn (x), if x ∈ B(n)
 . Then for a fix
0 < δ ≤ dist(A,B), and any x, y ∈ X(n), we have
dH
(
Rn(x), Rn(y)
) ≤

diamX
δ dH(x, y), if dH(x, y) ≥ δ
max
{
Lip(rAn ),Lip(Rn2),Lip(r
B
n )
}
dH(x, y), if dH(x, y) < δ
 . 
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The proof of the above corollary shows that to find a Lipschitz retraction (A×B)(n)→
(AunionsqB)(n−1), it suffices to find a Lipschitz retraction AB(n)→ (AunionsqB)(n−1) replacing Rn2
above. Such a map may be defined piecewise on the disjoint pieces of AB(n), which might
not be easy because the disjoint pieces of AB(n) are not separated the way A(n), AB(n),
B(n) are separated.
Note that with X˜(n) := X(n)\X(n− 1), and the observation that X˜(1) = X(1), we can
further expand the middle component AB(n) of (A unionsq B)(n) = A(n) unionsq AB(n) unionsq B(n) in the
form AB(n) = A˜B(n) unionsq AB(n− 1), where
A˜B(n) :=
n−1⊔
k=1
A˜(k) ∗ B˜(n− k) ∼=
n−1⊔
k=1
A˜(k)× B˜(n− k).
In particular,
AB(4) =
[
A˜(3) ∗B(1) unionsq A˜(2) ∗ B˜(2) unionsq A(1) ∗ B˜(3)
]
unionsq AB(3)
∼=
[
A˜(3)×B(1) unionsq A˜(2)× B˜(2) unionsq A(1)× B˜(3)
]
unionsq AB(3).
Example 5.1.5 (Rickman’s Rug). Let U := [0, 1), V ⊂ R2 a snowflake curve, and X :=
U ×V . It is clear that X is not a snowflake metric space since X contains rectifiable curves.
Also, X is not Lipschitz contractible since V contains no rectifiable curves (Lemma 3.1.10).
Question 5.1.1. Does Rickman’s Rug X = U × V have the FSR property? (Note that
U and V both have the FSR property, U as a convex subset of a Hilbert space and U by
Lemma 5.4.4.)
5.2. Lipschitz retraction of finite subsets of finite-dimensional normed spaces
Recall that X(n) is Lipschitz k-connectedness for all k ≥ 0 when X is a normed space.
Using this fact, we will show that for a finite-dimensional normed space X, we have Lipschitz
retractions X(n)→ X(n− 1).
Remark 5.2.1. Using the fact that any finite-dimensional normed space is isomorphic to
a Euclidean space, one can deduce the existence of Lipschitz retractions X(n) → X(n − 1)
from the corresponding result for Hilbert spaces in [43]. However, this approach results in
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Lipschitz constants that grow to ∞ with the dimension of the space and therefore cannot
lead to the solution for general normed spaces. Therefore, we look for other approaches
to finite-dimensional spaces in the hope of finding retractions with dimension-independent
Lipschitz constants.
Definition 5.2.1 (Doubling metric space, Doubling dimension). A metric space X is dou-
bling if there exists an integer N such that every ball BR(x) can be covered by N half-radius
balls BR/2(x1), · · · , BR/2(xN). The doubling dimension dimDX of X is given by
2dimD(X) := inf
{
N : BR(x) ⊂
N⋃
i=1
BR/2(xi)
}
.
That is, dimD(X) is the smallest integer m such that every ball BR(x) can be covered by 2
m
half-radius balls BR/2(x1), · · · , BR/2(x2m).
Facts 5.2.1.
(1) If X is doubling then so is Xn, where d
(
(x1, ..., xn), (x
′
1, ..., x
′
n)
)
:= maxi d(xi, x
′
i).
Proof. A ball BR(x1, ..., xn) in X
n can be written as BR(x1, ..., xn) = BR(x1) ×
· · · × BR(xn) for balls BR(xi) in X. Thus, if a collection of half-radius balls Ci covers
BR(xi), then the collection {B1 × · · · ×Bn : Bi ∈ Ci} covers BR(x1, ..., xn). 
(2) Every finite-dimensional normed space is doubling.
Proof. Let X be a normed space with dimX <∞. We know that all norms on X
are equivalent, and that equivalence of norms is a biLipschitz homeomorphism. Hence,
by the following, X is doubling.
(i) Because R is clearly doubling, the normed space
(
Rn,max | · |) is doubling.
(ii) A biLipschitz homeomorphism preserves doubling: [14, Prop. 3.29(b), p.224] 
(3) The Nagata dimension dimN X of a doubling metric space X is finite: [14, Theorem
4.31, p.350]
(4) If X is a finite dimensional normed space, then dimN X(n) < ∞. (This follows from
the items above.)
(5)
(
R,min(‖x−x′‖, 1)) is not doubling because for 0 < ε < 1, the ball B1+ε(0) = R cannot
be covered by finitely many balls B(1+ε)/2(xi).
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(6) A Lipschitz map does not preserve doubling: Let X =
(
R,min(|x − x′|, 1)). Then the
map f : R→ X, f(x) = x is 1-Lipschitz, but R is doubling while X is not doubling.
Definition 5.2.2 (Quasisymmetric map). A map of metric spaces f : X → Z is quasisym-
metric if (i) f is an imbedding (i.e., a homeomorphism onto its image), and (ii) there exists
a homeomorphism η : [0,∞)→ [0,∞) such that
d(x, a) ≤ td(x, b) ⇒ d(f(x), f(a)) ≤ η(t)d(f(x), f(b)), for all x, a, b ∈ X, t ∈ [0,∞).
In this case, we say f is η(t)-quasisymmetric.
A quasisymmetric map is a generalization of a bi-Lipschitz map. Note that a c-biLipschitz
map is c2t-quasisymmetric. Also, for any 0 < ε < 1, the identity map id : (X, d) → (X, dε)
is tε-quasisymmetric.
Theorem 5.2.3 ([36, Theorem 12.1, p.98]). A metric space X quasimmetrically imbeds into
some Rd ⇐⇒ X is doubling.
Theorem 5.2.4 (Assouad’s Theorem: [36, Theorem 12.2, p.98]). Given a metric space
(X, d) and 0 < ε < 1, let dε be the snowflake metric on X given by dε(x, x′) := d(x, x′)ε.
If X is doubling, then there exists a bi-Lipschitz imbedding (X, dε)→ RN for some N .
Lemma 5.2.5 (Doubling property of finite subset spaces). If X is a doubling metric space,
then so is X(n).
Proof. Since X is doubling, it follows by Assouad’s Theorem that we have a biLipschitz
imbedding (X, dε)→ RN . This induces a bi-Lipschitz imbedding (X(n), dεH)→ RN(n).
By [44, Theorem 1.2], RN(n) admits a bi-Lipschitz imbedding into some RNn , i.e., we
have a bi-Lipschitz imbedding (X(n), dεH)→ RNn .
(X, d) (X, dε) RN
(X(n), dH)
(
X(n),
(
dε)H
)
=
(
X(n), dεH
)
RN(n) RNn
Quasisymm BiLip
Quasisymm BiLip BiLip
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Hence, it follows from Theorem 5.2.3 that X(n) is doubling.
(Note: Since (i) every subspace of a doubling space is doubling and (ii) a bi-Lipschitz
map preserves doubling, we see that (X(n), dεH) is doubling.) 
Theorem 5.2.6. If X is a finite-dimensional normed space, then Lipschitz retractions
X(n)→ X(n− 1) exist, for all n ≥ 2.
Proof. Since X(n) is doubling (Lemma 5.2.5), the Nagata dimension of X(n) is finite.
Moreover, by Theorem 3.4.10, X(n) is Lipschitz k-connected for all k ≥ 0. Thus, by [15,
Theorem 6.26, p.20], there exists a constant λn = λn(dimX) such that every c-Lipschitz
map X(n− 1)→ X(n− 1) extends to a λnc-Lipschitz map X(n)→ X(n− 1). In particular,
id : X(n− 1)→ X(n− 1) extends to a λn-Lipschitz retraction r : X(n)→ X(n− 1).
X(n− 1) X(n− 1)
X(n)
id
r

Definition 5.2.7 (Doubling measure). Let X be a metric space. A measure µ on X is
doubling if there exists a constant C such that all balls in X satisfy
µ
(
B2R(x)
) ≤ C µ(BR(x)).
By [46] a complete doubling metric space admits a doubling measure, and by [47], a
metric space that admits a doubling measure is doubling.
5.3. Growth of the Lipschitz constants
LetH be a Hilbert space or Hadamard space. From [43], ifH is a Hilbert space, the Lipschitz
constants of retractions rn : H(n) → H(n − 1) satisfy Lip(rn) ≤ max(n3/2, 2n − 1). From
[7], if H is a Hadamard space, the Lipschitz constants of retractions rn : H(n)→ H(n− 1)
satisfy Lip(rn) ≤ max(4n3/2 + 1, 2n2 + n1/2). These upper bounds clearly grow with n. It
was therefore asked in [43, Question 3.2], and later also asked in [7, Remark 3.4], whether
Lip(rn) can be bounded above by a constant that is independent of n. It will be shown in
Theorem 5.3.16 that if X is any normed space of dimension dimX ≥ 2, then every sequence
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of Lipschitz retractions rn : X(n) → X(n − 1) satisfies Lip(rn) ≥ n4pi√2 . That is, Theorem
5.3.16 provides a partial negative answer to the above-mentioned question.
Definition 5.3.1 (Bi-orthogonal system, Unit bi-orthogonal system). If X is a normed
space, then {vi}i∈I ⊂ X and {ui}i∈I ∈ X∗ form a bi-orthogonal system (vi, ui)i∈I in X ×X∗
if 〈vi, uj〉 = δij (where 〈vi, uj〉 := uj(vi)).
A bi-orthogonal system (vi, ui)i∈I is said to be unit if ‖vi‖ = ‖ui‖ = 1 for all i ∈ I.
Note 5.3.1 (Existence of bi-orthogonal systems). Let X be a normed space. For any finite
sets {v1, ..., vn} ⊂ X and {u1, ..., un} ∈ X∗, if we let v∗i :=
∑
k[〈vi, uk〉]−1uk (whenever the
matrix inverse exists), then 〈vi, v∗j 〉 = δij i.e., (vi, v∗i )i=ni=1 is a bi-orthogonal system in X×X∗.
Lemma 5.3.2 (Auerbach’s Lemma: Existence of unit bi-orthognal systems). If X is an
n-dimensional normed space, there exists a unit bi-orthogonal system (zi, ϕi)
i=n
i=1 in X ×X∗.
Proof. Let (vi, v
∗
i )
i=n
i=1 be any bi-orthogonal system in X ×X∗ (which we know always
exists). Define a map T : B1(0)
n → R by T (x1, ..., xn) := det[xij] := det[〈xi, v∗j 〉], where
xi =
∑
j〈xi, v∗j 〉vj =
∑
j xijvj. Then T is a continuous map on a compact set in X
n and so
attains it maximum (and minimum). Let T attain its maximum at (z1, ..., zn) ∈ B1(0)n.
Since T is multilinear (i.e., linear in each argument), the map Ti : B1(0)→ R given (for
fixed x1, · · · , xi−1, xi+1, · · · , xn ∈ X) by
Ti(x) := T (x1, · · · , xi−1, x, xi+1, · · · , xn)
extends to a linear functional Ti : X → R. Since
max
x∈B1(0)
Ti(x) = max
x∈B1(0)
|Ti(x)| = max‖x‖≤1 |Ti(x)| = ‖Ti‖ = max‖x‖=1 |Ti(x)|,
max
(x1,...,xn)∈B1(0)
T (x1, ..., xn) = max
x1∈B1(0)
max
x2∈B1(0)
· · · max
xn∈B1(0)
T (x1, ..., xn),
it follows that the maximum point (z1, ..., zn) ∈ B1(0) of T consists of unit vectors, i.e.,
‖zi‖ = 1 for all i = 1, ..., n.
5.3. GROWTH OF THE LIPSCHITZ CONSTANTS 113
For each i, define a linear functional ϕi : X → R by
ϕi(x) :=
T (z1,··· ,zi−1,x,zi+1,··· ,zn)
T (z1,··· ,zn) =
det[〈zi(x),uj〉]
det[〈zi,uj〉] ,
where
(
z1(x), ..., zn(x)
)
:= (z1, · · · , zi−1, x, zi+1, · · · , zn). By definition, we have ϕi(zj) = δij
(for all i, j) and ‖ϕi‖ ≤ 1 (for all i). Also, since ϕi(zi) = 1 implies ‖ϕi‖ ≥ 1, it follows that
‖ϕi‖ = 1. 
Lemma 5.3.3. If X is a normed space andM an n-dimensional linear subspace, then there
exists a linear projection P : X →M such that ‖P‖ ≤ n.
Proof. By Auerbach’s Lemma, there exists a unit bi-orthogonal system (zi, ϕi)
n
i=1 in
X × X∗, where {z1, .., zn} is a basis for M. The linear projection P : X → M given by
P (x) :=
∑n
i=1 ϕi(x)zi satisfies ‖P (x)‖ ≤ n‖x‖ for all x ∈ X, i.e., ‖P‖ ≤ n. 
Definition 5.3.4 (Recall: Minimum separation, Total minimum separation). Let X be a
metric space and x = {x1, ..., xn} ∈ X(n). We define the minimum separation δn(x) and
total minimum separation δ(x) by
δn(x) := min
i 6=j
d(xi, xj), δ(x) := min{d(a, b) : a, b ∈ x, a 6= b}.
Lemma 5.3.5. If X is a normed space, then the distance function distH(x,X(n−1)) satisfies
distH(x,X(n− 1)) = 1
2
δn(x) =

1
2
δ(x), if x ∈ X(n)\X(n− 1)
0, if x ∈ X(n− 1)
 .
Proof. It is clear that distH(x,X(n − 1)) = 0 if x ∈ X(n − 1). So, assume x ∈
X(n)\X(n − 1). Let y ∈ X(n). If dH(x, y) < 12δ(x), then |y| = n, i.e., |y| < n implies
dH(x, y) ≥ 12δ(x). Thus, dH(x, z) ≥ 12δ(x) for all z ∈ X(n− 1), and so
distH(x,X(n− 1)) ≥ 12δ(x).
Moreover, since δ(x) = ‖a0 − b0‖ for some a0, b0 ∈ x, with z :=
(
x\{a0, b0}
) ∪ {(a0 + b0)/2} ∈
X(n− 1),
distH(x,X(n− 1)) ≤ dH(x, z) ≤ 12‖a0 − b0‖ = 12δ(x).
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
Corollary 5.3.6. If X is a normed space, then for any finite set x ⊂ X, we have
δ(x) = δ|x|(x) = 2 distH
(
x,X
(|x| − 1)).
Corollary 5.3.7 (Upper bound on the displacement of a Lipschitz retraction). Let X be a
normed space. If r : X(n)→ X(n− 1) is a Lipschitz retraction, then
dH(x, r(x)) ≤ 1+Lip(r)2 δ(x), for any x ∈ X(n).
Proof. Let r : X(n) → X(n − 1) be a Lipschitz retraction. Fix x ∈ X(n). Then for
any y ∈ X(|x| − 1),
dH(x, r(x))
(s)
≤ dH(x, y) + dH(r(y), r(x)) ≤
(
1 + Lip(r)
)
dH(x, y),
⇒ dH(x, r(x)) ≤
(
1 + Lip(r)
)
distH(x,X(|x| − 1)) = 1+Lip(r)2 δ(x),
where step (s) uses the fact that X(|x| − 1) ⊂ X(n− 1), and so y ∈ X(n− 1). 
Lemma 5.3.8 (Some homotopy invariants: [34, Theorem 2.10, p.111] for homology, and
[34, Exercise 2 of Section 4.1, p.358] generalizing [34, Proposition 1.18, p.37] for homotopy).
(i) If X ' Y , then Hn(X) ∼= Hn(Y ) for all n ≥ 0. (ii) Similarly, if X ' Y and X, Y are
path-connected, then pin(X) ∼= pin(Y ) for all n ≥ 0.
Proof. Part (i) is Corollary A.2.42. For the proof of part (ii), see the indicated refer-
ences. 
Note that given Lemma 5.3.8, either one of Lemmas A.2.14,A.2.43 suffices for proving
Lemma 5.3.13.
Lemma 5.3.9 (No retraction I). There is no continuous retraction S1(2)→ S1.
Proof. Suppose a continuous retraction R : S1(2) → S1 exists. Consider a path h :
[0, 1]→ [0, 2pi], h(0) = 0, h(1) = 2pi. Fix the point x0 = {1} ∈ S1(2). Let γ : [0, 1]→ S1(2),
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γ(t) := {eif(t), eig(t)}, be a loop based at x0, where f, g : [0, 1]→ [0, 2pi] are given by
f(t) :=
 h(2t), t ∈ [0, 1/2]2pi, t ∈ [1/2, 1]
 , g(t) =
 0, t ∈ [0, 1/2]h(2(t− 1/2)), t ∈ [1/2, 1]
 .
That is, γ winds twice over the loop η : [0, 1]→ S1, η(t) = eih(t). Thus, the winding number
of R ◦ γ : [0, 1] γ−→ S1(2) R−→ S1 (a loop in S1 based at x0) is even.
On the other hand, we know f and g are path-homotopic (since [0, 2pi] is contractible),
which implies R ◦ γ is path-homotopic to a loop [0, 1] → S1 with winding number 1 (a
contradiction). 
Note. Due to [52, 66], Lemma 5.3.9 also follows from the facts that (i) S1(2) ∼= M (the
Mo¨bius band), where the inclusion S1 ↪→ S1(2) is given by the inclusion ∂M ↪→M , and (ii)
there exists no continuous retraction M → ∂M .
Proof. of (ii): If a continuous retraction r : M → ∂M exists, then the map i∗ :
pi1(∂M) ∼= Z→ pi1(M) ∼= Z, z 7→ 2z induced by the inclusion i : ∂M ↪→M has a left inverse
r∗ : pi1(M)→ pi1(∂M), which is a contradiction. 
Lemma 5.3.10 (No retraction II). For 1 ≤ k ≤ n− 1, there exists no continuous retraction
Sn → Sn−k.
Proof. By Lemmas A.2.43 and A.2.45, if Sn−k ⊂ Sn (1 ≤ k ≤ n− 1) is a retract, then
Z ∼= H˜n−k(Sn−k)→ H˜n−k(Sn) = 0 is injective (a contradiction).
Alternatively (with homotopy), we can use the fact that A ⊂ X is a retract ⇐⇒ every
continuous map f : A → Z extends to a continuous map F : X → Z. (In particular, if
Sn−1 ⊂ Sn is a retract, then by Lemma A.2.13 and the facts
Sn−1 ∼= ∂In, Sn ∼= ∂In+1 ∼= In∂In ∼= I
n
1 unionsqIn2
{x∼ϕ(x)},ϕ:∂In1
∼=−→∂In2
,
every space Z has pin(Z) = 0, which is a contradiction. 
Lemma 5.3.11 ([66, Theorem 4]). S1(2k − 1) ' S2k−1 ' S1(2k), where “'” denotes
homotopy equivalence.
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Lemma 5.3.12 ([66, Theorem 5]). The map H2k−1(S1(2k − 1)) ∼= Z→ H2k−1(S1(2k)) ∼= Z
induced by the inclusion S1(2k − 1) ↪→ S1(2k) is multiplication by 2.
Some of the results of [66] can also be found in [71].
Lemma 5.3.13 (No retraction III). If 1 ≤ k ≤ n − 1, there is no continuous retraction
S1(n)→ S1(n− k).
Proof. Recall that homotopy equivalent spaces have the same homology. We consider
three cases follows.
• Case 1: 2 6 k 6 n− 1. Suppose there exists a continuous retraction r : S1(n)→ S1(n−k).
Then by taking the homology Hn and applying Lemmas A.2.45,5.3.11, we get Z ∼= 0 (a
contradiction).
• Case 2: k = 1 and n = 2m+ 1, m > 1. Suppose there exists a continuous retraction r :
S1(2m + 1) → S1(2m). Then by taking the homology H2m and applying Lemmas
A.2.45,5.3.11, we get Z ∼= 0 (a contradiction).
• Case 3: k = 1 and n = 2m, m > 1. Suppose there is a continuous retraction r : S1(2m)→
S1(2m − 1). The maps S1(2m − 1) i−→ S1(2m) r↪→ S1(2m − 1) and the H2m−1-induced
maps Z i∗−→ Z r∗−→ Z satisfy r ◦ i = idS1(2m−1), r∗ ◦ i∗ = idH2m−1(S1(2m−1)). By Lemma
5.3.12, i∗ is multiplication by 2, which has no left inverse. Thus, the map r∗ does not exist,
and so the retraction r is not continuous (a contradiction).

Lemma 5.3.14. Let X be a metric space. If Z ⊂ X is a c-Lipschitz retract, then so is
Z(n) ⊂ X(n).
Proof. Given a Lipschitz retraction r : X → Z, let R : X(n) → Z(n), R(x) =
{r(x1), ..., r(xn)}. Then
dH
(
R(x), R(y)
)
= max {maxi minj d(r(xi), r(yj)),maxj mini d(r(xi), r(yj))}
≤ Lip(r) max {maxi minj d(xi, yj),maxj mini d(xi, yj)} = Lip(r)dH(x, y).
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Also, it is clear that if z ∈ Z(n), then R(z) = z. 
Corollary 5.3.15. If Z ⊂ X is a µ-Lipschitz retract, then any c-Lipschitz retraction rn :
X(n)→ X(n− 1) induces a µc-Lipschitz retraction r˜n : Z(n)→ Z(n− 1) as in the diagram:
X(n) X(n− 1)
Z(n) Z(n− 1)
rn
Ri
r˜n=R◦rn◦i
where R is a µ-Lipschitz retraction that exists by Lemma 5.3.14.
Remark 5.3.1. Let X be a locally convex space and M ⊂ X a finite-dimensional linear
subspace. Then by [21, Proposition 5.24, p.122],M is complemented in X (i.e., there exists
a linear subspace N ⊂ X such thatM∩N = {0}, X =M+N , and the mapM×N → X,
(m,n) 7→ m+ n is a homeomorphism).
Thus, if X is a normed space, then by a result of Kadets and Snobar (see [58, p.335])
every n-dimensional linear subspace M ⊂ X is a √n-Lipschitz retract (an improvement of
the bound in Lemma 5.3.3). Moreover, it follows from [57, Theorem 5.1] that every closed
convex subset C ⊂ E of an inner product space E is a 1-Lipschitz retract through the
nearest point projection P : E → C, x 7→ Px, where Px is given by ‖x − Px‖ = d(x,C).
In particular, if H is a Hilbert space, then every n-dimensional linear subspace M⊂ H is a
1-Lipschitz retract.
Theorem 5.3.16 (Lower bound on growth rate of the Lipschitz constant). Let X be a
normed space such that dimX ≥ 2. If rn : X(n)→ X(n− 1) is a Lipschitz retraction, then
Lip(rn) ≥ n4pi√2 (or Lip(rn) ≥ n4pi if X is a Hilbert space).
Proof. Let rn : X(n)→ X(n− 1) be a Lipschitz retraction. Then by Corollary 5.3.15
and Remark 5.3.1, we get a
√
2 Lip(rn)-Lipschitz retraction Rn : R2(n)→ R2(n− 1).
Suppose Lip(rm) <
1
4pi
√
2
m, i.e., Lip(Rm) <
1
4pi
m, for an integer m ≥ 1. Let x ∈
S1(m)\S1(m− 1), where S1 ⊂ R2 is the unit circle centered at 0 ∈ R2. Then
δ(x) ≤ 2pi|x| = 2pim .
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Since distH
(
x,R2(m−1)) = 1
2
δ(x) by Lemma 5.3.5, and R2(m−1) ⊂ R2(m) is closed, there
exists yx ∈ R2(m−1) such that dH(x, yx) = 12δ(x). This implies for all x ∈ S1(m)\S1(m−1),
dH
(
Rm(x), yx
)
= dH
(
Rm(x), Rm(yx)
) ≤ Lip(Rm)dH(x, yx) = Lip(Rm)2 δ(x),
⇒ dH
(
Rm(x), x
) ≤ [1 + Lip(Rm)]dH(x, yx) ≤ 2 Lip(Rm) δ(x)2 < 12 ,
⇒ Rm(x) ∈ A1(m− 1), A1 :=
{
u ∈ R2 : 1/2 < ‖u‖ < 3/2} ∼= S1 × [0, 1].
It follows that we have a Lipschitz map Rm|S1(m) : S1(m)→ A1(m−1). Composing this with
the Lipschitz retraction pim−1 : A1(m− 1)→ S1(m− 1) given by pim−1(x) :=
{
a
‖a‖ : a ∈ x
}
,
we get a Lipschitz retraction
R˜m = pim−1 ◦Rm|S1(m) : S1(m) Rm−→ A1(m− 1) pim−1−→ S1(m− 1).
This contradicts the conclusion of Lemma 5.3.13. 
Since homology only (and not homotopy) was used, Lemmas A.2.14,A.2.15 are not rel-
evant. To use homotopy only (and not homology), we simply need to replace Lemmas
A.2.43,A.2.45 with Lemmas A.2.14,A.2.15.
5.4. Some non-existence results and questions on the FSR property
The following result is based on the fact from Lemma 1.3.2 and Corollary 1.3.3 that locally,
the subspace DX(n) := X(n)\X(n− 1) of X(n) looks like a subspace of Xn.
Lemma 5.4.1 (Local Lipschitz decomposition). Let ϕ : Z → X(n) be a Lipschitz map
and z0 ∈ Z. If ϕ(z0) ∈ X(n)\X(n − 1), then for some ε > 0, there exist Lipschitz maps
ϕ1, ..., ϕn : Nε(z0) ⊂ Z → X such that Lip(ϕi) ≤ Lip(ϕ) for all i = 1, ..., n, and ϕ(z) ={
ϕ1(z), ..., ϕn(z)
}
for all z ∈ Nε(z0).
Proof. Fix a number τ > 4. Recall that for all x, y ∈ X(n), if δ(x) > 2dH(x, y) or
δ(y) > 2dH(x, y), then there exists an enumeration xi, yi of elements of x, y such that
d(xi, yi) ≤ dH(x, y), for all i = 1, ..., n.
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This means that if x0 =
{
(x0)1, ..., (x0)n
} ∈ X(n)\X(n− 1), then we have 1-Lipschitz maps
fi : N δ(x0)
τ
(x0) ⊂ X(n)→ X, fi(x) := xi (the unique element of x with d
(
xi, (x0)i
) ≤ dH(x, x0)),
satisfying idX(n)(x) = x = {f1(x), ..., fn(x)} for all x ∈ N δ(x0)
τ
(x0). That is, the identity
idX(n) : X(n)→ X(n) decomposes locally (on X(n)\X(n− 1)) into the 1-Lipschitz maps fi.
(Note that fi is Lipschitz, with d(fi(x), fi(y)) = d(xi, yi) ≤ dH(x, y), because we know
there is y(i) ∈ y satisfying d(xi, y(i)) ≤ dH(x, y) for each i, and since the neighborhoods{
N δ(x0)
τ
(
(x0)i
)
: i = 1, ..., n
}
are distantly separated, it follows that y(i) = yi := fi(y).)
Thus, if ϕ : Z → X(n) is a Lipschitz map, then with a fixed z0 ∈ Z satisfying x0 :=
ϕ(z0) ∈ X(n)\X(n− 1), we see that on some open set Nε(z0) ⊂ ϕ−1
(
N δ(x0)
τ
(x0)
)
,
ϕi = fi ◦ ϕ : Nε(z0) ⊂ Z ϕ−→ N δ(x0)
τ
(x0) ⊂ X(n) fi−→ X,
are Lipschitz maps that (i) decompose ϕ as ϕ(z) = {ϕ1(z), ..., ϕn(z)} for all z ∈ Nε(z0), and
(ii) satisfy Lip(ϕi) = Lip(fi ◦ ϕ) ≤ Lip(fi) Lip(ϕ) ≤ Lip(ϕi). 
Corollary 5.4.2 (Local Lipschitz decomposition). Let ϕ : Z → X(n) be a Lipschitz map
and z0 ∈ Z. Fix 1 ≤ k ≤ n and let Zk := ϕ−1
(
X(k)
)
. If ϕ(z0) ∈ X(k)\X(k − 1), then
for some ε > 0, there exist Lipschitz maps ϕ1, ..., ϕk : Nε(z0) ∩ Zk ⊂ Z → X such that
Lip(ϕi) ≤ Lip(ϕ) for all i = 1, ..., k, and ϕ(z) =
{
ϕ1(z), ..., ϕk(z)
}
for all z ∈ Nε(z0) ∩ Zk.
It follows that for any z0 ∈ Z, there exists ε = ε(z0) > 0 and Lipschitz maps
ϕ1, ..., ϕ|ϕ(z0)| : Z|ϕ(z0)| → X, Z|ϕ(z0)| := Nε(z0) ∩ ϕ−1
(
X
(|ϕ(z0)|)),
satisfying Lip(ϕi) ≤ Lip(ϕ) for all i = 1, ..., |ϕ(z0)| and ϕ(z) =
{
ϕ1(z), ..., ϕ|ϕ(z0)|(z)
}
for all
z ∈ Z|ϕ(z0)|.
Proof. Apply the result of Lemma 5.4.1 to the map ψ = f |Zk : Zk → X(k). 
Proposition 5.4.3. If X is a (locally) contractible metric space, there need not exist Lips-
chitz retractions r : X(n)→ X(n− 1) for all n ≥ 2.
Proof. Let X ⊂ R2 be the union of the interval E = [(0, 0), (1, 0)] and a snowflake
curve (with no self intersections) K ⊂ R2 from (1, 0) to (2, 0), i.e., X = L ∪ K. Suppose
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r : X(4) → X(3) is a Lipschitz retraction. With the origin a = (0, 0), a variable point
b(t) = (t, 0) ∈ L, 0 ≤ t ≤ 1, and distinct nearby points c, d ∈ K\{(1, 0), (2, 0)}, consider the
path γ : [0, 1]→ X(4), t 7→ {a, b(t), c, d}. Then we have a Lipschitz map
ϕ := r ◦ γ : [0, 1] γ−→ X(4) r−→ X(3), t 7→ r({a, b(t), c, d}).
Note that ϕ(0) = r
({a, c, d}) = {a, c, d} ∈ X(3)\X(2). By Lemma 5.4.1, there exists ε > 0
such that for 0 ≤ t < ε, ϕ decomposes into Lipschitz maps ϕ1, ϕ2, ϕ3 : [0, 1]→ X as
ϕ(t) = {ϕ1(t), ϕ2(t), ϕ3(t)}, ϕ1(0) = a, ϕ2(0) = c, ϕ3(0) = d.
By Corollary 1.4.8, ϕ2, ϕ3 are constant maps, with ϕ2(t) ≡ c, ϕ3(t) ≡ d. It follows that
ϕ(t) = {ϕ1(t), c, d}, for all t ∈ [0, 1].
With c, d chosen such that dist
({a, b(1)}, {c, d}) > max (‖a − b(1)‖, ‖c − d‖) (i.e., distant
separation), it follows that when x := ϕ(1) = {a, b(1), c, d} ∈ X(4),
dH
(
r(x), x
)
= dH
(
{ϕ1(1), c, d}, {a, b(1), c, d}
)
= dH
(
{a, b(1)}, {ϕ1(1)}
)
= max
{
‖ϕ1(1)− a‖, ‖ϕ1(1)− b(1)‖
}
≥ ‖a−b(1)‖
2
= 1
2
, (5.2)
where the last inequality is due to the triangle inequality.
On the other hand, by Corollary 5.3.7,
dH
(
r(x), x
) ≤ 1+Lip(r)
2
δ(x) ≤ 1+Lip(r)
2
‖c− d‖.
This contradicts (5.2), since we can choose ‖c− d‖ to be as small as we wish. 
Note that in the proof of Proposition 5.4.3, if only local contractibility is required, then
the line L ⊂ R2 and the snowflake K ⊂ R2 in X = L ∪K can be chosen to be disjoint (i.e.,
such that L ∩K = ∅) without altering the proof.
Lemma 5.4.4. Let X be a metric space. (Local) Lipschitz contractibility of X is not essential
for the existence of Lipschitz retractions X(n)→ X(n− 1).
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Proof. LetK be the classical von Koch snowflake curve based on the interval
[
(0, 0), (1, 0)
]
⊂ R2. Then by [42,49,67], there exist a natural homeomorphism ϕ : [0, 1]→ K and a con-
stant c such that
|t− s| 1p/c ≤ ‖ϕ(t)− ϕ(s)‖ ≤ c|t− s| 1p , for all s, t ∈ [0, 1],
where p := log 4
log 3
. Define φ : [0, 1](n) → K(n) by φ(x) = {ϕ(x1), ..., ϕ(xn)}. If r : [0, 1](n) →
[0, 1](n− 1) is a Lipschitz retraction, then we get a Lipschitz retraction
R = φ ◦ r ◦ φ−1 : K(n) φ−1−→ [0, 1](n) r−→ [0, 1](n− 1) φ−→ K(n− 1),
where using dH(R(x), R(y)) := max
(
max
i
min
j
‖R(x)i −R(y)j‖,max
j
min
i
‖R(x)i −R(y)j‖
)
, we get
dH(R(x), R(y)) ≤ cdH
(
r ◦ φ−1(x), r ◦ φ−1(y)) 1p ≤ cLip(r) 1pdH(φ−1(x), φ−1(y)) 1p
≤ c2 Lip(r) 1pdH(x, y).
However, we know that a snowflake is not (locally) Lipschitz contractible. 
Note that the existence of Lipschitz retractions [0, 1](n) → [0, 1](n − 1) follows from
Remark 5.3.1, since [0, 1] ⊂ R is a 1-Lipschitz retract. Alternatively, for a Hilbert space H,
we have Lipschitz retractions r : H(n)→ H(n− 1) satisfying r(x) ⊂ Conv(x), and so every
convex subset K ⊂ H inherits Lipschitz retractions K(n)→ K(n− 1).
Lemma 5.4.5 (Componentwise Lipschitzness and continuity). Let (X, d1), (Y, d2) be metric
spaces and (X×Y, d) the product metric space, i.e., d((x, y), (x′, y′)) := max (d1(x, y), d2(x′, y′)).
If f : X × Y → Z is a map such that f y : X → Z, x 7→ f(x, y) is Ly-Lipschitz, and
fx : Y → Z, y 7→ f(x, y) is Lx-Lipschitz, then f is continuous. Moreover, f is Lipschitz if
Ly and Lx are constants.
Proof. Observe that d
(
f(x, y), f(x′, y′)
) ≤ d(f(x, y), f(x, y′))+ d(f(x, y′), f(x′, y′)) ≤(
Lx + L
y
)
d
(
(x, y), (x′, y′)
)
. 
Example 5.4.6 (Geometry of a cusp). Let X :=
{
(s, |s| 12 ) : s ∈ [−1, 1]} ⊂ R2. Then X is
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(i) Homeomorphic to a line segment: The map C : [−1, 1]→ X, s 7→ (s, |s| 12 ) is a homeo-
morphism.
(ii) Lipschitz-contractible: The map H : X × I → X, H((s, |s| 12 ), t) := (t2s, |t2s| 12 ) =(
t2s, t|s| 12 ), by Lemma 5.4.5, is a (1 + 5 12 )-Lipschitz homotopy from idX to the constant
map X → (0, 0).
(iii) Not quasiconvex: Given any s ∈ [−1, 1] and a curve γs : [0, 1] → X between a− :=(− s, |s| 12 ) and a+ := (s, |s| 12 ), we have
l(γs)
‖a+−a−‖ >
‖a+−(0,0)‖+‖a−−(0,0)‖
‖a+−a−‖ =
2|s| 12 (1+|s|) 12
2|s| =
(
1+|s|
|s|
) 1
2 −→∞ as s→ 0.
This means the cusp is not bi-Lipschitz equivalent to a line segment since a bi-Lipschitz
map preserves quasiconvexity.
Question 5.4.1. If X is the cusp in Example 5.4.6, do we have Lipschitz retractions X(n)→
X(n− 1)?
Question 5.4.2. If X is a locally Lipschitz-contractible quasiconvex space, do we have
Lipschitz retractions X(n)→ X(n− 1) for all n ≥ 2?
Question 5.4.3. Let X, Y be metric spaces such that X 'L Y . If Lipschitz retractions
X(n)→ X(n− 1) exist, do we get Lipschitz retractions Y (n)→ Y (n− 1)?
Given a Lipschitz retraction rn : X(n)→ X(n− 1), we get the diagram
X(n) X(n− 1)
Y (n) Y (n− 1)
rn
FG
sn = F◦rn◦G
in which the induced Lipschitz map sn : Y (n)→ Y (n− 1) satisfies
sn|Y (n−1) = F ◦G|Y (n−1) 'L idY (n−1).
This shows that the map Hk(Y (n− 1)) i∗−→ Hk(Y (n)) induced by the inclusion Y (n− 1) i↪→
Y (n) has a left inverse Hk(Y (n))
(sn)∗−→ Hk(Y (n− 1)), i.e., (sn)∗ ◦ i∗ = idHk(Y (n−1)).
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5.5. Counterexamples and other facts
Definition (Recall: Connected space). A space X is connected if it cannot be written as a
disjoint union X = A unionsqB of nonempty open sets A and B.
Remark 5.5.1. If X is Lipschitz k-connected for all k ≥ 0, it does not follow that X is
boundedly conically λ-Lipschitz contractible. For example, consider the (connected but not
path-connected) closed sine-curve S := {(0, 0)}∪{(u, sin(pi/u)) : u ∈ (0, 1]}, and let X ⊂ R2
be the (locally connected but not locally path-connected) Polish circle given by
X := S ∪ [(1, 0), (1,−2)] ∪ [(1,−2), (0,−2)] ∪ [(0,−2), (0, 1)].
Let Sn := {(0, 0)} ∪
{
(u, sin(pi/u)) : u ∈ (0, 1/n)}.
Topologically, X is k-connected for all k ≥ 0 but is not contractible ([1, Example 5.1.40,
p.164]): Indeed, no nontrivial closed path exists in X. So, since Sk is compact and locally
path-connected, the image of a continuous map f : Sk → X cannot contain the non-locally
path-connected neighborhood Nε
(
(0, 0)
)
. Similarly, a contracting homotopy H : X×I → X
withH(x, 0) = (0, 0) andH(x, 1) = x will restrict to a contracting homotopyH : Nε
(
(0, 0)
)×
I → Nε
(
(0, 0)
)
, which is a contraction since the sine-curve Sn is not contractible.
Suppose on the contrary X is boundedly conically λ-Lipschitz contractible. Then because
X is bounded (hence conically λ-Lipschitz contractible), it follows from Lemma 3.3.10 that
there exists a λ-Lipschitz homotopy H : X × I → X, where H(x, 1) = x and H(x, 0) = x0 ∈
X. Thus, for each xτ := (τ, sin(pi/τ)) ∈ X, τ ∈ (0, 1], the curve γx0,xτ (t) = H(xτ , t) from x0
to xτ satisfies
‖γx0,xτ (t)− γx0,xτ (t′)‖ ≤ λ|t− t′|
( ⇒ l(γx0,xτ ) ≤ λ ) for all τ ∈ (0, 1],
and so has length ≤ λ (a contradiction). Hence, X is not conically Lipschitz contractible.
It is also true that X is not quasiconvex, otherwise, we get a contradiction in the form
‖γx0,xτ (t)− γx0,xτ (t′)‖ ≤ λ‖γx0,xτ (0)− γx0,xτ (1)‖|t− t′| = λ‖x0 − xτ‖|t− t′|
≤ 4λ|t− t′| ( ⇒ l(γx0,xτ ) ≤ 4λ ) for all τ ∈ (0, 1].
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As shown in Lemma 5.5.1 below, X is Lipschitz k-connected for all k ≥ 0.
Lemma 5.5.1. The space X in Remark 5.5.1 is Lipschitz k-connected for all k ≥ 0.
Proof. Let f : Sk → X be Lipschitz. It is clear by quasiconvexity that f : S0 → X has
a Lipschitz extension F : B1 → X. So, assume k ≥ 1. To show f has a Lipschitz extension
F : Bk+1 → X, it suffices to show that f(Sk) is an arc of length ≤ 2pi Lip(f) that is a locally
path-connected subset of Xε := X\Nε({(0, 0)}), for some ε > 0. f(Sk) is indeed locally
path-connected (and so some Nε({(0, 0)}) 6⊂ f(Sk)) since Sk is locally path-connected and
f is continuous. To show f(Sk) ⊂ Xε (for some ε > 0), observe that if we fix two distinct
points s0, s1 ∈ Sk, then every other point s ∈ Sk lies on a path γs : [0, 1] → Sk from s0
to s1 of length l(γs) ≤ pi. It follows that for every point s ∈ Sk, the point f(s) ∈ Xε
lies on the path cs = f ◦ γs : [0, 1] γs−→ γ([0, 1]) f−→ Xε from f(s0) to f(s1) of length
l(cs) ≤ pi Lip(f). Hence, f(Sk) =
⋃
s∈Sk f
(
γ([0, 1])
) ⊂ Xε, and so f(Sk) is an arc such that
Length
(
f(Sk)
) ≤ sups∈Sk l(cs) ≤ 2pi Lip(f). 
Definition 5.5.2 (Simple curve). A subset Γ ⊂ R2 that is homeomorphic to [0, 1], i.e.,
Γ ⊂ R2 and Γ ∼= [0, 1].
Lemma 5.5.3. Let Γ be a simple curve. If Γ is biLipschitz equivalent to [0, 1], then Γ is
Lipschitz contractible.
Proof. If ϕ : [0, 1]→ Γ is a biLipschitz map and H : [0, 1]× I → [0, 1] is a contracting
Lipschitz homotopy, then we get a contracting Lipschitz homotopy
ϕ−1 ◦H ◦ (ϕ× id) : Γ× I ϕ×id−→ [0, 1]× I H−→ [0, 1] ϕ−1−→ Γ. 
The converse of this result is not true. Recall that the cusp γ : [−1, 1] → R2, γ(t) =(
t, |t| 12 ) is Lipschitz-contractible but not quasiconvex, and so not biLipschitz equivalent to
[0, 1], because a biLipschitz map preserves quasiconvexity.
Lemma 5.5.4 (Conical Lipschitz contractibility of the cusp). The cusp X =
{
(s, |s| 12 ) : s ∈
[−1, 1]} ⊂ R2 is (conically) Lipschitz contractible.
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Proof. The case with “conically” removed was proved earlier in Example 5.4.6(ii). So,
we will now prove X is conically Lipschitz contractible. Consider the map
r : Cone(X)→ X, r((s, |s| 12 ), t) := (t2s, |t2s| 12 ) = (t2s, t|s| 12 ).
Let x :=
(
s, |s| 12 ) and x′ := (s′, |s′| 12 ). Then
‖r(x, t)− r(x, t′)‖ ≤ 5 12 |t− t′| and ‖r(x, t)− r(x′, t)‖ ≤ t‖x− x′‖.
Thus, using the triangle inequality, we get
‖r(x, t)− r(x′, t′)‖ ≤ 5 12 |t− t′|+ min(t, t′)‖x− x′‖ ≤ 5 12dc2
(
(x, t), (x′, t′)
)
,
where dc2
(
(x, t), (x′, t′)
)
= |t− t′|+ min(t, t′)‖x− x′‖. 
Definition (Recall: Natural parametrization). Let X be a metric space. A path γ : [a, b]→
X is a natural parametrization if l(γ([t, t′])) = |t− t′| for all t, t′ ∈ [a, b].
Definition 5.5.5 (Chord-arc condition). A curve Γ ⊂ R2 is chord-arc if there exists a
number λ ≥ 0 such that for any two points a, b ∈ Γ, the arc Γa,b ⊂ Γ from a to b has length
l(Γa,b) ≤ λ‖a− b‖.
Corollary 5.5.6 (Recall of Corollary A.5.10: Constant speed parametrization). Let X be a
metric space. If γ : [a, b]→ X is a rectifiable curve, there exists a curve η : [a, b]→ X, such
that η([a, b]) = γ
(
[a, b]
)
, η(a) = γ(a), η(b) = γ(b), and
d(η(t), η(t′)) ≤ l(η([t, t′])) = l(γ)
b−a |t− t′|, for all t, t′ ∈ [a, b].
Lemma 5.5.7. A curve Γ ⊂ R2 is biLipschitz equivalent to [0, 1] ⇐⇒ it satisfies the
chord-arc condition (Definition 5.5.5).
Proof. (⇒): Let ϕ : [0, 1]→ Γ be biLipschitz, i.e., |t− t′|/c ≤ ‖ϕ(t)−ϕ(t′)‖ ≤ c|t− t′|.
If a, b ∈ Γ, let a = ϕ(t1), b = ϕ(t2). Then
l(Γa,b) = l
(
ϕ([t1, t2])
) ≤ c|t1 − t2| ≤ c2‖a− b‖.
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(⇐): Assume Γ is chord-arc. Then there exists λ ≥ 0 such that l(Γa,b) ≤ λ for all
a, b ∈ Γ. Thus, Γ is rectifiable. Let ϕ : [0, 1]→ Γ be a parametrization with constant speed
c, i.e., l(ϕ([t, t′])) = c|t− t′| for all t, t′ ∈ [0, 1]. (This exists by Corollary 5.5.6). Then,
‖ϕ(t)− ϕ(t′)‖ ≤ c|t− t′| = l(ϕ([t, t′])) chord-arc≤ λ‖ϕ(t)− ϕ(t′)‖, for all t, t′ ∈ [0, 1]. 
Note that we have the following containments.
{chord-arccurves } ( {Lipschitz-Contractiblecurves } ( {Rectifiablecurves } .
Lemma 5.5.8 (Which simple curves are Lipschitz contractible?). If a simple curve Γ ⊂ R2
is quasiconvex and rectifiable, then it is Lipschitz contractible.
Proof. It suffices to show that Γ
biLip∼= [0, 1]. Since Γ is rectifiable, there exists a
parametrization γ : [0, 1]→ Γ with constant speed c. Thus,
‖γ(t)− γ(t′)‖ ≤ l(γ([t, t′])) = c|t− t′| for all t, t′ ∈ [0, 1].
On the other hand, since Γ is quasiconvex, we have l(γ([t, t′])) ≤ λ‖γ(t) − γ(t′)‖, for some
λ ≥ 1. (Recall that the length of a curve is independent of parametrization.) 
Appendices
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APPENDIX A
Preliminaries
In this chapter we introduce basic mathematical concepts, as well as set up associated nota-
tion/terminology, that will be relevant in our subsequent discussion of finite subset spaces (to
begin in chapter 1). In an effort to lighten notation, any refinements required in introducing
the counterparts of these concepts for finite subset spaces will be discussed wherever they
arise in later chapters. In order to make the discussion self contained, we will attempt to
provide proof outlines for all essential/relevant results.
A.1. Topological Space Concepts
A.1.1. Topological spaces, Standard examples, Space description tools.
Definition A.1.1 (Powerset, (Point-set) Topology, (Topological) space, Open set, Closed
set). Let X be a set and P(X), or 2X , the collection of all subsets (called the powerset) of
X. A topology T ⊂ P(X) on X (making X = (X, T ) a topological space or simply a space)
is a family of subsets (called open sets of the topology) with the following properties.
(1) T contains both the empty set ∅ and the whole set X: i.e., ∅, X ∈ T .
(2) T is closed under finite intersections: i.e., if U, V ∈ T , then U ∩ V ∈ T .
(3) T is closed under arbitrary unions: i.e., if {Uα : α ∈ A} ⊂ T , then
⋃
α∈A Uα ∈ T .
The complements {C = Oc : O ∈ T } are called closed sets of the topology, where for any set
A ⊂ X, its complement Ac = X\A = X − A := {x ∈ X : x 6∈ A} consists of all elements of
X that are not in A.
There exist many equivalent ways of specifying the topology of a space, some of which in-
volve distances or metrics (Definition A.1.3). The description of a topology without reference
to distances or metrics (such as in Definition A.1.1) is often called point-set topology .
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Example (Discrete topology, Discrete space, Indiscrete topology, Indiscrete space). The
topology T of a space X is discrete (making (X, T ) a discrete space) if every point x0 ∈ X is
an open set {x0} ⊂ X [equivalently, every subset of X is an open set, i.e., T = P(X) ]. The
topology T of a space X is indiscrete (making (X, T ) an indiscrete space) if T = {∅, X}.
Lemma A.1.2 (Open set criterion). In a space X, a set A ⊂ X is open ⇐⇒ for every
point x ∈ A, there is an open set O such that x ∈ O ⊂ A.
Proof. If A is open, then for every x ∈ A, we have x ∈ O := A ⊂ A. Conversely, if for
every x ∈ A, we have x ∈ Ox ⊂ A for some open set Ox, then A =
⋃
x∈AOx is open as a
union of open sets. 
Definition A.1.3 (Metric, Ball, Metric topology, Metric space). Let X be a set. A metric
on X is a function d : X ×X → R such that for all x, y, z ∈ X,
d(x, y) = d(y, x) ≤ d(x, z) + d(z, y), and d(x, y) = 0 iff x = y.
Given a metric d on X, the (d-) ball of radius R > 0 centered at a point x in X is the set
BR(x) = B
d
R(x) := {x′ ∈ X : d(x, x′) < R}.
Given a metric d on X, the metric (d-) topology on X (making X = (X, d) a metric space)
is the topology on X with open sets defined as follows: A (nonempty) set A ⊂ X is d-open
if for every x ∈ A, there exists a d-ball BR(x) ⊂ A.
Note that a function d : X × X → R satisfying d(x, y) = d(y, x) ≤ d(x, z) + d(z, y) is
called a pseudometric, and becomes a metric only if it also satisfies d(x, y) = 0 iff x = y.
Remark A.1.1 (A metric space is a topological space). Observe that in a metric space X =
(X, d), any d-ball BR(x) ⊂ X is open because for each y ∈ BR(x), we have BR−d(x,y)(y) ⊂
BR(x). It follows that a set A ⊂ X is d-open ⇐⇒ it is a union of d-balls. Also, the
intersection BR(x) ∩BR′(x′) of two d-balls is open because for each y ∈ BR(x) ∩BR′(x′),
BR(x,x′)(y) ⊂ BR(x) ∩BR′(x′), where R(x, x′) := min
(
R− d(x, y), R′ − d(x′, y)).
It follows that finite intersections of d-open sets are d-open sets, since
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BRα(xα)
) ∩ (⋃Bβ(xβ)) = ⋃α,β BRα(xα) ∩BRβ(xβ).
Hence, d-open sets satisfy the three properties in Definition A.1.1.
Definition A.1.4 (Distance between sets: dist(A,B)). Let X be a metric space and A,B ⊂
X. The distance between A and B is dist(A,B) := inf{d(a, b) : a ∈ A, b ∈ B}.
The proofs of the following useful identities are brief and follow directly from definitions.
Lemma A.1.5 (DeMorgan’s laws). Given any collection of subsets {Sα}α∈A of a set S,(⋃
α∈A Sα
)c
=
⋂
α∈A S
c
α,
(⋂
α∈A Sα
)c
=
⋃
α∈A S
c
α.
Definition A.1.6 (Subset, Subspace topology, Subspace). In a space (X, T ), every subset
A ⊂ X inherits the topology A ∩ T := {A ∩ O | O ∈ T } on A, called subspace topology on
A, which makes A = (A,A ∩ T ) a subspace of X.
The subspace-complements {OcA = A− (A∩O) = A∩Oc : O ∈ T } are the closed sets of
the subspace topology, where Oc = X −O is a closed set in X.
Note that the subspace topology is also called the relative topology, and accordingly, open
(closed) sets in the subspace topology are said to be relatively open (relatively closed).
Lemma A.1.7. A relatively open subset of an open set is itself open (as an intersection
of two open sets). Similarly, a relatively closed subset of a closed set is itself closed (as an
intersection of closed sets).
Definition A.1.8 (Cover, Open cover, Compact space, Connected space). Let (X, T ) be a
space. A collection of sets A ⊂ P(X) covers (or is a cover for) X if X = ⋃A∈AA. A cover
U of X is an open cover if U ⊂ T . X is compact if every open cover of X has a finite
subcover. X is called connected if X cannot be written as a disjoint union of two nonempty
open sets.
Convention A.1.1. In a space X, we say a set A ⊂ X is compact/connected if it is
compact/connected as a subspace, i.e., with respect to its subspace topology. More generally,
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if (X, T ) is a space with a property P that does not determine the topology T in any way,
then we say a set A ⊂ X has property P if the subspace (A,A ∩ T ) has property P .
Definition A.1.9 (Lindelo¨f space). A space s.t. every open cover has a countable subcover.
Definition A.1.10 (Neighborhood, Open neighborhood, Closed neighborhood). A neigh-
borhood (nbd) of a set A ⊂ (X, T ) is a set N ⊂ X such that A ⊂ O ⊂ N for some open set
O ∈ T . An open (resp. closed) neighborhood is a nbd that is an open (resp. closed) set.
Observe (from Lemma A.1.2) that in a topological space, a set is open if and only if it is
a nbd of each of its points. In most applications we will encounter, neighborhoods that are
not open will not be required because they serve the same purpose as open neighborhoods.
Thus, we will henceforth assume every nbd is open, unless it is specified otherwise.
Definition A.1.11 (Base of a topology). In a space (X, T ), A collection of open sets B ⊂ T
is a base for T if every element of T is a union of elements of B, i.e., if
T = {⋃A : A ⊂ B}, where ⋃A := ⋃{A : A ∈ A}.
Lemma A.1.12 (Base criterion). In a space (X, T ), a collection of open sets B ⊂ T is a
base for T ⇐⇒ for any point x0 ∈ X and any open neighborhood U ∈ T of x0, we have
x0 ∈ B ⊂ U for some B ∈ B.
Proof. If B is a base for T and U is an open neighborhood of x0 ∈ X, then with
U =
⋃
Bα for Bα ∈ B, we have x0 ∈ Bα ⊂ U for some α. Conversely, if every open
neighborhood U of every point x0 ∈ X satisfies x0 ∈ Bx0,U ⊂ U for some Bx0,U ∈ B, then
every open set O ∈ T satisfies O = ⋃x∈O Bx,O, and so B is a base for T . 
Definition A.1.13 (Local topology, Neighborhood base). Let A ⊂ X = (X, T ). All open
sets containing A together with the empty set, TA = {∅} ∪ {O ∈ T : A ⊂ O}, form a
topology on X called local topology at A. Any base BA for TA is called a Neighborhood base
(at A ⊂ X). Note that T = ⋃A⊂X TA, and B = ⋃A⊂X BA is a base for T .
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Definition A.1.14 (First countable space, Second countable space). Let (X, T ) be a space.
(X, T ) is first countable if every point x0 ∈ X has a countable neighborhood base.
(X, T ) is second countable if T has a countable base.
Definition A.1.15 (Closure of a set). If A ⊂ (X, T ), the closure A or ClA of A is the
smallest closed set containing A, i.e., A = ClA :=
⋂{C ⊃ A : C closed}. (It is clear that A is
closed iff A = A.)
Lemma A.1.16 (Closure criterion). The closure of a set A ⊂ (X, T ) is given by
A = {x ∈ X : N(x) ∩ A 6= ∅ for every nbd N(x) of x}.
Proof. Let B := {x ∈ X : N(x) ∩ A 6= ∅ for every nbd N(x) of x}, which is closed
because if x ∈ Bc iff some N(x) ∩ A = ∅, which in turn implies that for every y ∈ N(x),
some N(y)∩A = ∅, which implies N(x) ⊂ Bc. It is also clear that A ⊂ B, and so A ⊂ B = B.
If x ∈ B, i.e., every N(x) ∩ A 6= ∅, suppose x 6∈ A, i.e., there is a closed set C ⊃ A with
x 6∈ C. Then x ∈ Cc = some N(x) and so Cc ∩ A 6= ∅ (a contradiction since A ⊂ C). It
follows that B ⊂ A. 
Definition A.1.17 (Limit points of a set). Let X be a space and A ⊂ X. A point x ∈ X
is a limit point of A, written x ∈ A′, if (N(x)− {x}) ∩ A 6= ∅ for every nbd N(x) of x. (It
follows from Lemma A.1.16 that A = A ∪ A′).
Definition A.1.18 (Interior of a set). If A ⊂ (X, T ), the interior Ao or IntA of A is the
largest open set contained in A, i.e., Ao = IntA :=
⋃{
O ⊂ A : O open}. (It is clear that
A is open iff A = Ao.)
Note: Using DeMorgan’s laws, we easily see from the definitions that
(
A
)c
= (Ac)o and (Ao)c = Ac, (A.1)
which simply mean that the complement of the closure (resp. the interior) is the interior
(resp. a closure) of the complement.
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Lemma A.1.19. Let X be a space and A,B ⊂ X. Then (i) A ∪B = A ∪ B and (ii)
(A ∩B)o = Ao ∩Bo.
Proof. (i) A ∪B ⊂ A ∪B = A ∪ B. Also, x ∈ A ∪ B implies x ∈ A or x ∈ B, which
implies everyN(x)∩A 6= ∅ or everyN(x)∩B 6= ∅, which implies everyN(x)∩(A∪B) 6= ∅ (i.e.,
A∪B ⊂ A ∪B). (ii) Thus, (A∩B)o =
[
(A ∩B)c
]c
=
[
Ac ∪Bc]c = [Ac ∪Bc]c = Ao∩Bo. 
Corollary A.1.20. If B ⊂ A ⊂ X, then the subspace-closure and subspace-interior (i.e.,
closure and interior in the subspace topology) are given by
ClA(B) =
⋂{C ′ : B ⊂ C ′, C ′ ⊂ A closed in A} = ⋂{C ∩ A : B ⊂ C, C ⊂ X closed}
= Cl(B) ∩ A, (A.2)
IntA(B)
(A.1)
=
[
ClA(B
cA)
]cA = [Cl(Bc ∩ A) ∩ A]c ∩ A = [Cl(Bc ∩ A)]c ∩ A
= Int(B ∪ Ac) ∩ A. (A.3)
Definition A.1.21 (Boundary of a set, Clopen (or closed open) set, Dense set). Let X be
a space. The boundary of a set A ⊂ X is ∂A := A−Ao = A∩ (Ao)c (A.1)= ∂Ac. A set A ⊂ X
is clopen (equivalently, both closed and open) if ∂A = ∅. A set A ⊂ X is dense if A = X.
Note that ∂Ao, ∂A ⊂ ∂A (where equalities hold if A ⊂ X is a ball in a metric space X),
but the example X = R, A = Q ⊂ R shows no equality holds in general. Besides ∂A = ∂Ac
(implying A is clopen iff Ac is clopen), another relation showing symmetry between A,Ac is
∂Ao ∩ ∂A (A.1)= Ao ∩ (Ac)o.
Lemma A.1.22. If B ⊂ A ⊂ X and B1 ⊂ X, the subspace-boundary (i.e., boundary in the
subspace topology) satisfies (i) ∂AB ⊂ (∂B)∩A and (ii) ∂A(B1 ∩A) ⊂ (∂B1)∩A. (Equality
holds in (ii) if A is closed in X and B is open in X.)
Proof. (i) By direct calculation, we have
∂AB = ClA(B)− IntA(B) = [B ∩ A] ∩ [(B ∪ Ac)o ∩ A]c = B ∩ A ∩Bc ∩ A
⊂ B ∩ A ∩Bc ∩ A = B ∩ (Bo)c ∩ A = (∂B) ∩ A,
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where equality holds if A is closed in X and B is open in X. (ii) Moreover, if B = B1 ∩ A
for some set B1 ⊂ X, then
∂A(B1 ∩ A) = ∂AB = B ∩ A ∩Bc ∩ A = B1 ∩ A ∩ A ∩Bc1 ∩ A
⊂ B1 ∩ A ∩ A ∩Bc1 = B1 ∩ A ∩Bc1 = B1 ∩ A ∩ (Bo1)c = (∂B1) ∩ A. 
For any A,B ⊂ X, we have ∂(A ∪ B) = A ∪B − (A ∪ B)o ⊂ A ∪ B − (Ao ∪ Bo) =
(∂A ∩ Bc) ∪ (Ac ∩ ∂B), where equality holds if A,B are open. Similarly, ∂(A ∩ B) =
∂(Ac ∪ ∂Bc) ⊂ (∂A ∩B) ∪ (A ∩ ∂B), where equality holds if A,B are closed.
Definition A.1.23 (Separable space). A space X is separable if it contains a countable
dense set, i.e., there exists a countable set A ⊂ X such that A = X.
Definition A.1.24 (Topology generated by sets). The topology generated by a collection
of sets A ⊂ P(X) is the smallest topology 〈A〉 on X containing A. Note that 〈A〉 is the
intersection of all topologies on X containing A.
Definition A.1.25 (Subbase of a topology). In a space (X, T ), a collection of open sets
B ⊂ T is said to be a subbase for T if B generates T , i.e., if T = 〈B〉.
Note that a base is a subbase, but a subbase might not be a base. Also, a base covers
X, but a subbase might not (except as an extra requirement in the definition of a subbase).
Lemma A.1.26 (Subbase-to-base). If X is a set, then for any B ⊂ P(X) we have
〈B〉 = {unions of finite intersections of elements of B ∪ {∅, X}}.
Equivalently, D := {finite intersections of elements of B ∪ {∅, X}} is a base for 〈B〉.
Proof. Observe that unions T1 =
⋃FI(B ∪ {∅, X}) := {⋃α⋂nαi=1 Bi,α} of finite inter-
sections FI(B ∪ {∅, X}) := {⋂ni=1Bi : Bi ∈ B ∪ {∅, X}} of elements of B ∪ {∅, X} form
a topology. Indeed, the collection T1 contains ∅, X, is clearly closed under unions, and is
closed under finite intersections because finite intersections of any unions can be written as
unions of finite intersections as follows:
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α
⋂nα
i=1Bi,α
)
∩
(⋃
β
⋂nβ
i=1Bi,β
)
=
⋃
α,β
⋂nα,nβ
i=1,j=1Bi,α ∩Bj,nβ .
Moreover, it is clear that any topology containing B contains the finite intersections FI(B∪
{∅, X}), and so contains T1. Hence, T1 = 〈B〉. 
Corollary A.1.27. For a set X, a collection B ⊂ P(X) is a base for some topology on X
iff
(i) B contains ∅,
(ii) B covers X (i.e., X = ⋃B), and
(iii) Finite intersections of elements of B are unions of elements of B.
A.1.2. Continuous maps, Open maps, Quotient maps.
Definition A.1.28 (Continuous map, Continuity at a point). A map of spaces f : X → Y
is continuous, also written f ∈ C(X, Y ) := {continuous f : X → Y }, if for any open set
V ⊂ Y , the preimage f−1(V ) ⊂ X is open. That is, f : (X, TX) → (Y, TY ) is continuous if
f−1(TY ) ⊂ TX .
f is continuous at x ∈ X if for every open neighborhood V of f(x), the preimage f−1(V )
is an open neighborhood of x (Equivalently, for any open set V 3 f(x), there exists an open
set U 3 x such that f(U) ⊂ V ).
Note that a continues map takes a compact/connected set to a compact/connected set.
Lemma A.1.29. A map of spaces f : X → Y is continuous ⇐⇒ every set A ⊂ X satisfies
A ⊂ f−1
(
f(A)
)
, i.e.,f(A) ⊂ f(A). Equivalently, by setting A := f−1(Bc) in A ⊂ f−1
(
f(A)
)
and applying (A.1), we see that f : X → Y is continuous ⇐⇒ every set B ⊂ Y satisfies
f−1(Bo) ⊂ [f−1(B)]o.
Proof. If f is continuous then f−1
(
f(A)
)
is closed, and so A ⊂ f−1(f(A)) ⊂ f−1
(
f(A)
)
implies A ⊂ f−1
(
f(A)
)
. Conversely, if A ⊂ f−1
(
f(A)
)
for any A ⊂ X, then for open V ⊂ Y ,
A := f−1(V c) satisfies f−1(V c) ⊂ f−1
(
f(f−1(V c))
)
⊂ f−1 (V c) = f−1(V c) ⊂ f−1(V c). 
A.1. TOPOLOGICAL SPACE CONCEPTS 136
Lemma A.1.30 (Continuity criterion). A map of spaces f : X → Y is continuous ⇐⇒
continuous at each point x ∈ X.
Proof. If f is continuous then it is clear that for every open set V 3 f(x), f−1(V ) is
an open set containing x. Conversely, if f is continuous at every point x ∈ X, then for any
open set V ⊂ Y (with Vy ⊂ V denoting an open set containing y) we have the open set
f−1(V ) = f−1
(⋃
y∈V Vy
)
=
⋃
y∈V f
−1(Vy). 
Corollary A.1.31 (Metric space continuity). A map of metric spaces f : X → Y is continu-
ous ⇐⇒ for any ε > 0 and x ∈ X, there exists δx(ε) > 0 such that f
(
Bδx(ε)(x)
) ⊂ Bε(f(x)),
i.e., for every x′ ∈ X, d(x, x′) < δx(ε) implies d(f(x), f(x′)) < ε.
Corollary A.1.32. A map of metric spaces f : X → Y is continuous ⇐⇒ for each x ∈ X
there exists a function ωx : [0,∞)→ [0,∞) such that (i) ωx(t) is nondecreasing near t = 0,
(ii) limt→0 ωx(t) = 0 = ωx(0), and (iii) d(f(x), f(x′)) ≤ ωx
(
d(x, x′)
)
for all x′ ∈ X.
Proof. Assume f is continuous, i.e., for any ε > 0 and x ∈ X, there exists δx(ε) > 0
such that d(x, x′) < δx(ε) implies d(f(x), f(x′)) < ε, for all x′ ∈ X. Define the function
ωx(t) := sup {d(f(x), f(x′)) : d(x, x′) ≤ t, x′ ∈ X} ,
which is nondecreasing and ωx(0) = 0. Then d(x, x
′) < δx(ε) implies d(f(x), f(x′)) ≤
ωx(d(x, x
′)) ≤ ωx(δx(ε)). Thus, if we choose δx(ε) << ε such that ωx(δx(ε)) < ε [[which is
possible because d(f(x), f(x′)) ≤ ωx(d(x, x′)) < ε]], then
d(x, x′) < δx(ε) ⇒ d(f(x), f(x′)) ≤ ωx(d(x, x′)) ≤ ωx(δx(ε)) < ε.
Thus by taking ε→ 0, and noting δx(ε) < ε, we see that ωx(t)→ 0 as t→ 0.
Conversely, assume there exists a function ωx : [0,∞)→ [0,∞) such that (i) ωx(t) is non-
decreasing near t = 0, (ii) limt→0 ωx(t) = 0 = ωx(0), and (iii) d(f(x), f(x′)) ≤ ωx
(
d(x, x′)
)
for
all x′ ∈ X. Then for any ε > 0, because ωx(t)→ 0 as t→ 0, we can choose a δ = δx(ε) > 0
such that
d(x, x′) < δ ⇒ d(f(x), f(x′)) ≤ ωx
(
d(x, x′)
) ≤ ωx(δ) < ε. 
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Definition A.1.33 (Uniform continuity, Lipschitz continuity, Ho¨lder continuity). Let X be
a metric space and f : X → Y a continuous map. If the function ωx in Corollary A.1.32 (or
the function δx in Corollary A.1.31) is independent of x, we say f is ω-uniformly continuous
(uc). If ω(t) = ct for some constant c, we say f is c-Lipschitz continuous. If ω(t) = ctα for
some constants c and 0 < α < 1, we say f is (c, α)-Ho¨lder continuous.
Definition A.1.34 (Open map, Closed map, Openness at a point). A map of spaces f :
X → Y is open if for each open set O ⊂ X, the image f(O) ⊂ Y is an open set. Similarly,
f : X → Y is closed if for each closed set C ⊂ X, the image f(C) ⊂ Y is closed in Y .
f is open at x ∈ X if for any open neighborhood U of x, f(U) is an open neighborhood
of f(x) (Equivalently, for any open set U 3 x, there exists an open set V 3 f(x) such that
V ⊂ f(U)).
Lemma A.1.35 (Open map criterion). A map of spaces f : X → Y is open ⇐⇒ open at
each point x ∈ X.
Proof. If f is open, it is clear that f is open at each x ∈ X. Conversely, if f is open
at every point x ∈ X, then for any open set U ⊂ X (with Ux ⊂ U denoting an open set
containing x) we have the open set f(U) = f
(⋃
x∈U Ux
)
=
⋃
x∈U f(Ux). 
Corollary A.1.36. A map of metric spaces f : X → Y is open ⇐⇒ for any ε > 0 and
x ∈ X, there exists δx(ε) > 0 such that Bδx(ε)
(
f(x)
) ⊂ f(Bε(x)), i.e., for every x′ ∈ X there
exists x′′ ∈ f−1(f(x′)) such that d(f(x), f(x′)) < δx(ε) implies d(x, x′′) < ε.
Corollary A.1.37. A map of metric spaces f : X → Y is open ⇐⇒ for each x ∈ X there
exists a function ωx : [0,∞) → [0,∞) such that (i) ωx(t) is nondecreasing near t = 0, (ii)
limε→0 ωx(ε) = 0 = ωx(0), and (iii) for any x′ ∈ X there exists x′′ ∈ f−1(f(x′)) such that
d(x, x′′) ≤ ωx
(
d
(
f(x), f(x′)
))
. In particular, we have
dist
(
x, f−1
(
f(x′)
)) ≤ ωx(d(f(x), f(x′))), for all x′ ∈ X.
(The proof is the same as that of Corollary A.1.32.)
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Corollary A.1.38. A continuous map of metric spaces f : X → Y is open ⇐⇒ for each
x ∈ X there exists a function ωx : [0,∞)→ [0,∞) such that (i) ωx(t) is nondecreasing near
t = 0, (ii) limε→0 ωx(ε) = 0 = ωx(0), and (iii) dist
(
x, f−1
(
f(x′)
)) ≤ ωx(d(f(x), f(x′))) for
all x′ ∈ X. (This is immediate from Corollary A.1.37, because f−1(f(x′)) is a closed set.)
Lemma A.1.39 (Continuity on compact sets). A continuous map of metric spaces f : X →
Y is uniformly continuous on compact subsets of X.
Proof. It suffices to assume X is compact (since restrictions of f are continuous). Fix
ε > 0. Then for each x ∈ X, there is δx such that d(x, x′) < δx implies d(f(x), f(x′)) < ε/2.
Since X is compact, let {Bδxi/2(xi)}ni=1 cover X. Define δ := mini δxi/2. Pick any u, v ∈ X.
Let u ∈ Bδxj /2(xj) for some j. Then d(u, v) < δ implies u, v ∈ Bδxj (xj), which in turn implies
d(f(u), f(v)) ≤ d(f(u), f(xj)) + d(f(xj), f(v)) < ε/2 + ε/2 = ε. 
Corollary A.1.40. If a metric space X is locally compact (in the sense that every point
of X has a neighborhood whose closure is compact), then every continuous map of metric
spaces f : X → Y is locally uniformly continuous (in the sense that every point of X has a
neighborhood in which f is uniformly continuous).
Definition A.1.41 (Homeomorphism, Imbedding). A homeomorphism is a bijective map
of spaces h : X → Y such that both h, h−1 are continuous (in which case, we say X, Y are
homeomorphic, or X ∼= Y ). A map of spaces f : X → Y is an imbedding (of X into Y ) if
it is a homeomorphism onto its image (i.e., f : X → f(X) is a homeomorphism).
Definition A.1.42 (BiLipschitz map, Isometric map, BiLipschitz equivalence, Isometry).
A map f : (X, dX) → (Y, dY ) is c-biLipschitz (or a c-biLipschitz imbedding) if dX(x, x′)/c
≤ dY
(
f(x), f(x′)
) ≤ cdX(x, x′) for all x, x′ ∈ X. A 1-biLipschitz map is called an isomet-
ric map. A surjective biLipschitz map is called a biLipschitz equivalence. An isometry is a
surjective isometric map (i.e., an isometric homeomorphism).
Definition A.1.43 (Quotient map, Quotient topology, Quotient space). A map of spaces
f : X → Y is called a quotient map (making Y a quotient space of X, and the topology of Y
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a quotient topology) if it is surjective and B ⊆ Y is open ⇐⇒ f−1(B) is open in X. (Note
that a quotient map is continuous, but does not have to be an open map).
Examples. (1) Given a space (X, T ) and any equivalence relation ∼ on X, the map q : X →
X∼, x 7→ x∼ onto the set of equivalence classes X∼ = X∼ = {x∼ := {x′ ∈ X : x ∼ x′} | x ∈ X}
is a quotient map if X∼ is given the topology T∼ :=
{
B ⊂ X∼ : q−1(B) ∈ T
}
.
(2) Given a space X, any map of sets f : X → A induces an equivalence relation ∼f on X,
where x ∼f x′ ⇐⇒ f(x) = f(x′), with equivalence classes
X∼f =
X
∼f =
{
x∼f := f
−1(f(x)) | x ∈ X} = {f−1(a) : a ∈ f(X)}.
(3) Give a space X and any subspace A ⊂ X, we can define an equivalence relation ∼ on X
as follows: x ∼ x′ if x = x′ or x, x′ ∈ A. The space X∼ is denoted as XA or X/A.
(4) Every quotient space of compact/connected space is compact/connected (by continuity
of the quotient map).
Theorem A.1.44 (Universal property of quotient maps). Let X be a space and ∼ an equiv-
alence relation on X. For any continuous map f : X → Y such that x ∼ x′ ⇒ f(x) = f(x′),
there exists a unique continuous map f : X∼ → Y such that the following diagram commutes
(i.e., f factors through q as f = f ◦ q).
X Y
X∼
q
f
f
Proof. Let X∼ = {x∼ : x ∈ X}, where x∼ = {x′ ∈ X : x ∼ x′}. Existence: Note that
the hypotheses imply f : X∼ → Y , x∼ 7→ f(x) is well defined since
x∼ = x′∼ ⇐⇒ x ∼ x′ ⇒ f(x∼) = f(x) = f(x′) = f(x′∼),
and moreover, f ◦ q(x) = f(x∼) = f(x), and so f ◦ q = f . Uniqueness : If g : X∼ → Y is any
continuous map such that g ◦ q = f , then because q is surjective, f = g ◦ q = f ◦ q ⇒ g = f .
Continuity : If B ⊂ Y is open, then because f−1(B) = q−1
(
f
−1
(B)
)
and both f and q are
continuous, we see that f
−1
(B) is open. Hence, f is continuous. 
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Corollary A.1.45. Every continuous map of spaces f : X → Y induces a unique injective
continuous map f : X∼f → Y such that f = f ◦ q, where q : X → X∼f is the quotient map.
Corollary A.1.46 (Continuous maps on a quotient space). If Y = X∼ is a quotient space
of a space X, then continuous maps C(Y, Z) are precisely continuous maps C(X,Z) that are
constant on equivalence classes x∼ := {x′ ∈ X | x′ ∼ x} for all x ∈ X.
Proof. Let q : X → Y be the quotient map. By the universal property of quotient
maps, any continuous map f : X → Z that is constant on equivalence classes (i.e., x ∼ x′
⇒ f(x) = f(x′) ) gives a unique continuous map f˜ : Y → Z. Conversely, any continuous
map h : Y → Z also gives the unique continuous map H = h ◦ q : X q−→ Y h−→ Z, which is
by construction constant on equivalence classes (i.e., x ∼ x′ ⇒ H(x) = H(x′) ). 
A.1.3. Sequential topology, Compactness in metric spaces.
Definition A.1.47 (Sequence, Convergent sequence, Sequentially closed, Sequentially con-
tinuous, Sequentially compact). Let X be a space. A sequence in X is a map s : N → X,
n 7→ sn, which is often written as {sn} ⊂ X or simply as sn ∈ X. A sequence {xn} ⊂ X
converges to x (written xn → x) if every neighborhood of x contains all but finitely many
xn (i.e., for any open set U 3 x, we have {xN , xN+1, · · · } ⊂ U for some N). A set A ⊂ X
is sequentially closed if for every sequence xn ∈ A, xn → x ∈ X implies x ∈ A. A map of
spaces f : X → Y is sequentially continuous if for every sequence xn → x in X, we have
f(xn) → f(x) in Y . A set K ⊂ X is sequentially compact if every sequence xn ∈ K has a
subsequence xnk → x ∈ K.
Note that in a metric space X = (X, d), a sequence xn → x if and only if d(x, xn)→ 0.
Facts (Metric space peculiarities). (i) In a metric space X, a set A ⊂ X is closed iff
sequentially closed. (ii) A map of metric spaces f : X → Y is continuous iff sequentially
continuous. (iii) In a metric space X, a set K ⊂ X is compact iff sequentially compact.
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Proof. (i): If A is closed then by Lemma A.1.16, every xn ∈ A satisfies “xn → x ∈ X
implies x ∈ A”. If A is not closed, then with x ∈ A\A, we can pick a sequence xn ∈
B1/n(x) ∩ A, which satisfies 1/n ≥ d(x, xn)→ 0 and so xn → x 6∈ A.
(ii): If f is continuous, it follows from Corollary A.1.32 that “xn → x implies f(xn)→ f(x)”.
If f is not continuous, then for some closed set C ⊂ Y , f−1(C) is not closed, i.e., by (i)
there exists xn ∈ f−1(C) such that xn → x 6∈ f−1(C), which implies f(xn) 6−→ f(x) since C
is closed and f(xn) ∈ C but f(x) 6∈ C.
(iii): This is Corollary A.1.50 below. 
Definition A.1.48 (Bounded set, Totally bounded set, Cauchy sequence, Complete set).
Let X be a metric space and A ⊂ X. The set A is bounded if A ⊂ BR(x) for some R > 0,
x ∈ X. The set A is totally bounded if for any ε > 0 there exist points x1, ..., xn ∈ X such
that A ⊂ ⋃ni=1Bε(xi) (i.e., A can be covered with a finite number of balls of any radius). A
sequence xn ∈ X is Cauchy if d(xn, xm) → 0 as {m,n} → {∞}. The set A is complete if
every Cauchy sequence in A converges (to a point) in A.
Theorem A.1.49 (Compactness in a metric space). In a metric space X, a set A ⊂ X is
compact ⇐⇒ complete and totally bounded.
Proof. ⇒: Assume A is compact. It is clear that A is totally bounded since every
open cover of A (using balls in particular) has a finite subcover. Also, A is sequentially
compact [[i.e., every sequence {an} ⊂ A has a convergent subsequence: Indeed if ai ∈ A
is a sequence with no convergent subsequence, then K = {ai} is a closed set with no limit
point, and so A ⊂ (A−K) ∪⋃iBεi(ai) with Bεi(ai) ∩K = ai. By compactness of A, K is
finite (a contradiction)]]. Hence A is complete, since a Cauchy sequence converges iff it has
a convergent subsequence.
⇐: Assume A is complete and totally bounded. Then A is sequentially compact (i.e., every
sequence in A has a subsequence that converges in X, hence converges in A by completeness).
Otherwise, if an infinite sequence ai ∈ A has no subsequence that converges in X, then
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d(ai, aj) 6→ 0 since A is complete. Thus, there is a subsequence aik and ε0 > 0 such that
d(aik , aik′ ) ≥ 2ε0 for all k, k′, and so we need an infinite number of balls Bε0(xr) to cover A,
i.e., A 6⊂ ⋃nr=1Bε0(xr) for all n ≥ 1 (a contradiction).
Let A ⊂ ⋃α∈I Uα, Uα ⊂ A be an infinite open cover of A. Let A ⊂ ⋃mj=1Bε(xεj), which is
possible by total boundedness. Then by choosing ε small enough, we get Bε(x
ε
j) ∩A ⊂ Uαj ,
and so A ⊂ ⋃mj=1 Uαj . Otherwise, if for all ε > 0, some Bε(xεjε) ∩ A 6⊂ Uα for all α, then
for every n, some an ∈
(
B1/n (xn) ∩ A
) \Uα for all α, where xn := x1/nj1/n . By sequential
compactness of A, a subsequence ank → a ∈ A, and so
d(xnk , a) ≤ d(xnk , ank) + d(ank , a) ≤ 1/nk + d(ank , a)→ 0 ⇒ xnk → a ∈ A.
Since {Uα} covers A, some Uα0 3 a, i.e., some Bδ(a) ∩ A ⊂ Uα0 . So, for sufficiently large k,
ank ∈ B1/nk (xnk) ∩ A ⊂ Bδ(a) ∩ A ⊂ Uα0 , (a contradiction). 
Corollary A.1.50 (Compactness in a metric space). In a metric space X, a set A is compact
⇐⇒ sequentially compact.
Proof. If A is compact, it is clear from the proof of Theorem A.1.49 that A is sequen-
tially compact. Conversely, assume A is sequentially compact. Then A is complete since
every cauchy sequence in A has a convergent subsequence, and so converges in A. To show A
is totally bounded, fix ε > 0. Then for any a ∈ A, the sequence a1 = a ∈ A, a2 ∈ A\Nε(a1),
a3 ∈ A\
(
Nε(a1) ∪ Nε(a2)
)
, · · · , ai ∈ A\
(
Nε(a1) ∪ · · · ∪ Nε(ai−1)
)
, · · · satisfies d(ai, aj) ≥ ε
for all i, j, and so terminates (otherwise we get an infinite sequence with no convergent
subsequence). That is, A ⊂ ⋃ni=1 Nε(ai) for some n. 
A.1.4. Product topology, Compactness of product spaces.
Definition A.1.51 (Box topology). Let (Xα, Tα)α∈A be a family of spaces. The box topology
on X =
∏
α∈AXα = {(xα)α∈A : xα ∈ Xα} =
{
A
x−→ ⋃Xα | x(α) ∈ Xα} is the topology Tbox with base
Bbox =
{∏
α∈A Uα : Uα ∈ Tα
}
.
Definition A.1.52 (Product, Product topology, Product space). Let (Xα, Tα)α∈A be a
family of spaces. The product topology on X :=
∏
α∈AXα = {(xα)α∈A : xα ∈ Xα} =
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A
x−→ ⋃Xα | x(α) ∈ Xα} is the topology Tprod with base given by open rectangles
Bprod =
{∏
α∈AUα
∣∣ Uα∈Tα, Uα=Xα except forfinitely many α } = {UF := ∏α∈FUα ×∏α∈A\FXα ∣∣ finite F⊂A,Uα∈Tα } ,
where
∏
α∈A Uα :=
{
(xα)α∈A : xα ∈ Uα
}
and UF = {x ∈ X : xα ∈ Uα ∈ Tα, for α ∈ F}.
Notes. (1) A neighborhood base Bx for x ∈ X consists of open rectangles of the form
NF (x) = {y ∈ X : yα ∈ N(xα) ∈ Tα, for α ∈ F} =
∏
α∈F N(xα)×
∏
β 6∈F Xβ =
⋂
α∈F Nα(x),
where Nα(x) := {y ∈ X : yα ∈ N(xα) ∈ Tα} = N(xα)×
∏
β 6=αXβ is a “strip through N(xα)”.
(2) Notation (Product space): Whenever
∏
α∈AXα is a space, we will always assume it is
given the product topology, unless it is stated otherwise.
(3) Cartesian power of a space: If Xα = X for all α ∈ A (for some space X), we write XA
for
∏
α∈AXα =
∏
α∈AX :=
{
maps x : A → X} = {(xα)α∈A : xα ∈ X}. As usual, we
write Xn for X{0,1,2,··· ,n−1}. We will also write X∞ for XN.
Lemma A.1.53 ([53, Theorem 19.6, p 117]). Let {Xα}α∈A be a family of spaces, and
consider any map f : Z → ∏α∈AXα, z 7→ f(z), where it is clear that we necessarily have
f(z) = (fα(z))α∈A, for some maps fα : Z → Xα. If
∏
α∈AXα is given the product topology,
then f is continuous ⇐⇒ each fα is continuous.
Proof. If f is continuous, then each fα = piα ◦ f is continuous, because the maps
piα : X → Xα, x 7→ xα are continuous due to pi−1α (Uα) = Uα ×
∏
β 6=αXβ. Conversely, if each
fα is continuous, then so is f , since for each finite set F ⊂ A,
f−1
(∏
α∈FUα ×
∏
α∈A\FXα
)
=
{
z ∈ Z : fα(z) ∈ Uα for α ∈ F, fα(z) ∈ Xα for α 6∈ F
}
=
⋂
α∈Ff
−1
α (Uα) ∩
⋂
α 6∈Ff
−1
α (Xα) =
⋂
α∈Ff
−1
α (Uα)
is open as a finite intersection of open sets. 
The proof above shows the converse of this result fails for the box topology on
∏
α∈AXα
since an infinite intersection of open sets is not always open.
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Lemma A.1.54 (Tube lemma). Let X,K be spaces with K compact. For any point x ∈ X
and any open neighborhood N ( {x} × K ⊂ N ⊂ X × K) of {x} × K, there is an open
neighborhood U (x ∈ U ⊂ X) of x such that U ×K ⊂ N .
Proof. Since the rectangles {U × V : U open in X, V open in K} form a base for the
topology of X ×K, let N = ⋃α∈A Uα × Vα, where Uα ⊂ X, Vα ⊂ K are open. Then
{x} ×K = ⋃
α∈A
(Uα × Vα) ∩ ({x} ×K) =
⋃
α∈A
(Uα ∩ {x})× (Vα ∩K) =
⋃
α∈A
(Uα ∩ {x})× Vα
=
⋃
α:x∈Uα{x} × Vα = {x} ×
⋃
α:x∈Uα Vα, (union over those Uα that contain x)
⇒ K = ⋃α∈A Vα = ⋃α:x∈Uα Vα K is compact= ⋃1≤i≤n:x∈Uαi Vαi , n <∞.
Hence, the finite intersection U =
⋂
i:x∈Uαi Uαi ⊂ X is an open set containing x, and
U ×K = U × ⋃
i:x∈Uαi
Vαi =
⋃
i:x∈Uαi
(U × Vαi) ⊂
⋃
i:x∈Uαi
(Uαi × Vαi) ⊂ N. 
Corollary A.1.55 (Finite Tychonoff theorem). If X, Y are compact spaces, then so is X×Y .
Proof. Let {Eα} be an open cover of X × Y . For each x ∈ X, since {x} × Y is
compact, let {x} × Y ⊂ ⋃mxi=1 Eαxi . Define Nx := ⋃mxi=1Eαxi . Then by the tube lemma, there
is a neighborhood x ∈ Ux ⊂ X such that Ux × Y ⊂ Nx =
⋃mx
i=1Eαxi . Thus, with compact
X ⊂ ⋃nj=1 Uxj , we have X × Y = ⋃nj=1 Uxj × Y ⊂ ⋃nj=1Nxj = ⋃nj=1⋃mxji=1 Eαxji . 
The above result is true in the following general form but the proof is more involved.
Theorem (Tychonoff’s theorem). For compact spaces Xα,
∏
αXα is compact.
(Proof: See Theorem B.2.9)
Lemma A.1.56. If X, Y are spaces and A ⊂ X, B ⊂ Y , then in X×Y , (i) A×B = A×B
and (ii) (A× B)o = Ao × Bo. Hence, the boundary of a product of sets A× B ⊂ X × Y is
given by ∂(A×B) = (∂A×B) ∪ (A× ∂B).
Proof. (i) A×B ⊂ A×B = A×B (because A×B is closed). Also,
(a, b) ∈ A×B ⇒ a ∈ A, b ∈ B,
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⇒ every [N(a)×N(b)] ∩ [A×B] = [N(a) ∩B]× [N(b) ∩B] 6= ∅
⇒ every N(a, b) ∩ [A×B] 6= ∅, ⇒ (a, b) ∈ A×B.
(ii) It follows that (A×B)o = Ao ×Bo in X × Y , since
(A×B)o =
[
(A×B)c
]c
=
[
Ac × Y ∪X ×Bc]c = [Ac × Y ∪X ×Bc]c
=
(
Ac × Y )c ∩ (X ×Bc)c = ([Ac]c × Y ) ∩ (X × [Bc]c)
= (Ao × Y ) ∩ (X ×Bo) = Ao ×Bo. 
A.1.5. Spaces with algebraic structures.
Definition A.1.57 (Topological group). A group G with a topology T (on G) such that
multiplication G×G→ G, (g, h) 7→ gh and inversion G→ G, g 7→ g−1 are T -continuous.
Definition A.1.58 (Topological vector space (TVS)). A vector space X (over F = R or C)
with a topology T such that addition + : X×X → X, (x, y) 7→ x+y and scalar multiplication
F×X → X, (α, x) 7→ αx are T -continuous.
Examples of topological vector spaces are seminormed spaces in Definition A.1.62 below.
Definition A.1.59 (Action of a topological group on a space, G-space). Let G be a topo-
logical group (with identity 1G) and X a space. An action of G on X is a continuous map
G×X → X, (g, x) 7→ gx such that (i) g(g′x) = (gg′)x, and (ii) 1Gx = x, for all g, g′ ∈ G,
x ∈ X.
A G-space is a space X together with an action G×X → X, (g, x) 7→ gx.
Definition A.1.60 (Translation in a space, Translation invariant space). If X is a space
and V is a TVS, then a V -translation in X is an action of V on X of the form
(V,+)×X → X, (v, x) 7→ x+ v, (x+ v1) + v2 = x+ (v1 + v2) ≡ x+ v1 + v2.
If the translation above exists, we say X is a V -translation invariant space.
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Definition A.1.61 (Scaling in a space, Scale invariant space). If X is a space and F a field
(R or C), then an F-scaling in X is an action of F on X of the form
(F, ·)×X → X, (v, x) 7→ αx, α1(α2x) = (α1α2)x ≡ α1α2x.
If the scaling above exists, we say X is an F-scale invariant space.
Definition A.1.62 (Seminorm, Seminormed space, Locally convex space (LCS), Norm,
Normed space, Banach space). Let X be a vector space (over F = R or C). A seminorm on
X is a function p : X → R such that p(αx + βx) ≤ |α|p(x) + |β|p(y) for all x, y ∈ X and
scalars α, β. Associated with any seminorms P = {pα}α∈A on X is the topology (called semi-
norm topology, making X a seminormed space) with subbase (or generating set) consisting
of all “strips” of the form Uε,α(x) = {y ∈ X : pα(x− y) < ε}, ε > 0, α ∈ A, x ∈ X.
A locally convex space is a seminormed space (X, {pα}α∈A) such that for any x ∈ X, if
pα(x) = 0 for all α ∈ A then x = 0. (In this case, we say {pα}α∈A is a complete set of
seminorms, which is the case iff the seminorm topology is Hausdorff).
A norm on X (making X a normed space) is a seminorm p such that p(x) = 0 implies
x = 0, in which case we write p(x) as ‖x‖. Every normed space (X, ‖‖) is a metric space with
metric d(x, y) := ‖x− y‖. A complete normed space is called a Banach space. Examples of
Banach spaces we will encounter include (for any set A and a field F = R or C – depending on
context) the F-vector space `∞(A) :=
{
x : A→ F ∣∣ supa∈A |x(a)| <∞} with norm ‖x‖ :=
supa∈A |x(a)|.
Remarks A.1.1. (i) By the subbase-to-base criterion in Lemma A.1.26, the seminorm
topology associated with {pα}α∈A has a base consisting of ∅, X and finite intersections of
the “strips”, i.e.,
Uε,α1,...,αn(x) =
⋂n
i=1 Uε,αi(x), n ≥ 1, α > 0, α ∈ A, x ∈ X,
= {y ∈ X : pα1,...,αn(x− y) < ε}, pα1,...,αn := max{pα1 , ..., pαn}.
(ii) If p : X → R is any seminorm, the translation of Uε,p(0) := {p < ε} by a point x ∈ X is
x+ Uε,p(0) = x+ {z : p(z) < ε} = {x+ z : p(x+ z − x) < ε} = {y : p(y − x) < ε} = Uε,p(x).
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Lemma A.1.63 (Minkowski function of a convex set: [21, Proposition 1.14, p.102]).
Let X be a locally convex space and U ⊂ X a convex set that is “ symmetric” (so that
λU = U for any λ ∈ C with |λ| = 1). Then p : X → R, p(x) := inf {t > 0 : x
t
∈ U} =
inf {t > 0 : x ∈ tU} is a seminorm.
Proof. For any scalar α, p(αx) = inf
{
t > 0 : αx
t
∈ U} = |α| inf { t|α| > 0 : |α|ei argαxt ∈
ei argαU
}
= |α| inf {s > 0 : x
s
∈ U} = |α|p(x). Also, for any t, t′ > 0 with x
t
, y
t′ ∈ U , we can
choose λ ∈ (0, 1) such that (by convexity of U) λx
t
+ (1 − λ) y
t′ ∈ U , along with λt = 1−λt′ ,
imply 1
λ
= 1 + t
′
t
and λ
t
(x+ y) = 1
t+t′ (x+ y) ∈ U , which in turn imply
p(x) + p(y) = inf
{
t > 0 : x
t
∈ U}+ inf {t > 0 : y
t
∈ U}
≥ inf {t+ t′ > 0 : λx
t
+ (1− λ) y
t′ ∈ U
}
= inf
{
t+ t′ > 0 : x+y
t+t′ ∈ U
}
= p(x+ y). 
Note (from the proof above) that if U ⊂ X is any convex set, then (even without
symmetry) the resulting Minkowski function p : X → R is a sublinear functional (See also
[21, Proposition 3.2,p.108]) in the sense it satisfies
p(αx) = αp(x) and p(x+ y) ≤ p(x) + p(y), for all α ≥ 0, x, y ∈ X.
Corollary A.1.64. A TVS is a LCS ⇐⇒ it has a base consisting of convex sets.
Proof. (⇒) Seminorms produce convex neighborhoods: Seminorms are convex func-
tions (so seminorm−1(convex) is convex) and intersections of convex sets are convex sets.
(⇐) Conversely, convex neighborhoods come from seminorms: Recall from Lemma A.1.63
that if U is a convex set which is “symmetric” (so that λU = U for any λ ∈ C with |λ| = 1),
then its Minkowski function p(x) := inf
{
t > 0 : x
t
∈ U} = inf {t > 0 : x ∈ tU} is a seminorm.
For concreteness, further choose the convex set U to be “absorbing” (so that λU ⊂ U for any
λ ∈ C with |λ| < 1). [Footnote1] Observe that by definition, for any t, x ∈ tU ⇒ p(x) < t,
and so tU ⊂ {p < t} for all t. In particular, U ⊂ {p < 1}. On the other hand, suppose
x ∈ {p < 1} but x 6∈ U . Then x 6∈ tU ⊂ U for all t such that p(x) < t < 1. This contradicts
1Note that if U ⊂ X is a convex set with 0 ∈ U , then the absorbing property holds automatically.
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the fact that p(x) is the infimum of all t such that x ∈ tU . Thus {p < 1} ⊂ U , and so
U = {p < 1}. 
Definition A.1.65 (Inner product, Inner product space, Hilbert space). Let X be a vector
space (over F = R or C). An inner product on X (making X an inner product space) is a
function 〈〉 : X×X → F such that for any x, y, z ∈ X and scalar α, (i) 〈αx, y〉 = α〈x, y〉 and
〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉, (ii) 〈x, y〉 = 〈y, x〉, (iii) 〈x, x〉 > 0 if x 6= 0. Every inner product
space (X, 〈〉) is a normed space with norm ‖x‖ := √〈x, x〉. A complete inner product space
is called a Hilbert space.
Note that a function 〈〉 : X × X → F that satisfies (i) and (iii) is called a semi-inner
product, and becomes an inner product only if it also satisfies the symmetry condition (ii).
Definition A.1.66 (Quotient metric, Quotient metric topology, Quotient metric space). Let
(X, d) be a metric space and ∼ an equivalence relation on X. The quotient (pseudo)metric
ρ on the quotient space X∼ = {[x] = x∼ : x ∈ X}, making
(
X
∼ , ρ
)
a quotient metric space, is
ρ([x], [y]) := inf
{
lδ(c)
∣∣ c : {0, 1, ..., n} → X, c0 ∈ [x], cn ∈ [y], n ∈ N} ≤ dist([x], [y]),
lδ(c) :=
n∑
i=0
δ(ci−1, ci), δ(u, v) :=
 0, u ∼ vd(u, v), otherwise
 ,
which is the smallest δ-length lδ(c) of finite chains c = {c0, c1, ..., cn} of points in X with
endpoints in the equivalence classes [x] and [y], i.e., c0 ∈ [x], cn ∈ [y].
It is clear that ρ([x], [y]) = ρ([y], [x]). Also, ρ([x], [y]) ≤ ρ([x], [z]) + ρ([z], [y]), since for
any ε > 0, there exist two finite chains c[x],[z], c[z],[y] such that with c[x],[y] := c[x],[z] · c[z],[y]
(another such finite chain by transitivity of ∼), we have
ρ([x], [y]) ≤ lδ
(
c[x],[y]
) ≤ lδ (c[x],[z])+ lδ (c[z],[y]) < ρ([x], [z]) + ρ([z], [y]) + 2ε.
For the special case where X∼ =
X
A
for some A ⊂ X, we have
ρ([x], [y]) = min
{
d(x, y) , dist(x,A) + dist(y, A)
}
.
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Definition A.1.67 (Disjoint union, Disjoint union topology, Disjoint union space). Let
(X, TX), (Y, TY ) be spaces. The disjoint union XunionsqY of the sets X,Y is the set whose powerset
P(X unionsq Y ) = {A unionsq B : A ⊂ X, B ⊂ Y } is defined to be the Cartesian pairing/product P(X) ×
P(Y ) = {(A,B) : A ⊂ X, B ⊂ Y } along with union and intersection given by
(A,B) ∪ (A′, B′) := (A ∪A′, B ∪B′), (A,B) ∩ (A′, B′) := (A ∩A′, B ∩B′).
We write A unionsq B for (A,B) ∈ P(X unionsq Y ) = P(X) × P(Y ), so that P(X unionsq Y ) = {A unionsq B : A ⊂
X, B ⊂ Y }, with the union and intersection rules
(A unionsqB) ∪ (A′ unionsqB′) := (A ∪A′) unionsq (B ∪B′), (A unionsqB) ∩ (A′ unionsqB′) := (A ∩A′) unionsq (B ∩B′).
The disjoint union topology TXunionsqY on X unionsq Y (making X unionsqY = (X unionsqY, TXunionsqY ) a disjoint union
space) is given by TXunionsqY := TX unionsq TY = {U unionsq V : U ∈ TX , V ∈ TY }.
Definition A.1.68 (Wedge sum of spaces, Basepoint). The wedge sum
∨
(Xα, xα) of a
collection {(Xα, xα)} of spaces Xα with basepoint xα ∈ Xα (a point selected on purpose) is∨
(Xα, xα) := (X, x0), X =
∨
Xα :=
⊔
Xα
{xα} , x0 := xα for all α.
Lemma A.1.69 (Gluing). If fα : (Xα, xα) → Y are continuous maps such that fα(xα) =
fβ(xβ) for all α, β, then the map F :
⊔
Xα → Y , F (x) = fα(x) if x ∈ Xα, is continuous.
Moreover, there exists a unique continuous map f :
∨
(Xα, xα)→ Y such that F = f ◦ q.
Proof. F is continuous since F−1(V ) =
⊔
f−1α (V ) for any (open) set V ⊂ Y . Moreover,
x ∼ x′ (i.e., x = x′ or x, x′ ∈ {xα}) ⇒ F (x) = F (x′).
Thus, by Theorem A.1.44 (universal property of quotient maps), we get the desired result.
Xα Y
⊔
Xα
X =
∨
Xα
iα
fα
q
F
f
where f |Xα := f ◦ q ◦ iα = fα for all α. 
A.1.6. Space types (by separation), Analytic and miscellaneous properties.
Definitions A.1.1 (Common types of spaces). A space X is called a
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(a) Kolmogorov space (or T0 space) if for any two distinct points x, y ∈ X, x has a neigh-
borhood that excludes y, or y has a neighborhood that excludes x.
(b) Fre´chet space (or T1 space) if for any two distinct points x, y ∈ X, x has a neighborhood
that excludes y, and y also has a neighborhood that excludes x (Equivalently, X is a space
in which every point is closed).
(c) Hausdorff space (or T2 space) if distinct points x, y ⊂ X have disjoint neighborhoods.
(d) Regular space if any closed set C ⊂ X and any point x 6∈ C have disjoint neighborhoods
(Equivalently, for every x ∈ X, every neighborhood x ∈ U ⊂ X contains the closure of
another neighborhood x ∈ V ⊂ V ⊂ U ⊂ X). A regular Hausdorff space is called a T3
space.
(e) Normal space if any two disjoint closed sets C1, C2 ⊂ X, C1 ∩ C2 = ∅, have disjoint
neighborhoods. (Equivalently, for every closed set C ⊂ X, every neighborhood C ⊂ U ⊂ X
contains the closure of another neighborhood C ⊂ V ⊂ V ⊂ U ⊂ X). A normal Hausdorff
space (i.e., a normal T1 space) is called a T4 space.
Lemma A.1.70 (Bijection as homeomorphism). A bijective continuous map f : X → Y is
a homeomorphism ( ⇐⇒ it is open) ⇐⇒ it is closed. (Proof: If U ⊂ X is open, then
f(U c) = f(U)c is closed, and so f(U) is open, which shows f−1 is continuous.)
Therefore, for any quotient map q : X → Y , if q is injective on a closed (resp. open)
set A ⊂ X, then q|A : A → Y is an imbedding, since if B ⊂ A is closed (resp. open), then
B = q−1
(
q(B)
)
implies q(B) ⊂ q(A) is closed (resp. open).
Lemma A.1.71 (Closed image). Let f : X → Y be a continuous map. If X is compact and
Y is Hausdorff, then f(X) is both compact and closed.
Proof. If Vα ⊂ Y is an open cover of f(X), then f−1(Vα) is an open cover of X,
containing a finite subcover f−1(Vαi), i = 1, ..., n. Thus Vαi is a finite subcover of f(X), i.e.,
f(X) is compact. For closedness, pick y ∈ Y \f(X). Then for every f(x) ∈ f(X), there exist
disjoint open sets Ax 3 y and Bx 3 f(x). Since f(X) is compact, its open cover {Bx : x ∈ X}
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has a finite subcover {Bxi}mi=1. Let A =
⋂
Axi and B =
⋃
Bxi . Then A ∩ f(X) = ∅, since
f(X) ⊂ B and A ∩B = ∅. Hence Y \f(X) is open, i.e., f(X) is closed. 
Note that the above lemma (by its proof) is an immediate corollary of two general facts,
namely, (i) A continuous map takes compact sets to compact sets, (ii) A compact subset of
a Hausdorff space is closed.
Lemma A.1.72 (Bijection as homeomorphism). Let f : X → Y be a continuous map. If
X is compact and Y is Hausdorff, then f is a homeomorphism ⇐⇒ a bijection.
Proof. If f is a homeomorphism, it is clear that f is a bijection. Conversely, assume f
is a bijection. To show f−1 : Y → X is continuous (i.e., that f is open), let A ⊂ X be open.
Then the image f(A) = (f−1)−1
(
(Ac)c
)
=
[
(f−1)−1(Ac)
]c
=
[
f(Ac)
]c
is open since Ac is
compact (as a closed subset of a compact set) and so f(Ac) is closed (by Lemma A.1.71). 
Lemma A.1.73 (Hausdorff quotient spaces). Let X be a regular Hausdorff space and Y :=
X∼ = {x∼ : x ∈ X} a quotient space of X. If the non-singleton equivalence classes xns∼ ⊂ X
(i) are isolated closed sets (footnote2), and (ii) their union
⋃
xns∼ is closed in X, then Y is
a Hausdorff space. (In particular, if X is a regular Hausdorff space and C ⊂ X is closed,
then X
C
is Hausdorff.)
Proof. Let q : X → Y be the quotient map, and let y, y′ ∈ Y be distinct. (a) If
y, y′ 6∈ {xns∼ : x ∈ X} then by (ii) y, y′ have disjoint neighborhoods in X on which q
is injective, and so have disjoint neighborhoods in Y . (b) If y 6∈ {xns∼ : x ∈ X} and
y′ ∈ {xns∼ : x ∈ X}, then by regularity, y, y′ have disjoint neighborhoods Oy, Oy′ in X with
q injective on Oy by (ii) and Oy′ disjoint from all other non-singleton equivalence classes by
(i), and so have disjoint neighborhoods q(Oy),q(Oy′) in Y . (c) If y ∈ {xns∼ : x ∈ X} and
y′ ∈ {xns∼ : x ∈ X}, then by (ii), y, y′ have disjoint neighborhoods Oy, Oy′ in X that are
disjoint from all other non-singleton equivalence classes, and so have disjoint neighborhoods
q(Oy),q(Oy′) in Y . 
2Isolated in the sense they have pairwise disjoint neigborhoods.
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Corollary A.1.74. If I = [0, 1] ⊂ R, then Sn ∼= In∂In and In+1 ∼= S
n×I
Sn×{1} .
Lemma A.1.75 (Non-Hausdorff quotient spaces). If X is a space and O ⊂ X an open set
such that ∂O 6= ∅, then Y := X
O
is not a T1 space (hence a non-Hausdorff space).
Proof. Let q : X → Y be the quotient map. Let x ∈ ∂O. Since O is open in X, we
know x 6∈ O, and so x,O are distinct points of Y . If Bx ⊂ Y is any open set containing
q(x) = x, then because q−1(Bx) is open in X and x ∈ q−1(Bx), we see that q−1(Bx)∩O 6= ∅.
It follows that Bx = q
(
q−1(Bx)
) 3 O. 
Definition A.1.76 (Retraction, Retract). Let X be a space and A ⊂ X. Any continuous
extension r : X → A of the identity map 1A : A → A (i.e., r|A = 1A) is called a retraction
of X onto A. The subset A ⊂ X is a retract (of X) if there exists a retraction r : X → A.
Lemma A.1.77 (Extension of continuous maps). A subspace A ⊂ X is a retract ⇐⇒
every continuous map f : A→ Y extends to a continuous map F : X → Y .
Proof. If A ⊂ X is a retract, then every continuous map f : A → Y extends to a
continuous map F = f ◦ r : X r−→ A f−→ Y (where r is a retraction). Conversely, if every
continuous map f : A → Y extends to a continuous map F : X → Y , then in particular,
1A : A→ A extends to a retraction r : X → A. 
Definition A.1.78 (Uniform metric, Uniform metric topology, Function space). If X is
a space and (M,d) a metric space (noting that db(m,m
′) := min
[
d(m,m′), 1
]
is another
metric that induces the same topology on M as d; see Lemma A.4.3), the set of functions
F(X,M) = {maps f : X → M} is a metric space (a function space) with respect to the
“uniform metric” defined by
du(f, g) := sup
{
db(f(x), g(x)) : x ∈ X
}
.
If F(X,M) is given as a space, we will assume the du-topology, unless it is stated otherwise.
Note that if M is bounded then (up to biLipschitz equivalence) we can simply define
du by du(f, g) := sup
{
d(f(x), g(x)) : x ∈ X}. In subsequent discussions involving du, we
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will for convenience not distinguish between db = min(d, 1) and d. That is, d in du(f, g) :=
sup
{
d(f(x), g(x)) : x ∈ X} will be understood to be db (especially when M is unbounded).
Lemma A.1.79 (Completeness of uniform metric). Let X be a space and (Y, d) a metric
space. If Y is complete, then the function space F(X, Y ) is complete.
Proof. Assume (Y, d) is complete, and let {fn} ⊂ F(X, Y ) be a Cauchy sequence. Then
for any ε > 0, there exists nε such that du(fn, fm) < ε for all n,m ≥ nε. For every x ∈ X,
{fn(x)} ⊂ Y is Cauchy (and so converges in Y ) since d
(
fn(x), fm(x)
) ≤ du(fn, fm)→ 0.
For each x ∈ X, let fn(x) → f(x) in Y . Then {fn} ⊂ F(X, Y ) converges to f . Indeed,
we know “du(fn, fm) < ε for n,m ≥ nε”. So, for fixed n ≥ nε, we have
d (fn+m(x), fn(x)) ≤ du (fn+m, fn) < ε, for all m ≥ 1, x ∈ X,
(s)⇒ d (f(x), fn(x)) = lim
m→∞
d (fn+m(x), fn(x)) ≤ ε, for all x ∈ X,
⇒ du(f, fn) ≤ ε, ⇒ fn → f in F(X, Y ),
where step (s) holds by
∣∣∣d(fn+m(x), fn(x))−d(f(x), fn(x))∣∣∣ ≤ d(fn+m(x), f(x))→ 0 as m→∞. 
Lemma A.1.80 (Continuous limit theorem). Let X be a space and (Y, d) a metric space. (i)
The space of continuous functions C(X, Y ) ⊂ F(X, Y ) is closed. (ii) If X is also a metric
space, the space of uniformly continuous functions UC(X, Y ) ⊂ F(X, Y ) is closed.
Proof. (i) Let {fn} ⊂ C(X, Y ) be such that fn → f ∈ F(X, Y ). To show f ∈ C(X, Y ).
That is, for any x ∈ X and ε > 0, there exists an open set O 3 x such that
f(O) ⊂ Nε(f(x)) := {y ∈ Y : d(y, f(x)) < ε}.
Since fn → f uniformly, there exists N = Nε such that
d
(
fn(x
′), f(x′)
) ≤ du(fn, f) < ε/3, for all n ≥ N, x′ ∈ X.
Since fN is continuous at x ∈ X, there exists a neighborhood Ox of X such that
d
(
fN(x), fN(x
′)
)
< ε/3, for all x′ ∈ Ox.
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Therefore, f is also continuous at x, since for all x′ ∈ Ox
d
(
f(x), f(x′)
) ≤ d(f(x), fN(x))+ d(fN(x), fN(x′))+ d(fN(x′), f(x′)) < ε.
(ii) Now, assume X is a metric space and, as before, let {gn} ⊂ UC(X, Y ) be such that
gn → g ∈ F(X, Y ). To show g ∈ UC(X, Y ). Since gn → g, there exists N = Nε such that
d
(
gn(x
′), g(x′)
) ≤ du(gn, g) < ε/3, for all n ≥ N, x′ ∈ X.
By uniform continuity of gN , there exists δ = δε > 0 such that
d(x′, x′′) < δ ⇒ d(gN(x′), g(x′′)) < ε/3, for all x′, x′′ ∈ X.
Thus, g is also uniformly continuous, since (for all x′, x′′ ∈ X) the bound d(x′, x′′) < δ implies
d
(
g(x′), g(x′′)
) ≤ d(g(x′), gN(x′))+ d(gN(x′), gN(x′′))+ d(gN(x′′), g(x′′)) < ε. 
Corollary A.1.81 (Continuous limit theorem). Let X be a space and (Y, d) a complete
metric space. (i) The space of continuous functions C(X, Y ) ⊂ F(X, Y ) is complete. (ii) If
X is also a metric space, the space of uniformly continuous functions UC(X, Y ) ⊂ F(X, Y )
is complete.
Lemma A.1.82 (Uniform extension theorem). Let X, Y be metric spaces, and f : E ⊂
X → Y . If (i) f is uniformly continuous, and (ii) E is dense, then f extends to a unique
uniformly continuous map F : X → Y .
(Note: By its proof, the result remains true if ”uniformly” is replaced with ”Lipschitz”.)
Proof. Define a map F : X → Y by F (x) := lim f(en) for any sequence en ∈ E such
that en → x. F is well defined because if en → x, e′n → x and f(en)→ y, f(e′n)→ y′, then
d(y, y′) ≤ d(y, f(en)) + d (f(en), f(e′n)) + d(f(e′n), y′)→ 0, ⇒ y = y′,
where d (f(en), f(e
′
n)) → 0 by uniform continuity of f (because d(en, e′n) ≤ d(en, x) +
d(x, e′n)→ 0). It is also clear that F |E = f , i.e., F is an extension of f .
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To see that F is uniformly continuous (hence unique since continuous maps that agree
on a dense set agree everywhere), observe that
d(F (x), F (x′)) = d (lim f(en), lim f(e′n)) = lim
k,l
d (f(ek), f(e
′
l))
(s)−→ 0 uniformly as x→ x′,
where step (s) holds because there always exists N = N
(
d(x, x′)
) ≥ 1 such that
d(ek, x) ≤ d(x, x′) and d(e′l, x′) ≤ d(x, x′), for all k, l ≥ N, (A.4)
⇒ d(ek, e′l) ≤ d(ek, x) + d(x, x′) + d(x′, e′l) ≤ 3d(x, x′), for all k, l ≥ N.
Step (s): By uniform continuity of f , for any ε > 0, there exists δ = δε such that
d(ek, e
′
l) < 3δ ⇒ d(f(ek), f(e′l)) < ε/3, for k, l ≥ N. (A.5)
Also, there exist 0 < δx, δx′ ≤ δ such that d(x, ek) < δx ⇒ d(F (x), f(ek)) < ε/3, and
d(x′, e′l) < δx′ ⇒ d(F (x), f(e′l)) < ε/3, for k, l ≥ N . Hence, d(x, x′) < δ implies
d(F (x), F (x′)) ≤ d(F (x), f(ek)) + d(f(ek), f(e′l)) + d(f(e′l), F (x′)) < ε, for k, l ≥ N. 
Definition A.1.83 (Dense map). A map of spaces f : X → Y is dense if its image is dense,
i.e, f(X) = Y .
Definition A.1.84 (Completion of a metric space). Let X be a metric space. A metric
space Z is a completion of X if (i) Z is complete and (ii) there exists a dense isometric
imbedding ϕ : X ↪→ Z.
By the following theorem, every metric space has a completion that is unique up to
isometry.
Theorem A.1.85 (Existence and uniqueness of a completion). For any metric space X,
there is a complete metric space X˜ and an isometric imbedding i : X ↪→ X˜ such that i(X)
is dense in X˜. Moreover, X˜ is unique up to isometry.
Proof. Existence: Let C = {all Cauchy sequences in X}. Define a relation ∼ on C as:
(xj) ∼ (yj) if d(xj, yj)→ 0, for all (xj), (yj) ∈ C.
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Then ∼ is an equivalence relation due to the following.
(a) d(xj, xj) = 0→ 0 (So ∼ is reflexive).
(b) d(xj, yj)→ 0 implies d(yj, xj) = d(xj, yj)→ 0 (So ∼ is symmetric).
(c) d(xj, yj) → 0, d(yj, zj) → 0 implies d(xj, zj) ≤ d(xj, yj) + d(yj, zj) → 0 (So ∼ is
transitive).
Let
[
(xj)
]
:=
{
(yj) ∈ C : (yj) ∼ (xj)
}
be the equivalence class of (xj) in C. Consider the
metric space X˜ := C/ ∼ =
{
x˜ =
[
(xj)
] ∣∣∣ (xj) ∈ C}, with metric
d˜ (x˜, y˜) := lim
j→∞
d(xj, yj),
where d˜ is well defined (i.e., exists and is independent of the choice of representatives of
the equivalence classes) because
(
d(xj, yj)
)
converges as a real Cauchy sequence, and if
(x′j) ∼ (xj) and (y′j) ∼ (yj), then |d(x′j, y′j)− d(xj, yj)| ≤ d(x′j, xj) + d(yj, y′j)→ 0 implies
lim d(x′j, y
′
j) = lim d(xj, yj).
Define the inclusion i : X ↪→ X˜ by i(x) = [(x, x, · · · )], where (x, x, · · · ) denotes the
constant sequence. Then i is isometric since d˜(i(x), i(y)) = lim d(x, y) = d(x, y). Note that
every sequence (xj) such that xj → x belongs to the equivalence class
[
(x, x, · · · )], and so
i(x) :=
[
(x, x, · · · )] = {(xj) ∈ C : xj → x}.
To show that i(X) is dense in X˜ we show that X˜ ⊂ i(X) = i(X)∪i(X)′. Let x˜ = [(xj)] ∈
X˜. If (xj) converges, then x˜ ∈ i(X) ⊂ i(X). If (xj) does not converge, let ε > 0 be given.
We must show that Nε(x˜)\{x˜} contains an element of i(X). Recall that y˜ =
[
(yj)
] ∈ Nε(x˜)
⇐⇒ d˜(x˜, y˜) = lim
j
d(xj, yj) < ε.
Since {xj} is Cauchy, there is N = N(ε) such that d(xj, xj′) < ε for j, j′ ≥ N , and so for
any k ≥ N ,
d˜
(
x˜,
[
i(xk)
])
= lim
j
d(xj, xk) < ε, ⇒
[
i(xk)
]
=
[
(xk, xk, · · · )
] ∈ Nε(x˜)\{x˜}.
Therefore i(X) is dense in X˜.
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Next we show that X˜ is complete. Let (x˜k), where x˜k =
[
(xjk)
]
, be a Cauchy sequence
in X˜. We must show that (x˜k) converges. Let ε > 0 be given. Then there is N1 = N1(ε)
such that
d(x˜k, x˜k′) = lim
j
d(xjk, xjk′) < ε for k, k
′ ≥ N1.
Since for each pair k, k′ ≥ N1, d(xjk, xjk′) → d(x˜k, x˜k′), it follows that there is N2(k, k′) =
N2(ε, k, k
′) with
|d(xjk, xjk′)− d(x˜k, x˜k′)| < ε for j ≥ N2(k, k′), k, k′ ≥ N1,
⇒ d(xjk, xjk′) < d(x˜k, x˜k′) + ε < 2ε for j ≥ N2(k, k′), k, k′ ≥ N1.
Consider the diagonal sequence (xkk). Then because each representative of x˜k is Cauchy,
d(xkk, xk′k′) ≤ d(xkk, xjk) + d(xjk, xjk′) + d(xjk′ , xkk′) < 3(2ε) = 6ε for k, k′ ≥ N1.
Thus (xkk) is a Cauchy sequence, i.e.,
[
(xkk)
] ∈ X˜. Therefore, {x˜k} converges in X˜, since
d
(
x˜k,
[
(xjj)
])
= lim
j
d(xjk, xjj) < 6ε for k ≥ N, ⇒ x˜k →
[
(xjj)
] ∈ X˜.
Uniqueness : Let i1 : X ↪→ X˜1 and i2 : X ↪→ X˜2 be isometric imbeddings, where X˜1, X˜2
are complete, i1(X) is dense in X˜1, and i2(X) is dense in X˜2. Then we get the map
j : i1(X)→ X˜2, i1(x) 7→ i2(x)
which is uniformly continuous on i1(X) as an isometric map, because
d(j(i1(x)), j(i1(y))) = d(i2(x), i2(y)) = d(x, y), for all x, y ∈ X.
Since i1(X) is dense in X˜1, and X˜2 is complete, it follows by Theorem A.1.82 that j extends
to a unique continuous map X˜1 → X˜2. Hence we have an isometry j : X˜1 → X˜2. 
Theorem A.1.86 (Baire category theorem). Let (X, d) be a complete metric space. If
{Dn}∞n=1 is a countable collection of dense open (or dense Gδ) sets, then
⋂∞
n=1 Dn is dense.
(Note: A set is called a Gδ set if it is a countable intersection of open sets. The complements
of Gδ sets, i.e., countable unions of closed sets, are called Fσ sets.)
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Proof. We show every x ∈ X lies in ⋂∞n=1Dn, i.e., Br(x) ∩⋂∞n=1Dn 6= ∅ for all r > 0.
Observe that Br(x) ∩
⋂∞
n=1 Dn =
⋂∞
n=1 Br(x) ∩Dn =
⋂∞
n=1En, where En := Br(x) ∩Dn are
dense open sets in the complete metric space Y := Br(x) = (Br(x), d).
Let x1 ∈ E1. Since E1 is open in Y , some B2r1(x1) ⊂ E1, and so Br1(x1) ⊂ E1.
Since E2 is dense in Y , some x2 ∈ E2 ∩ Br1(x1)\{x1}, and so (as above) some Br2(x2) ⊂
E2 ∩ Br1(x1)\{x1}. Similarly, some Br3(x3) ⊂ E3 ∩ Br2(x2)\{x2}. Continuing this way, at
the nth step, we get Brn(xn) ⊂ En ∩Brn−1(xn−1)\{xn−1}, resulting in a decreasing sequence
of closed sets Brn(xn) ⊃ Brn+1(xn+1) of sizes 2−n ≥ rn > rn+1 → 0.
This means the sequence {xn} ⊂ Y is Cauchy, and so converges to a point z ∈ Y , since
Y is complete. Note that z ∈ ⋂Brn(xn) ⊂ ⋂∞n=1 En, otherwise, if some Brn′ (xn′) 63 z then
some neighborhood of z misses a tail of {xn}, which is a contradiction. Hence,
⋂
En 6= ∅. 
A.2. Classification of Spaces: Algebraic Topology
We will not be concerned with a detailed exposition of the algebraic topology of finite
subset spaces. However, some questions concerning their metric geometry (which is our
main concern) will require some basic knowledge of algebraic topology.
There are many equivalent ways of specifying the topology of a space, some of which we
have already encountered. The topology of a space can be variously a point-set topology,
variously a metric topology, variously a subspace topology, variously a quotient topology,
variously a product topology, variously a disjoint union topology, and so on. In other words,
a topological space is only unique up to homeomorphism. A property of a space is said to
be topologically invariant , or called a topological invariant , if it is invariant under homeo-
morphisms (i.e., if it does not depend on the way the topology is specified).
Since a topological space is only unique up to homeomorphism, in classifying spaces it
is essential to consider classification methods that are topologically invariant (in the sense
they are based on topological invariants of some sort, and so do not depend on the way the
topology of a space is specified). Algebraic topology is a study of topologically invariant
classification methods that are based on algebraic topological invariants (i.e., topological
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invariants constructed from groups, rings, and modules) defined over spaces. We will briefly
describe two of such classification methods, namely, homotopy and homology.
A.2.1. Homotopy.
Denote the interval [0, 1] ⊂ R by I. On the unit n-sphere, Sn = ∂B1(0) ⊂ Rn+1, we will
denote the north pole by N := (0, · · · , 0, 1) and the south pole by S := (0, · · · , 0,−1). If
f : X → Y and A ⊂ X, B ⊂ Y are such that f(A) ⊂ B, then we write f : (X,A)→ (Y,B).
Definition A.2.1 (Path, Reverse path, Reverse map). If X is a space, a continuous map
of the form γ : I → X is called a path in X from γ(0) to γ(1). The reverse path of γ is
γ : I → X, γ(t) := γ(1 − t). Similarly, given a continuous map f : In → X, we define (up
to homeomorphism of In) its reverse map f : In → X by f(t1, ..., tn) := f(1− t1, t2, · · · , tn).
Definition A.2.2 (Homotopy, Invariant homotopy). Let X, Y be spaces. A family of maps
{ft : X → Y }t∈I is called a homotopy (or continuous family of continuous maps) if the joint
map F : X × I → Y , (x, t) 7→ ft(x) is continuous. The homotopy is invariant if F (x, t) is
constant in t, i.e., if the map F : X × I → Y is equivalent to a single map f : X → Y .
The joint map F is itself called the homotopy, because any continuous map F : X × I →
Y, (x, t) 7→ F (x, t) gives a homotopy {ft : X → Y, x 7→ ft(x) := F (x, t)}t∈I – Recall that
a continuous multivariate function is continuous in each variable separately. Note that a
homotopy F : X×I → Y is equivalently a continuous family of paths γX := {γx : I → Y }x∈X ,
where γx(t) = F (x, t) = ft(x) is a path in Y from F (x, 0) = f0(x) to F (x, 1) = f1(x). Thus,
the homotopy is a continuous deformation in Y of the image F (X, 0) = f0(X) ⊂ Y , through
the images F (X, t) = ft(X) into the image F (X, 1) = f1(X) ⊂ Y , of X.
Definition A.2.3 (Homotopy relative to a set). If A ⊂ X, a homotopy F : X × I → Y is
called a homotopy relative to A if the subhomotopy F |A×I : A × I → Y is invariant. That
is, the homotopy leaves the image F (A, 0) = F (A, t) = F (A, 1) ⊂ Y of A undeformed.
Definition A.2.4 (Homotopic maps). Continuous maps f, g : X → Y are homotopic (writ-
ten f ' g) if there is a homotopy {ft : X → Y }t∈I such that f0 = f , f1 = g (i.e., such
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that the continuous map F (x, t) = ft(x) satisfies F |X×{0} = f , F |X×{1} = g). That is, the
image f(X) can be continuously deformed into the image g(X).
Definition A.2.5 (Nullhomotopic map). A continuous map f : X → Y is null homotopic
if it is homotopic to a constant map cy0 : X → Y, x 7→ y0 (for some y0 ∈ Y ). That is, the
image f(X) ⊂ Y can be continuously deformed into a point.
Definition A.2.6 (Homotopy equivalence, Homotopy equivalent spaces, Homotopy inverse).
A continuous map f : X → Y is a homotopy equivalence if there exists a continuous map
g : Y → X (called homotopy inverse of f) such that f ◦ g ' 1Y and g ◦ f ' 1X . We say X
and Y are homotopy equivalent (or of the same homotopy type), written X ' Y .
Definition A.2.7 (Contractible space). A space X is contractible if X ' {x0} for a point
x0 ∈ X (or equivalently, the identity 1X : X → X is nullhomotopic).
Lemma A.2.8 (Contractibility criterion). A space X is contractible ⇐⇒ 1X : X → X is
nullhomotopic.
Proof. (⇒): Assume X ' {x0} for some x0 ∈ X. Let f : X → {x0} be a homotopy
equivalence with a homotopy inverse g : {x0} → X. Then 1X ' g ◦ f = cg(x0) : X → X.
(⇐): Assume 1X ' cx0 : X → X for some x0 ∈ X. Then cx0 gives a map p : X → {x0}, x 7→
cx0(x) = x0. Also, we always have the inclusion map i : {x0} ↪→ X, x0 → x0. Thus,
i ◦ p = cx0 ' 1X , p ◦ i = 1{x0} ' 1{x0},
which shows p : X → {x0} is a homotopy equivalence. 
Corollary A.2.9 (Contractibility criterion). A space X is contractible ⇐⇒ every con-
tinuous map f : Z → X is nullhomotopic ⇐⇒ every continuous map f : X → Z is
nullhomotopic.
Definition A.2.10 (Gluing of compatible continuous maps on [0, 1]n). Let I = [0, 1].
Given continuous maps f, g : [0, 1] → X such that f(1) = g(0), we can glue them to obtain
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the continuous map f · g : [0, 1] → X, f · g(t) =
 f(2t), t ∈ [0, 1/2]g(2t− 1), t ∈ [1/2, 1]
. Similarly, if
continuous maps f, g : In → X are such that for the two “opposite” faces A = {0} × In−1 ⊂
∂In and B = {1} × In−1 ⊂ ∂In of In we have (up to homeomorphism of In)
f(1, t2, · · · , tn) = g(0, t2, · · · , tn), for all (1, t2, · · · , tn) ∈ B, (0, t2, · · · , tn) ∈ A,
then we can glue them together (along the coordinate t1) to obtain the continuous map
f · g(t1, ..., tn) :=
 f(2t1, t2, · · · , tn), t1 ∈ [0, 1/2]g(2t1 − 1, t2, · · · , tn), t1 ∈ [1/2, 1]
.
Remark A.2.1 (Eckmann-Hilton). Let f, g, f · g, f ∗ g : (I2, ∂I2)→ (X, x0) satisfy
f · g(t, s) :=
 f(2t, s), t ∈ [0, 1/2]g(2t− 1, s), t ∈ [1/2, 1]
 , f ∗ g(t, s) :=
 f(t, 2s), s ∈ [0, 1/2]g(t, 2s− 1), s ∈ [1/2, 1]
 .
Then for any continuous maps f, g, h, k : (I2, ∂I2)→ (X, x0), we have
(
(f ∗ g) · (h ∗ k)
)
(t, s) =
 f ∗ g(2t, s), t ∈ [0, 1/2]h ∗ k(2t− 1, s), t ∈ [1/2, 1]

=

f(2t, 2s), t ∈ [0, 1/2], s ∈ [0, 1/2]
g(2t, 2s− 1), t ∈ [0, 1/2], s ∈ [1/2, 1]
h(2t− 1, 2s), t ∈ [1/2, 1], s ∈ [0, 1/2]
k(2t− 1, 2s− 1), t ∈ [1/2, 1], s ∈ [1/2, 1]

=

f(2t, 2s), t ∈ [0, 1/2], s ∈ [0, 1/2]
h(2t− 1, 2s), t ∈ [1/2, 1], s ∈ [0, 1/2]
g(2t, 2s− 1), t ∈ [0, 1/2], s ∈ [1/2, 1]
k(2t− 1, 2s− 1), t ∈ [1/2, 1], s ∈ [1/2, 1]

=
 f · h(t, 2s), s ∈ [0, 1/2]g · k(t, 2s− 1), s ∈ [1/2, 1]
 = ((f · h) ∗ (g · k))(t, s).
Note that this remains true if we consider maps f, g, f · g, f ∗ g : (In, ∂In) → (X, x0) and
suppress/fix all but any two of the n arguments.
Definition A.2.11 (Homotopy groups of a space, Homotopy class of a map). Let X be a
space. Fix x0 ∈ X, and an integer n ≥ 0. The nth homotopy group of X at x0 is
pin(X,x0) :=
{
continuous f : (In, ∂In)→ (X,x0), up to homotopy relative to ∂In
}
=
{
continuous f : (In, ∂In)→ X}
∼ =
{
[f ] : for continuous f : In → X}
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=
{
continuous f ′ : (Sn, N)→ (X,x0), up to homotopy relative to {N}
}
=
{continuous f ′ : (Sn, N)→ (X,x0)}
∼ =
{
[f ′] : for continuous f ′ : (Sn, N)→ (X,x0)
}
,
where [f ] := {g : g ∼ f}, with f ∼ g ⇐⇒ f ' g relative to ∂In,
and [f ′] := {g′ : g′ ∼ f ′}, with f ′ ∼ g′ ⇐⇒ f ′ ' g′ relative to {N},
as a set with a product given by [f ][g] := [f · g], for all [f ], [g] ∈ pin(X, x0). The set of
homotopic maps [f ] is called the homotopy class of f .
Remarks. (i) By the universal property of quotient maps, any continuous map f : In → X,
such that f |∂In is constant, corresponds to a unique continuous map f ′ : Sn ∼= In/∂In → X.
In X
Sn In/∂In
q
f
∼=
f ′
where f = f ′ ◦ q.
Thus, the elements of pin(X, x0) are like “wedge sums of continuous images of S
n in X”.
(ii) pin(X, x0) is a group for every n ≥ 1, with identity e = [cx0 ] and inverse [f ]−1 = [f ].
(iii) pin(X, x0) is an abelian group for every n ≥ 2. This is because the identity in Remark
A.2.1 shows homotopy groups defined using the new product ∗ are isomorphic to the earlier
homotopy groups defined using ·. Hence, by setting f ' k ' cx0 in the identity, we see
that the homotopy groups are abelian for n ≥ 2. Equivalently, we have f · g ' g · f . By
the description of pin(X, x0) above, this product resembles a “wedge sum of two continuous
images of Sn in X”, i.e., a surjective continuous map f ′ · g′ := (f · g)′ : Sn → f ′(Sn)∨ g′(Sn).
Definition A.2.12 (Homotopy n-chains). The homotopy n-chain of X is Cn(X, x0) :=
{continuous f : (In, ∂In) → (X, x0)}. Using Cn(X, x0), we can write pin(X,x0) = Cn(X,x0)∼ ={
[f ] : f ∈ Cn(X,x0)
}
, where f ∼ g if f ' g relative to ∂In.
Lemma A.2.13 (n-connectedness criteria: [34, p 346]). For any space X, the following
three conditions are equivalent (where Sn ∼= ∂In+1).
(a) Every continuous map Sn → X is nullhomotopic (i.e., homotopic to a constant map).
(b) Every continuous map Sn → X extends to a continuous map In+1 → X.
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(c) pin(X, x0) = 0 for all x0 ∈ X.
Proof. •(a)⇒(b): Let f : Sn → X be a continuous map. By (a), there is a point
x0 ∈ X and a continuous map F : Sn × I → X with F (s, 0) = f(s), F (s, 1) = x0 for all
s ∈ S. Since F |Sn×{1} is constant, there exists (by the universal property of quotient maps)
a unique continuous map F˜ : (Sn × I)/(Sn × {1})→ X such that F˜ ◦ q = F .
Sn × I X
In+1 (Sn × I)/(Sn × {1})
q
F
∼=
ϕ
F˜
•(b)⇒(c): Let f : (In, ∂In) → (X, x0) be a continuous map. Since f |∂In is constant, there
exists (by the universal property of quotient maps) a unique continuous map f˜ : In/∂In → X
such that the following diagram commutes, i.e., f˜ ◦ q = f .
In X
(∂In+1, N) ≡ (Sn, N) (In/∂In, ∂In)
q
f
∼=
ϕ
f˜
By (b), f˜ ◦ ϕ : (Sn, N) → X extends to a continuous map F : In+1 → X. Since In+1 is
contractible, there is a homotopy h : (In+1, N)× I → (In+1, N) such that h|In+1×{0} = 1In+1 ,
h|In+1×{1} is constant, and h(N, t) = N (i.e., the homotopy fixes the base point). Thus,
H = F ◦ h : In+1 × I h−→ In+1 F−→ X is a homotopy between F and a constant map (i.e.,
F : In+1 → X is nullhomotopic). Thus, F |∂In+1 (and hence f) is homotopic to a constant
map. Hence, pin(X, x0) = 0.
•(c)⇒(a): Let f : Sn → X be a continuous map. The map g := f ◦ ϕ ◦ q : In q−→
(In/∂In, ∂In)
ϕ−→ (Sn, N) f−→ (X,x0), with ϕ(∂In) = N and x0 := f(N), is in pin(X, x0).
Moreover, there exists (by universal property of quotient maps) a unique continuous map
g˜ : In/∂In → X giving a commutative diagram
In X
In/∂In Sn
q
g
g˜
ϕ
∼=
f
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By (c), g is homotopic to the constant map cx0 : I
n → X, s 7→ x0 via a homotopy {gt}t∈I .
Thus, for each t ∈ I, there exists (by universal property of quotient maps) a unique contin-
uous map g˜t : I
n/∂In → X giving a commutative diagram
In X
In/∂In Sn
q
gt
g˜t
ϕ
∼=
ft:=g˜t◦ϕ−1
In × I X
In/∂In × I Sn × I
q×1I
G
G˜
ϕ×1I
∼=
F :=G˜◦(ϕ×1I)−1
which show f is homotopic to a constant map via the homotopy ft := g˜t ◦ ϕ−1. 
Lemma A.2.14 (Homotopy groups of a retract are subgroups). If A ⊂ X is a retract (and
x0 ∈ A), the map pin(A, x0)→ pin(X, x0) induced by the inclusion A ↪→ X is injective.
Proof. By hypotheses, we have a continuous map X
r−→ A (along with the inclusion
A
i−→ X) such that r ◦ i = 1A : A i↪→ X r−→ A. Thus, the induced homomorphisms
Cn(A, x0) i#−→ Cn(X, x0), f 7→ i ◦ f, pin(A, x0) i∗−→ pin(X, x0), [f ] 7→ [i#(f)] = [i ◦ f ],
Cn(X, x0) r#−→ Cn(A, x0), f 7→ r ◦ f, pin(X, x0) r∗−→ pin(A, x0), [f ] 7→ [r#(f)] = [r ◦ f ]
satisfy r# ◦ i# = (r ◦ i)# = (1A)# = 1Cn(A,x0), and r∗ ◦ i∗ = (r ◦ i)∗ = (1A)∗ = 1pin(A,x0). 
Lemma A.2.15 (Homotopy groups of spheres: [34, Cor. 4.9, p.349]). pii(Sn) ∼=
 Z, i = n0, i < n

A.2.2. Homology.
This section provides the same desired information as the homotopy section.
Definition A.2.16 (Chain complex, Chain group, Boundary map). A chain complex C#
is a sequence of abelian groups (or modules) Cn, n ∈ Z, with homomorphisms ∂n : Cn →
Cn−1 such that ∂n ◦ ∂n+1 = 0. The chain complex C# = (C#, ∂) is often expressed in the
form
C# : · · · −→ Cn+1 ∂n+1−→ Cn ∂n−→ Cn−1 ∂n−1−→ · · · ,
where Cn is called the nth chain group, and ∂n is called the differential (or boundary map).
Note that ∂n ◦ ∂n+1 = 0 ⇐⇒ im(∂n+1) ⊂ ker(∂n) in Cn.
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Definition A.2.17 (Subcomplex, Quotient complex). Let A# = (A#, ∂
A) and B# = (B#, ∂
B)
be complexes. Then A# is a subcomplex of B#, written A# ⊂ B#, if for each n, we have (i)
An ⊂ Bn and (ii) ∂Bn |An = ∂An . The quotient complex B#/A# = (B#/A#, ∂) of B# by A# is
given by
(B#/A#)n := Bn/An, ∂n(b+ An) := ∂
B
n b+ An−1.
Definition A.2.18 (Homology of a chain complex C, Cycles, Boundaries, Homology classes).
The nth homology of C# is the quotient
Hn(C#) :=
ker(∂n)
im(∂n+1)
=
Zn(C#)
Bn(C#)
,
Zn(C#) := ker ∂n = {n-cycles} = ∂−1n (0)
Bn(C#) := im ∂n+1 = {n-boundaries} = ∂n+1(Cn+1)
where the elements [z] = z + im ∂n+1 of Hn(C#) are called nth homology classes of C#.
Definition A.2.19 (Chain map, Chain isomorphism). A chain map (or map of chain com-
plexes) f# : (C#, ∂)→ (C ′#, ∂′) is a family of homomorphisms {fn : Cn → C ′n}n∈Z such that
∂′n ◦ fn = fn−1 ◦ ∂n for each n (written as ∂′ ◦ f# = f# ◦ ∂).
· · · Cn Cn−1 · · ·
· · · C ′n C ′n−1 · · ·
fn
∂n
fn−1
∂n−1
∂′n ∂
′
n−1
A chain map f# : C# → C ′# is a chain isomorphism (making C#, C ′# isomorphic, written
C# ∼= C ′#) if each fn : Cn → C ′n is an isomorphism. In this case, we have the inverse chain
map f−1# : C
′
# → C# given by (f−1# )n := (fn)−1.
Note that if f#, g# : C# → C ′# are chain maps, then so are the sum f# +g# := {fn+gn} :
C# → C ′# and the scalar multiple λf# := {λfn} : C# → C ′#.
Remark (Induced homomorphism). A chain map f# : C# → C ′# induces a homomorphism
f∗ : Hn(C#) → Hn(C ′#), f∗([z]) := [f#(z)], which is well defined because f#(Zn(C#)) ⊂
Zn(C
′
#) and f#(Bn(C#)) ⊂ Bn(C ′#). The induction operation ∗ satisfies (i) (1C#)∗ = 1Hn(C#)
and (ii) (f ◦ g)∗ = f∗ ◦ g∗.
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Definition A.2.20 (Quasi-isomorphism). A chain map f# : C# → C ′# is called a quasi-
isomorphism if the induced map f∗ : Hn(C#)→ Hn(C ′#) is an isomorphism for each n.
Remark A.2.2 (Delta chain map). For any chain complexes C#, C
′
# and any family of
homomorphisms h := {hn : Cn → C ′n+1}n∈Z, the map δ#(h) := h ◦ ∂ + ∂′ ◦ h : C# → C ′# given by
δn(h) := hn−1 ◦ ∂n + ∂′n+1 ◦ hn : Cn → C ′n, n ∈ Z,
is a chain map, because ∂′ ◦ δ#(h) = ∂′h ◦ ∂ = δ#(h) ◦ ∂.
· · · Cn+1 Cn Cn−1 · · ·
· · · C ′n+1 C ′n C ′n−1 · · ·
hn
δn(h)
∂n
hn−1
∂n−1
∂′n+1 ∂′n ∂
′
n−1
Note that δ#(h1 + h2) = δ#h1 + δ#h2.
Definition A.2.21 (Chain homotopy, Homotopic chain maps). A chain homotopy between
chain maps f#, g# : C# → C ′# is a family of homomorphisms h := {hn : Cn → C ′n+1}n∈Z
such that fn − gn = δn(h) for each n, also written as f# − g# = δ#(h).
· · · Cn+1 Cn Cn−1 · · ·
· · · C ′n+1 C ′n C ′n−1 · · ·
hn
fn−gn
∂n
hn−1
∂n−1
∂′n+1 ∂′n ∂
′
n−1
In this case, we say f#, g# are h-homotopic, and write f#
h' g#.
Remarks (Properties of chain homotopy). (1) Chain homotopy is an equivalence relation:
If f#, f
′
#, f
′′
# : C# → C ′# are chain maps, then (a) f#
0' f#, (b) f# h' g# ⇒ g# −h' f#, and
(c) f#
h' f ′#, f ′#
h′' f ′′# ⇒ f#
h+h′' f ′′#. (2) Moreover, if f# ' g#, then f∗ = g∗.
Definition A.2.22 (Chain homotopy equivalence, Chain homotopy inverse, Chain homo-
topy equivalent complexes). A chain map f# : C# → C ′# is a chain homotopy equivalence if
there exists a chain map g# : C
′
# → C# such that f# ◦ g# ' 1C′# and g# ◦ f# ' 1C#. (g#
is called a homotopy inverse of f#). In this case, we say C# and C
′
# are chain homotopy
equivalent, written C# ' C ′#.
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Remark.
{
chain
isomorphism
} ⊂ {chain homotopyequivalence } ⊂ { quasi-isomorphism}
Definition A.2.23 (Nullhomotopic chain map). A chain map f# : C# → C ′# such that
f# ' 0.
Definition A.2.24 (Contractible complex). A complex C# such that C# ' {0}.
Proposition A.2.25. A complex C is contractible if and only if 1C# ' 0 : C# → C#.
Proof. (⇒): Assume C# ' {0}, and let f# : C# → {0} be a homotopy equivalence
with homotopy inverse g# : {0} → C#. Then f# ◦ g# ' 1{0} and 0 = g# ◦ f# ' 1C# .
(⇐): Assume 1C# ' 0. Let f# : C# → {0}, c 7→ 0 and g# = i{0} : {0} ↪→ C#. Then
f# ◦ g# = 1{0}, g# ◦ f# = 0 ' 1C# , and so f# : C# → {0} is a homotopy equivalence. 
Definition A.2.26 (Exact (or acyclic) complex). A complex C# is exact (or acyclic) if
Hn(C#) = {0} for all n ∈ Z.
Remarks. (1) A contractible complex is acyclic. Indeed, if C# ' {0}, then 1C# ' 0, and so
1Hn(C#) = 0 : Hn(C#)→ Hn(C#), ⇒ Hn(C#) = {0}.
(2) If a complex C# is acyclic, then i{0} : {0} ↪→ C# is a quasi-isomorphism, since
{0} i{0}↪−→ C# ⇒ {0} = Hn({0})
Hn(i{0})−→ Hn(C#) = {0}.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Definition A.2.27 (Points in general position). Points v0, ..., vn ∈ Rm (m ≥ n + 1) are in
general position if they are not all contained in any affine hyperplane of dimension < n, i.e.,
if v1 − v0, v2 − v0, · · · , vn − v0 are linearly independent vectors.
Definition A.2.28 (Affine n-simplex, Vertices, Edges, Orientation, Faces). An affine n-
dimensional simplex (or affine n-simplex) spanned by n+1 points v0, ..., vn in general position
(called vertices of the simplex) in Rm is (i) the n-dimensional set [v0, ..., vn] := the convex
hull of {v0, ..., vn} = the smallest convex subset of Rm containing v0, ..., vn, (ii) together with
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a strict ordering of the vertices v0 ≺ v1 ≺ · · · ≺ vn that induces an orientation on each edge
[vi, vj] denoted by an arrow vi vj, if i < j. As a set,
[v0, · · · , vn] =
{
convex combinations
of v0, ..., vn
}
=
{
n∑
i=0
tivi :
n∑
i=0
ti = 1, ti ≥ 0, for all i
}
.
Each subset of vertices {vi0 , ..., vik} ⊂ {v0, ..., vn}, k ≤ n − 1, determines a k-dimensional
subsimplex [vi0 , ..., vik ] ⊂ [v0, ..., vk] called a k-face of [v1, ..., vn], where the orientation of each
face is inherited from that of the n-simplex (via the ordering v0 ≺ v1 ≺ · · · ≺ vn). Naturally,
the 0-faces are called vertices, and the 1-faces are called edges.
Definition A.2.29 (Baryocentric coordinates). Given a point p =
∑n
i=0 tivi ∈ [v0, ..., vn], the
numbers t0, ..., tn ∈ [0, 1] satisfying
∑n
i=0 ti = 1 are called the baryocentric coordinates of p.
Definition A.2.30 (Standard n-simplex). This is the affine n-simplex ∆n := [e0, ..., en] ⊂
Rn+1, where ej = (0, ..., 0, xj = 1, 0, ..., 0) are the standard unit vectors, and as a set,
∆n =
{∑n
i=0tiei :
∑n
i=0ti = 1, ti ∈ [0, 1]
}
=
{
(t0, ..., tn) ∈ [0, 1]n+1 :
∑n
i=0ti = 1
}
.
Definition A.2.31 (Canonical homeomorphism of an affine simplex). For each affine n-
simplex [v0, ..., vn] ⊂ Rm, we have the canonical homeomorphism
f[v0,...,vn] : ∆
n → [v0, ..., vn], (t0, ..., tn) 7→
∑n
i=0 tivi, (i.e., ei 7→ vi).
(Thus, for each dimension n, there is only one affine n-simplex = ∆n up to homeomorphism.)
Definition A.2.32 (Boundary faces of affine simplex). The ith boundary face of [v0, ..., vn]
is [v0, ..., vˆi, ..., vn] := [v0, ..., vi−1, vi+1, ..., vn] ⊂ [v0, ..., vn].
Definition A.2.33 (Singular n-simplex in a space X, Set of singular simplices). This is a
continuous map σ : ∆n → X. We write Sn(X) := C(∆n, X) = {singular n-simplices in X}.
As a continuous map ∆n → Rm, m ≥ n + 1, the affine n-simplex [v0, ..., vn] is given by
[v0, ..., vn](ei) := vi, extended by linearity, i.e., [v0, ..., vn] (
∑
tiei) :=
∑
tivi. Equivalently,
[v0, ..., vn] = i[v0,...,vn] ◦ f[v0,...,vn] : ∆n
f[...]−→ [v0, ..., vn]
i[...]
↪−→ Rm.
In particular, [v0, ..., vn]
∣∣
[e0,...,eˆi,...,en]
= [v0, ..., vˆi, ..., vn].
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Definition A.2.34 (Boundary face maps of standard simplex, Boundary face (map) of an
affine simplex). The ith boundary face map F ni : ∆
n−1 ↪→ ∆n of ∆n is the composition
F ni : ∆
n−1 [e0, ..., eˆi, ..., en] ∆n.
∼=
For σ ∈ Sn(X), we define the ith boundary face (map) of σ as
σ|[e0,...,eˆi,...,en] := σ ◦ F ni : ∆n−1
Fni
↪−→ ∆n σ−→ X, (an element of Sn−1(X)).
Definition A.2.35 (Singular chain complex of a space X). This is the chain complex
n = 2 n = 1 n = 0 n = −1 n = −2
C#(X) : · · · C2(X) C1(X) C0(X) 0 0 · · · ,∂3 ∂2 ∂1 0 0 0
where the chain group Cn(X) is the free abelian group generated by Sn(X), or equivalently,
the free Z-module spanned by Sn(X), i.e.,
Cn(X) := SpanZSn(X) =
⊕
σ∈Sn(X)
Zσ =
{
formal finite sums
(singular n-chains in X)
∑
niσi
∣∣ ni ∈ Z, σi ∈ Sn(X)} ,
and the boundary map Cn(X)
∂n−→ Cn−1(X) is given by ∂n
∑
niσi :=
∑
ni∂nσi, where
∂nσ =
n∑
i=0
(−1)iσ|[e0,...,eˆi,...,en] :=
n∑
i=0
(−1)iσ ◦ F ni , for n ≥ 0, for all σ ∈ Sn(X).
Lemma A.2.36. The boundary map of the singular chain complex satisfies ∂n+1 ◦ ∂n = 0.
Proof. It suffices by linearity to verify the desired property on σ ∈ Sn(X).
(∂n ◦ ∂n+1)(σ) = ∂n
n+1∑
i=0
(−1)iσ|[e0,...,eˆi,...,en+1] =
n+1∑
i=0
(−1)i∂nσ|[e0,...,eˆi,...,en+1]
=
n+1∑
i=0
(−1)i
(
i−1∑
j=0
(−1)jσ|[e0,...,eˆj ,...,eˆi,...,en+1] +
n+1∑
j=i+1
(−1)j−1σ|[e0,...,eˆi,...,eˆj ,...,en+1]
)
(a)
=
n+1∑
j=0
(−1)j
j−1∑
i=0
(−1)iσ|[e0,...,eˆi,...,eˆj ,...,en+1] +
n+1∑
i=0
(−1)i
n+1∑
j=i+1
(−1)j−1σ|[e0,...,eˆi,...,eˆj ,...,en+1]
=
n+1∑
i,j=0
[
χ{0,...,j−1}(i)− χ{i+1,...,n+1}(j)
]
(−1)i+jσ|[e0,...,eˆi,...,eˆj ,...,en+1]
(b)
= 0,
where at step (a) we swap i and j, and step (b) holds because χ{i+1,...,n+1}(j) = χ{0,...,j−1}(i).

A.2. CLASSIFICATION OF SPACES: ALGEBRAIC TOPOLOGY 170
Definition A.2.37 (Singular homology of a space). Let X be a space. The nth singular
homology of X is the homology Hn(X) := Hn
(
C#(X)
)
=
Zn
(
C#(X)
)
Bn
(
C#(X)
) = Zn(X)Bn(X) .
Remark A.2.3 (Interpretation of the homology of a space X).
H0(X) =
ker ∂0
im ∂1
=
C0(X)
im ∂1
∼= SpanZ{points in X}
SpanZ{γ(1)− γ(0) : γ a path in X}
=
∑
x∈X Zx∑
x∼py Z(x− y)
=
∑
x∈XZx, with x := x+
∑{
Z(x− y) : x ∼p y in X
}
,
∼= SpanZ{path components of X},
where x ∼p y iff there is a path between x and y, iff Zx = Zy.
H1(X) =
ker ∂1
im ∂2
∼= SpanZ{γ : γ a loop in X}
SpanZ{γ : γ a nullhomotopic loop in X}
(s)∼= Abelianization of pi1(X),
Hn(X) =
ker ∂n
im ∂n+1
∼= SpanZ{f : S
n → X | f a continuous map}
SpanZ{f : Sn → X | f a nullhomotopic continuous map}
∼= SpanZ{certain n-dimensional holes in X},
where S0 := {x ∈ R : x2 = 1} = {±1} (i.e., a two-point set), and the Abelianization of a
group G (with identity e) is the quotient group Gab := G/[G,G], where
[G,G] :=
〈
g[a, b]g−1 : a, b, g ∈ G〉 ≡ 〈[gag−1, gbg−1] : a, b, g ∈ G〉
is the normal subgroup of G (called the commutator subgroup of G) generated by elements
of the form [a, b] := (ab)(ba)−1 = aba−1b−1 called commutators. For step (s), see [34, p.166].
Definition A.2.38 (Augmented singular chain complex of a space X). The chain complex
n = 2 n = 1 n = 0 n = −1 n = −2
C˜#(X) : · · · C2(X) C1(X) C0(X) Z 0 · · · ,∂3 ∂2 ∂1 ε 0 0
where the map ε : C0(X)→ Z is given by ε (
∑
niσi) :=
∑
ni, with σi ∈ S0(X).
Definition A.2.39 (Reduced singular homology of a space X). The nth reduced singular
homology of X is the homology H˜n(X) := Hn
(
C˜#(X)
) ⊂ Hn(X), where we can verify that
H0(X) ∼= H˜0(X)⊕ Z and Hn(X) = H˜n(X) for all n ≥ 1.
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Definition A.2.40 (Induced homomorphisms). Given a continuous map f : X → Y , we
get homomorphisms f# : Cn(X) → Cn(Y ), f#(σ) := f ◦ σ (extended by linearity) that give
a chain map f# : C#(X) → C#(Y ) because f# ◦ ∂C#(X) = ∂C#(Y ) ◦ f#, and thus also give
homomorphisms f∗ : Hn(X) → Hn(Y ), f∗([z]) := [f#(z)] = [f ◦ z]. Note that we have the
immediate relations
(f ◦ g)# = f# ◦ g#, (1X)# = 1Cn(X), (f ◦ g)∗ = f∗ ◦ g∗, (1X)∗ = 1Hn(X).
Lemma A.2.41 ([34, Theorem 2.10, p.111]). Let f, g : X → Y be continuous maps. If
f ' g, then f# ' f#, and so f∗ = g∗ : Hn(X)→ Hn(Y ).
Proof. Let ∆n = [e0, ..., en] ⊂ Rn+1 be the standard n-simplex. Let vi = ei × {0}
and wi = ei × {1}, so that [v0, ..., vn] (resp. [w0, ..., wn]) is the lower (resp. upper) face of
∆n × I. Moreover, for each 0 ≤ i ≤ n, the (n + 1)-simplex [v0, ..., vi, wi, ..., wn] ⊂ ∆n × I
has [v0, ..., vi, wi+1, ..., wn] as “lower face” and [v0, ..., vi−1, wi, ..., wn] as “upper face”, and
∆n × I = ⋃ni=0[v0, ..., vi, wi, ..., wn]. Let F : X × I → Y be a homotopy from f to g. If
σ ∈ Sn(X), then based on the above simplex-decomposition of the cylinder ∆×I, and hence
of its image F ◦(σ×1I) : ∆n×I σ×1I−→ X×I F−→ Y , we can define a map h : Cn(X)→ Cn+1(Y )
by h(σ) :=
∑n
i=0(−1)iF ◦ (σ × 1I)|[v0,...,vi,wi,...,wn]. We have
∂h(σ) =
∑
i≤j
(−1)i+jF ◦ (σ × 1I)|[v0,...,vˆj ,...,vi,wi,...,wn] +
∑
i≥j
(−1)i+j+1F ◦ (σ × 1I)|[v0,...,vi,wi,...,wˆj ,...,wn]
=
∑n
i=0(−1)2iF ◦ (σ × 1I)|[v0,...,vˆi,wi,...,wn] +
∑n
i=0(−1)2i+1F ◦ (σ × 1I)|[v0,...,vi,wˆi,...,wn]
+
∑
i<j
(−1)i+jF ◦ (σ × 1I)|[v0,...,vˆj ,...,vi,wi,...,wn] +
∑
i>j
(−1)i+j+1F ◦ (σ × 1I)|[v0,...,vi,wi,...,wˆj ,...,wn]
= F ◦ (σ × 1I)|[v0,...,vn] − F ◦ (σ × 1I)|[w0,...,wn] + h(∂σ) = f ◦ σ − g ◦ σ + h(∂σ).
Hence, f# − g# = ∂ ◦ h− h ◦ ∂. 
Corollary A.2.42. If spaces X ' Y , then C#(X) ' C#(Y ), and so Hn(X) ∼= Hn(Y ).
Lemma A.2.43 (Homology groups of a retract are subgroups: [34, Sec. 2.1, Ex. 11]). If
A ⊂ X is a retract, the map Hn(A)→ Hn(X) induced by the inclusion A ↪→ X is injective.
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Proof. By hypotheses, we have a continuous map X
r−→ A (along with the inclusion
A
i
↪−→ X) such that r ◦ i = 1A : A i↪−→ X r−→ A. Thus, the induced homomorphisms
Cn(A)
i#−→ Cn(X), σ 7→ i ◦ σ, Hn(A) i∗−→ Hn(X), [z] 7→ [i#(z)] = [i ◦ z],
Cn(X)
r#−→ Cn(A), σ 7→ r ◦ σ, Hn(X) r∗−→ Hn(A), [z] 7→ [r#(z)] = [r ◦ z]
satisfy r# ◦ i# = (r ◦ i)# = (1A)# = 1Cn(A), and r∗ ◦ i∗ = (r ◦ i)∗ = (1A)∗ = 1Hn(A). 
Definition A.2.44 (Pairs of spaces, Map of pairs, Homotopy of pairs, Homotopic maps
of pairs, Homotopy equivalence of pairs, Relative singular chain complex, Relative singular
homology, Local singular homology). A pair of spaces is an ordered pair (X,A) in which X
is a space and A ⊂ X. A map of pairs f : (X,A) → (Y,B) is a map f : X → Y such that
f(A) ⊂ B (i.e., f |A : A→ B).
Two maps of pairs f, g : (X,A) → (Y,B) are homotopic as maps of pairs (written
f 'op g) if they are homotopic through a homotopy of pairs H : (X,A)× I → (Y,B), defined
to be a homotopy H : X × I → Y such that H|X×{t} : (X,A)→ (Y,B) is a map of pairs for
each t ∈ I.
Two pairs (X,A) and (Y,B) are homotopy equivalent, written (X,A) ' (Y,B), if there
exists a homotopy equivalence of pairs f : (X,A) → (Y,B), defined to be homotopy equiv-
alence f : X → Y with homotopy inverse a map of pairs g : (Y,B) → (X,A) such that
f ◦ g 'op 1Y and g ◦ f 'op 1X .
Since the simplices Sn(A) ⊂ Sn(X) for each n, and the inclusion i : A ↪→ X is injective,
it induces an inclusion i# : C#(A) ↪→ C#(X), i.e., C#(A) ⊂ C#(X), and so we have a short
exact sequence (SES) of singular chain complexes 0→ C#(A) ↪→ C#(X)
pi C#(X,A)→ 0,
where C#(X,A) := C#(X)/C#(A) is called the relative singular chain complex of (X,A).
The relative singular homology of (X,A) is defined as
Hn(X,A) := Hn
(
C#(X,A)
)
,
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which is (equivalently) generated/spanned by classes c := [z] ∈ Hn(X), of n-cycles z ∈
Zn(X) ⊂ C#(X), that are not contained in A in the sense that
z =
m∑
α=1
nασ
n
α for σ
n
α ∈ Sn(X) such that
(⋃
α
σnα
)
∩ (X − A) 6= ∅.
We also define the local singular homology of (X,A), or of X at A ⊂ X, by
Hn(X|A) := Hn
(
C#(X|A)
)
, C#(X|A) := C#(X,X − A),
which is (equivalently) generated/spanned by classes c := [z] ∈ Hn(X), of n-cycles z ∈
Zn(X) ⊂ C#(X), that intersect A in the sense that
z =
m∑
α=1
nασ
n
α for σ
n
α ∈ Sn(X) such that
(⋃
α
σnα
)
∩ A 6= ∅.
Note that associated with any triple of spaces (X,A,B), i.e., X ⊃ A ⊃ B, is a SES
(short exact sequence) of relative singular chain complexes given by
0→ C#(A,B) ↪→ C#(X,B)
pi C#(X,B)
C#(A,B)
∼= C#(X,A)→ 0.
Similarly, further associated with the triple of spaces (X,X −B,X −A), i.e., X ⊃ X −B ⊃
X − A, is a SES of local singular chain complexes given by
0→ C#(X −B|A) ↪→ C#(X|A)
pi C#(X|A)
C#(X−B|A)
∼= C#(X|B)→ 0.
Lemma A.2.45 (Homology groups of spheres: [34, Cor. 2.14, p.114]). H˜i(Sn) ∼=
 Z, i = n0, i 6= n
Theorem A.2.46 (No retraction theorem). There exists no continuous retraction r : Dn →
Sn−1 ∼= ∂Dn, where Dn ∼= In is the n-dimensional closed disc.
Proof. The inclusion i : Sn−1 ↪→ Dn induces the map i∗ : H˜n−1(Sn−1) = Z →
H˜n−1(Dn) = 0, which is not injective. 
Theorem A.2.47 (Brouwer fixed point theorem). Every continuous map f : Dn → Dn
(Dn ∼= In ∼= B1(0) ⊂ Rn) has a fixed point (a point x such that f(x) = x).
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Proof. Suppose f has no fixed point, i.e., f(x) 6= x for all x. Define a map r : Dn →
Sn−1 = ∂Dn by r(x) := ∂Dn ∩L[x, f(x)], with L[x, f(x)] the line through x and f(x) in Rn.
f(x)
x
=: r(x)
f(x) 6= x
Dn
0
∂Dn
For an explicit formula, note that r(x) = x+ t(x− f(x)) for t ≥ 0, and ‖r(x)‖ = 1. Thus,
1 = ‖r(x)‖ = ‖x‖2 + 2t〈x, x− f(x)〉+ t2‖x− f(x)‖2,
⇒ ‖x− f(x)‖2t2 + 2〈x, x− f(x)〉t+ ‖x‖2 − 1 = 0,
⇒ t(x) = −〈x,x−f(x)〉+
√
(〈x,x−f(x)〉)2−‖x−f(x)‖2(‖x‖2−1)
‖x−f(x)‖2 ,
⇒ r(x) = x+ t(x)(x− f(x)),
which shows r is continuous as a composition of continuous maps, and r(x) = x if ‖x‖ = 1
(i.e., r is a retraction). This contradicts the “No retraction theorem” (Theorem A.2.46). 
A.3. Topological Extension Theorems: Absolute Retracts
This section is not strictly essential to our main purpose and serves only to introduce related
terminology and research questions. The main results of interest are (1) extendability of a
continues map from a closed subset of a normal Hausdorff space to Rn in Corollary A.3.5 of
Tietze’s extension theorem, (2) Paracompactness of metric spaces in Corollary A.3.21, and
(3) the absolute retraction property of convex subsets of locally convex spaces in Corollary
A.3.53 of Dugundji’s generalization of Tietze’s extension theorem.
A.3.1. Urysohn’s lemma and Tietze’s extension theorem.
Definition A.3.1 (Separating function). Let X be a space and A,B ⊂ X. A separating
function of A,B is a continuous function f : X → [0, 1] ⊂ R such that f |A = 0 and f |B = 1.
Definition A.3.2 (Completely regular space). A space X is completely regular if (i) X is
a T1 space and, (ii) any closed set C ⊂ X and any point x0 6∈ C have a separating function.
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Theorem A.3.3 (Urysohn’s lemma: [25, Theorem 4.1, p.146]). Let X be a Hausdorff space.
Then X is normal ⇐⇒ every two disjoint closed sets have a separating function.
Proof. (⇒): Assume X is normal. Let C0, C1 ⊂ X be disjoint closed sets. By normality
of X, there is an open set O (1/2) such that C0 ⊂ O (1/2) ⊂ O (1/2) ⊂ Cc1. Repeating this, we
get two more open sets O (1/22) and O (3/22), in addition to O (1/2) = O (2/22), such that
C0 ⊂ O
(
1
22
) ⊂ O ( 1
22
) ⊂ O ( 2
22
) ⊂ O ( 2
22
) ⊂ O ( 3
22
) ⊂ O ( 3
22
) ⊂ Cc1.
Continuing this way, for each n > 0 we get open sets
{
O
(
k
2n
)
: 1 ≤ k ≤ 2n − 1} such that
C0 ⊂ O
(
1
2n
) ⊂ O ( 2
2n
) ⊂ O ( 3
2n
) ⊂ · · · ⊂ O (2n−1
2n
) ⊂ Cc1, O (k−12n ) ⊂ O ( k2n ) .
Let D :=
⋃
n≥1
{
0 = 0
2n
, 1
2n
, 3
2n
, · · · , 2n−1
2n
, 2
n
2n
= 1
} ⊂ [0, 1]. Then O(a) ⊂ O(b) for all
a, b ∈ D\{0, 1} such that a < b. Let d(x) := inf{d : x ∈ O(d)} = inf{dn(x) : n ≥ 1}, where
dn is determined by O
(
dn(x)
)
=
⋂{
O( k
2n
) : x ∈ O( k
2n
), 0 ≤ k ≤ 2n} due to the observation
that d ≤ d′ ⇐⇒ O(d) ⊂ O(d′). Consider the map f : X → [0, 1] given by
f(x) := d(x)χCc1(x) + χC1(x), where χA(x) :=
 1, x ∈ A0, x 6∈ A
.
Then f |C0 = inf(D) = 0 and f |C1 = 1. It remains to show f is continuous. That is, for any
x ∈ X, given any Nε(f(x)), there is Nδ(x) such that f
(
Nδ(x)
) ⊂ Nε(f(x)). Observe that
due to the ordering of the sets {O(d) : d ∈ D}, we have
O(d) ∩O(d′) =
 O(d), O(d) ⊂ O(d′)O(d′), O(d) ⊃ O(d′)
, O(d)\O(d′) =
 6= ∅, O(d) ⊃ O(d′)∅, O(d) ( O(d′)
.
Thus, for any fixed number d, d′ ∈ D, we have
f |O(d′)(x) = inf
x∈O(r)∩O(d′)
r = min
(
d′ , inf
x∈O(r)⊆O(d′)
r
)
≤ d′,
f |X\O(d′)(x) ≥ inf
x∈O(r)∩[X\O(d′)]
r = inf
x∈O(r)\O(d′)
r = inf
x∈O(r)⊇O(d′)
r ≥ d′,
f |O(d)\O(d′)(x) = inf
x∈O(r)∩[O(d)\O(d′)]
r = inf
x∈O(r)
O(d)⊇O(r)⊇O(d′)
r.
That is, for any fixed numbers d, d′ ∈ D, we have 0 ≤ f |O(d) ≤ d ≤ f |X\O(d) ≤ 1, and, if
d < d′ then d′ ≤ f |O(d)\O(d′) ≤ d. Equivalently, for any fixed numbers d, d′ ∈ D, we have
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f
(
O(d)
) ⊂ [0, d), f (X\O(d)) ⊆ (d, 1], and, if d < d′ then f (O(d)\O(d′)) ⊆ [d′, d].
Fix x ∈ X and any 1 > ε > 0. Then we have the following cases.
• f(x) = 0: Choose d such that 0 = f(x) < d < ε. Then
x ∈ C0 ⊂ O(d) and f
(
O(d)
) ⊆ [0, d) ⊂ [0, ε).
• f(x) = 1: Choose d such that 1− ε < d < f(x) = 1. Then
x ∈ C1 ⊂ X\O(d) and f
(
X\O(d)
)
⊆ (d, 1] ⊂ (1− ε, 1].
• 0 < f(x) < 1: Choose d, d′ such that 0 < f(x)− ε < d < f(x) < d′ < f(x) + ε. Then
x ∈ O(d′)\O(d) and f
(
O(d′)\O(d)
)
⊆ (d, d′) ⊂
(
f(x)− ε, f(x) + ε
)
.
(⇐): Assume any two disjoint closed sets have a separating function. Let C0, C1 be disjoint
closed sets in X, and let f : X → [0, 1] be their separating function. Then we get disjoint
open neighborhoods U := f−1
(
[0, 1/2)
)
⊃ C0 and V := f−1
(
(1/2, 1]
)
⊃ C1, where 1/2 can
be replaced with any other number 0 < a < 1. 
Theorem A.3.4 (Tietze’s extension theorem: [25, Theorem 5.1, p.149]). Let X be a
Hausdorff space. Then (i) X is normal ⇐⇒ every continuous function on a closed set
f : C ⊂ X → R extends to a continuous function F : X → R. Moreover, (ii) if f is bounded
as |f | ≤ c, then F is also bounded as |F | ≤ c.
Proof. (⇒): Assume X is normal. Let C ⊂ X be closed and f : C → R continuous.
Case 1 (f bounded): Let c := supx∈C |f(x)|. Then f(X) ⊂ [−c, c]. Consider the closed sets
A0 := f
−1 ([−c,− c
3
])
, B0 := f
−1 ([ c
3
, c
])
.
Let g0 =
2c
3
(
u0 − 12
)
: X → [− c
3
, c
3
]
, where u0 is the separating function of A0 and B0.
Next, let f1 = f − g0|C : C →
[−2c
3
, 2c
3
]
, and consider the closed sets
A1 := f
−1
1
([−2c
3
,−2c
9
])
, B1 := f
−1
1
([
2c
9
, 2c
3
])
.
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As before, let g1 =
4c
9
(
u1 − 12
)
: X → [−2c
9
, 2c
9
]
, where u1 is the separating function of A1
and B1. Next, let f2 = f1 − g1|C : C →
[−4c
9
, 4c
9
]
, and consider the closed sets
A2 := f
−1
2
([−4c
9
,− 4c
27
])
, B2 := f
−1
2
([
4c
27
, 4c
9
])
.
Continuing this way, for each n ≥ 1, we have cont. functions gn : X →
[− 2nc
3n+1
, 2
nc
3n+1
]
and
fn+1 = f − (g0 + g1 + · · ·+ gn)|C : C −→
[
−2n+1c
3n+1
, 2
n+1c
3n+1
]
.
Let Fn = g0 + g1 + · · ·+ gn : X → R for n ≥ 1. Then for n < m,
|Fn(x)− Fm(x)| ≤
m∑
k=n+1
|gk(x)| ≤
m∑
k=n+1
2kc
3k+1
≤ c3
∞∑
k=n+1
(
2
3
)k
= c3
( 23)
n+1
1− 2
3
=
(
2
3
)n+1
c.
That is, {Fn} ⊂ F(X,R) is Cauchy, and so converges to a continuous function F : X → R,
|F (x)| =
∣∣∣∣ n∑
k=0
gk(x)
∣∣∣∣ ≤ n∑
k=0
|gk(x)| ≤
n∑
k=0
2kc
3k+1
≤ c
3
∞∑
k=0
(
2
3
)k
= c.
It is clear that F |C = f , since fn+1 := f − Fn|C → 0 uniformly (i.e., in F(C,R)).
Case 2 (f unbounded): Let h : R → (−1, 1) be a homeomorphism. Then h ◦ f : C f−→
R h−→ (−1, 1) is bounded and so extends to a continuous function G : X → (−1, 1). Thus,
f extends to the continuous function F = h−1 ◦G : X G−→ (−1, 1) h−1−→ R.
(⇐): Assume that for each closed set C ⊂ X, any continuous function f : C → R extends
to a continuous function F : X → R. Let A,B ⊂ X be disjoint closed sets. Consider the
function f : A∪B → R such that f |A = 0 and f |B = 1. Then f is continuous, and so extends
to a continuous function F : X → R. Thus, with any 0 < ε < 1/2, the sets F−1((−ε, ε))
and F−1
(
(1− ε, 1 + ε)) are disjoint neighborhoods of A and B. 
Corollary A.3.5. Let X be a normal Hausdorff space. Then every continuous map on a
closed set f : C ⊂ X → Rn extends to a continuous map F : X → Rn.
Proof. Let f : C ⊂ X → Rn be continuous and C closed. Then f(x) = (f1(x),· · · ,fn(x)),
where each fi : C ⊂ X → R is continuous, and so extends to a continuous function Fi : X →
R. Hence f extends to the continuous map F : X → Rn, F (x) := (F1(x), · · · , Fn(x)). 
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A.3.2. Paracompactness and full normality.
Definition A.3.6 (Star of a set wrt a cover). Let X be a space, A ⊂ X, and U a cover of
X. The U-star of A is the union of all elements of U that intersect A, i.e.,
U ∗ A = StarU(A) :=
⋃{U ∈ U : A ∩ U 6= ∅} ⊆ X.
Definition A.3.7 (Star of a cover). Let X be a space X and U a cover of X. Then
U∗ = Ustar := {U ∗ U : U ∈ U} , (a cover of X).
Definition A.3.8 (Locally finite collection). Let X be a space and A ⊂ P(X) some sets.
Then A is locally finite if each x ∈ X has an open neighborhood Ox 3 x that intersects at
most finitely many A ∈ A.
Definition A.3.9 (Refinement of a cover). Let X be a space and U , V two covers of X.
Then U is a refinement of V, written U ≤ V, if every element of U is contained in some
element of V (i.e., for every U ∈ U there is V ∈ V such that U ⊂ V ).
Definition A.3.10 ((Para)compact space). A space X is (para)compact if every open cover
of X has a (locally) finite open refinement. (Note: Unlike in certain literature, regularity,
or the Hausdorff property, is not part of our definition.)
Lemma A.3.11. If X is a (para)compact space, then so is every closed subspace C ⊂ X.
Proof. Let U ⊂ P(C) be an open cover of C. For each U ∈ U , let U˜ be an open set in
X such that U = C ∩ U˜ . Then V := {X − C} ∪ {U˜ : U ∈ U} is an open cover of X. Let V1
be a (locally) finite open refinement of V . We get a (locally) finite open refinement of U , as
U1 = C ∩ V := {C ∩ V1 : V1 ∈ V1}. 
Lemma A.3.12 ([53, Lemma 39.1]). Let X be a space. If A ⊂ P(X) is locally finite, then
(a) C = {A : A ∈ A} is locally finite and (b) ⋃A∈AA = ⋃A∈AA.
Proof. (a) By the closure criterion, an open set intersects A ⇐⇒ it intersects A.
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(b) Let Z :=
⋃
A∈AA. Since each A ⊂ Z, we have
⋃
A∈AA ⊂ Z. On the other hand, if
x ∈ Z, let N(x) be a neighborhood of x intersecting only some A1, ..., An ∈ A (equivalently,
intersecting only A1, ..., An ∈ C). Then N(x)∩Z ⊂ ⋃ni=1Ai = ⋃ni=1Ai, and so x ∈ ⋃A∈AA. 
Lemma A.3.13 ([53, Theorem 41.1, p.253]). A (para)compact Hausdorff space is normal.
Proof. Let X be a paracompact Hausdorff space. First we will prove that X is regular.
Let x0 ∈ X and C ⊂ X a closed set not containing x0. Since X is Hausdorff, each point
c ∈ C has a neighborhood Uc disjoint from a neighborhood Vc of x0, and so x0 6∈ U c (since
Uc ⊂ (Vc)c ⇒ U c ⊂ (Vc)c). Thus, we get an open cover of X given by
U := {Cc} ∪ {Uc : c ∈ C}.
Since X is paracompact, U has a locally finite open refinement V ≤ U . Let
D = V|C := {V ∈ V : V ∩ C 6= ∅} = {elements of V that meet C}.
Observe that x0 6∈ D for all D ∈ D (since D 6⊂ Cc and so D ⊂ Uc for some c ∈ C, where
x0 6∈ U c). It follows that for all D ∈ D, we have x0 6∈ D (since D ⊂ U c).
Let W :=
⋃
D∈DD, an open set containing C. Since D is locally finite, Lemma A.3.12 implies
W =
⋃
D∈DD, which shows x0 6∈ W . Hence, W
c
is a neighborhood of x0 disjoint from W (a
neighborhood of C). This proves X is regular.
To prove normality, we repeat (below) the same argument above with x0 replaced by
another closed set C0 and the Hausdorff property replaced by regularity.
Let C0, C ⊂ X be disjoint closed sets. Since X is regular, each point c ∈ C has a neigh-
borhood Uc disjoint from a neighborhood Vc of C0, and so C0 ∩ U c = ∅ (since Uc ⊂ (Vc)c ⇒
U c ⊂ (Vc)c). Thus, we get an open cover of X given by
U := {Cc} ∪ {Uc : c ∈ C}.
Since X is paracompact, U has a locally finite open refinement V ≤ U . Let
D = V|C := {V ∈ V : V ∩ C 6= ∅} = {elements of V that meet C}.
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Observe that C0 ∩D = ∅ for all D ∈ D (since D 6⊂ Cc and so D ⊂ Uc for some c ∈ C, where
C0 ∩ U c = ∅). It follows that for all D ∈ D, we have C0 ∩D = ∅ (since D ⊂ U c).
Let W :=
⋃
D∈DD, an open set containing C. Since D is locally finite, Lemma A.3.12 implies
W =
⋃
D∈DD which shows C0 ∩W = ∅. Hence, W
c
is a neighborhood of C0 disjoint from
W (a neighborhood of C). This proves X is normal. 
Definition A.3.14 (Partition of unity). Let X be a space. A partition of unity on X is a
collection of continuous functions
{
fα : X → [0, 1]
}
α
such that
(i) Each x ∈ X has a neighborhood V 3 x such that fα|V = 0 except for finitely many α.
(ii) Each x ∈ X satisfies ∑
α
fα(x) = 1. (The sum is well defined everywhere by (i).)
If U is an open cover of X, a partition of unity P = {fα : X → [0, 1]}α is subordinate to (or
dominated by) U if for each α, we have Supp(fα) := {x ∈ X : fα(x) 6= 0} ⊂ U for some U ∈ U .
Lemma A.3.15. If X is a paracompact Hausdorff space, every locally finite open cover {Uα}
has a locally finite open refinement {Vα} ≤ {Uα} such that Vα ⊂ Uα for each α.
Proof. Given x ∈ X, we know x ∈ U for some U ∈ U := {Uα}. Let a neighborhood
N(x) ⊂ U intersect only finitely many elements of U . Since X is a normal T1 space, we can
choose N(x) to be disjoint from some neighborhood N(U c), and so
⇒ N(x) ⊂ N(U c)c ⇒ N(x) ⊂ N(U c)c ⊂ U.
Thus, O := {open O ⊂ X : O meets only finitely many Uα ∈ U , and O ⊂ U for some
U ∈ U} is an open refinement of U . Since, by paracompactness, O has a locally finite open
refinement with the same properties as O (i.e., that each element intersects only finitely
many U ∈ U and has closure lying in some U ∈ U), we can assume O is a locally finite open
refinement of U . Define another locally finite open refinement V = {Vα} of U = {Uα} by
Vα :=
⋃{O ∈ O : O ⊂ Uα} ⊂ Uα.
Note that V is a cover of X because it is refined by O (i.e., every O ∈ O is contained in
some Vα), and V is locally finite because U is locally finite. We will now show that Vα ⊂ Uα.
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Let x 6∈ Uα. Choose a neighborhood N(x) that intersects only finitely many of the O ⊂ Vα,
say O1, ..., On ⊂ Vα. Then Vα − (O1 ∪ · · · ∪On) ⊂ X −N(x), and so
Vα = (O1 ∪ · · · ∪On) ∪ [Vα − (O1 ∪ · · · ∪On)] ⊂
(
O1 ∪ · · · ∪On
) ∪ (X −N(x)),
⇒ Vα ⊂
(
O1 ∪ · · · ∪On
) ∪ (X −N(x)) = O1 ∪ · · · ∪On ∪ (X −N(x)).
Since Oi ⊂ Uα, we have x 6∈ Oi, and since x 6∈ (X −N(x)
)
, it follows that x 6∈ Vα. That is,
X − Uα ⊂ X − Vα, and so Vα ⊂ Uα. 
Corollary A.3.16 (Existence of a partition of unity: [51]). A paracompact Hausdorff space
admits a partition of unity.
Proof. Let X be a paracompact Hausdorff space and U an open cover of X. By para-
compactness, let V be a locally finite open refinement of U . Then by Lemma A.3.15, V has
a locally finite open refinement W = {WV : V ∈ V} ≤ V such that WV ⊂ V for all V ∈ V .
Thus, we have a locally finite closed cover (i.e., a cover by closed sets) of X given by
C = {CV = WV : V ∈ V} , such that CV ⊂ V for all V ∈ V .
Since CV and X − V are disjoint closed sets, we have a separating function fV : X → [0, 1]
such that fV |CV = 1 and fV |X−V = 0. Thus, with the continuous function
f : X → (0,∞), f(x) := ∑V ∈V fV (x),
we get a partition of unity on X subordinate to V (and hence also subordinate to U),
ΦV : X → [0, 1], φV (x) := fV (x)f(x) = fV (x)∑V ′∈V fV ′ (x) , V ∈ V .
(Note that f is well defined because for each x, fV (x) = 0 except for finitely many V ∈ V .
Recall that every x ∈ X lies in finitely many V ∈ V , since V is locally finite.) 
Definition A.3.17 (Star-refinement of a cover). Let X be a space and U , V covers of X.
Then U is a star-refinement of V, written U ≤∗ V, if U∗ is a refinement of V (i.e., U∗ ≤ V).
Definition A.3.18 (Fully normal space). A space X if fully normal if every open cover of
X has an open star-refinement.
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Lemma A.3.19. A fully normal space is a normal space.
Proof. Let X be fully normal, and let C,C ′ ⊂ X be disjoint closed sets. Then U :=
{X\C,X\C ′} is an open cover of X. Let O = {Oα} be an open star-refinement of U . Let
O := O ∗ C = ⋃{Oα ∈ O : Oα ∩ C 6= ∅}, O′ := O ∗ C ′ = ⋃{Oα ∈ O : Oα ∩ C ′ 6= ∅}.
Let Oα ⊂ O (i.e., Oα ∩ C 6= ∅) and Oα′ ⊂ O′ (i.e., Oα′ ∩ C ′ 6= ∅). If Oα ∩ Oα′ 6= ∅, then
Oα ∪Oα′ ⊂ O ∗Oα lies in X\C or in X\C ′ (a contradiction). Hence, O,O′ are disjoint open
neighborhoods of C and C ′. 
Lemma A.3.20 (Paracompactness and Full Normality: [63, Theorems 1,2]). A space X is
paracompact and Hausdorff ⇐⇒ fully normal and T1.
Proof. (⇒): Let X be a paracompact Hausdorff space. Since X is normal (Lemma
A.3.13), it follows that X is T1. Thus, it remains to prove that every open cover of X has
an open star refinement. Let U = {Uα}α∈A be an open cover of X. Note that if V ≤ U is
any open cover of X, then an open star refinement of V is also an open star refinement of
U . Thus, it suffices (by paracompactness of X) to assume U is locally finite. By Lemma
A.3.15, there are open sets {Xα}α∈A such that Xα ⊂ Uα and
⋃
Xα = X.
Since U is locally finite, each x ∈ X has a neighborhood V (x) that meets only finitely
many Uα, say {Uα : α ∈ Ax} for a finite set Ax := {α ∈ A : V (x) ∩ Uα 6= ∅} ⊂ A. Let
Bx := {α ∈ Ax : x ∈ Uα} = {α ∈ A : x ∈ V (x) ∩ Uα},
Cx :=
{
α ∈ Ax : x 6∈ Xα
}
=
{
α ∈ A : x ∈ X −Xα, V (x) ∩ Uα 6= ∅
}
.
Then it is clear that Ax ⊂ Bx ∪ Cx, and so Ax = Bx ∪ Cx, where Bx ∩ Cx = {α ∈ A : x ∈
V (x) ∩ (Uα −Xα)}. We have a neighborhood of x given by
W (x) := V (x) ∩⋂{Uα : α ∈ Bx} ∩⋂{X −Xα : α ∈ Cx}
=
⋂{
V (x) ∩ [Uα −Xα′ ] : α ∈ Bx, α′ ∈ Cx
}
=
⋂{
V (x) ∩ [Uα −Xα′ ] : x ∈ [Uα −Xα′ ], α, α′ ∈ Ax
}
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Thus, the sets W := {W (x) : x ∈ X} form an open cover of X. To show W is a star
refinement of U , it suffices (since each W (x) ⊂ Xβx for some βx ∈ A) to show that for any
y ∈ X, if y ∈ Xβ then W ∗ y :=
⋃{W (x) ∈ W : y ∈ W (x)} ⊂ Uβ. So, let y ∈ X, and fix
β ∈ A such that y ∈ Xβ. Pick any x ∈ X such that y ∈ W (x), i.e., W (x) ⊂ W ∗ y. Then
W (x) ∩Xβ 6= ∅ and W (x) ⊂ V (x) ⇒ V (x) ∩Xβ 6= ∅ ⇒ V (x) ∩ Uβ 6= ∅ ⇒ β ∈ Ax
and β 6∈ Cx [otherwise, if β ∈ Cx, then W (x) ⊂ V (x) ∩Xβ ∩ (X −Xβ) = ∅, a contradiction],
⇒ β ∈ Bx, ⇒ x ∈ Uβ, ⇒ W (x) ⊂ Uβ (by the definition of W (x)).
(⇐): Let X be a fully normal T1 space. Then we know X is normal and T1, and so
Hausdorff. It remains to prove paracompactness. Let U = {Uα} be an open cover of X. We
will construct a locally finite open refinement of U . By full normality, we have a sequence
of open covers U ≥∗ U1 ≥∗ U2 ≥∗ · · · (i.e., Un is star-refined by Un+1). For A ⊂ X, let
An := Un ∗ A =
⋃
x∈A xn =
⋃
x∈A Un ∗ x =
⋃{Un ∈ Un : Un ∩ A 6= ∅}, (A.6)
A−n := X − (X − A)n = X − Un ∗ (X − A). (A.7)
Note that A−n is a closed set. Since X−A ⊂ (X−A)n and A ⊂ An, we have A−n ⊂ A ⊂ An.
Moreover, by definition, x ∈ A−n = X − (X −A)n ⇐⇒ x is not in any element of Un that
meets X − A, ⇐⇒ any element of Un that contains x lies in A. Therefore,
A−n = {x ∈ A | xn = Un ∗ x ⊂ A} , (A.8)
⇒ (A−n)n =
⋃
x∈A−n xn ⊂ A. (A.9)
Since Un ≥ Un+1∗ and (An+1)n+1 = Un+1 ∗ An+1 =
⋃
Un+1∩A 6=∅ Un+1 ∗ Un+1 is a union of Un+1-
stars of those elements of Un+1 that meet A, it follows that
(An+1)n+1 =
⋃
Un+1∩A 6=∅ Un+1 ∗ Un+1 ⊂
⋃
Un∩A 6=∅ U
n = An. (A.10)
We also have the following:
(1) A ⊂ B ⇒ An ⊂ Bn and A−n ⊂ B−n: Because A ⊂ B implies X − B ⊂ X − A, which
implies (X −B)n ⊂ (X − A)n, which implies X − (X − A)n ⊂ X − (X −B)n.
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(2) n ≤ m ⇒ An ⊃ Am and A−n ⊂ A−m: Because, An+1 ⊂ (An+1)n+1 ⊂ An and (X −
A)n+1 ⊂ (X − A)n implies A−n ⊂ A−(n+1).
(3) A ⊂ An: Indeed, if x ∈ A−An, then some element of Un contains x but does not meet
A, which is a contradiction since A = {x ∈ X : every open Nbd(x) ∩ A 6= ∅}.
(4) x ∈ yn ⇐⇒ x and y both lie in some Un ∈ Un ⇐⇒ y ∈ xn. (Note: This implies the
open sets xn = Un ∗ x, for all x ∈ X, form a partition of X).
For each α, let
V 1α := (Uα)−1 = X − (X − Uα)1 = {x ∈ Uα : x1 ⊂ Uα} ⊂ Uα, (Note: V 1α is closed),
V 2α := (V
1
α )2 = U2 ∗ V 1α ,
V 3α := (V
2
α )3 = U3 ∗ V 2α ,
· · · · · · · · ·
V nα := (V
n−1
α )n = Un ∗ V n−1α . (A.11)
Since V 1α ⊂ V 2α ⊂ V 3α ⊂ · · · and V nα is open for n ≥ 2, it follows that Vα :=
⋃
n V
n
α is open.
Also, by induction using (A.9) and (A.10), we have
V nα ⊂ (V nα )n =
((
V n−1α
)
n
)
n
(A.10)⊂ (V n−1α )n−1 (A.10)⊂ · · · (A.10)⊂ (V 1α )1 = ((Uα)−1)1 (A.9)⊂ Uα,
⇒ Vα :=
⋃
n V
n
α ⊂ Uα. (A.12)
For each x ∈ X, we have x1 ⊂ (U1)1 = U1 ∗ U1 ⊂ Uα for some U1 in U1 and some Uα in U
(since U1 star-refines U), and so by (A.8), x ∈ (Uα)−1 = V 1α ⊂ Vα. Thus, {Vα} covers X, i.e.,
⋃
α Vα = X. (So V := {Vα} is an open refinement of U = {Uα}) (A.13)
If x ∈ Vα, then we know x ∈ V n−1α for some n, and so xn ⊂ (V n−1α )n = V nα ⊂ Vα, i.e.,
x ∈ Vα ⇒ xn ⊂ Vα for some n ≥ 1. (A.14)
For simplicity, assume (without loss of generality) that the indices {α} are a well-ordered
set, i.e., totally ordered and each subset has a least element or infimum. Recursively define
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a sequence of closed sets as follows.
Cn1 := (V1)−n = X − (X − V1)n = {x ∈ X : xn ⊂ V1},
Cnα :=
(
Vα −
⋃
β<αCnβ
)
−n
= X −
(
X −
(
Vα −
⋃
β<αCnβ
))
n
= X −
(
(X − Vα) ∪
⋃
β<αCnβ
)
n
=
{
x ∈ X : xn ⊂ Vα −
⋃
β<αCnβ
}
⊂ Vα. (A.15)
These sets, {Cnα}, have the following (partitioning) property.
If α 6= γ, no Un ∈ Un can meet both Cnα and Cnγ. (A.16)
[[Indeed, assuming wlog γ < α, if Un ∈ Un meets Cnα, i.e., some x ∈ Un ∩ Cnα, then by
(A.8) and (A.15), Un ⊂ xn ⊂ Vα −
⋃
β<αCnβ, which shows U
n is disconnected from Cnγ.]]
The sets C := {Cnα} cover X, i.e.,
⋃
n,αCnα = X. (A.17)
[[Indeed, given x ∈ X, by (A.13), there is a first (i.e., a smallest) α such that x ∈ Vα.
By (A.14), xn ⊂ Vα for some n. If x 6∈ Cnα =
(
Vα −
⋃
β<αCnβ
)
−n
, then by (A.8), xn 6⊂
Vα −
⋃
β<αCnβ, i.e., some y ∈ xn −
(
Vα −
⋃
β<αCnβ
)
= xn ∩
⋃
β<αCnβ. This implies
y ∈ xn ∩ Cnβ for some β < α, and so because y ∈ xn ⇐⇒ x ∈ yn, we have
x ∈ yn ⊂ (Cnβ)n =
((
Vβ −
⋃
β′<β Cnβ′
)
−n
)
n
(A.9)⊂ Vβ −
⋃
β′<β Cnβ′ ⊂ Vβ,
which contradicts the minimality of α.]]
Next, consider the open covers (open refinements of U)
Pnα := (Cnα)n+3, Qnα := (Cnα)n+2, (A.18)
which satisfy Cnα ⊂ Pnα ⊂ Pnα ⊂ (Pnα)n+3 ⊂ Qnα =
((
Vα −
⋃
β<αCnβ
)
−n
)
n+2
⊂ Vα.
The open cover {Qnα} also has the partitioning property (A.16) wrt Un+2, i.e.,
If α 6= γ, no Un+2 ∈ Un+2 can meet both Qnα and Qnγ. (A.19)
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[[Indeed Qnα =
⋃ {Un+2 : Un+2 ∩ Cnα 6= ∅} and Qnγ = ⋃ {Un+2 : Un+2 ∩ Cnγ 6= ∅}. But
each Un+2 lies in some Un, and by (A.16) no Un can meet both Cnα and Cnγ. Thus, no U
n+2
can meet both Cnα and Cnγ, and hence no U
n+2 can meet both Qnα and Qnγ.]]
Similarly, the open cover {Pnα} has the partitioning property (A.16) with respect to Un+3.
The sets Cn :=
⋃
α Pnα are closed. [[Indeed, if x ∈ Cn, then because {Pnα} covers X,
every neighborhood N(x) meets some Pnα = (Cnα)n+3. Choose N(x) small enough so that
N(x) ⊂ Un+3 ⊂ xn+3 for some Un+3 ∈ Un+3. Then by property (A.19) for the cover {Pnα},
N(x) can meet at most one Pnα, and so x ∈ Pnα ⊂ Cn.]]
Now define the following open sets (the desired locally finite open refinement of U).
O : O1α = Q1α, Onα = Qnα −
⋃n−1
j=1 Cj
( ⊂ Qnα ⊂ Vα ⊂ Uα).
These sets cover X, i.e.,
⋃
n,αOnα = X. [[To see this, let x ∈ X. Then by (A.17), x lies in
some Cnα ⊂ Pnα ⊂ Qnα. Let m be the smallest integer such that x ∈ Pmβ ⊂ Qmβ for some
β (i.e., x 6∈ Pnα for all n < m and all α, equivalently, x 6∈ C1, ..., Cn for all n < m). Then
x ∈ Qmβ −
⋃m−1
j=1 Cj = Omβ.]]
It remains to show that O = {Onα} is locally finite. [[Let x ∈ X. Then x ∈ Cnα for some
(α, n). Thus, xn+3 ⊂ (Cnα)n+3 = Pnα ⊂ Cn is disjoint from Okβ = Qkβ −
⋃k−1
j=1 Cj for k > n,
since On+1 β = Qn+1 β −
⋃n
j=1Cj, On+2 β = Qn+2 β −
⋃n+1
j=1 Cj, · · · . On the other hand, for
k ≤ n, we have xn+3 ⊂ Uk+2 for some Uk+2 ∈ Uk+2. Thus, by (A.19), xn+3 can meet
Okβ = Qkβ −
⋃k−1
j=1 Cj, 1 ≤ k ≤ n,
only for one value of β. Hence, xn+3 meets at most n of the sets in O.]] 
Corollary A.3.21 ([37, Theorem 1.2, p.13]). Every metric space is paracompact.
Proof. Let X be a metric space (hence T1). We need to show X is fully normal. Let
U = {Uα} be an open cover of X. For each x ∈ X, there exists 0 < ε(x) < 1 such that
B4ε(x)(x) ⊂ Uα(x) for some α = α(x). So, we have an open cover of X,
V = {Bε(x)(x) : x ∈ X} , Bε(x)(x) ⊂ B4ε(x)(x) ⊂ Uα(x).
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We will show that V is a star-refinement of U . Given y ∈ X, define
y∗ :=
{
x ∈ X : y ∈ Bε(x)(x)
}
= {x ∈ X : d(x, y) < ε(x)},
⇒ V ∗ y := ⋃{Bε(x)(x) : y ∈ Bε(x)(x)} = ⋃{Bε(x)(x) : d(x, y) < ε(x)} = ⋃x∈y∗ Bε(x)(x).
For any x′, z ∈ y∗ (i.e., d(x′, y) < ε(x′), d(z, y) < ε(z)),
Bε(x′)(x
′) = {u : d(u, x′) < ε(x′)} ⊂ {u : d(u, y) ≤ d(u, x′) + d(x′, y) < 2ε(x′)} = B2ε(x′)(y)
⊂ {u : d(u, z) ≤ d(u, y) + d(y, z) < 2ε(x′) + ε(z)} = B2ε(x′)+ε(z)(z)
⊂ B4ε(z)(z), if we choose z ∈ y∗ such that ε(z) > 23ε(x′),
⇒ Bε(x′)(x′) ⊂ B4ε(z)(z) ⊂ Uα(z), for x′, z ∈ y∗ such that ε(z) > 23ε(x′).
Thus, if we choose zy ∈ y∗ such that ε(zy) > 23 sup{ε(x) : x ∈ y∗}, then
Bε(x′)(x
′) ⊂ B4ε(zy)(zy) ⊂ Uα(zy) for all x′ ∈ y∗, ⇒ V ∗ y ⊂ B4ε(zy)(zy) ⊂ Uα(zy).
Thus, V is a star refinement of U , because for any x ∈ X,
V ∗Bε(x)(x) =
⋃
y∈Bε(x)(x) V ∗ y
(s)
= V ∗ y ⊂ Uα(zy), for any y ∈ Bε(x)(x),
where step (s) is a special property of the selected cover V of X by balls. 
A.3.3. Dugundji’s extension of Tietze’s theorem.
Some useful facts on the topology of cellular complexes can be found in [34, p.519]. Let X
be a space and σ : ∆n → X a singular n-simplex (i.e., a continuous map). We introduce
the unoriented-boundary of a simplex as follows: Denoting the union of all faces of ∆n of
dimension ≤ n− 1 by ∂∆n := ⋃{k-faces of ∆n | k ≤ n− 1}, we define
δσ ≡ δσ(∆n) := σ(∆n)− σ(∆n − ∂∆n).
Note that the discussion above and that to follow carries through unchanged (up to homeo-
morphism) if we replace the affine n-simplex ∆n with the unit n-disc Dn ∼= [0, 1]n.
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Definition A.3.22 (n-cell (a type of singular n-simplex) in a space X, Characteristic map
for a cell, ∆-cell). An n-cell in X is a subspace en ⊂ X with a Hausdorff closure e ⊂ X and
a continuous map f : ∆n → X (called the characteristic map for en) such that:
(i) f(∆n) = en (the closure of en) and f(∆n − ∂∆n) = en.
(ii) f |∆n−∂∆n : ∆n−∂∆n −→ X is a homeomorphism onto en. (Note that for constructions
requiring greater generality, this condition may be dropped, or modified accordingly.)
A ∆-cell in X is a cell e ⊂ X whose characteristic map f : ∆dim e → X is injective on
∂∆dim e (i.e., f |∂∆dim e : ∆dim e → X is injective).
Note that (i) and (ii) imply that f(∂∆n) = δen := en − en ( = the unoriented-boundary
of f as a singular simplex in X; a non-topological notion of boundary in the space X), since
f−1(δen) := f−1(en − en) = f−1(en)− f−1(en) = ∆n − (∆n − ∂∆n) = ∂∆n.
Moreover, for any cell e ⊂ X, the characteristic map f : ∆dim e → X is a quotient map
∆dim e → e (since f is closed, as a continuous map from a compact space to a Hausdorff
space). Also, as a compact Hausdorff space, e = f(∆dim e) ⊂ X is a normal subspace.
Definition A.3.23 (Affine n-cell in a vector space X). An n-cell en ⊂ X with an affine
characteristic map f : ∆n → X. (Here, f is called affine if f admits a linear extension
F : SpanR(∆
n) ⊂ Rn+1 → X, F (λx+ y) = λF (x) + F (y) for x, y ∈ SpanR(∆n) and scalar λ.)
Note that if en is an affine n-cell, then en is an affine n-simplex.
Definition A.3.24 (Faces of an affine n-cell en in a vector space X). The faces of en (or of
en) are the images of the faces of ∆n under the characteristic map f : ∆n → X of en.
Definition A.3.25 (Cellular complex ([70, p.221]), n-skeleton, ∆-complex). A cellular com-
plex is a space K = (K, C) together with a collection of cells C = CK with the following
properties.
(i) The cells C are disjoint, and cover K, i.e., K = ⊔ C.
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(ii) For each n-cell en ∈ C with characteristic map f : ∆n → K, the image f(∂∆n) = δen ⊂
K lies in the union of cells in C of dimension ≤ n− 1.
That is, if we write K =
⋃
n≥0K
n, where Kn :=
⋃{ek ∈ C : k ≤ n} = union of all cells in C
of dimension ≤ n, then for each n-cell en ∈ C, we have f(∂∆n) = δen ⊂ Kn−1 ⊂ Kn, where
Kn = Kn−1 unionsq ⊔α∈Γn enα, for n-cells enα ∈ C (n-skeleton of K).
A cellular complex (K, C) is called a ∆-complex if the following hold:
(a) Every cell e ∈ C is a ∆-cell (i.e., a cell whose characteristic map f : ∆dim e → X is
injective on ∂∆dim e).
(b) For each n-cell en ∈ C with characteristic map f : ∆n → K, each face image
f
(
[e0, ..., êi, ..., en]
) ⊂ K, i = 0, ..., n,
is an (n− 1)-cell in C.
Note that in our definition above, unlike [70], we do not require the space K to be Hausdorff.
Any space X has at least one cell complex structure, namely, as a complex with all of its
points as 0-cells (and no higher-dimensional cells), i.e., X = X0. Also, not necessarily all
cells in a cellular complex K = (K, C) are open (as subsets of K).
Observe that by construction, for any two cells en1 , e
m
2 ∈ C, if n ≤ m then en1 ∩ em2 = ∅. In
particular, any two n-cells en1 , e
n
2 ∈ C are separated in the sense that en1 ∩ en2 = en1 ∩ en2 = ∅.
Definition A.3.26 (Subcomplex). Given a complex K = (K, C), a subset L ⊂ K is a
subcomplex if L =
⋃ CL for some subcollection of cells CL ⊂ C such that e ∈ CL ⇒ e ⊂ L.
(Note that each Kn is a finite-dimensional subcomplex of K. Kn is a subcomplex because for
any cell e ∈ Kn, we have e = e unionsq δe ⊂ Kn ∪Kn−1 = Kn.)
Definition A.3.27 (Finite complex). A complex K = (K, C) such that C is a finite collec-
tion.
Definition A.3.28 (Locally-finite complex). A complex K = (K, C) such that each point
x ∈ K has a neighborhood that meets only finitely many cells in C. Equivalently, each point
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x ∈ K lies in the interior of a finite subscomplex (i.e., for each x ∈ K, there is a finite
subcomplex L ⊂ K with x ∈ Lo = Int(L)).
Definition A.3.29 (Generated subcomplex). In a complex K = (K, C), the subcomplex
generated by A ⊂ K is K(A) := ⋂{L : A ⊂ L ⊂ K,L a subcomplex}, i.e., the smallest subcomplex
containing A. (Note that for any e ∈ C, we have K(e) = K(e) = K(x) for each x ∈ e.)
Definition A.3.30 (Closure-finite complex). A complex K = (K, C) such that for each
e ∈ C, e intersects only finitely many cells in C. Equivalently, K = (K, C) is closure-finite if
the subcomplex K(e) is finite for each cell e ∈ C (i.e., K(x) is finite for each point x ∈ K).
Definition A.3.31 (Weak complex). A complex K = (K, C) whose topology (called weak
topology) is such that A ⊂ X is closed (open) ⇐⇒ A∩ e is closed (relatively open) for each
e ∈ C. (See an alternative/equivalent in the footnote3.)
Note that every weak complex (K, C) is automatically a T1 space, since for any x ∈ K
and e ∈ C, e ∩ {x} is a closed subset of e (because e is T1) and hence a closed subset of K.
Lemma A.3.32. Every weak complex is a Hausdorff space.
Proof. Let K =
⋃
n≥0K
n = (K, C) be a weak complex. Recall that K is a T1 space
(i.e., points are closed in K) by the definition of the weak topology. Let Cn ⊂ C denote the
cell decomposition of the weak subcomplex Kn = (Kn, Cn) =
⋃
0≤r≤nK
r. Observe that each
n-cell en ∈ C is open in Kn, because for each 0 ≤ r ≤ n, we have either en ∩ Kr = ∅ (if
r ≤ n−1) or en∩Kr = en (if r = n). It follows that K0 ⊂ K is a discrete (hence Hausdorff)
subspace. By induction on n based on the decomposition Kn = Kn−1 unionsq ⊔α∈Γn enα, for
n-cells enα ∈ C, we see that each Kn ⊂ K is a Hausdorff subspace as follows: Let x, x′ ∈ Kn.
Then x ∈ enα, x′ ∈ enα′ for some α, α′ ∈ Γn. Consider the following cases.
3Equivalently, K is a weak complex if A ⊂ X is closed (open) ⇐⇒ A ∩Kn is closed (relatively open) for
each n ≥ 0. To prove this, recall that each Kn is a subcomplex, and use (i) induction on n based on the
decomposition Kn = Kn−1 unionsq ⊔α∈Γn enα = Kn−1 ∪ ⋃α∈Γn enα, for n-cells enα ∈ C, and (ii) the fact that for
each n-cell en ∈ C, we have A ∩ en = [A ∩Kn] ∩ en with en ⊂ Kn a subspace.
A.3. TOPOLOGICAL EXTENSION THEOREMS: ABSOLUTE RETRACTS 191
• x ∈ enα or x′ ∈ enα′ : Then it is clear that x and x′ have disjoint neighborhoods in enα and
in enα′ (hence in K
n).
• x, x′ ∈ δenα ∩ δenα′ ⊂ Kn−1: Then by induction on n, these points have disjoint neighbor-
hoods Nb(x), Nb(x′) ⊂ Kn−1, and so have disjoint neighborhoods in Kn.
Let Nn(x), Nn(x
′) be the disjoint neighborhoods in Kn, chosen such that Nn(x) ⊂ Nn+1(x),
Nn(x
′) ⊂ Nn+1(x′), say by replacing Nn(x) with Nn(x) ∩Nn+1(x) and Nn(x′) with Nn(x′) ∩
Nn+1(x
′). Then N(x) :=
⋃
Nn(x), N(x
′) :=
⋃
Nn(x
′) are disjoint nbds in K, because
N(x) ∩N(x′) = (⋃Nn(x)) ∩ (⋃Nn(x′)) = ⋃
n,n′
(
Nn(x) ∩Nn′(x′)
)
=
⋃
n,n′
∅ = ∅.

Lemma A.3.33. Let K = (K, C) be a closure-finite complex. Then K is weak ⇐⇒ for
any A ⊂ K, “A ∩ L closed for every finite subcomplex L ⊂ K” implies “A is closed”.
Proof. (⇒) Assume K is weak. If A ∩ L is closed for every finite subcomplex L, then
for each e ∈ C, A ∩ e = [A ∩K(e)] ∩ e is closed. Hence A is closed since K is weak.
(⇐): Conversely, assume A′ ⊂ K is closed whenever A′ ∩ L is closed for every finite
subcomplex L ⊂ K. Let A ⊂ K. To show K is weak, we need to show A is closed iff A ∩ e
is closed for all e ∈ C. If A is closed, it is clear that A ∩ e is closed for all e ∈ C. On the
other hand, if A ∩ e is closed for every e ∈ C, then because each finite complex L is a finite
union of cells of the type e, it follows that A∩L is closed for each finite subcomplex L (and
hence A is closed). 
Definition A.3.34 (CW-complex ([70], p.223)). A complex K = (K, C) that is both closure-
finite and weak.
By [34, Proposition A.3, p.522], a CW-complex is a normal space (a fact that is not
required in the following discussion).
Lemma A.3.35. Every (locally-) finite complex is a CW-complex.
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Proof. (i) A finite complex K = (K, C) is CW: K is trivially both closure-finite and
weak since K =
⋃
e∈C e =
⋃
e∈C e is a finite union of closed sets. (ii) A locally-finite complex
K = (K, C) is CW: For each x ∈ K, K(x) is finite since K is locally-finite, and so K is
closure-finite. Let A ⊂ K. To show K is weak, it suffices by Lemma A.3.33 to show that
“A∩L closed for every finite subcomplex L” implies “A closed”. So, assume A∩L is closed
for every finite subcomplex L. For any x ∈ int(K − A), let Lx be a finite subcomplex such
that x ∈ int(Lx). Since A∩Lx is closed, x ∈ int(Lx−A) = int(Lx−A∩Lx) ⊂ K −A, and
so A is closed (since K − A is open). 
Corollary A.3.36. A space is a (locally) finite complex ⇐⇒ it is a (locally) compact
CW-complex.
Lemma A.3.37. Let (K, C) be a CW complex. For any space Y , a map f : K → Y is
continuous ⇐⇒ f |e : e ⊂ K → Y is continuous for each e ∈ C.
Proof. If f is continuous, it is clear that f |e is continuous for each e ∈ C. Conversely,
if f |e is continuous for each e ∈ C, then given a closed set C ⊂ Y , the set f−1(C) is closed
in K since f−1(C) ∩ e = (f |e)−1(C) is closed in e for each e ∈ C, and so f is continuous. 
Definition A.3.38 (Affine ∆-complex in a vector space X). A ∆-complex A = (A, C) ⊂ X
whose cells C are affine cells. Note that an affine cellular complex (by construction) has the
following defining properties.
(i) The cells C are disjoint and cover A, i.e., A = ⊔ C.
(ii) If e ∈ C, then every face of e is also in C.
Definition A.3.39 (Polytope (or Simplicial complex) in a vector spaceX). An affine cellular
complex P = (P, C) ⊂ X in which the intersection of two closed cells in C is also a cell in C.
Thus, a polytope (by construction) has the following defining properties.
(i) The cells C are disjoint and cover P , i.e., P = ⊔ C.
(ii) If e ∈ C, then every face of e is also in C.
(iii) For all e, e′ ∈ C, the intersection e ∩ e′ is a face of both e and e′.
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Definition A.3.40 (Triangulated space). A space that is homeomorphic to a polytope.
Definition A.3.41 (Star of a polytope cell). Let (P, C) be a polytope. For any e ∈ C, let
P ∗ e = StarP (e) :=
⋃{
open cells e0 ∈ C with e as a face of e0
}
.
Definition A.3.42 (CW-polytope: [24, p.254]). A polytope P = (P, C) with the weak topol-
ogy, i.e., A ⊂ P is closed (resp. open) ⇐⇒ A∩ e is closed (resp. relatively open) for every
cell e ∈ C.
Lemma A.3.43. (i) In a CW-polytope P = (P, C), for any cell e ∈ C, P ∗ e = StarP (e) is
an open set. (ii) For any space Y , a map f : P → Y is continuous ⇐⇒ f |e : e ⊂ P → Y
is continuous for each e ∈ C.
Proof. (i) P ∗ e := ⋃{open cells e˜ having e as a face} is open as a union of open sets.
(ii) This follows from Lemma A.3.37. 
Definition A.3.44 (Nerve of a cover). Let X be a space and U an open cover of X. Consider
the real vector space R = SpanRB spanned by a basis B = {pU : U ∈ U} in 1-1 correspondence
with the elements of U . We will say n + 1 points pU0 , ..., pUn ∈ B determine an n-cell
e = e (pU0 , · · · , pUn), i.e., an “open” n-simplex with vertices {pUi}, in R if U0 ∩ · · · ∩Un 6= ∅.
(Note the intersection Ui0 ∩ · · ·∩Uik is nonempty for any subset {Ui0 , ..., Uik} ⊂ {U0, ..., Un},
which thus determines a k-face of the n-cell). Let P = (P, C) be the CW-polytope in R
determined by the collection C of all such cells.
This CW-polytope is denoted by N(U) and called the nerve of the cover U .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Definition A.3.45 (AR(S): Absolute retract for a class of spaces S ([50])). A space R ∈
AR(S) if it is a retract in every closed set inclusion R ⊂ X ∈ S.
Equivalently, a space R ∈ AR(S) if every continuous map on a closed set f : R ⊂ X → Y ,
X ∈ S, extends to a continuous map F : X → Y .
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R Y
X ∈ S
f
F
If R is an AR for all spaces, then we say simply that R is an AR (or R ∈ AR).
Definition A.3.46 (AE(S): Absolute extensor for a class of spaces S ([50])). A space
E ∈ AE(S) if every continuous map on a closed set f : C ⊂ X → E, X ∈ S, extends to a
continuous map F : X → E.
C E
X ∈ S
f
F
If E is an AE for all spaces, then we say simply that E is an AE (or E ∈ AE).
Note A.3.1 (Every AE is an AR). To see this, recall that every continuous map on a closed
set f : C ⊂ X → E extends to a continuous map F : X → E. Thus, if E ⊂ X is closed,
then idE : E → E extends to a retraction r : X → E.
Definition A.3.47 (Neighborhood retract (NR)). A subspace R ⊂ X is a neighborhood
retract of X if R ⊂ O is a retract for some open set O ⊂ X.
Definition A.3.48 (Absolute neighborhood retract (ANR)). A space R that is a neighbor-
hood retract in every closed set inclusion R ⊂ X.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Lemma A.3.49 (Canonical cover: [24, Lemma 2.1]). Let X be a metric space and C ⊂ X
a closed set. There exists a locally finite cover U of X−C with the following properties (thus
called a canonical cover of X − C).
(a) Any neighborhood N(b) of a boundary point b ∈ ∂C contains infinitely many U ∈ U .
(b) Any neighborhood N(c) of c ∈ C contains some nbd N ′(c) ⊂ N(c) of c such that
U ∗N ′(c) ⊂ N(c), i.e., for all U ∈ U , U ∩N ′(c) 6= ∅ ⇒ U ⊂ N(c).
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Proof. Consider the collection of neighborhoods
{
N(e) : e ∈ X − C, diamN(e) <
1
2
dist(e, C)
}
, which is an open cover of X − C. Since a metric space is paracompact, this
cover has a locally finite open refinement U , which has the desired properties. 
Lemma A.3.50 (Polytope map of a cover: [24, Theorem 2.31]). Let X be a metric space
and U a locally finite cover of X. Then there exists a continuous map g : X → N(U) (call
it polytope map of U) such that g−1(N(U) ∗ pU) ⊂ U , for any U ∈ U , where
N(U) ∗ pU :=
⋃{open cells e of N(U) with pU as a vertex of e}.
That is, g(U) contains every open cell of N(U) for which pU is a vertex.
Proof. For each U ∈ U , define a map λU : X → R by λU(x) := dist(x,X−U)∑
U dist(x,X−U) , where
the sum is well defined since each x ∈ X lies in finitely many U ∈ U , and λU is continuous
(being locally a ratio of finite sums of continuous functions).
Next, consider the mapping g : X → N(U) given by g(x) := ∑U λU(x)pU . We have
g−1
(
N(U) ∗ pU
)
= {x ∈ X : g(x) ∈ N(U) ∗ pU} = {x ∈ X :
∑
U ′ λU ′(x)pU ′ ∈ N(U) ∗ pU}
=
{
x ∈ X : ∑U ′ λU ′(x)pU ′ ∈ e, pU ∈ Vertex(e), for an open cell e(pU0 , ..., pUn) in N(U)},
(s)
= {x ∈ X : g(x) = ∑ni=0 λUi(x)pUi , U ∩ U0 ∩ · · · ∩ Un 6= ∅} ⊂ U,
where step (s) is due to the following: Let U0, ..., Un be the only U ’s containing x. Then,
“
∑
U ′ λU ′(x) = 1” and “λU ′(x) 6= 0 ⇐⇒ x ∈ U ′” imply that
∑n
i=0 λUi(x) = 1 and so
g(x) =
∑n
i=0 λUi(x)pUi ∈ e(pU0 , · · · , pUn).
Since we also have pU ∈ V ertex
(
e(pU0 , · · · , pUn)
)
, it follows that U ∩ U0 ∩ · · · ∩ Un 6= ∅ and
so x ∈ U (because U = Ui for some i).
It remains to show g is continuous. Given x ∈ X, let x ∈ U0, ..., Un only. Then g(x) =∑n
i=0 λUi(x)pUi is in the interior of e = e(pU0 , ..., pUn). Let V ⊂ N(U) be any open set
containing g(x).
[[[Note that in O := U0 ∩ · · · ∩ Un 3 x, g can be decomposed into continuous maps as
g|O : O ⊂ X
(λU0 ,...,λUn )−→ Rn L−→ N(U) ⊇ V ∩ e,
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where L is linear and given by L(α0, ..., αn) =
∑n
i=0 αipUi (the continuity of which requires
compatibility of the topology of N(U) with the Euclidean topology of Rn).]]]
Then V ∩ e is open in (the Euclidean topology of) e, and so the continuity of each λUi
shows there exists an open set W 3 x such that g(W ) ⊂ V ∩ e ⊂ V . 
Lemma A.3.51 (Replacement map of the complement of a closed set: [24, Theorem 3.1]).
Let X be a metric space and C ⊂ X a closed set. Then there exists a space Y and a
continuous map h : X → Y (a replacement map of X − C) with the following properties.
(a) h|C : C → Y is a homeomorphism, and h(C) ⊂ Y is closed.
(b) Y − h(C) is an infinite CW-polytope, and h(X − C) ⊂ Y − h(C).
(c) Each neighborhood of any point b ∈ ∂h(C) contains infinitely many cells of Y −h(C).
Proof. Let U be a canonical cover of X−C (as in Lemma A.3.49), and N(U) the nerve
of the cover. Let Y = C unionsqN(U) with the following topology.
(i) In Y , N(U) has its defining topology, as a CW-polytope in R = SpanR{pU : U ∈ U} over
cells e = e(pU1 , · · · , pUn) ∈ C in N(U) determined by points pU1 , · · · , pUn ∈ B = {pU :
U ∈ U} such that U1 ∩ · · · ∩ Un 6= ∅. Thus, N(U) =
⋃
e∈C e, with the weak topology.
(ii) In Y , the topology of C is generated by (a subbase with) all sets in Y of the form
OY (c) :=
(
OX(c) ∩ C
) unionsq pU(OX(c)), for all nbds OX(c) ⊂ X, of every c ∈ C,
pU
(
OX(c)
)
:=
⋃{
N(U) ∗ pU : U ⊂ OX(c)
}
=
⋃{
N(U) ∗ pU : U ⊂ OX(c)− C
}
,
where N(U) ∗ pU :=
⋃ {open cells e ∈ C : pU ∈ Vertex(e)}, and pU(OX(c)) is called the
canonical polytope over X − C determined by OX(c) ⊂ X.
Note that Y is Hausdorff, and the subspaces C,N(U) ⊂ Y maintain their original topologies.
Using the polytope map of U , g : X −C → N(U), define the desired map h : X → Y
by h(x) :=
 x, x ∈ Cg(x), x ∈ X − C
. By construction, it suffices to prove continuity of h at
points of ∂C = C ∩ X − C only. Let b ∈ ∂C. Pick a neighborhood of h(b) = b in Y ,
OY (b) :=
(
OX(b) ∩ C
) unionsq ⋃{N(U) ∗ pU : U ⊂ OX(b)}.
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Since U is canonical, by Lemma A.3.49b, there is a neighborhood O′X(b) ⊂ OX(b) such that
for any U ∈ U , U ∩ O′X(b) 6= ∅ implies U ⊂ OX(b). Also, it is clear that {U ∈ U : U ⊂
O′X(b) ∩ (X − C)} 6= ∅. We will now prove that h
(
O′X(b)
) ⊂ OY (b).
First, since O′X(b) ⊂ OX(b), we have h
(
O′X(b) ∩ C
) ⊂ O′X(b) ∩ C ⊂ OY (b). Next, if
x ∈ O′X(b) ∩ (X − C), let x ∈ U1 ∩ · · · ∩ Un only. Then g(x) ∈ int e(pU1 , · · · , pUn) ⊂⋃
iN(U) ∗ pUi , and so g(x) ∈ N(U) ∗ pUi for some i. But x ∈ O′X(b)∩Ui implies Ui ⊂ OX(b),
and so g(x) ∈ OY (b). This shows h
(
O′X(b) ∩ (X − C)
)
= g
(
O′X(b) ∩ (X − C)
) ⊂ OY (b).
Hence, h is continuous. It is now clear that h has the desired properties (a),(b),(c). 
Theorem A.3.52 (Dugundji-Tietze extension theorem: [24, Theorem 4.1]). Let X be a
metric space and L a locally convex space. Then every continuous map on a closed set,
f : C ⊂ X → L, extends to a continuous map F : X → L. Moreover, F (X) ⊂ Conv (f(C)).
Proof. Let Let U be a canonical covering of X − C and let h : X → C unionsq N(U) be a
replacement map of X − C, from Lemma A.3.51. It suffices to prove that every continuous
map f : C ⊂ C unionsqN(U) → L extends to a continuous map F : C unionsqN(U) → L (because we
then obtain the desired extension F = F ◦ h : X → L as in the diagram below).
C L
X Y := C unionsqN(U)
N(U)
f
h
g
F
Let N(U)0 = {pU : U ∈ U} ⊂ N(U) be the collection of all vertices of N(U). Define an
extension f0 : C unionsq N(U)0 → L of f as follows. For each U ∈ U , pick xU ∈ U , and then
choose cU ∈ C such that d(xU , cU) < 2 dist(xU , C), i.e., cU ∈ B2 dist(xU ,C)(xU) ∩ C. Set
f0(c) := f(c) for all c ∈ C,
f0(pU) := f(cU), cU ∈ B2 dist(xU ,C)(xU) ∩ C, xU ∈ U.
Proof of continuity of f0: f0 is continuous on N(U)0, since the subspace N(U)0 ⊂ N(U) is
discrete (the star of a vertex excludes other vertices). We now prove f0 is continuous on C.
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Let V 3 f0(c) = f(c) be an open neighborhood. Since f is continuous, we have δ > 0
such that f (Bδ(c)) ⊂ V , i.e., d(c, c′) < δ ⇒ f(c′) ∈ V . Let OX(c) := Bδ/3(c) in X. Then for
any U ∈ U such that U ⊂ OX(c), we have
d(c, cU) ≤ d(c, xU) + d(xU , cU) < δ/3 + 2d(xU , C) < δ/3 + 2(δ/3) = δ,
⇒ cU ∈ Bδ(c), ⇒ f0(pU) = f(cU) ∈ V.
That is, with Y := C unionsqN(U), all vertices pU ∈ OY (c) :=
(
OX(c) ∩ C
) unionsq ⋃{N(U) ∗ pU : U ⊂
OX(c)
}
satisfy f0(pU) = f(cU) ∈ V , i.e., f0
(
N(U)0 ∩OY (c)
) ⊂ V . So f0 is continuous since
f0
([
C unionsqN(U)0
] ∩OY (c)) = f0( [C ∩OY (c)] ∪ [N(U)0 ∩OY (c)])
= f0
(
[OX(c) ∩ C] ∪ [N(U)0 ∩OY (c)]
)
= f0
(
OX(c) ∩ C
) ∪ f0(N(U)0 ∩OY (c))
= f
(
OX(c) ∩ C
) ∪ f0(N(U)0 ∩OY (c)) ⊂ V.
Now extend f0 linearly (over the vertices N(U)0) to obtain a map F : C unionsq N(U) → L. By
linearity and the fact that “a map on a CW-polytope is continuous ⇐⇒ it is continuous
on the closure of each cell”, F is continuous on N(U). It remains to prove F is continuous
on C.
Let V 3 F (c) = f0(c) = f(c) be a convex neighborhood of f(c) in L. Since f0 is
continuous at c, there is a neighborhood OY (c) =
(
OX(c) ∩ C
) unionsq ⋃{N(U) ∗ pU : U ⊂ OX(c)}
of c in Y = C unionsq N(U) such that f0
(
OY (c) ∩ [C unionsq N(U)0]
)
⊂ V . Let O′X(c) ⊂ OX(c)
be a neighborhood such that for any U ∈ U , U ∩ O′X(c) 6= ∅ ⇒ U ⊂ OX(c). Then
vertices pU ∈ {pU : U ∩ O′X(c) 6= ∅} ⊂ {pU : U ⊂ OX(c)} ⊂ OY (c), corresponding to
sets in the neighborhood O′X(c), have images F (pU) = f0(pU) ∈ V . Also, given a vertex
pU ′ ∈ {pU ′ : U ′ ⊂ O′X(c)} ⊂ {pU : U ∩O′X(c) 6= ∅}, if a vertex pU ∈ N(U) ∗ pU ′ , then
U ∩ U ′ 6= ∅ and U ′ ⊂ O′X(c) ⇒ U ∩O′X(c) 6= ∅, ⇒ pU ∈ OY (c), ⇒ F (pU) ∈ V.
Thus, for any cell e(pU1 , ..., pUn) ⊂ N(U) ∗ pU ′ for any pU ′ ∈ {pU ′ : U ′ ⊂ O′X(c)}, the images
of its vertices pU1 , ..., pUn under F lie in the convex set V . It follows that the images (under
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F ) of linear extensions over such cells lie in V due to convexity of V , and so
F
(
O′Y (c)
) ⊂ V, O′Y (c) := (O′X(c) ∩ C) unionsq ⋃{N(U) ∗ pU : U ⊂ O′X(c)}.
Because L is locally convex (hence has a base for its topology consisting of convex sets), it
follows that F is continuous.
From the definition of f0 (mapping N(U)0 into f(C)) and the fact that every interior
point of N(U) is a convex linear combination of some vertices in N(U)0 (and so under
extension of f0 by linearity, all points of N(U) are mapped into the convex hull of f(C)), it
follows that F (C unionsqN(U)) ⊂ Conv (f(C)). Hence, F (X) ⊂ Conv (f(C)). 
Remark A.3.1. The extension F : X → L of f : C ⊂ X → L constructed in the theorem
can be written in the following form (where cU ∈ B2 dist(xU ,C)(xU) ∩ C, xU ∈ U).
F (x) =
 f(x), x ∈ C∑
U λU(x)f(cU), x ∈ X − C
 , λU(x) = dist(x,X−U)∑U′ dist(x,X−U ′) .
Corollary A.3.53 ([24, Corollary 4.2]). Every convex subset K ⊂ L of a locally convex
space L is an absolute extensor (AE) for metric spaces.
Proof. By the theorem, L is an AE for metric spaces. Thus, if X is a metric space,
then any continuous map on a closed set f : C ⊂ X → K ⊂ L extends to a continuous map
F : X → L with F (X) ⊂ Conv(f(C)) ⊂ Conv(K) = K (since K is convex). 
A.4. Metrizability of Spaces
As for the previous section, this section is not strictly essential to our main purpose, but
serves to introduce related terminology and research questions. The main results of interest
are (1) metrizability of product spaces in Remark A.4.1, (2) metrizability of n-manifolds in
Remarks A.4.2 and A.4.3, (3) metrizability of an arbitrary space in Corollary A.4.28, and
(4) metrizability of the cone of a metrizable space in Proposition A.4.34.
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A.4.1. Regularity and the Urysohn metrization theorem.
Definition A.4.1 (Recall: Imbedding of a space). A continuous map f : X → Y is an
imbedding of X into Y (written f : X ↪→ Y ) if it is a homeomorphism onto its image (i.e.,
the associated surjection f : X → f(X) ⊂ Y is a homeomorphism).
Definition A.4.2 (Metrizable space). A space (X, T ) is metrizable if there exists a metric
d : X ×X → R such that (X, T ) = (X, d), i.e., T is (equal to) a metric topology.
Note that given any set X, the discrete topology on X is metrizable, and induced by
the metric d(x, y) :=
 0, x = y1, x 6= y
. On the other hand, every non-Hausdorff space is non-
metrizable, since a metric space is Hausdorff.
Lemma A.4.3 (Bounded metric). Let (X, d) be a metric space. (i) db(x, y) := min
(
d(x, y), 1
)
,
for x, y ∈ X, is a metric on X. (ii) (X, d) = (X, db) topologically, i.e., (X, d) ∼= (X, db).
Proof. (i) It is clear that db(x, y) = db(y, x) = 0 iff x = y. So we prove the triangle
inequality. Observe that d(x, y) ≤ d(x, z) + d(z, y) implies
min
(
d(x, y), 1
) ≤ min (d(x, z) + d(z, y), 1).
If d(x, z) + d(z, y) ≤ 1, then d(x, z) ≤ 1, d(z, y) ≤ 1 also, and so
min
(
d(x, y), 1
) ≤ d(x, z) + d(z, y) = min (d(x, z), 1)+ min (d(z, y), 1). (A.20)
On the other hand, if d(x, z)+d(z, y) > 1 ( = t+1− t for any t ∈ [0, 1]), then it is clear there
exists α ∈ [0, 1] such that d(x, z) ≥ α, d(z, y) ≥ 1 − α. This implies min (d(x, z), 1) ≥ α,
min
(
d(z, y), 1
) ≥ 1− α, which in turn implies min (d(x, z), 1)+ min (d(z, y), 1) ≥ 1. Thus,
min
(
d(x, y), 1
) ≤ 1 ≤ min (d(x, z), 1)+ min (d(z, y), 1). (A.21)
(ii) db induces the same topology as d, since db = d on any ball of radius < 1, and balls of
radius < 1 form a common base for both topologies. 
Lemma A.4.4 ([53, Theorem 20.5, p.125]). The space R∞ is metrizable.
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Proof. Consider the bounded metric db(x, y) = min(|x − y|, 1) on R, which induces
the same topology as |x − y|, by Lemma A.4.3. The function d(x, y) := supn db(xn,yn)n , for
x, y ∈ R∞, is a metric (as follows). (Note that the restriction of d to [0, 1]∞ is d|[0,1]∞(x, y) =
supn
|xn−yn|
n
). Let z ∈ R∞ and r > 0. Then for any finite set F ⊂ N,
Br(z) =
{
x : supn
db(xn,zn)
n
< r
}
⊂
{
x : supn∈F
db(xn,zn)
n
< r
}
=
∏
n∈F B
′
nr(zn)×
∏
n6∈F R,
which shows the metric topology contains the product topology. On the other hand, fix
ε > 0 (ε < r) and choose N such that 1
N
< ε < r. Let Fε := {1, ..., N}. Then
∏
n∈Fε B
′
nr(zn)×
∏
n 6∈Fε R =
{
x : supn∈Fε
db(xn,zn)
n
< r
}
⊂
{
x : supn
db(xn,zn)
n
< r
}
= Br(z),
which shows the product topology contains the metric topology. 
Remark A.4.1. Lemma A.4.4 (by its proof) is true in the following more general form:
If {Xn}n∈N = {(Xn, dXn}n≥1 is any countable family of metrizable spaces, then the Cartesian
product space
∏
n∈NXn :=
{
maps x : N→ X} = {(xn)n∈N : xn ∈ X} is metrizable, and its
topology is induced by the metric d(x, y) := supn
min(dXn (xn,yn),1)
n
.
Convention A.4.1 (Finite product of metric spaces). If (X1, d1), ..., (Xn, dn) are metric
spaces, then (unless stated otherwise) the space Y =
∏n
i=1Xi will be viewed as the metric
space (Y, d) with d
(
(x1, ..., xn), (x
′
1, ..., x
′
n)
)
:= maxi di(xi, x
′
i).
Definition A.4.5 (Recall: Regular space, Normal space). Let X be a space. Then X is
regular if any point x ∈ X and any closed set C 63 x have disjoint neighborhoods. X is
normal if every two disjoint closed sets C1, C2 ⊂ X have disjoint neighborhoods.
Note that in [53, p.195], a “regular space” (resp. a “normal space”) is assumed to be T1.
In our definition above a regular space (resp. a normal space) is not required to be T1.
Definition A.4.6 (Recall: Completely regular space). A T1 space X such that for any
point x0 ⊂ X and any closed set C ⊂ X not containing x0, there is a continuous function
f : X → [0, 1] satisfying f(x0) = 1 and f |C = 0.
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Lemma A.4.7. A regular space with a countable base is normal. (Converse: A normal
Hausdorff space is completely regular, by the Urysohn lemma.)
Proof. Let X be a regular space with a countable base B = {B1, B2, · · · }. Let C1, C2 ⊂
X be disjoint closed sets. Let x ∈ C1. Then by regularity, x has a neighborhood Ox such
that Ox ⊂ X−C2. Pick a base element Bx ∈ B such that x ∈ Bx ⊂ Ox. Since B is countable,
B1 := {Bx ∈ B : x ∈ C1} = {U1, U2, · · · }, U i ⊂ X − C2 for all i,
is a countable cover of C1. Similarly, we can choose a countable cover of C2,
B2 := {By ∈ B : y ∈ C2} = {V1, V2, · · · }, V i ⊂ X − C1 for all i.
Let B′1 = {U ′1, U ′2, · · · } and B′2 = {V ′1 , V ′2 , · · · } be the collections of open sets given by
U ′n = Un −
n⋃
i=1
V i = Un ∩
(
n⋃
i=1
V i
)c
⊂ Un, V ′m = Vm −
m⋃
i=1
U i = Vm ∩
(
m⋃
i=1
U i
)c
⊂
m⋃
i=1
U
c
i .
Then U ′n ∩ V ′m = ∅ for n ≤ m, and by symmetry, U ′n ∩ V ′m = ∅ if n ≥ m, i.e., U ′n ∩ V ′m = ∅ for
all n,m. Hence, U =
⋃
U ′i , V =
⋃
V ′i are disjoint neighborhoods of C1, C2. 
Lemma A.4.8. Let X be a regular space with a countable base. There exists a countable
collection of continuous functions {fn : X → [0, 1]}n≥1 with the following property.
• Given any point x0 ∈ X and any neighborhood U of x0, there is an index n′ = n′(x0, U)
for which fn′(x0) > 0 and fn′|Uc = 0.
Proof. Since X is normal, by Urysohn’s lemma, there exists a (possibly uncountable)
family F of functions having the said property, each of which f(x0,U) ∈ F corresponds to a
pair (x0, U) consisting of a point x0 ∈ X and a neighborhood U of x0. It remains to pick a
countable subfamily of F that has the same property.
Let {Un} be a countable base for X. Given x0 ∈ X and a neighborhood U of x0, pick an
index m such that x ∈ Um ⊂ U . Since X is regular, we can choose disjoint open sets V 3 x
and W ⊃ U cm, i.e., x ∈ V ⊂ W c ⊂ Um ⊂ U . Thus, we can choose another base element
Un such that x ∈ Un ⊂ V ⊂ W c ⊂ Um ⊂ U . That is, x ∈ Un ⊂ Um ⊂ U and Un ⊂ Um.
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Since Un ⊂ Um, it follows from Urysohn’s lemma that there exists a continuous function
fnm : X → [0, 1] with fnm|Un = 1 and fnm|Ucm = 0 (hence fnm(x0) > 0 and fnm|Uc = 0).
Hence, the countable collection {fmn : Un ⊂ Um} ⊂ F has the desired property. 
Theorem A.4.9 (Urysohn metrization theorem: [53, Theorem 34.1, p.215]). A regular
Hausdorff space with a countable base (i.e., a second countable T3 space) is metrizable.
Proof. The strategy is to show that X imbeds into a metrizable space (namely, R∞).
Consider the countable collection of cont. functions {fn : X → [0, 1]}n≥1 from Lemma A.4.8.
Method I: Define a map F : X → R∞ by F (x) := (fn(x))∞n=1. Then the following hold.
(i) F is continuous : Since R∞ has the product topology and each fn is continuous.
(ii) F is injective: For any x, y ∈ X, if x 6= y, then some neighborhood U of x excludes y,
and so there is an index n for which fn(x) > 0 and fn(y) = 0, i.e., F (x) 6= F (y).
(iii) F is a homeomorphism onto Z = F (X): We need to show F−1 is continuous (i.e., F
is open). Let U ⊂ X be open. Let z0 ∈ F (U). We need to find an open set W such that
z0 ∈ W ⊂ F (U). Let x0 = F−1(z0) ∈ U (i.e., F (x0) = z0). Pick an index N for which
fN(x0) > 0 and fN |Uc = 0. Consider the open set in R∞ given by
V := pi−1N
(
(0,∞)) = {x ∈ R∞ : xN ∈ (0,∞)} = (0,∞)×∏i 6=N R,
where piN : R∞ → R is the continuous map given by piN(x) = xN . Define
W := V ∩ Z =
(
(0,∞)×∏i 6=N R) ∩ F (X),
which is open in the subspace topology of Z = F (X) in R∞. Now, z0 ∈ W ⊂ F (U), since
piN(z0) = piN(F (x0)) = fN(x0) > 0, which implies z0 ∈ pi−1N
(
(0,∞)) ∩ Z = W . Hence,
z ∈ W ⇒ z = F (x) for some x ∈ X, and piN(z) = piN(F (x)) = fN(x) ∈ (0,∞),
⇒ x ∈ U since fN |Uc = 0, ⇒ z = F (x) ∈ F (U), ⇒ W ⊂ F (U).
Hence, F is an imbedding of X into R∞ (with F (X) ⊂ [0, 1]∞).
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Method II: Consider the collection {fn : X → [0, 1]}n≥1 from Lemma A.4.8, now re-scaled
such that fn(x) ≤ 1n for all x. Define a function F : X → [0, 1]∞ by F (x) =
(
fn(x)
)∞
n=1
. The
bounded uniform metric on R∞, given by ρ(x, y) := supn min(|xn − yn|, 1), when restricted
to [0, 1]∞ becomes the uniform metric ρ(x, y) = supn |xn − yn| = ρ|[0,1]∞(x, y).
We will show F is an imbedding with respect (i.e., relative) to the metric ρ on [0, 1]∞.
(i) F is injective: We know from Method I above that F is injective.
(ii) F−1 is continuous : Recall that the product topology on R∞ is induced by the metric
d(x, y) = supn min(|xn − yn|, 1)/n ≤ supn min(|xn − yn|, 1) = ρ(x, y),
which shows that in R∞ (hence in [0, 1]∞ also) the uniform topology contains the product
topology (id : (R∞, ρ) → (R∞, d) is 1-Lipschitz). From Method I above, F is open with
respect to the product topology on [0, 1]∞, and thus is also open with respect to the uniform
topology on [0, 1]∞.
(iii) F is continuous : Let x ∈ X. We need to show for any ε > 0, there is a neighborhood
U of x such that F (U) ⊂ Bε(F (x)), i.e., ρ
(
F (x), F (y)
)
= supn |fn(x) − fn(y)| < ε for all
y ∈ U . Let x0 ∈ X, and let ε > 0. Choose N large enough so that 1/N ≤ ε/2. For each
n = 1, ..., N , by continuity of fn, we have a neighborhood Un of x0 such that
|fn(x)− fn(x0)| ≤ ε/2 for all x ∈ U.
Let U := U1 ∩ · · · ∩ UN . Then for any x ∈ U , |fn(x) − fn(x0)|

(s1)
≤ ε/2, if n ≤ N
(s2)
< 1/N ≤ ε/2, if n > N
,
where step (s1) is due to the choice of U and (s2) holds because fn(X) ⊂ [0, 1/n]. Thus, for
all x ∈ U , we have ρ(F (x), F (x0)) = supn |fn(x)− fn(x0)| ≤ ε/2 < ε. 
Theorem A.4.10 (Imbedding theorem: [53, Theorem 34.2, p.217]). Let X be a T1 space,
and {fα : X → R}α∈A a family of continuous functions with the following property.
• For any point x0 ∈ X and any neighborhood U of x0, there is an index α′ = α′(x0, U) ∈ A
such that fα′(x0) > 0 and fα′|Uc = 0.
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Then the map F : X → RA, F (x) := (fα(x))x∈A, is an imbedding of X into RA. Moreover,
if each fα(X) ⊂ [0, 1], then F is an imbedding of X into [0, 1]A.
Proof. This is similar to Method I of the proof of Theorem A.4.9.
(i) F is continuous : Because RA has the product topology and each fα is continuous.
(ii) F is injective: For any x, y ∈ X, if x 6= y, then some neighborhood U of x excludes y,
and so there is an index α for which fα(x) > 0 and fα(y) = 0, i.e., F (x) 6= F (y).
(iii) F is a homeomorphism onto Z = F (X): We need to show F−1 is continuous (i.e., F
is open). Let U ⊂ X be open. Let z0 ∈ F (U). We need to find an open set W such that
z0 ∈ W ⊂ F (U). Let x0 = F−1(z0) (i.e., F (x0) = z0). Pick an index β ∈ A for which
fβ(x0) > 0 and f |Uc = 0. Consider the open set in R∞ given by
V := pi−1β
(
(0,∞)) = {x ∈ R∞ : xβ ∈ (0,∞)} = (0,+∞)×∏α∈A\β R,
where piβ : RA → R is the continuous map given by piβ(x) = xβ. Define
W := V ∩ Z =
(
(0,∞)×∏α∈A\β R) ∩ F (X),
which is open in the subspace topology of Z = F (X) in RA. Now, z0 ∈ W ⊂ F (U), since
piβ(z0) = piβ(F (x0)) = fβ(x0) > 0, which implies z0 ∈ pi−1β
(
(0,∞)) ∩ Z = W . Hence,
z ∈ W ⇒ z = F (x), for some x ∈ X, and piβ(z) = piβ(F (x)) = fβ(x) ∈ (0,∞),
⇒ x ∈ U since fβ|Uc = 0, ⇒ z = F (x) ∈ F (U), ⇒ W ⊂ F (U).
Hence, F is an imbedding of X into RA. If each fα(X) ⊂ [0, 1], then it is clear that F is
an imbedding of X into [0, 1]A. 
Theorem A.4.11 (Properties of completely regular spaces). (i) A subspace of a completely
regular space is completely regular. (ii) A product of completely regular spaces is completely
regular.
Proof. (i) Let X be a completely regular space and Z ⊂ X. Let x0 ∈ Z and C ⊂ Z
be a closed set not containing x0. With C denoting the closure of C in X, we have x0 6∈
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C = C ∩ Z, and so x0 6∈ C. Since X is completely regular, we have a continuous function
f : X → [0, 1] such that f(x0) = 1, f |C = 0. Thus, the continuous function f |Z → [0, 1]
satisfies f |Z(x0) = f(x0) = 1, (f |Z)|C = f |C = 0. Hence, Z is completely regular.
(ii) Let {Xα}α∈A be a family of completely regular spaces, and X =
∏
α∈AXα the product
space. Let z = (zα)α∈A ∈ X and C ⊂ X a closed set not containing z. Choose a base
element (i.e., an open rectangle) U =
∏
α∈A Uα, where Uα = Xα except for finitely many
indices α1, ..., αn ∈ A, such that z ∈ U ⊂ Cc, i.e., U ∩ C = ∅. For each i = 1, ..., n, choose a
continuous function fi : Xαi → [0, 1] such that fi(zαi) = 1, fi|Xαi−Uαi = 0. Then for each i,
the map gi = fi ◦ piαi : X
piαi−→ Xαi fi−→ [0, 1] is continuous and satisfies
gi|pi−1αi (zαi ) = 1, gi|X−pi−1αi (Uαi ) = gi|pi−1αi (Xαi−Uαi ) = 0.
It follows that the continuous function f : X → [0, 1], f(x) := g1(x)g2(x) · · · gn(x) satisfies
f(z) = 1, f |X\U = 0 ( ⇒ f |C = 0).
Hence X is completely regular. 
Corollary A.4.12 (Complete regularity criterion: [53, Theorem 34.3, p.218]). A space X
is completely regular ⇐⇒ it is homeomorphic to a subspace of [0, 1]A for some A.
Proof. (⇒): If X is completely regular, it follows from Theorem A.4.10 that X is
homeomorphic to a subspace of [0, 1]A for some A.
(⇐): If X is homeomorphic to a subspace of [0, 1]A for some A, then X is completely
regular as a subspace of a completely regular space (Theorem A.4.11). 
A.4.2. Imbedding of manifolds.
The discussion in this section is based directly on [53, p.224].
Definition A.4.13 (Relatively compact set, Locally compact space). Let X be a space. A
set A ⊂ X is relatively compact if its closure A is compact. The space X is locally compact
if each point x ∈ X has a relatively compact neighborhood.
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Definition A.4.14 (Compactification of a space, One-point compactification). Let X be a
space. A space Y is called a compactification of X if (i) Y is a compact Hausdorff space and
(ii) there exists an imbedding f : X ↪→ Y with a proper dense image, i.e., f(X) 6= Y and
f(X) = Y . If Y \f(X) is a singleton (i.e., consists of a single point), then Y is a one-point
compactification of X (which is unique up to homeomorphism by Theorem A.4.15).
Theorem A.4.15 ([53, Theorem 29.1, p.183]). Let X be a space. Then X is a locally
compact Hausdorff space ⇐⇒ X has a one-point compactification, in the sense there exists
a space Y satisfying the following conditions: (i) X is a subspace of Y . (ii) The set Y −X
consists of a single point. (iii) Y is a compact Hausdorff space.
Moreover, if Y and Y ′ are two spaces satisfying these conditions, then there is a homeo-
morphism h : Y → Y ′ such that h|X = idX : X → X.
Proof. Step 1 (Uniqueness of Y ): Let Y, Y ′ be spaces satisfying (i),(ii),(iii). Then
Y = X unionsq {p}, Y ′ = X unionsq {p′}. Define a map h : Y → Y ′ by h(p) = p′, h|X = idX . We will
show h is open (which implies h is a homeomorphism by symmetry). Let U ⊂ Y be open.
If p 6∈ U , then h(U) = U ⊂ X ⊂ Y ′ is open in Y ′ since X is open in Y ′. So, assume p ∈ U .
Then C := Y −U ⊂ X ⊂ Y is compact (as a closed subset of the compact space Y ). Thus C
is a compact subspace of X ⊂ Y ′, and hence a compact subspace of Y ′. Since Y ′ is Hausdorff,
C is closed in Y ′, and so h(U) = h(Y −C) = h([Y −C − p]∪ p) = [Y −C − p]∪ p′ = Y ′−C
is open in Y ′.
Step 2 (⇒) (Existence of Y ): Assume X is locally compact. Let p be any object that is not
an element of X, and define Y := X ∪{p}. (Note that p is often denoted by the symbol∞).
Let us give Y the following topology (call it T ). A ⊂ Y is open iff (i) A = O is an open
subset of X or (ii) A = Y −K for a compact set K ⊂ X.
(a) It is clear that ∅, Y ∈ T since ∅ is both compact and open in X.
(b) T is closed under finite intersections because if O1, O2 are open in X and K1, K2 are
compact in X, then O1∩O2, (Y −K1)∩ (Y −K2) = Y − (K1∪K2), and O1∩ (Y −K1) =
O1 ∩ (X −K1) are all in T .
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(c) Similarly, T is closed under arbitrary unions because if {Oα} are open in X and {Kβ}
are compact in X, then
⋃
Oα,
⋃
(Y − Kβ) = Y −
⋂
Kβ, and [
⋃
Oα] ∪ [
⋃
(Y −Kβ)] =
Y − (⋂Kβ −⋃Oα) are all in T .
X is a subspace of Y : If O is open in X and K is compact in X, then O ∩X = O and
(Y −K) ∩X = X −K are both open in X. Moreover, X ∩ T = {A ∩X : A ∈ T } exhausts
all open subsets of X. Hence, the topology of X is the subspace topology induced by T .
Y is compact: Let U be an open cover of Y . Then U must contain a set of the type
Y −K where K ⊂ X is compact (otherwise, open subsets of X alone cannot cover the point
p ∈ Y ). The sets V = {U ∩ X : U ∈ U , U 6= Y − K} form an open cover of K in X.
Since K is compact, finitely many of these sets V ′ = {U1 ∩X, ..., Un ∩X} cover K. Hence,
U ′ = {U1, ..., Un} ∪ {Y −K} ⊂ U is a finite subcover.
Y is Hausdorff: Let u, v ∈ Y be distinct points. If u, v ∈ X, it is clear that u, v have
disjoint open neighborhoods in Y . If u ∈ X and v = p, then because X is locally compact,
we can choose a compact set K containing an open neighborhood U of v. It follows that
Y −K 3 u and U 3 v are disjoint open neighborhoods of u, v.
Step 3 (⇐) (Converse): Assume X ⊂ Y , where Y = X ∪{p} satisfies (i),(ii),(iii). Then X is
Hausdorff (as a subspace of a Hausdorff space). Let x ∈ X. Let U 3 x and V 3 p be disjoint
open sets in Y . Then C := Y − V is closed, hence compact, in Y . It follows that C is a
compact subspace of X containing the neighborhood U of x (and so U ⊂ C is compact). 
Definition A.4.16 (Manifold, Manifold without boundary, Internal point, Boundary point,
Boundary of a manifold, n-Manifold, Curve, Surface). Let X, Y be spaces and C a subcollec-
tion of closed subsets of X. Y is an (X, C)-manifold (or a manifold over (X, C)) if Y is (i)
Hausdorff, (ii) second countable, and (iii) each point of Y has a neighborhood that is home-
omorphic to an open subset of X, or homeomorphic to a closed subset of X in C. If Y is an
(X, ∅)-manifold, we say Y is an X-manifold without boundary. If Y is an (X, C)-manifold,
a point y ∈ Y is an (X, C)-internal point of Y if it has a neighborhood that is homeomorphic
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to an open subset of X, otherwise y is an (X, C)-boundary point of Y . The (X, C)-boundary
of Y is the collection ∂(X,C)Y := {all (X, C)-boundary points of Y }.
An
(
Rn, {Rn−1 × [0,∞)})-manifold is called an n-manifold (or an n-dimensional mani-
fold). A 1-manifold is called a curve, and a 2-manifold is called a surface.
Henceforth, “manifold” we will mean “n-manifold without boundary (for some n ≥ 1)”,
unless specified otherwise.
Lemma A.4.17. If X is a normal space, then every finite open cover {U1, ..., Un} has a
finite open refinement {V1, ..., Vn} such that V i ⊂ Ui for all i = 1, ..., n.
Proof. We will proceed by induction. Observe that the set C = X− (U2∪· · ·∪Un) is a
closed set contained in U1. Since X is normal, there are disjoint open sets V1 ⊃ C, W1 ⊃ U c1 ,
and so C ⊂ V1 ⊂ W c1 ⊂ U1. Thus, C ⊂ V1 ⊂ V 1 ⊂ U1, since W c1 is closed.
The collection {V1, U2, · · · , Un} covers X. As before, we have the closed set
C = X − (V1 ∪ U3 ∪ · · · ∪ Un) ⊂ U2,
and so there exists an open set V2 ⊇ C such that V 2 ⊂ U2, where we again see that
{V1, V2, U3, · · · , Un} covers X. Continuing this way, at the kth step, we have the closed set
C = X − (V1 ∪ · · · ∪ Vk−1 ∪ Uk+1 ∪ · · · ∪ Un) ⊂ Uk,
and so there exists an open set Vk ⊇ C such that V k ⊂ Uk, where we as usual see that
{V1, · · · , Vk, Uk, · · · , Un} covers X. At step k = n, we get the desired cover {V1, · · · , Vn}. 
Theorem A.4.18 ([53, Theorem 36.1, p.225]). Let X be a normal space and {U1, · · · , Un}
a finite open cover of X. Then there exists a finite partition of unity dominated by {Ui},
i.e., continuous functions {fi : X → [0, 1]}ni=1 such that
fi|X\Ui = 0, for each i = 1, ..., n, and
∑n
i=1 fi(x) = 1 for each x ∈ X.
Proof. By Lemma A.4.17, there exists an open cover {V1, ..., Vn} such that V i ⊂ Ui for
each i. Similarly, there exists a further open cover {W1, ...,Wn} such that W i ⊂ Vi for each i.
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By Urysohn’s lemma, for each i, there exists a continuous function gi : X → [0, 1] such that
gi|W i = 1 and gi|V ci = 0 (which implies gi|Uci = 0 as well). Since the collection {W1, ...,Wn}
covers X, the sum
∑
i gi(x) > 0 for each x ∈ X, and so the desired functions fi : X → [0, 1]
are given by fi(x) :=
gi(x)∑
j gj(x)
. 
Theorem A.4.19 ([53, Theorem 36.2, p.226]). Every compact n-manifold X imbeds into
RN for some N ≥ n.
Proof. Since X is compact, we can choose a finite open cover {U1, ..., Um}, along with
imbeddings gi : Ui → Rn for each i. Note that X is normal (as a compact Hausdorff space),
and so there exists a finite partition of unity {ϕi : X → [0, 1]}mi=1 dominated by {U1, ..., Um}.
Let Ai = Supp(ϕi) := closure{ϕi > 0} ⊂ Ui. For each i = 1, ...,m, define a map hi :
X → Rn by hi(x) :=
 ϕi(x)gi(x), x ∈ Ui0, x ∈ Aci = X\Ai.
, which is well defined and continuous,
because its restrictions to the open sets Ui, A
c
i are continuous. Define the continuous map
F : X → Rm+mn, F (x) := (ϕ1(x), · · · , ϕm(x), h1(x), · · · , hm(x)).
Since X is compact, to show F is an imbedding, it suffices to show F is injective (footnote4).
Let x, y ∈ X be such that F (x) = F (y). Then ϕi(x) = ϕ(y), hi(x) = hi(y) for all i. We know
φj(x) > 0 for some index j ∈ {1, ...,m} (since
∑
i ϕi(x) = 1 > 0), which implies ϕj(y) > 0
also. Thus, x, y ∈ Aj ⊂ Uj, and so x = y (by injectivity of gj) since
ϕj(x) = ϕj(y), ϕj(x)gj(x) = hj(x) = hj(y) = ϕj(y)gj(y) ⇒ gj(x) = gj(y). 
Lemma A.4.20. A locally compact Hausdorff space is completely regular.
Proof. Let X be a locally compact Hausdorff space. Then X has a one-point compacti-
fication, and is thus a subset of a compact Hausdorff space (Theorem A.4.15). But a compact
Hausdorff space is normal, hence completely regular, and a subspace of a complete regular
space is completely regular (Theorem A.4.11). It follows that X is completely regular. 
4Recall that a continuous bijection from a compact space to a Hausdorff space is a homeomorphism.
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Remark A.4.2 (Metrizability of n-manifolds). Since an n-manifold is locally Rn, it is a
locally compact Hausdorff space. Thus, because a locally compact Hausdorff space is com-
pletely regular, it follows by Theorem A.4.9 that n-manifolds are metrizable.
Remark A.4.3. Theorem A.4.19 holds for separable n-manifolds even without compactness
(namely, every separable n-manifold imbeds into R2n+1), but the proof is more involved. See
Theorem C.5.19, and related results in [55]. Note that separability is strictly necessary here,
because every subspace of a separable metric space (such as R2n+1) is separable, and the proof
is as follows: If X is a separable metric space, A ⊂ X any subset, and {x1, x2, · · · } ⊂ X a
countable dense subset, then because X =
⋃
i≥1 {Bq(xi) : q ∈ Q ∩ (0,∞)}, if we pick aq,i ∈
Bq(xi)∩A whenever the intersection is nonempty, then the setA′ := {aq,i : q ∈ Q ∩ (0,∞), i ≥ 1}
is a countable dense subset of A. To see this, let a ∈ A, ε > 0, and take a sequence
yk := xi(k) → a. Pick k and a positive rational qk such that d(a, yk) ≤ qk < ε/2. Then
Bqk(yk)∩A 6= ∅, which in turn implies Bqk(yk)∩A′ 6= ∅ (by the definition of A′). Thus, with
a′ ∈ Bqk(yk) ∩ A′, we get
d(a, a′) ≤ d(a, yk) + d(yk, a′) ≤ 2qk < ε.
A.4.3. The Nagata-Smirnov metrizability criterion.
Definition A.4.21 (Gδ set in a space). A countable intersection of open sets (of the space).
Note complements of Gδ sets (i.e., countable unions of closed sets) are called Fσ sets.
Definition (Recall: Locally finite family). If X is a space, a family of subsets {Aα}α∈Γ is
locally finite if each x ∈ X has a neighborhood that intersects only finitely many Aα.
Definition A.4.22 (Countably locally finite family). If X is a space, a family of subsets
A = {Aα} is countably locally finite if it is a countable union of locally finite families, i.e.,
A = ⋃n∈NAn, where each An is a locally finite collection.
Lemma A.4.23 (Recall: [53, Lemma 39.1]). Let X be a space. If A ⊂ P(X) is locally
finite, then (a) C = {A : A ∈ A} is locally finite and (b) ⋃A∈AA = ⋃A∈AA.
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Proof. See Lemma A.3.12. 
Lemma A.4.24 ([53, Lemma 39.2]). If X is a metrizable space, then every open cover U
of X has an open refinement that is countably locally finite.
Proof. Let X be a metrizable space and U an open covering. Since a metric space is
paracompact, U has an open refinement V that is locally finite, and hence countably locally
finite. (For a proof without paracompactness, see the proof of [53, Lemma 39.2]) 
Lemma A.4.25 ([53, Lemma 40.1]). Let X be a regular space with a countably locally finite
base B. Then (i) X is normal, and (ii) every closed set C ⊂ X is a Gδ set in X.
Proof. Step I: Let W ⊂ X be open. There is a countable collection of open sets
{U1, U2, · · · } such that W =
⋃
Un =
⋃
Un (proved as follows). Let B =
⋃Bn, where each
collection Bn is locally finite. Let Cn := {B ∈ Bn : B ⊂ W}, which is locally finite (since
Bn is locally finite). Define the open sets Un :=
⋃
B∈Cn B. Then by Lemma A.4.23,
Un =
⋃
B∈Cn B ⊂ W, ⇒
⋃
Un ⊂
⋃
Un ⊂ W.
Let x ∈ W . Then because X is regular, there is B ∈ B such that x ∈ B and B ⊂ W
(footnote5). Now, B ∈ Bm for some index m, which implies B ∈ Cm, and so x ∈ Um. Hence
W ⊂ ⋃Un, and so W = ⋃Un = ⋃Un.
Step II: Let C ⊂ X be closed. Then C is a Gδ set (proved as follows). From Step I,
Cc =
⋃
Un, and so C =
⋂
U
c
n, (a countable intersection of open sets).
Step III: X is normal (proved as follows). Let C,D ⊂ X be disjoint closed sets. By Step I,
there are countable collections of open sets {U1, U2, · · · } and {V1, V2, · · · } such that
Dc =
⋃
Un =
⋃
Un, where {Un} covers C and each Un is disjoint from D,
Cc =
⋃
Vn =
⋃
V n, where {Vn} covers D and each V n is disjoint from C.
5 To check this, take disjoint neighborhoods N(x) and N(W c), and then choose B ∈ B such that x ∈ B ⊂
N(x) ⊂ N(W c)c ⊂W . Since N(W c)c is closed, the result follows.
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As in the proof of Lemma A.4.7, if we define the sets (which satisfy U ′n∩V ′m = ∅ for all m,n)
U ′n := Un −
⋃n
i=1 V i, V
′
n := Vn −
⋃n
i=1 U i,
then we get disjoint neighborhoods of C and D given by U ′ :=
⋃∞
n=1 U
′
n, V
′ :=
⋃∞
n=1 V
′
n. 
Lemma A.4.26 ([53, Lemma 40.2]). If X is a normal T1 space, then for every closed Gδ set
D ⊂ X, there exists a continuous function f : X → [0, 1] such that f |D = 0 and f |Dc > 0.
Proof. Let D =
⋂
Un, where Un are open sets. For each n, let fn : X → [0, 1] be a
continuous function (by Urysohn’s lemma) such that fn|D = 0 and fn|Ucn = 1. Define the
function f : X → R given for each x ∈ X by the series f(x) := ∑∞i=1 fn(x)2n which converges
uniformly, since 0 ≤ f(x) ≤∑ 1
2n
, and so f is continuous. Moreover,
f |D =
∞∑
i=1
fn|D
2n
= 0, f |Dc = f |⋃Ucn =
∞∑
i=1
fn|⋃Ucm
2n
≥
∞∑
i=1
fn|Ucn
2n
=
∞∑
i=1
1
2n
> 0. 
Theorem A.4.27 (Nagata-Smirnov: [53, Theorem 40.3, p.250]). Let X be space. Then X
is metrizable ⇐⇒ X is a regular Hausdorff space with a countably locally finite base B.
Proof. •(⇒): Assume X is metrizable. Then we know X is a normal Hausdorff (hence
regular Hausdorff) space. It remains to find a countably locally finite base for X. Choose a
metric d that induces the topology of X. Then for each n ∈ N, we have the cover
An :=
{
B1/n(x) : x ∈ X
}
,
which has a countably locally finite open refinement Bn by Lemma A.4.24. Thus, the collec-
tion B = ⋃∞n=1 Bn is also countably locally finite. We will show B is a base for X (i.e., for
any x0 ∈ X and a neighborhood U of x0, there exists B ∈ B such that x0 ∈ B ⊂ U). Let
x ∈ X, ε > 0, and consider the neighborhood U = Bε(x) of x. Choose n so that 1/n < ε/2.
Since Bn covers X, we have x ∈ B for some B ∈ Bn. It follows that for any y ∈ B, we have
d(x, y) ≤ diamB ≤ 2/n ≤ 2(ε/2) = ε, ⇒ y ∈ Bε(x), ⇒ x ∈ B ⊂ Bε(x).
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•(⇐): Suppose X is a regular Hausdorff space with a countably locally finite base B. Then
by Lemma A.4.25, X is normal and every closed set in X is a Gδ set in X. We will prove
that X imbeds into (RJ , ρ) for some set J , where ρ is the uniform metric on RJ given by
ρ(x, y) := supα∈J min(|xα − yα|, 1).
Let B = ⋃n∈N Bn, where each Bn is locally finite. For each n ≥ 1, and each B ∈ Bn, there
exists (by Lemma A.4.26 with D = Bc, and rescaling) a continuous function
fn,B : X → [0, 1/n] such that fn,B|B > 0 and fn,B|Bc = 0.
The collection {fn,B : n ∈ N, B ∈ Bn} separates points from closed sets in X, in the sense that
given a point x0 ∈ X and a closed set C not containing x0 (or equivalently, a neighborhood
U = Cc of x0), then with a B ∈ Bn (for some n) satisfying x0 ∈ B ⊂ Cc, we have
fn,B(x0) > 0 (since fn,B|B > 0) and fn,B|C = fn,B|Uc = 0 (since fn,B|Bc = 0, C ⊂ Bc).
Let J := {(n,B) : n ∈ N, B ∈ Bn} =
⋃∞
n=1
({n} × Bn) ⊂ N× B. Define the map
F : X → [0, 1]J , F (x) := (fn,B(x))(n,B)∈J .
Then by Theorem A.4.10, F imbeds X into [0, 1]J (with respect to the usual, = product,
topology on [0, 1]J). In what follows, we will show that F is also an imbedding with respect
to the uniform topology ([0, 1]J , ρ) = ([0, 1]J , ρ) ⊂ (RJ , ρ), where
ρ(x, y) = supα∈J |xα − yα|.
We know that the uniform topology contains the product topology, and so with respect to
the uniform topology, F is injective and maps open sets to open sets (i.e., F−1 exists and is
continuous). We will now show F is also continuous with respect to the uniform topology.
Let x0 ∈ X and fix ε > 0. We need to find a neighborhood W of x0 such that
ρ(F (x0), F (x)) < ε for all x ∈ W.
Fix n ≥ 1. Let Un be a neighborhood of x0 that intersects finitely many B ∈ Bn. Then
fn,B|Un = 0 for all but finitely many B ∈ Bn.
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Thus, because fn,B is continuous, we can choose another neighborhood Vn ⊂ Un of x0 such
that for each of the (remaining) functions fn,B, B ∈ Bn, satisfying fn,B|Vn > 0, we have
supx,y∈Vn |fn,B(x)− fn,B(y)| ≤ ε/2 (which holds for all B ∈ Bn).
Consider all the neighborhoods {Vn}n∈N of x0. Choose N such that 1/N ≤ ε/2, and define
W := V1 ∩ · · · ∩ VN . To show W is the desired neighborhood of x0, let x ∈ W . Then
|fn,B(x0)− fn,B(x)|

(s1)
≤ ε/2, if n ≤ N
(s2)
≤ 1/n < ε/2, if n > N
 , for all (n,B) ∈ J,
where step (s1) is due to the choice of V1, ..., Vn, and step (s2) holds because fn,B(X) ⊂
[0, 1/n]. Hence, ρ(F (x0), F (x)) = sup(n,B)∈J |fn,B(x0)− fn,B(x)| ≤ ε/2 < ε. 
Corollary A.4.28. A space X is metrizable ⇐⇒ X is homeomorphic to a subspace of
[0, 1]J equipped with the uniform metric, for some set J .
Proof. (⇒) If X is metrizable, then by the proof of Theorem A.4.27, X imbeds into
some [0, 1]J , as a metric space equipped with the uniform metric. (⇐) If X imbeds into
some [0, 1]J , as a metric space equipped with the uniform metric, then X is metrizable as a
subspace of a metric space. 
A.4.4. Metrizability of quotient spaces.
We have already seen that the “quotient space operation” can destroy the Hausdorff property
which is essential for metrizability. Let I denote the unit interval [0, 1] ⊂ R.
Definition A.4.29 (Local homeomorphism). A continuous map f : X → Y is a local
homeomorphism if every point x ∈ X has an open neighborhood U ⊂ X such that (i)
f(U) ⊂ Y is open, and (ii) f |U : U → f(U) is a homeomorphism.
Lemma A.4.30. A bijective local homeomorphism is a homeomorphism.
Proof. Let f : X → Y be a bijective local homeomorphism. We need to show f−1 :
Y → X is continuous (i.e., f = (f−1)−1 is open). Let U ⊂ X be open. For each x ∈ U , let
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Ux be a neighborhood of x such that f |Ux : Ux → f(Ux) is a homeomorphism (where f(Ux)
is open). Then f(U) =
⋃
x∈U f(U) ∩ f(Ux) =
⋃
x∈U f |Ux(U ∩ Ux) is open as a union of open
sets (since each f |Ux is a homeomorphism, hence an open map). 
Proposition A.4.31. Let X be a metric space and q : X → Y = X∼ a quotient of X. If
(i) dY is a metric on Y such that q : X → (Y, dY ) is continuous, and
(ii) X has a cover by compact sets {Kα} such that the interiors
{(
q(Kα)
)o}
cover Y ,
then Y is metrizable, and the topology of Y is induced by dY , i.e., Y ∼= (Y, dY ).
Proof. Since X
q−→ (Y, dY ) is continuous, by the universal property of quotient maps,
we have a continuous map f : Y → (Y, dY ) such that f ◦ q = q (which implies f is injective,
and moreover, f = id since q is surjective).
X (Y, dY )
Y
q
q
f
Kα (Y, dY )
q(Kα)
q|Kα
q|Kα
f |q(Kα)
Because each q(Kα) is compact, each f |q(Kα) : q(Kα)→ f(q(Kα)) is a homeomorphism (as a
continuous bijection from a compact space onto a Hausdorff space). Thus, f is a local home-
omorphism since each f |q(Kα)o : q(Kα)o → f(q(Kα)o) = [f(q(Kα))]o is a homeomorphism.
It follows that f is a homeomorphism (since f is an injective local homeomorphism). 
Definition A.4.32 (Cylinder of a space X). The product space C(X) := X × I.
Definition A.4.33 (Cone of a space X, Vertex, Base, Cone metric dc). The cone of X is the
quotient space Cone(X) := C(X)
X×{0} =
X×I
X×{0} . With the quotient map q : X × I → Cone(X),
(x, t) 7→ q(x, t) ≡ [(x, t)], the vertex of the cone is the point v := q(x, 0) = X×{0} ∈ Cone(X)
and its base is the subset q(X × {1}) ∼= X × {1} ∼= X.
A cone metric dc : Cone(X)×Cone(X)→ [0,∞) on Cone(X) is the map induced (when
possible) by any function dc : (X × I)2 → [0,∞) that satisfies the following three conditions.
(i) dc
(
(x, t), (x′, t′)
)
= dc
(
(x′, t′), (x, t)
) ≤ dc((x′, t′), (x′′, t′′))+ dc((x′′, t′′), (x′, t′)).
(ii) dc|[(X×I)−(X×{0})]2 is a metric on (X × I)− (X × {0}).
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(iii) dc
(
(x, t), (x′, 0)
)
= c(x, t) := t for all t ∈ [0, 1], x, x′ ∈ X.
Proposition A.4.34 (dc-Metrizability of Cone(X)). Let X be a metric space. Cone(X) ∼=(
Cone(X), dc
) ⇐⇒ X is compact. (Assume q : X × I → (Cone(X), dc) is continuous.)
Proof. (⇒): Assume Cone(X) ∼= (Cone(X), dc). Suppose X is not compact. Then
X × I is not compact (otherwise, X will be compact as a closed subspace of a compact
space). Let xn ∈ X be a sequence with no convergent subsequence. Then for any convergent
sequence 0 < tn → 0 in I, (xn, tn) has no convergent subsequence in X × I, since for any
x ∈ X, d((xnk , tnk), (x, 0)) = max (d(xnk , x), |tnk − 0|)→ 0 iff d(xnk , x)→ 0. It follows that
the set A = {(xn, tn)} ⊂ X × I is closed for any sequence 0 < tn → 0.
Thus, A is also closed in Cone(X) since the quotient map q : X×I → Cone(X) is injective
on
(
(X× I)\(X×{0})) ⊃ A, and so A = q−1(q(A)) is closed ⇐⇒ q(A) is closed. However,
A is not closed in
(
Cone(X), dc
)
because (xn, tn)
dc→ (x, 0), since dc
(
(xn, tn), (x, 0)
)
= tn → 0.
This contradicts the assumption Cone(X) ∼= (Cone(X), dc).
(⇐): Assume X is compact. Then it follows from Proposition A.4.31 that Cone(X) ∼=(
Cone(X), dc
)
. 
A.5. Metrical Extension Theorems: Absolute Lipschitz Retracts
Unlike the previous two sections, this section is closely related to our subsequent discussion.
The most relevant concepts are those of absolute Lipschitz retracts, biLipschitz equivalence,
quasiconvexity, metrical convexity, and binary intersection property. Any extension theorems
associated with these concepts are equally important. The main results of interest include
the following. (i) Lipschitz extendability of maps from a subset of a metric space to Rn in
Corollary A.5.3. (ii) Bi-Lipschitz equivalence of the simplex and the cube in Corollary A.5.7.
(iii) The characterization of geodesics in Lemma A.5.13. (iv) Gluing of locally Lipschitz maps
in Lemmas A.5.17 and A.5.19. (v) Proof that `∞(A) is an AUR in Lemma A.5.41.
A.5.1. The McShane-Whitney extension theorem. (Based on [35], Lemma 2.1,
Theorem 2.3, Corollary 2.4)
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Lemma A.5.1. Let X be a metric space. If fα : X → R are c-Lipschitz maps, then so are
infα fα and supα fα.
Proof. By symmetry, it suffices to prove infα fα is c-Lipschitz. The result follows from
|infα fα(x)− infα fα(y)| = max
{
infα supβ[fα(x)− fβ(y)],− infα supβ[fα(x)− fβ(y)]
}
≤ max{infα supβ |fα(x)− fβ(y)|, infβ supα |fα(x)− fβ(y)|} = dH({fα(x)}, {fα(y)})
≤ sup
α
|fα(x)− fα(y)| . 
Theorem A.5.2 (McShane-Whitney extension theorem). Let X be a metric space. Every
c-Lipschitz function f : A ⊂ X → R extends to a c-Lipschitz function F : X → R.
Proof. Observe the functions {f±a : X → R}a∈A given by f±a (x) = f(a) ± cd(x, a) are
c-Lipschitz. Thus, by Lemma A.5.1, the functions F (x) = supa∈A f
−
a : X → R and G(x) =
infa∈A f+a : X → R are c-Lipschitz extensions of f . 
Corollary A.5.3. Let X be a metric space. Every c-Lipschitz map f : A ⊂ X → Rn extends
to a Lipschitz map F : X → Rn.
Proof. Consider the p-norm on Rn, 1 ≤ p ≤ ∞. We have f(x) = (f1(x), ..., fn(x)),
where fk : A → R has a c-Lipschitz extension Fk : X → R by Theorem A.5.2. Thus
F (x) =
(
F1(x), ..., Fn(x)
)
is a Lipschitz extension of f , with
‖F (x)− F (y)‖ = (∑k |Fk(x)− Fk(y)|p)1/p ≤ n 1p cd(x, y), if 1 ≤ p <∞,
‖F (x)− F (y)‖ = maxk |Fk(x)− Fk(y)| ≤ cd(x, y), if p =∞. 
Notice from the proof of Lemma A.5.3 that we can replace the target space R in Theorem
A.5.2 by any `∞(Γ). By definition, the most general target space (replacing R) in Theorem
A.5.2 is a 1-ALR (also called “an injective metric space”, or “a hyperconvex metric space”:
See [28]).
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A.5.2. Bi-Lipschitz equivalence of simplices and cubes.
Theorem A.5.4 (Brouwer’s invariance of domain: [64]). Let f : E ⊂ Rn → Rn be an
injective continuous map. If E is open, then so is f(E).
Proof. Let E ⊂ Rn be open and consider an injective continuous map f : E ⊂ Rn →
Rn. Since E is open, for any e ∈ E, there exists an open neighborhood N(e) of e such that
N(e) ⊂ E. Thus, E = ⋃e∈E N(e), which implies f(E) = ⋃e∈E f(N(e)). Since the union of
open sets is open, it suffices to show that for any e ∈ E, f(N(e)) is open. Moreover, because
openness is invariant under rescaling and translations, it is enough to assume E = B1(0)
and prove there exists an open neighborhood N(0) of 0 such that f
(
N(0)
)
is open.
Since f is injective, if there is an open neighborhood N(f(0)) of f(0) such that N(f(0)) ⊂
f(B1(0)) (i.e., f(0) is in the interior of f(B1(0))), then N(0) := f
−1 [N(f(0))] is an open
neighborhood of 0 (by continuity of f) satisfying f
(
N(0)
)
= N
(
f(0)
) ⊂ f(B1(0)). Thus, it
suffices to prove f(0) is an interior point of f(B1(0)).
By Lemma A.1.72, the continuous bijection f : B1(0) → f(B1(0)) has a continuous
inverse. By Tietze’s extension theorem, the continuous map f−1 : f(B1(0)) → B1(0) has a
continuous extension F ′ : Rn → Rn. Note that F ′(f(0)) = 0, i.e., f(0) is a zero of F ′. For
any map F ′′ : f(B1(0))→ Rn, let
‖F ′ − F ′′‖ := sup
y∈f(B1(0))
‖F ′(y)− F ′′(y)‖ = sup
x∈B1(0)
‖F ′(f(x))− F ′′(f(x))‖.
Consider the map
h : B1(0)→ Rn, h(x) := x− F ′′(f(x)) = F ′(f(x))− F ′′(f(x)).
If ‖F ′ − F ′′‖ ≤ 1, then by Brouwer fixed point theorem, h has a fixed point, and so F ′′ has
a zero (i.e., there exists x0 ∈ B1(0) such that F ′′(f(x0)) = 0).
Suppose on the contrary that f(0) is not an interior point of f(B1(0)). We will obtain a
contradiction by finding a perturbation F ′′ of F ′ such that ‖F ′−F ′′‖ ≤ 1 but F ′′ has no fixed
point. Since F ′ is continuous at f(0), there is ε > 0 such that F ′
(
B2ε
(
f(0)
)) ⊂ B0.1(0), i.e.,
‖F ′(y)‖ = ‖F ′(y)− F ′(f(0))‖ ≤ 0.1 for ‖y − f(0)‖ ≤ 2ε.
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Also, since f(0) is not an interior point of f(B1(0)), we know that Bε(f(0))∩ f(B1(0))c 6= ∅,
i.e., there exists c ∈ f(B1(0))c such that ‖c − f(0)‖ < ε. Note that F ′(Bε(c)) ⊂ B0.1(0),
since ‖y − c‖ ≤ ε implies ‖y − f(0)‖ ≤ ‖y − c‖+ ‖c− f(0)‖ ≤ 2ε, which in turn implies
‖F ′(y)‖ = ‖F ′(y)− F ′(f(0))‖ ≤ 0.1 for ‖y − c‖ ≤ ε.
For convenience, translate f (i.e., replace f(x) with f(x) − c) so that c = 0. Then
f(B1(0)) avoids 0 (formally c), ‖f(0)‖ < ε, and F ′(Bε(0)) ⊂ B0.1(0), i.e.,
‖F ′(y)‖ = ‖F ′(y)− F ′(f(0))‖ ≤ 0.1 for ‖y‖ ≤ ε. (A.22)
Let Σ := Σ1 ∪ Σ2, where Σ1 := f(B1(0))\Nε(0) = {y ∈ f(B1(0)) : ‖y‖ ≥ ε} and Σ2 :=
∂Nε(0) = {y ∈ R2 : ‖y‖ = ε}. Since 0 = c 6∈ Σ, we get a continuous map Φ : f(B1(0))→ Σ,
Φ(y) := max
(
ε
‖y‖ , 1
)
y =
 ε
y
‖y‖ , y ∈ Σ1 = f
(
B1(0)
)\Nε(0)
y, y ∈ f(B1(0)) ∩Nε(0)
 . (A.23)
Since Σ1 is compact and f(0) 6∈ Σ1 implies F ′(y) 6= 0 for all y ∈ Σ1, there exists 0 < δ < 0.1
such that δ ≤ ‖F ′(y)‖ for all y ∈ Σ1. By Weierstrass’ theorem (on approximation of
continuous functions with polynomials) there exists a polynomial P : Rn → Rn such that
‖P (y)− F ′(y)‖ < δ for all y ∈ Σ, (A.24)
where P (y) 6= 0 for all y ∈ Σ1 (because δ ≤ ‖F ′(y)‖ for all y ∈ Σ1). Since Σ2 has measure
zero, we can choose P such that P (y) 6= 0 for all y ∈ Σ2 as well. [Reason-footnote6]. Define
the nonvanishing function F ′′ = P ◦ Φ : f(B1(0)) Φ−→ Σ P−→ Rn. By (A.23) and (A.24), we
have
‖F ′(y)− F ′′(y)‖ < δ for all y ∈ f(B1(0)) such that ‖y‖ > ε.
By (A.22) and (A.23), ‖F ′(y)‖, ‖F ′(φ(y))‖ ≤ 0.1 for ‖y‖ ≤ ε, and so by (A.24),
‖F ′(y)− F ′′(y)‖ = ‖F ′(y)− P (Φ(y))‖ ≤ ‖F ′(y)− F ′(Φ(y))‖+ ‖F ′(Φ(y))− P (Φ(y))‖
6Since P is smooth and Σ2 is a compact smooth surface of measure zero, the image P (Σ2) is also a compact
smooth surface of measure zero (so, P (Σ2) has empty interior). Thus, if 0 ∈ P (Σ2), then by replacing P (x)
with Pε′(x) := P (x) + ε
′v̂ for an arbitrarily small ε′ > 0 and a unit vector v̂, it follows that 0 6∈ Pε′(Σ2).
We can perform this process and still have 0 6∈ Pε′(Σ1) since P (Σ1) is closed. Note that the set of zeros
Z(P ) := P−1(0) of P is an algebraic set with empty interior (otherwise, if IntZ(P ) 6= ∅, then P ≡ 0).
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< 0.2 + δ < 0.3 < 1, if ‖y‖ ≤ ε.
Hence, we have a contradiction, since ‖F ′(y) − F ′′(y)‖ < 1 for all y ∈ f(B1(0)), although
F ′′(y) = P (Φ(y)) 6= 0 for all y ∈ f(B1(0)). 
Corollary A.5.5. Let K ⊂ Rn be compact. If f : K → Rn is an injective continuous map,
then (i) f : K → f(K) is a homeomorphism and (ii) interior (resp. boundary) points of K
map to interior (resp. boundary) points of f(K).
Proof. By Lemma A.1.72, f : K → f(K) is a homeomorphism. Hence, the correspon-
dences interior
f←→interior and boundary f←→boundary follow from Theorem A.5.4. 
Proposition A.5.6 (Bi-Lipschitz equivalence of convex set and ball). Every compact convex
set K ⊂ Rn with nonempty interior (Ko 6= ∅) is bi-Lipschitz equivalent to the closed unit
ball B1(0) ⊂ Rn.
Proof. Let K ⊂ Rn be a compact convex set with Int(K) 6= ∅. Since a translation is a
bi-Lipschitz equivalence, we can assume 0 ∈ Ko. Define a map F : Rn → B1(0) by
F (x) := pK(x)
x
‖x‖ = pK(x)xˆ = pK(xˆ)x, xˆ :=
x
‖x‖ ,
where pK(x) is the Minkowski function of K (Lemma A.1.63) defined by
pK(x) := inf
{
c > 0 : x
c
∈ K} = inf {c > 0 : x ∈ cK} .
Note that pK(x) ≤ 1 for all x ∈ K. Also, pB1(0)(x) = ‖x‖. Recall that pK is a sublinear
functional, i.e., pK(x+y) ≤ pK(x)+pK(y) and pK(λx) = λpK(x) for any scalar λ ≥ 0. Thus,∣∣pK(x)− pK(y)∣∣ ≤ pK(x− y) ≤ ‖pK‖‖x− y‖, ‖pK‖ := sup‖x‖=1 pK(x).
We need to show F |K : K → B1(0) is a bi-Lipschitz homeomorphism. F is a continuous
bijection with inverse F−1(y) = 1
pK(y)
‖y‖y = y
pK(yˆ)
, and so F |K : K → B1(0) is a homeomor-
phism by Corollary A.5.5. Also, F |K is Lipschitz as a product of bounded Lipschitz maps,
and F |−1K is Lipschitz for the same reason. 
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Corollary A.5.7 (Bi-Lipschitz equivalence of simplex and cube). The n-simplex
∆n = Conv(e0, e1, ..., en) ⊂ Rn+1
(viewed, under a suitable affine transformation, as a subset of Rn) is bi-Lipschitz homeo-
morphic to the n-cube In = [0, 1]n ⊂ Rn.
Moreover, if φ : ∆n → In is a bi-Lipschitz homeomorphism, then we have the correspon-
dences Int(∆n)
φ←→ Int(In) and ∂∆n φ←→ ∂In.
A.5.3. Paths, quasiconvexity, and gluing lemmas.
Definition A.5.8 (Path, Parametrization, Length of a path, Rectifiable path, Minimum
length (ML) parametrization, Natural parametrization, Constant speed path, Subconstant
speed path). A path in a space X is a continuous map γ : [0, 1] → X. Given paths γ, η :
[0, 1]→ X, η is a (re)parametrization of γ, written η ∈ Para(γ), if
im η = im γ, η(0) = γ(0), η(1) = γ(1).
Let X be a metric space and γ : [0, 1]→ X a path. The length of γ is
l(γ) := sup
{
lP (γ) : P ⊂ [0, 1] a finite partition
}
,
where lP (γ) :=
∑k
i=1 d(γ(ti−1), γ(ti)) is the length of γ over P = {0 = t0 < t1 < · · · < tk =
1}. If l(γ) <∞, we say γ is rectifiable. A parametrization η of γ is a Minimum length (ML)
parametrization if
l(η) ≤ l(η′) for all η′ ∈ Para(γ).
A continuous map γ : [a, b]→ X is a natural parametrization if
l(γ([t, t′])) = |t− t′| for all t, t′ ∈ [a, b].
A path γ : [0, 1]→ X is has constant speed c ≥ 0 if
l(γ([t, t′])) = c|t− t′| for all t, t′ ∈ [0, 1].
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A path γ : [0, 1]→ X has subconstant speed c ≥ 0 if
l(γ([t, t′])) ≤ c|t− t′| for all t, t′ ∈ [0, 1].
In the above definition, l(γ) depends on the way γ is parameterized, i.e., if γ, η : [0, 1]→ X
are parametrizations of the same path, then we can have l(γ) 6= l(η).
Lemma A.5.9 ([16, Proposition 2.5.9, p.46]). Let X be a metric space. If γ : [0, 1]→ X is a
rectifiable path (with l := l(γ)), then there exists a nondecreasing continuous map ϕ : [0, 1]→
[0, l] and a natural parametrization γ : [0, l]→ X such that γ = γ ◦ϕ : [0, 1] ϕ−→ [0, l] γ−→ X.
Proof. Define ϕ : [0, 1]→ [0, l], t 7→ l(γ([0, t])), which is continuous and nondecreas-
ing. Also define
γ : [0, l]→ X, s 7→ γ(t) ∈ γ (ϕ−1(s)) , i.e., t ∈ ϕ−1(s), or ϕ(t) = s.
γ is well defined because for any t, t′ ∈ ϕ−1(s), t ≤ t′,
d(γ(t), γ(t′)) ≤ l(γ([t, t′])) = l(γ([0, t′]))− l(γ([0, t])) = ϕ(t′)− ϕ(t) = s− s = 0,
⇒ d(γ(t), γ(t′)) = 0, ⇒ γ(t′) = γ(t).
Also, for any t ∈ [0, 1], we have γ(t) = γ(ϕ(t)) since t ∈ ϕ−1(ϕ(t)). Finally,
l(γ([s, s′])) =
∣∣l(γ([0, s]))− l(γ([0, s′]))∣∣ = ∣∣l(γ([0, ts]))− l(γ([0, ts′ ]))∣∣
=
∣∣ϕ(ts)− ϕ(ts′)∣∣ = |s− s′|,
where ts ∈ ϕ−1(s), ts′ ∈ ϕ−1(s′). 
Corollary A.5.10 (Constant speed parametrization of a rectifiable path). Let X be a metric
space. If γ : [0, 1] → X is a rectifiable path, there exists a path η : [0, 1] → X such that
η([0, 1]) = γ
(
[0, 1]
)
, η(0) = γ(0), η(1) = γ(1), and
d(η(t), η(t′)) ≤ l(η([t, t′])) = l(γ)|t− t′|, for all t, t′ ∈ [0, 1].
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Proof. By Lemma A.5.9, γ = γ ◦ ϕ : [0, 1] ϕ−→ [0, l(γ)] γ−→ X, for a nondecreasing
continuous map ϕ : [0, 1] → [0, l(γ)] and a natural parametrization γ : [0, l(γ)] → X.
Thus, with ψ : [0, 1] → [0, c], t 7→ ct, where c := l(γ), we get the new parametrization
η := γ ◦ ψ : [0, 1] ψ−→ [0, c] γ−→ X, which satisfies l(η([t, t′])) = c|t− t′| for all t, t′ ∈ [0, 1]. 
Definition A.5.11 (Quasigeodesic, Standard parametrization, Quasiconvex space, Geo-
desic, Geodesic space, Uniquely geodesic space). Let X be a metric space and λ ≥ 1. A path
γ : [0, 1]→ X is a λ-quasigeodesic if γ has subconstant speed c = λd(γ(0), γ(1)), i.e.,
l(γ([t, t′])) ≤ λd(γ(0), γ(1))|t− t′|, for all t, t′ ∈ [0, 1].
We say X is a λ-quasiconvex space if for every x, y ∈ X, there exists a λ-quasigeodesic
γ : [0, 1]→ X from x to y, i.e., such that γ(0) = x, γ(1) = y.
A 1-quasigeodesic is called a geodesic, and similarly, a 1-quasiconvex space is called a
geodesic space. A geodesic space X is a uniquely geodesic space if for every x, y ∈ X, there
exists only one geodesic from x to y.
Note that a λ-quasigeodesic is also called a λ-quasiconvex path, [33, p.205]. In [68, p.317],
a quasigeodesic is differently defined to be a path that is a bi-Lipschitz imbedding. Injectivity
of the path is not required in our definition. An equivalent definition of a geodesic in terms
of paths that are parameterized by arc length can be found in [54, Definition 2.2.1, p.56].
Lemma A.5.12 (Characterization and Sufficient condition for quasigeodesics). Let X be a
metric space, γ : [0, 1]→ X a path, and λ, λ1, ..., λk ≥ 1. Then the following are true:
(i) γ is a λ-quasigeodesic ⇐⇒ d(γ(t), γ(t′)) ≤ λd(γ(0), γ(1))|t− t′|, for all t, t′ ∈ [0, 1].
(ii) If [0, 1] =
⋃k
i=1[ai, bi] and γi := γ|[ai,bi] is a λi-quasigeodesic (for all i = 1, ..., k), then γ
is a λ-quasigeodesic if λ :=
∑
i
λi
d(γ(ai),γ(bi))
d(γ(0),γ(1))
.
Lemma A.5.13 (Characterization of geodesics: See also [54, Sec. 2.2, pp 56-60]). Let X be
a metric space and γ : [0, 1]→ X a path. Then (i) γ is a geodesic ⇐⇒ (ii) d(γ(t), γ(t′)) ≤
d(γ(0), γ(1))|t− t′| for all t, t′ ∈ [0, 1], ⇐⇒ (iii) d(γ(t), γ(t′)) = d(γ(0), γ(1))|t− t′| for all
t, t′ ∈ [0, 1].
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Proof. (i)⇒(ii): This is immediate, since d(γ(t), γ(t′)) ≤ l(γ|[t,t′]), for all t, t′ ∈ [0, 1].
(ii)⇒(i),(iii): (ii) implies d(γ(t), γ(t′)) ≤ d(γ(0), γ(1))|t − t′| for all t, t′ ∈ [0, 1]. By the
definition of l(γ), l(γ) ≤ d(γ(0), γ(1)) ≤ l(γ), i.e., l(γ) = d(γ(0), γ(1)). Also, observe that
d(γ(0), γ(1)) ≤ lP (γ) ≤ l(γ) = d(γ(0), γ(1)) for any finite partition P ⊂ [0, 1]. That is,
lP (γ) = lP ′(γ) for any two finite partitions P, P
′ ⊂ [0, 1]. In particular, if P := {0, t, t′, 1}
and P ′ := P ∪Q = {0} ∪Q ∪ {1} for any finite partition Q ⊂ [t, t′], then
lP (γ) = lP ′(γ) ⇒ d(γ(t), γ(t′)) = lQ(γ|[t,t′]).
Hence, d(γ(t), γ(t′)) = l(γ|[t,t′]) = d(γ(0), γ(1))|t− t′| for all t, t′ ∈ [0, 1].
(iii)⇒(ii): This is again immediate. 
Definition A.5.14 (Minimum-length path). Let X be a metric space, x, y ∈ X, and
Px,y(X) := {paths γ : [0, 1] → X, γ(0) = x, γ(1) = y} ⊂ C
(
[0, 1], X
)
. Then a path
γ : [0, 1]→ X is a minimum-length path (or path of minimum length) if
l(γ) = inf
{
l(η) | η ∈ Pγ(0),γ(1)(X)
}
.
It follows immediately from Lemma A.5.13 that every geodesic is a minimum-length path.
Definition A.5.15 (Strictly convex normed space). A normed space X is strictly convex if
for any x, y ∈ X, we have ‖x+ y‖ = ‖x‖+ ‖y‖ ⇐⇒ y = λx for some scalar λ ≥ 0.
Lemma A.5.16. A normed space X is uniquely geodesic ⇐⇒ strictly convex.
Proof. (⇒) Assume X is uniquely geodesic. Then for any a, b ∈ X, the only geodesic
from a to b is γa,b : [0, 1]→ X, γa,b(t) := (1− t)a+ tb. Thus, for any x, y ∈ X, if ‖x+ y‖ =
‖x−(−y)‖ = ‖x−0‖+‖0−y‖, then for some t ∈ [0, 1] we have γx,−y(t) = 0 = (1−t)x+t(−y),
i.e., y = 1−t
t
x.
(⇐): Assume X is strictly convex. Let γ : [0, 1] → X be a geodesic from x to y. Then
for any z ∈ γ([0, 1]), we have ‖x− y‖ = ‖x− z+ z− y‖ = ‖x− z‖+ ‖z− y‖. Thus, by strict
convexity, we get z − y = λ(x − z) for some λ ≥ 0, i.e., z = λ
1+λ
x + 1
1+λ
y = (1 − t)x + ty,
where 0 ≤ t := 1/(1 + λ) ≤ 1. This shows γ is uniquely given by γ(t) = (1− t)x+ ty. 
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Lemma A.5.17 (Gluing lemma I). Let X be a λ-quasiconvex space, and {Cj : j = 1, ..., n}
a finite cover of X by closed sets Cj. If f : X → Y is a map such that each restriction
fj = f |Cj : Cj → Y is c-Lipschitz, then f is λc-Lipschitz.
Proof. We know f is continuous because for any closed set C ′ ⊂ Y , we have the finite
union of closed sets f−1(C ′) =
⋃
Cj ∩ f−1(C ′) =
⋃
f−1j (C
′).
Given x, x′ ∈ X, let γ : [0, 1] → X be a λ-quasigeodesic from x to x′. Then, for any
partition P = {0 = t0 < t1 < · · · < tk = 1} of [0, 1], we have
d
(
f(x), f(x′)
) ≤∑ki=1 d(f(γ(ti−1)), f(γ(ti))) = ∑ki=1 d(fji−1(γ(ti−1)), fji(γ(ti)))
(s)
. c
∑k′
i=1 d
(
γ(t′i−1), γ(t
′
i)
) ≤ c length(γ) ≤ cλd(x, x′),
where at step (s), we use a sufficiently fine partition P = {0 = t0 < t1 < · · · < tk = 1},
and P ′ = {0 = t′0 < t′1 < · · · < t′k′ = 1} is some refinement of P based on the following
discussion.
To justify step (s), fix i ∈ {1, ..., k}. Observe that if γ ∩ Cji−1 ∩ Cji = ∅, then we can
approximate γ with a disjoint union of segments of γ as γ ≈ γ|[0,ti−1] unionsq γ|[ti,1]. (Note that
since k is finite, by induction, we can approximate γ with a disjoint union of at most k + 1
segments of γ). On the other hand, if z ∈ γ ∩ Cji−1 ∩ Cji , then
d
(
fji−1(γ(ti−1)), fji(γ(ti))
) ≤ d(fji−1(γ(ti−1)), f(z))+ d(f(z), fji(γ(ti)))
≤ c[d(γ(ti−1), z)+ d(z, γ(ti))]. 
Definition A.5.18 (Locally Lipschitz map). Let c ≥ 0. A map of metric spaces f : X → Y
is locally c-Lipschitz if for each x ∈ X, there exists a ball Brx(x), rx = rx,f > 0, such that
d(f(x), f(z)) ≤ cd(x, z) for all z ∈ Brx(x).
Lemma A.5.19 (Gluing lemma II). Let X be a λ-quasigeodesic space. If a map f : X → Y
is locally c-Lipschitz, then it is λc-Lipschitz. (Conversely, we know a c-Lipschitz map is
locally c-Lipschitz.)
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Proof. Fix x, x′ ∈ X. Let γ : [0, 1] → X be a λ-quasigeodesic from x to x′. Define
C := cd(x, x′). Then f ◦γ : [0, 1]→ Y is locally λC-Lipschitz on [0, 1], since for any t ∈ [0, 1],
there exists a ball Brγ(t)
(
γ(t)
)
, rγ(t) > 0, such that
d
(
f(γ(t)), f(z)
) ≤ cd(γ(t), z) for all z ∈ Brγ(t)(γ(t)),
and so we get the neighborhood U := γ−1
(
Brγ(t)
(
γ(t)
))
of t in [0, 1] satisfying
d
(
f(γ(t)), f(γ(s))
) ≤ cd(γ(t), γ(s)) ≤ Cλ|t− s|, for all s ∈ U.
Since [0, 1] is compact, for any t, t′ ∈ [0, 1] we can choose a partition P = {t = t0 < t1 <
· · · < tk = t′} of [t, t′] such that for some refinement Q = {t = s0 < s1 < · · · < sl = t′} of P ,
d
(
f(γ(t)), f(γ(t′))
) ≤∑ki=1 d(f(γ(ti−1)), f(γ(ti))) (a)≤ λC∑lj=1 |sj−1 − sj| = λC|t− t′|,
where at step (a), we choose P fine enough so that for each i ∈ {1, ..., k} there exists
s ∈ [ti−1, ti] satisfying
d
(
f(γ(ti−1)), f(γ(s))
) ≤ λC|ti−1 − s|, d(f(γ(s)), f(γ(ti))) ≤ λC|s− ti|.
This shows f ◦ γ is λC-Lipschitz. Thus, d(f(x), f(x′)) ≤ λC = λcd(x, x′). 
The following concepts are based on [29,61].
Definition A.5.20 (Standard constant curvature spaces). A standard 2-dimensional space
of constant (Riemannian) curvature κ is a metric space (based on R3-subsets) of the form
M2κ :=

(
S2, d+
)
, d+(x, y) =
1√
κ
cos−1
(〈x, y〉+), 〈x, y〉+ := x1y1 + x2y2 + x3y3, if κ > 0
(
R2, d0
)
, d0(x, y) =
√〈x− y, x− y〉, 〈x, y〉0 := x1y1 + x2y2 + x3y3, if κ = 0
(
H2, d−
)
, d−(x, y) = 1√−κ cosh
−1 (− 〈x, y〉−), 〈x, y〉− := x1y1 + x2y2 − x3y3, if κ < 0

,
where
S2 :=
{
x ∈ R3 | 〈x, x〉+ := x21 + x22 + x23 = 1
}
,
H2 :=
{
x ∈ R3 | 〈x, x〉− := x21 + x22 − x23 = −1, x3 > 0
}
.
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Definition A.5.21 (Geodesic triangle (in a geodesic space X), Isometry of triangles, Iso-
metric geodesic triangles). Let x, y, z ∈ X. We denote by γ[x, y] a geodesic (segment)
γ : [0, 1] → X from x to y (i.e., with γ(0) = x, γ(1) = y). Consider any geodesic segments
γ1[x, y], γ2[y, z], γ3[z, x]. A loop ∆ : [0, 1] → X, ∆(0) = ∆(1) is called a geodesic triangle
in X with vertices x, y, z and sides γ1[x, y], γ2[y, z], γ3[z, x] if ∆ = γ1 · γ2 · γ3 : [0, 1] → X,
where
(γ1 · γ2 · γ3)|[0,1/3](t) := γ1(3t− 0),
(γ1 · γ2 · γ3)|[1/3,2/3](t) := γ2(3t− 1),
(γ1 · γ2 · γ3)|[2/3,1](t) := γ3(3t− 2).
That is, ∆(0) = ∆(1) = x, ∆(1/3) = y, ∆(2/3) = z. We will write the triangle as a union
∆[x, y, z] := γ1[x, y] ∪ γ2[y, z] ∪ γ3[z, x].
Given geodesic spaces X, Y , and two geodesic triangles ∆X [x1, x2, x3] ⊂ X and ∆Y [y1, y2, y3] ⊂
Y , a map ϕ : ∆X [x1, x2, x3]→ ∆Y [y1, y2, y3] is an isometry of triangles, making ∆X [x1, x2, x3]
and ∆Y [y1, y2, y3] isometric geodesic triangles ( written ∆X [x1, x2, x3]
ϕ∼= ∆Y [y1, y2, y3] ) if it
is an isometry satisfying ϕ(xi) = yi for all i = 1, 2, 3.
Note. If X is a uniquely geodesic space, then it is clear that the triangle ∆[x, y, z] is com-
pletely determined by its vertices x, y, z.
Definition A.5.22 (Comparison triangle for a geodesic triangle, Comparison point). A com-
parison triangle for a geodesic triangle ∆[x, y, z] ⊂ X is a geodesic triangle ∆[x, y, x] ⊂ M2κ
for which there exists an isometry of triangles ∆[x, y, x]
ϕ∼= ∆[x, y, z].
The ϕ-comparison point for a point p ∈ ∆[x, y, z] is its preimage p := ϕ−1(p) ∈ ∆[x, y, x].
Equivalently, the ϕ-comparison point p ∈ ∆[x, y, x] for p ∈ ∆[x, y, z] is defined as follows:
• If p ∈ γ1[x, y], then p ∈ γ1[x, y] is given by d(x, p) = d(x, p).
• If p ∈ γ2[y, z], then p ∈ γ2[y, z] is given by d(y, p) = d(y, p).
• If p ∈ γ3[z, x], then p ∈ γ3[z, x] is given by d(z, p) = d(z, p).
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By construction, the comparison triangle (when it exists) is unique up to isometry. Also,
because R2 and H2 are unbounded, comparison triangles always exist in M2κ for κ ≤ 0. For
κ > 0, because S2 is bounded, a comparison triangle for ∆[x, y, z] ⊂ X exists only if the
perimeter l(∆[x, y, z]) := d(x, y) + d(y, z) + d(z, x) is sufficiently small.
Definition A.5.23 (CAT(κ) inequality). A geodesic triangle ∆ ⊂ X satisfies the CAT (κ)
inequality if for all points p, q ∈ ∆, we have
d(p, q) ≤ d (p, q) , for all comparison points p, q ∈ ∆ ⊂M2κ .
Definition A.5.24 (CAT(κ) space, Hadamard space). A CAT(κ) space is a geodesic space
in which every geodesic triangle satisfies the CAT(κ) inequality. A complete CAT(0) space
is called a Hadamard space.
Definition A.5.25 (Geodesic convexity). A subset K ⊂ X of a metric space X is geodesi-
cally convex if given any x, y ∈ K, every geodesic segment γ[x, y] between x and y lies in
K.
Definition A.5.26 (Convex metric). If (X, d) is a geodesic space, the metric d : X ×X →
R is convex if for every x ∈ X and any geodesic segment γ : [0, 1] → X, the function
f : [0, 1]→ R given by f(t) := d(x, γ(t)) is convex. Equivalently,
d(x, γ(t)) = d(x, γ((1− t)0 + t1)) ≤ (1− t)d(x, γ(0)) + td(x, γ(1)), for all 0 ≤ t ≤ 1.
(For the equivalence, recall that every subsegment of a geodesic segment is itself a geodesic
segment).
Definition A.5.27 (Busemann convexity). A geodesic space (X, d) is Busemann convex
if for for every pair of geodesic segments γ1 : [0, 1] → X, γ2 : [0, 1] → X, the function
g : [0, 1]→ R given by g(t) = d(γ1(t), γ2(t)) is convex. Equivalently (since every subsegment
of a geodesic segment is itself a geodesic segment),
d(γ1(t), γ2(t)) ≤ (1− t)d(γ1(0), γ2(0)) + td(γ1(1), γ2(1)), for all 0 ≤ t ≤ 1.
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Note A.5.1. If a geodesic space X is Busemann-convex, then it is a uniquely geodesic space
and its metric is convex. Indeed, if γxy, γ
′
xy : [0, 1]→ X are two geodesics from x to y, then
the nonnegative convex function f(t) = d
(
γxy(t), γ
′
xy(t)
)
satisfies f(0) = f(1) = 0, and so we
have f(t) = 0 for all t. To see that the metric of X is convex, observe that if γ : [0, 1]→ X
is a geodesic and x ∈ X, then we have a convex function f(t) := d(x, γ(t)) = f(γx(t), γ(t)),
where γx : [0, 1]→ X, t 7→ x is the constant geodesic.
Definition A.5.28 (Convex bicombing). Let X be a geodesic space. Consider the set-valued
map Γ : X ×X → 2C([0,1],X) given by
Γ(x, y) :=
{
geodesics γ[x, y] from x to y
∣∣ x, y ∈ X}.
A convex bicombing on X is a selection of Γ,
γ : X ×X → C([0, 1], X), (x, y) 7→ γxy = γ[x, y] ∈ Γ(x, y),
such that for all x, x′, y, y′ ∈ X, the following are true.
(i) γxy(t) = γyx(1− t) for all t ∈ [0, 1].
(ii) d(γxy(t), γx′y′(t)) ≤ (1− t)d(x, x′) + td(y, y′) for all t ∈ [0, 1].
Note. (a) This is a selection of geodesics satisfying the Busemann convexity condition.
(b) We know that every normed space X is geodesic since for every x, y ∈ X, we have the
special geodesic γxy = [x, y] : [0, 1] → X, γxy(t) = (1 − t)x + ty = γyx(1 − t). This clearly
gives a bicombing on X, since for every x, y, x′, y′ ∈ X, we have the convex function
d(γxy(t), γx′y′(t)) = ‖γxy(t)− γx′y′(t)‖ =
∥∥x− x′ + t(y − y′ − (x− x′))∥∥ .
Definition A.5.29 (Weakly convex bicombing). Let X be a geodesic space. A weakly convex
bicombing on X is a selection of geodesics
γ : X ×X → C([0, 1], X), (x, y) 7→ γxy = γ[x, y] ∈ Γ(x, y),
such that for all x, y, y′ ∈ X, the following are true.
(i) γxy(t) = γyx(1− t) for all t ∈ [0, 1].
(ii) There exists C ≥ 1 such that d(γxy(t), γxy′(t)) ≤ Ctd(y, y′) for all t ∈ [0, 1].
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A.5.4. Lipschitz retractions and extensions. (Based on [8])
Definition A.5.30 (Intermediate points). Let X be a metric space and x, y ∈ X. A point
z ∈ X is intermediate to x and y (or lies between x and y) if d(x, y) = d(x, z) + d(z, y). Let
[x, y]0 := {z ∈ X : d(x, y) = d(x, z) + d(z, y)} = {points between x and y}.
Note that if X = (X, ‖ · ‖) is a normed space, then for any x, y ∈ X, we have
[x, y] := {zα = (1− α)x+ αy : 0 ≤ α ≤ 1} ⊂ [x, y]0,
where the inclusion ⊂ can be strict, as with the case of X = R2∞ = (R2,max | · |). Also,
‖x− zα‖ = α‖x− y‖, ‖zα − y‖ = (1− α)‖x− y‖.
Definition A.5.31 (Metrical convexity). A metric space X is metrically convex if for all
x, y ∈ X, 0 < α < 1, there exists a point zα ∈ X such that
d(x, zα) = αd(x, y) and d(zα, y) = (1− α)d(x, y).
(Such a point is precisely an intermediate point zα ∈ [x, y]0 such that d(x, zα) = αd(x, y).)
Note that every convex subset K of a normed space X = (X, ‖ ·‖) is metrically convex (with
respect to the metric d(x, y) = ‖x− y‖), since for all x, y ∈ K we have [x, y] ⊂ K ∩ [x, y]0.
Lemma A.5.32. X is metrically convex ⇐⇒ balls in X intersect as follows.
Br(x) ∩Bs(y) 6= ∅ iff d(x, y) ≤ r + s, for all x, y ∈ X.
Proof. (⇒): Assume X is metrically convex. If z ∈ Br(x) ∩ Bs(y), then d(x, y) ≤
d(x, z) + d(z, y) ≤ r + s. Conversely, if d(x, y) ≤ r + s, let α := r
r+s
, i.e., 1− α = s
r+s
. Then
d(x, zα) = αd(x, y) =
r
r+s
d(x, y) ≤ r, ⇒ zα ∈ Br(x),
d(zα, y) = (1− α)d(x, y) = sr+sd(x, y) ≤ s, ⇒ zα ∈ Bs(y).
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(⇐): Assume Br(x) ∩ Bs(y) 6= ∅ iff d(x, y) ≤ r + s, for any x, y ∈ X. Given x, y ∈ X,
α ∈ (0, 1), let r = αd(x, y) and s = (1−α)d(x, y). Then because d(x, y) = r+ s, there exists
some zα ∈ Br(x) ∩Bs(y), and so
d(x, y) ≤ d(x, zα) + d(zα, y) ≤ r + s = d(x, y), ⇒ d(x, zα) + d(zα, y) = r + s = d(x, y),
⇒ d(x, zα) = r = αd(x, y), d(zα, y) = s = (1− α)d(x, y). 
Definition A.5.33 (Binary intersection property (BIP)). A metric space X has the binary
intersection property if for any collection of closed balls
{
Brα(xα)
}
α∈A,
Brα(xα) ∩Brβ(xβ) 6= ∅ for all α, β ∈ A ⇒
⋂
α∈ABrα(xα) 6= ∅.
Remarks A.5.1. (i) R = (R, | · |) has the BIP. (ii) Thus, because balls in `∞(A) := {s :
A→ R ∣∣ ‖s‖ := sup |s(A)| <∞} are “squares” (i.e., Cartesian products of real intervals),
Br(s) =
{
t ∈ `∞(A) : |s(a)− t(a)| ≤ r, for all a ∈ A
}
=
∏
a∈A
[
s(a)− r, s(a) + r],
it follows that `∞(A) also has the BIP: Recall that given sets Ca, Da for each a ∈ A,(∏
a∈ACa
) ∩ (∏a∈ADa) = {(ca)a∈A = (da)a∈A} = ∏a∈ACa ∩Da,
and so given a collection of balls {Brα(sα)} in `∞(A), we have
Brα(sα) ∩Brβ (sβ) =
∏
a∈ABrα(sα(a)) ∩Brβ (sβ(a)) 6= ∅, Brα(sα(a)) :=
[
sα(a)− rα, sα(a) + rα
]
,
for all (α, β) ⇐⇒ for each a ∈ A we have Brα(sα(a)) ∩Brβ(sβ(a)) 6= ∅ for all (α, β).
(iii) BIP given metrical convexity: If X is metrically convex, then X has the binary
intersection property ⇐⇒ for all balls {Brα(xα)}, we have
⋂
Brα(xα) 6= ∅ iff
d(xα, xβ) ≤ rα + rβ
(
iff Brα(xα) ∩Brβ(xβ) 6= ∅
)
for all α, β.
Lemma A.5.34 (Modulation of uniform continuity). A map of metric spaces f : X → Y is
uniformly continuous ⇐⇒ for any ε > 0, there exists δ(ε) > 0 (δ(ε) ≤ ε) such that one of
the following is true: For all x, x′ ∈ X,
(i) f
(
Bδ(ε)(x)
) ⊂ Bε(f(x)). (ii) d(x, x′) < δ(ε) ⇒ d(f(x), f(x′)) < ε.
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(iii) There is a function u = uf : [0,∞) → [0,∞), with u(t) → 0 as t → 0, such that
d(x, x′) ≤ t ⇒ d(f(x), f(x′)) ≤ u(t), (for sufficiently small t).
Proof. (i) ⇔ (ii) is clear from definitions. So we will prove (ii) ⇔ (iii).
(⇒): The function ω(t) := sup{d(f(x), f(x′)) : d(x, x′) ≤ t} is nondecreasing, with ω(0) = 0,
and d(x, x′) ≤ t ⇒ d(f(x), f(x′)) ≤ ω(t), for all x, x′ ∈ X. So, if f is uniformly continuous,
then for any ε > 0, there exists δ(ε) > 0 such that
d(x, x′) ≤ δ(ε) ⇒ d(f(x), f(x′)) ≤ ω(δ(ε)) ≤ ε, for all x, x′ ∈ X.
Thus, for all possible choices of δ, we have ω
(
δ(ε)
)→ 0 as ε→ 0. Because we can choose δ
such that δ(ε)→ 0 as ε→ 0 (which is always possible, say in the form ε ≥ δ(ε) > 0, wlog in
the definition of continuity), we see that ω(t)→ 0 as t→ 0 (since ω(t) is nondecreasing and
ω(0) = 0). Set u(t) := ω(t).
(⇐): Conversely, if there exists a function u(t) such that u(t) → 0 as t → 0, and (for
sufficiently small t) d(x, x′) ≤ t ⇒ d(f(x), f(x′)) ≤ u(t), x, x′ ∈ X, then for any ε > 0, we
can choose t = δ(ε) > 0 such that u(t) = u
(
δ(ε)
) ≤ ε, and so f is uniformly continuous since
d(x, x′) ≤ t = δ(ε) ⇒ d(f(x), f(x′)) ≤ u(t) ≤ ε, for all x, x′ ∈ X. 
Recall that in case (iii) of Lemma A.5.34, we say f is u-continuous. If u(t) = ct, we say f
is c-Lipschitz continuous, and if u(t) = ctα, α > 0, we say f is (c, α)-Ho¨lder continuous. Note
we can choose t = d(x, x′), and so if f is u-continuous, then d
(
f(x), f(x′)
) ≤ u(d(x, x′)) for
sufficiently small d(x, x′).
Definition A.5.35 (Modulus of uniform continuity). If f : X → Y is a map of metric
spaces, the modulus of uniform continuity of f is ωf : R→ R, ωf (t) := supd(x,x′)≤t d
(
f(x), f(x′)
)
.
Remarks A.5.2. Let f : X → Y be a map of metric spaces.
(i) f is uniformly continuous ⇐⇒ ωf (t) is continuous at t = 0 (⇐⇒ ωf (t)→ 0 as t→ 0),
⇐⇒ f is ωf -continuous. Consequently, for any uniformly continuous maps g ◦ f : X f−→
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Y
g−→ Z, it follows from the definition of ωg◦f (t) as a supremum that
ωg◦f (t) ≤ ωg ◦ ωf (t), since d
(
g ◦ f(x), g ◦ f(x′)) ≤ ωg(d(f(x), f(x′))) ≤ ωg(ωf(d(x, x′))).
(ii) f is u-continuous ⇐⇒ ωf (t) ≤ u(t). In particular, f is Lipschitz-continuous ⇐⇒
ωf (t) ≤ ct, and Ho¨lder-continuous ⇐⇒ ωf (t) ≤ ctα, α > 0.
(iii) When X is metrically convex, so that d(x, x′) ≤ r + s ⇐⇒ Br(x) ∩ Bs(x′) 6= ∅ (⇐⇒
d(x, z) ≤ r and d(z, x′) ≤ s for some z = zxx′ ∈ X), then ωf is subadditive, i.e.,
ωf (r) + ωf (s) = supd(x,z)≤r d(f(x), f(z)) + supd(z,x′)≤s d(f(z), f(x
′))
≥ supd(x,x′)≤r+s d(f(x), f(z)) + supd(x,x′)≤r+s d(f(z), f(x′))
≥ supd(x,x′)≤r+s d(f(x), f(x′)) = ωf (r + s).
Definition A.5.36 (Lipschitz retraction, Lipschitz retract). A Lipschitz retraction is a
Lipschitz-continuous retraction. A metric subspace Z ⊂ X is a λ-Lipschitz retract if there
exists a λ-Lipschitz retraction r : X → Z. (Equivalently, every c-Lipschitz map f : Z ⊂
X → Y extends to a λc-Lipschitz map F : X → Y .)
Definition A.5.37 (ALR(S): Absolute Lipschitz retract for a class of metric spaces S). A
metric space Z is a λ-ALR for metric spaces S (written Z ∈ ALRλ(S)) if it is a λ-Lipschitz
retract in every closed set inclusion Z ⊂ X ∈ S. Equivalently, every c-Lipschitz map on a
closed set f : Z ⊂ X → Y , X ∈ S, extends to a λc-Lipschitz map F : X → Y .
Z Y
X ∈ S
f
F
If Z is a λ-ALR for all metric spaces, then we say simply that Z is a λ-ALR (or Z ∈
ALRλ).
Definition A.5.38 (Subadditively modulated (SM) map). A map of metric spaces f : X →
Y is a uniformly modulated map (or SM map) map if ωf (t) ≤ ω(t) for some subadditive
nondecreasing function ω : [0,∞) → [0,∞) such that ω(t) → 0 as t → 0. In this case, we
say f is a ω-SM map.
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Remark. Every SM map is uniformly continuous. Moreover, by Remark A.5.2(iii), if X is
metrically convex, then f : X → Y is uniformly continuous ⇐⇒ f is a SM map.
Definition A.5.39 (Uniform retraction, Uniform retract). A uniform retraction is a uni-
formly continuous retraction. A metric subspace A ⊂ X is a uniform retract if there
exists a uniform retraction r : X → A. Equivalently, every uniformly continuous map
f : A ⊂ X → Y extends to a uniformly continuous map F : X → Y . (Note that in this case,
ωf ≤ ωF ≤ ωf ◦ ωr, for a nondecreasing ωr : [0,∞)→ [0,∞) s.t. limt→0 ωr(t) = 0,
in which case, we say A ⊂ X is a ωr-uniform retract.)
Definition A.5.40 (AUR(S): Absolute uniform retract for a class of metric spaces S). A
metric space Z is an AUR for metric spaces S (written Z ∈ AUR(S)) if it is a uniform
retract in every closed set inclusion Z ⊂ X ∈ S. Equivalently, every uniformly continuous
map on a closed set f : Z ⊂ X → Y , X ∈ S, extends to a uniformly continuous map
F : X → Y .
Z Y
X ∈ S
f
F
(Note that in the latter we can also consider the special case where ωf ≤ ωF ≤ ωf ◦ ω for a
nondecreasing ω : [0,∞) → [0,∞) such that limt→0 ω(t) = 0, in which case, we say Z is a
ω-AUR for the spaces S, and write Z ∈ AURω(S).)
If Z is an AUR for all metric spaces, then we say simply that Z is an AUR (or Z ∈ AUR).
Lemma A.5.41 (`∞(A) is an AUR: [8, Lemma 1.1]). Let X be any metric space. (i) X
imbeds isometrically into some `∞(A). (ii) Every ω-SM map f : Y ⊂ X → `∞(A) extends
to a ω-SM map F : X → `∞(A). (In particular, if f is c-Lipschitz, then so is F .)
Proof. (i) Fix x0 ∈ X, and consider the map ϕ : X → `∞(X), x 7→ ϕx, where
ϕx : X → R is given by ϕx(a) := d(x, a)− d(x0, a), for all a ∈ A := X, which is well defined
since ‖ϕx‖ = supa |d(x, a)− d(x0, a)| ≤ d(x, x0). Then ‖ϕx − ϕx′‖ = d(x, x′), since
‖ϕx − ϕx′‖ = supa |ϕx(a)− ϕx′(a)| ≤ d(x, x′) = |ϕx(x)− ϕx′(x)| ≤ ‖ϕx − ϕx′‖.
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(ii) Let F : X → `∞(A), x 7→ Fx be given by Fx(a) := inf
y∈Y
(
fy(a) + ω
(
d(x, y)
))
for each
a ∈ A. Fx(a) is finite because |fy(a)− fy′(a)| ≤ ‖fy − fy′‖ ≤ ωf
(
d(y, y′)
) ≤ ω(d(y, y′)),
⇒ fy(a)− fy′(a) ≤ ω
(
d(y, y′)
) ≤ ω(d(y, x) + d(x, y′)) ≤ ω(d(y, x))+ ω(d(x, y′))
⇒ fy(a)− ω
(
d(y, x)
) ≤ fy′(a) + ω(d(x, y′)), for all a ∈ A, x ∈ X, y, y′ ∈ Y,
⇒ fy(a)− ω
(
d(y, x)
) ≤ inf
y′∈Y
(
fy′(a) + ω
(
d(x, y′)
))
= Fx(a), a ∈ A, x ∈ X, y ∈ Y.
Now, by setting x = y ∈ Y above, we get fy(a) − 0 ≤ Fy(a) ≤ fy(a), and so Fy(a) = fy(a)
for all y ∈ Y (i.e., F is an extension of f). Finally, for all a ∈ A, x, x′ ∈ X, y ∈ Y ,
Fx(a) ≤ fy(a) + ω
(
d(x, y)
) ≤ fy(a) + ω(d(x, x′))+ ω(d(x′, y)),
⇒ Fx(a) ≤ Fx′(a) + ω
(
d(x, x′)
)
, and similarly, Fx′(a) ≤ Fx(a) + ω
(
d(x, x′)
)
,
⇒ |Fx(a)− Fx′(a)| ≤ ω
(
d(x, x′)
)
, for all a ∈ A, ⇒ ‖Fx − Fx′‖ ≤ ω
(
d(x, x′)
)
,
⇒ ωF (t) = supd(x,x′)≤t ‖Fx − Fx′‖ ≤ supd(x,x′)≤t ω
(
d(x, x′)
) ≤ ω(t). 
Corollary A.5.42. If X is metrically convex, then every uniformly cont. map f : Y ⊂
X → `∞(A) extends to a uniformly cont. map F : X → `∞(A), such that ωF (t) = ωf (t).
Remark A.5.1. Let X be a metrically convex space, Z any metric space, and f : Y ⊂ X →
Z uniformly continuous. If there exists no nondecreasing subadditive function ω(t) such that
ωf (t) ≤ ω(t), then f cannot be extended to a uniformly continuous map F : Y ⊂ X → Z.
Otherwise, if F : X → Z is a uniformly continuous extension of f , then ωf (t) ≤ ωF (t), where
ωF (t) is nondecreasing and subadditive due to metrical convexity of X.
Remark A.5.2. It follows from Lemma A.5.41(ii) that `∞(A) is a 1-ALR.
Proposition A.5.43 (ALR criterion: [8, Proposition 1.2]). If X is a metric space, then the
following are equivalent. (i) X is an absolute λ-Lipschitz retract (λ-ALR).
(ii) Any c-Lipschitz map f : Z ⊂ Y → X extends to a λc-Lipschitz map F : Y → X.
(iii) Any c-Lipschitz map f : X ⊂ Y → Z extends to a λc-Lipschitz map F : X → Z.
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Proof. (i)⇒(ii): By Lemma A.5.41(i), X imbeds isometrically into some `∞(A) as
iX : X → `∞(A). So, because X is a λ-ALR, we get a λ-Lipschitz retraction r : `∞(A)→ X.
Also, by Lemma A.5.41(ii), g = iX ◦ f : Z → `∞(A) extends to a c-Lipschitz map G : Y →
`∞(A). Hence, f : Z → X extends to λc-Lipschitz F = r ◦G : Y → X.
Z X X
Y `∞(A)
g=iX◦f
f
iX
idX
G
r
(ii)⇒(iii): By (ii), idX : X → X extends to a λ-Lipschitz retraction r : Y → X. So
f : X → Z extends to a λc-Lipschitz map F = f ◦ r : Y → Z.
X X Z
Y
idX f
r
F=f◦r
(iii)⇒(i): With Z = X and f = idX , X is a λ-Lipschitz retract in every inclusion X ⊂ Y . 
Corollary A.5.44. If X is a λ-ALR, then every µ-Lipschitz retract Z ⊂ X is a µλ-ALR.
(To prove this, use Proposition A.5.43(ii))
Proposition A.5.45 (AUR criterion). If X is a metric space, then the following are equiv-
alent. (i) X is an absolute uniform retract (AUR).
(ii) Any uniformly cont. f : Z ⊂ Y → X extends to a uniformly cont. F : Y → X.
(iii) Any uniformly cont. f : X ⊂ Y → Z extends to a uniformly cont. F : X → Z.
Proof. (i)⇒(ii): By Lemma A.5.41(i), X imbeds isometrically into some `∞(A) as
iX : X → `∞(A). So, because X is an AUR, we get a uniform retraction r : `∞(A)→ X (an
SM retraction since `∞(A) is metrically convex). Also, by Lemma A.5.41(ii), if f : Z → X
is a uc map, then the uc map g = iX ◦ f : Z → `∞(A) extends to a uc map G : Y → `∞(A).
Hence, a uc map f : Z → X extends to a uc map F = r ◦G : Y → X.
Z X X
Y `∞(A)
g=iX◦f
f
iX
idX
G
r
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(ii)⇒(iii): By (ii), the uc map idX : X → X extends to a uniform retraction r : Y → X. So
a uc map f : X → Z extends to the uc map F = f ◦ r.
X X Z
Y
idX f
r
F=f◦r
(iii)⇒(i): With Z = X and f = idX , X is a uniform retract in every inclusion X ⊂ Y . 
Corollary A.5.46. If X is an AUR, then every uniform retract Z ⊂ X is itself an AUR.
Proposition A.5.47 (1-ALR criterion: [8, Proposition 1.4]). A metric space X is 1-ALR
⇐⇒ metrically convex and BIP. (Equivalently, X is 1-ALR ⇐⇒ geodesic and BIP.)
Proof. (⇒): Assume X is 1-ALR. Given x, y ∈ X, the d(x, y)-Lipschitz map f : {0, 1} ⊂
[0, 1] → X, f(0) = x, f(1) = y, extends to a d(x, y)-Lipschitz map F : [0, 1] → X. It follows
that for any 0 < α < 1, zα := F (α) satisfies
d(x, zα) = d(F (0), F (α)) ≤ d(x, y)α, d(zα, y) = d(F (α), F (1)) ≤ d(x, y)(1− α),
⇒ d(x, y) ≤ d(x, zα) + d(zα, y) ≤ d(x, y)α + d(x, y)(1− α) = d(x, y),
⇒ d(x, zα) = αd(x, y), d(zα, y) = (1− α)d(x, y),
which shows X is metrically convex. (Note F is a geodesic, and so X is a geodesic space.)
To see that X is a BIP space, let {Brα(xα)}α be a collection of balls in X such that
Brα(xα) ∩ Brβ(xβ) 6= ∅ for all α, β. Since X imbeds isometrically into some `∞(A) (thus
preserving radii and pairwise intersection of balls) we have maps X
ϕ−→ ϕ(X) i↪→ `∞(A) r−→
ϕ(X)
ϕ−1−→ X, where ϕ is an isometry (i.e., i ◦ ϕ is an isometric imbedding) and r is a 1-
Lipschitz retraction. Because `∞(A) has the binary intersection property, the images of the
balls under i◦ϕ have a common intersection point u ∈ ⋂Brα(i◦ϕ(xα)) = ⋂ i◦ϕ (Brα(xα))
in `∞(A), i.e., d(u, i ◦ϕ(xα)) ≤ rα for all α. Thus, the balls also have a common intersection
point ϕ−1 ◦ r(u) in X, since
d
(
ϕ−1 ◦ r(u), xα
)
= d
(
(ϕ−1 ◦ r)(u), (ϕ−1 ◦ r) ◦ (i ◦ ϕ)(xα)
)
≤ 1 d
(
u, i ◦ ϕ(xα)
)
≤ rα.
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(⇐): AssumeX is metrically convex and BIP. For a metric space Y , consider a c-Lipschitz
map f : Z ⊂ Y → X. Let y ∈ Y \Z, and set Z˜ := Z ∪ {y}. The balls {Bcd(z,y)(f(z))}z∈Z
intersect pairwise in X, since metrical convexity of X implies that for any z, z′ ∈ Z,
d
(
f(z), f(z′)
) ≤ cd(z, z′) ≤ cd(z, y) + cd(z′, y) ⇒ Bcd(z,y)(f(z)) ∩Bcd(z′,y)(f(z′)) 6= ∅.
Thus, by the BIP of X, there exists a point x ∈ ⋂
z∈Z
Bcd(z,y)
(
f(z)
)
. The map f˜ : Z˜ → X
given by f˜ |Z = f and f˜(y) := x ∈
⋂
z∈Z
Bcd(z,y)
(
f(z)
)
, i.e., d
(
f(z), x
) ≤ cd(z, y) for all z ∈ Z,
is a c-Lipschitz extension of f , since for any z ∈ Z, d(f˜(z), f˜(y)) = d(f(z), x) ≤ cd(z, y).
Thus, we get a nonempty poset P = {f˜ : Z˜ ⊂ Y → X ∣∣ f˜ a c-Lipschitz extension of f}
in which every nonempty chain
{
f˜λ : Z˜λ ⊂ Y → X
}
λ
has an upper bound
⋃
f˜λ :
⋃
Z˜λ ⊂
Y → X. It follows by Zorn’s lemma that P has a maximal element F : Z˜F ⊂ Y → X. If
Z˜F 6= Y , then F fails to be maximal (since, as before, any y ∈ Y \Z˜F leads to a strictly larger
c-Lipschitz extension F˜ : Z˜F ∪ {y} ⊂ Y → X of f). Hence, we have a c-Lipschitz extension
F : Y → X of f . 
Proposition A.5.48 ([16, Theorem 2.4.16]). Every geodesic space is metrically convex.
Moreover, if X is a complete metric space, then X is geodesic ⇐⇒ metrically convex.
Proof. If X is geodesic, it is clear that X is metrically convex (where completeness is
not required). Conversely, assume X is complete and metrically convex, and let x, y ∈ X.
To construct a geodesic γ : [0, 1]→ X from x to y, let c(0) = x, c(1) = y. Next, by metrical
convexity, there exists a point c(1/2) such that
d(c(1), c(1/2)) = d(c(1/2), c(1)) = 1
2
d(c(0), c(1)) = 1
2
d(x, y).
Similarly, there exist points c((0 + 1/2)/2) = c(1/4) and c((1/2 + 1)/2) = c(3/4) such that
d(c(0), c(1/4)) = d(c(1/4), c(1/2)) = 1
2
d(c(0), c(1/2)) = 1
4
d(x, y),
d(c(1/2), c(3/4)) = d(c(3/4), c(1)) = 1
2
d(c(1/2), c(1)) = 1
4
d(x, y),
from which we obtain
d(c(0), c(t)) = td(x, y), d(c(t), d(c(1))) = (1− t)d(x, y), for all t ∈ {0, 1
4
, 2
4
, 3
4
, 1
}
,
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⇒ d(c(t), c(t′)) ≤ |t− t′|d(x, y), for all t, t′ ∈ {0, 1
4
, 2
4
, 3
4
, 1
}
.
Continuing this way, for each n ≥ 1 (and with Dn :=
{
k
2n
: 0 ≤ k ≤ 2n}) we obtain
d(c(0), c(t)) = td(x, y), d(c(t), d(c(1))) = (1− t)d(x, y), for all t ∈ Dn,
⇒ d(c(t), c(t′)) ≤ |t− t′|d(x, y) for all t, t′ ∈ Dn.
Since Dn ⊂ Dn+1, it follows that with D :=
⋃
Dn, we have
d(c(t), c(t′)) ≤ |t− t′|d(x, y) for all t, t′ ∈ D.
Since D ⊂ [0, 1] is dense, i.e., D = [0, 1], and X is complete, c : D ⊂ [0, 1] → X extends to
a map γ : [0, 1]→ X such that d(γ(t), γ(t′)) ≤ |t− t′|d(x, y) for all t, t′ ∈ [0, 1]. 
APPENDIX B
Digressions
B.1. Partial ordering and Zorn’s lemma
Recall that our preferred set containment operations are ⊂ for non-strict containment and (
for strict containment. In a poset we will (for convenience) sometimes also use ⊆ (in place of
⊂) for non-strict containment. That is ⊂,⊆ each stand for “non-strict containment” while
( stands for “strict containment”.
Definition B.1.1 (Binary relation, Related element, Intermediate element). A binary rela-
tion on a set A is any set R ⊂ A× A := {(a, b) : a, b ∈ A}. If a, b ∈ A, we say “a is related
to b [through R]”, written aRb, if (a, b) ∈ R. For any a, b, c ∈ A, we say “c lies between
a and b [with respect to R]”, or “c is intermediate to a and b [with respect to R]”, written
aRbRc, if aRc and cRb.
Definition B.1.2 (Reflexivity, Symmetry, Transitivity, Antisymmetry). Let A be a set and
R ⊂ A × A. The binary relation R is (i) reflexive if aRa for all a ∈ A, (ii) symmetric if
aRb implies bRa for all a, b ∈ A, (iii) antisymmetric if aRbRa implies a = b for all a, b ∈ A,
(iv) transitive if aRbRc implies aRc for all a, b, c ∈ A.
Note that (unless a relation is symmetric) if a is related to b, it does not follow that b is
related to a. Similarly (unless a relation, if transitive, is symmetric), if c lies between a and
b, it does not follow that c lies between b and a.
Definition B.1.3 (Equivalence relation). A binary relation that is reflexive, symmetric, and
transitive. That is, a binary relation ∼ ⊂ A× A such that for all a, b, c ∈ A,
(i) a ∼ a, (ii) a ∼ b ⇒ b ∼ a, (iii) a ∼ b ∼ c ⇒ a ∼ c.
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Definition B.1.4 (Partial order, Partially ordered set (poset)). A partial order is a binary
relation that is reflexive, antisymmetric, and transitive, i.e., a binary relation ≤ ⊂ P × P
(making P = (P,≤) a partially ordered set or poset) such that for all a, b, c ∈ P ,
(i) a ≤ a, (ii) a ≤ b ≤ a ⇒ a = b, (iii) a ≤ b ≤ c ⇒ a ≤ c.
If a ≤ b (or b ≥ a) we say “a is smaller than b” (or “b is larger than a”). Also, if a ≤ b and
a 6= b, we write a < b (a situation called strict ordering).
Note that in a poset P = (P,≤), every subset S ⊂ P is itself a poset (S,≤).
Definition B.1.5 (Comparable elements, Linearly/totally ordered set (chain) in a poset).
In a poset (P,≤), two elements a, b ∈ P are comparable if a ≤ b or b ≤ a.
A set C ⊂ P is linearly ordered (or a chain) if every two elements in C are comparable,
i.e., C ⊂ P is linearly ordered if for any a, b ∈ C, we have a ≤ b or b ≤ a.
Definition B.1.6 (Upper bound, Lower bound, Directed set). Let (P,≤) be a poset. An
element u ∈ P is an upper bound of a set A ⊂ P (written A ≤ u) if a ≤ u for all a ∈ A. An
element l ∈ P is a lower bound of a set A ⊂ P (written l ≤ A) if l ≤ a for all a ∈ A.
A directed set is a poset in which any two elements have an upper bound, i.e., (P,≤) is
directed if for any a, b ∈ P , there exists c ∈ P such that a, b ≤ c (i.e., a ≤ c and b ≤ c).
Definition B.1.7 (Strict upper bound, Strict lower bound). If A ≤ u and u 6∈ A, we write
A < u. Similarly, if v ≤ A and v 6∈ A, we write v < A.
Definition B.1.8 (Minimal element, Maximal element, Least element, Greatest element).
Let (P,≤) be a poset. An element m ∈ P is minimal if for all x ∈ P , x ≤ m implies m = x.
(That is, m is an element that cannot be bigger than any element that is comparable with
it.) An element m ∈ P is maximal if for all x ∈ P , m ≤ x implies m = x. (That is, m is
an element that cannot be smaller than any element that is comparable with it.)
An element y ∈ P is a least (resp. largest) element if y ≤ x (resp. x ≤ y) for all x ∈ P .
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Definition B.1.9 (Well-ordered (po)set). A (po)set (P,≤) is well ordered if (i) it is a chain
and (ii) every nonempty subset A ⊂ P has a minimal element.
Definition B.1.10 (Greatest lower bound (glb or infimum), glb property). Let (P,≤) be a
poset, and A ⊂ P a nonempty subset with a lower bound. A glb or infimum (greatest lower
bound) of A is a greatest element in the set of all lower bounds of A,
L(A) := {l ∈ P : l ≤ A} ≤ glb(A) ≤ A.
A poset (P,≤) has the glb property if every nonempty subset of P with a lower bound has
a greatest lower bound.
Definition B.1.11 (Least upper bound (lub or supremum), lub property). Let (P,≤) be a
poset, and A ⊂ P a nonempty subset with an upper bound. A lub or supremum (least upper
bound) of A is a least element in the set of all upper bounds of A, i.e.,
A ≤ lub(A) ≤ U(A) := {u ∈ P : A ≤ u}.
A poset (P,≤) has the lub property if every nonempty subset of P with an upper bound
has a least upper bound.
Definition B.1.12 (Initial segment). Given chains C,D in a poset (P,≤), we say C is an
initial segment of D (written C  D or C ≤seg D) if C ⊆ D and C < D\C (i.e., C < d for
all d ∈ D\C). If C  D and C 6= D (i.e., C ( D and C < D\C), we write C ≺ D.
Note that the empty chain ∅ is (naturally) an initial segment of every nonempty chain.
Also, the collection of chains C in P gives posets (C,⊆) and (C,).
Definition B.1.13 (Lower section (at a point)). Let (P,≤) be a poset. The lower section
at x ∈ P is the set of lower bounds Lx := {y ∈ P : y ≤ x} of x.
Definition B.1.14 (Regular poset). A (nonempty) poset in which every (nonempty) chain
has an upper bound.
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Lemma B.1.15. Let (P,≤) be a (nonempty) poset. The collections C = C(P ) := {chains C ⊂
P} and L = L(P ) := {Lx | x ∈ P} are posets (C,⊆), (L,⊆) [being subsets of the poset
(P(P ),⊆)]. Moreover, the following hold. For all x, y ∈ P ,
(a) x ≤ y ⇐⇒ Lx ⊆ Ly (and x < y ⇐⇒ Lx ( Ly ).
(b) x is maximal in P ⇐⇒ Lx is maximal in L.
(c) Assume P is regular. If there exists a maximal chain C ∈ C, then P has a maximal
element (an upper bound of C in P ).
(d) (L,⊆) and (C,⊆) are regular posets.
Proof. (a),(b),(c) are immediate consequences of the definitions. For (d), unions give
upper bounds. 
The following proof is based on Pierre-Yves Gaillard’s version of [45] at http://vixra.
org/abs/1207.0064.
Theorem B.1.16 (Zorn’s lemma: [45]). A regular poset has a maximal element.
Proof. Let (P,≤) be regular. For any sets A ⊂ B in P , let A<B = U∗A(B) := {b ∈ B :
A < b} be the set of strict upper bounds of A in B, and B<A = L∗A(B) := {b ∈ B : b < A}
be the set of strict lower bounds of A in B. That is, B<A < A < A<B.
Suppose P has no maximal element. Then every set A ⊂ P is “not maximal”, in the
sense its set of strict upper bounds A<P is nonempty. Thus, we can define a strict upper
bound selection (or choice) function
u : {nonempty subsets of P} → P, A 7→ u(A) ∈ A<P = U∗A(P ),
as well as an associated (nonempty) poset (W ,⊆), of well ordered chains in P , given by
W := {W ∈ C : W well ordered, and u(W<w) = w for all w ∈ W} .
Note that for allW ∈ W , we haveW∪{u(W )} ∈ W as well, because u ([W ∪ {u(W )}]<u(W )) =
u
(
W<u(W )
)
= u(W ) implies u
(
[W ∪ {u(W )}]<w
)
=
 u(W ), if w = u(W )u (W<w) = w, if w ∈W
.
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For any W1,W2 ∈ W , let L :=
⋃{C ∈ W : C  W1,W2} ∈ W be the union of all
common initial segments of W1 and W2. Then we see that L  W1,W2, i.e., L ∈ W , and
that L is maximal in W with respect to this property. If L ≺ W1,W2, then there exist
w1 ∈ W1, w2 ∈ W2 such that L = (W1)<w1 = (W2)<w2 , L∪ {w1}  W1, and L∪ {w2}  W2,
⇒ w1 = u ((W1)<w1) = u(L) = u ((W2)<w2) = w2,
⇒ L ∪ {u(L)}  W1,W2, ⇒ L ( L ∪ {u(L)} ∈ W ,
contradicting maximality (wrt  W1,W2) of L in W . Thus, L = W1 or L = W2, i.e.,
W1  W2 or W2  W1, ⇒ W1 ⊆ W2 or W2 ⊆ W1,
which shows W is totally ordered in (C,⊆).
Let W0 :=
⋃{W ∈ W}. Then W0 ∈ W , and W0 ( W0 ∪ {u(W0)} ∈ W , a
contradiction. 
Remark B.1.1. Instead of “all chains have an upper bound,” the above proof only requires
that “every well ordered subset has an upper bound”.
Corollary B.1.17 (Hausdorff’s maximality principle). Every (nonempty) poset (P,≤) has
a maximal chain (by Lemma B.1.15d).
Corollary B.1.18. Let (P,≤) be a poset. If x ∈ P is a maximal element, then there exists
a maximal chain Cx ∈ C(P ) such that Cx ≤ x ∈ Cx (i.e., x is a maximal element of Cx).
Corollary B.1.19 (Zermelo’s well-ordering theorem). Every set S can be well-ordered.
Proof. Let (P,≤) be the poset with P := {well-orderings (A,≤A) | A ⊂ S} consisting
of all possible well-orderings of subsets of S, and
(A,≤A) ≤ (B,≤B) if ≤B
∣∣
A
equals ≤A and A  B (i.e., A is an initial segment of B).
Then (P,≤) is a regular poset, and so has a maximal element (M,≤M) ∈ P . Suppose
M 6= S, i.e., there exists e ∈ S\M . Then Me := M ∪ {e} can be well-ordered as (Me,≤Me)
B.2. NETS AND TYCHONOFF’S THEOREM 246
by declaring that (i) “≤Me
∣∣
M
equals ≤M” and (ii) m ≤Me e (i.e., m <Me e) for all m ∈ M ,
which contradicts the maximality of (M,≤M) in P . 
This corollary implies the axiom of choice for sets, i.e., if I is a set and {si | i ∈ I} a
collection of nonempty (disjoint) sets, then there exists a map
f : I → ⋃i∈I si, i 7→ f(i) := min si ∈ si,
where min si is based on some well-ordering of the set
⋃
i∈I si. Since the axiom of choice for
sets in turn leads to Zorn’s lemma, it follows that Zorn’s lemma is equivalent to the axiom
of choice for sets.
B.2. Nets and Tychonoff’s theorem
Definition B.2.1 (Net, Tail of a net, Limit of a net, Convergent net, Cluster point of a
net). Let X be a space and I a directed set. A net in X is a map of the form f : I → X.
A tail of a net I
f→ X is the image f(Ui0) = {f(i)}i≥i0 of a set of the form Ui0 = {i ∈ I :
i ≥ i0} ≡ [i0 ≤ I] for some i0 ∈ I. (Note we can have two tails, none containing the other.
However, any finite collection of tails f([i1 ≤ I]), ..., f([in ≤ I]) has a common intersection
point, since every finite set in I, hence {i1, ..., in}, has an upperbound.)
A point x0 ∈ X is a limit of a net I f→ X (written x0 ∈ lim f) if every neighborhood of
x0 contains a tail of f . If x0 is a limit of f , we also say f converges to x0 (written f → x0).
If a net f : I → X converges to at least one point (i.e., lim f 6= ∅) we say f is convergent.
If every limit of f : I → X lies in A ⊂ X (i.e., lim f ⊂ A ⊂ X) we say f converges in A.
A point x0 ∈ X is a cluster point of a net I f→ X if each neighborhood of x0 intersects
every tail of f . (Note that a limit of a net is a cluster point of the net).
Remarks. (i) If X is Hausdorff and f : I → X converges to a point x0 ∈ X, then the limit x0
is unique: otherwise, if x1 6= x0 is another limit, then x0 and x1 have disjoint neighborhoods
which must, however, intersect because the two tails of f contained in these neighborhoods
must intersect (a contradiction).
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(ii) On the other hand, if X is a nontrivial indiscrete space, in the sense that |X| ≥ 2 and
TX = {∅, X}, then all points have common neighborhoods and so any net in X converges to
more than one point
Note that directed index sets suffice for characterizing closedness (hence topology) be-
cause the poset
(P(X),≤ ) := (P(X),⊇ ) is a directed set, and in particular, for each
x ∈ X, the neighborhood base Bx at x is indexed as a directed set (Bx,≤) := (Bx,⊇).
Lemma B.2.2. Let X be a space and A ⊂ X. Then A is closed ⇐⇒ every convergent net
f : I → A converges in A.
Proof. If A is closed and f : I → A converges to a point x0 ∈ X, then x0 ∈ A, otherwise
a neighborhood of x0 will miss a tail of f . Conversely, assume every convergent net f : I → A
converges in A. Suppose A is not closed. Then there is a point x1 ∈ A−A. So, N(x1)∩A 6= ∅
for every neighborhood N(x1) of x1. Let I consist of the neighborhoods N(x1) ordered by
containment ⊇ (i.e., N1(x1) ≤ N2(x1) iff N1(x1) ⊇ N2(x1)). Then we can pick a net f : I → A,
N 7→ f(N) ∈ N ∩A\{x1} that clearly converges to x1 6∈ A (a contradiction). 
Definition B.2.3 (Eventual containment, Frequent containment, Cofinal set). Let f : I →
X be a net and A ⊂ X. f is eventually in A if A contains a tail of f . (Recall that if f
is eventually in each A1, ..., An ⊂ X then A1 ∩ · · · ∩ An 6= ∅, since any finite collection of
tails f([i1 ≤ I]),...,f([in ≤ I]) has a common intersection point, namely, f(i) for a common
upper bound i ≥ {i1, ..., in} which exists because I is directed.)
f is frequently in A if f is not eventually in X − A, i.e., if every tail of f intersects A
(equivalently, for each i ∈ I, there is j ≥ i such that f(j) ∈ A).
A set K ⊂ I is cofinal (or supremal) if for each i ∈ I, there exists k ∈ K such that k ≥ i.
For example, if f : I → X is frequently in A ⊂ X, then C(A) := f−1(A) ⊂ I is cofinal.
It may be convenient to think of a cofinal set K ⊂ I as an exhaustive set of upper bounds
in I (i.e., K is cofinal ⇐⇒ every element of I has an upper bound in K).
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Remarks. (i) A cofinal set K ⊂ I is directed. Indeed, any k1, k2 ∈ K ⊂ I have an upper
bound i ∈ I, while there exists k ∈ K such that k ≥ i, and so {k1, k2} ≤ i ≤ k.
(ii) f : I → X is frequently in A ⊂ X ⇐⇒ f(K) ⊂ A for some cofinal set K ⊂ I (i.e.,
A contains the image of a cofinal set). Indeed, if f is frequently in A, then we can set
K = f−1(A). Conversely, if f(K) ⊂ A for some cofinal set K ⊂ I, then for any i ∈ I, there
is k ∈ K such that k ≥ i and f(k) ∈ A.
(iii) A net I
f−→ X converges to x0 ∈ X ⇐⇒ f is eventually in every neighborhood of x0.
(iv) A point x0 ∈ X is a cluster point of a net I f−→ X ⇐⇒ f is frequently in every
neighborhood of x0.
Definition B.2.4 (Cofinal map, Subnet). A map of directed sets φ : I → J is cofinal if for
any j ∈ J , there exists i = ij ∈ I such that
i′ ≥ i ⇒ φ(i′) ≥ j, for all i′ ∈ I
(
i.e., φ([i ≤ I]) ⊂ [j ≤ J ]
)
.
(That is, a cofinal map φ : I → J is a map that ensures (i) each upper set in J contains the
image of an upper set from I, and (ii) the image φ(I) is a cofinal, and therefore directed, set
in J .)
Let I
f−→ X, J g−→ X be nets. Then f is a subnet of g (written f ⊂ g) if f factors through
g by a cofinal map, in the sense f = g ◦φ : I φ−→ J g−→ X for some cofinal map φ : I → J .
I
J X
φ
f=g◦φ
g
Lemma B.2.5. (i) A net g : J → X is eventually in A ⊂ X ⇐⇒ every subnet f = g ◦ φ :
I
φ−→ J g−→ X is eventually in A. (ii) A net g : J → X is frequently in A ⊂ X ⇐⇒ some
subnet fA = g ◦ φA : I φA−→ J g−→ X is eventually in A.
Proof. (i) By the construction of a subnet, if g : J → X is eventually in A ⊂ X, then
every subnet f = g ◦ φ ⊂ g is also eventually in A. The converse is also clear since g ⊂ g.
(ii) By construction of a subnet, if some subnet f = g ◦ φ ⊂ g is eventually in A ⊂ X,
then g is frequently in A (because the image of φ is a cofinal set). Conversely, if g : J → X is
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frequently in A ⊂ X, then the subnet fA := g|I=g−1(A) : I → X of g is eventually in A (recall
that if g is frequently in A, then I = g−1(A) ⊂ J is directed, and so g|I is a subnet of g). 
Lemma B.2.6 ([41, Lemma 5, p.70]). Let f : I → X be a net and A ⊂ P(X) a family of
subsets such that (i) f is frequently in each A ∈ A, and (ii) A1, A2 ∈ A implies A1∩A2 ∈ A.
Then there is a subnet g = f ◦ φ : J φ−→ I f−→ X that is eventually in each A ∈ A.
Proof. By hypotheses, (A,⊃) is a directed set. Let K := {(i, A) : i ∈ I, A ∈ A, f(i) ∈
A} ⊂ I × A, where I × A is a directed set under the product ordering: (i, A) ≤ (j, B) iff
i ≤ j and A ⊃ B. I ×A is directed because if (i, A), (j, B) ∈ I ×A, then some C ⊂ A ∩B,
k ≥ {i, j}, and so (k, C) ≥ {(i, A), (j, B)}.
Also K ⊂ I × A is directed, because if (i, A), (j, B) ∈ K, then f(i) ∈ A, f(j) ∈ B,
and some C ⊂ A ∩ B ∈ A implies there is k ≥ {i, j} such that f(k) ∈ C, and so (k, C) ≥
{(i, A), (j, B)}.
Define φ : K → I by φ(i, A) := i. Then φ is cofinal, since for any i ∈ I, we can pick any
(i, A) ∈ K, and for any (i′, A′) ∈ K satisfying (i′, A′) ≥ (i, A), i.e., i′ ≥ i and A′ ⊂ A, we
have φ(i′, A′) = i′ ≥ i. Thus, f ◦ φ : K φ−→ I f−→ X is a subnet of f .
To show f ◦ φ is eventually in every member of A, fix A ∈ A. Pick i ∈ I such that
f(i) ∈ A, i.e., (i, A) ∈ K. Then for any (j, B) ∈ K satisfying (j, B) ≥ (i, A), i.e., j ≥ i and
B ⊂ A, we have f ◦ φ(j, B) = f(j) ∈ B ⊂ A. That is, f ◦ φ([(i, A) ≤ K]) ⊂ A. 
Theorem B.2.7 ([41, Theorem 6, p.71]). A point x0 ∈ X is a cluster point of a net
f : I → X ⇐⇒ a subnet of f converges to x0.
Proof. (⇒): Assume x0 ∈ X is a cluster point of f . Then the set of neighborhoods A
of x0 satisfies the hypothesis of the above lemma, and so a subnet of f converges to x0.
(⇐): Assume x0 ∈ X is a not a cluster point of f . Then there is a neighborhood N(x0)
of x0 such that f is not frequently in N(x0). This means f is eventually in X − N(x0). It
follows that every subnet of f is eventually in X −N(x0), and so cannot converge to x0. 
Corollary B.2.8. A space X is compact ⇐⇒ if every net in X has a convergent subnet
(equivalently, if every net in X has a cluster point).
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Proof. (⇒): Assume X is compact. Suppose f : I → X is a net with no cluster point,
i.e., for each x ∈ X, there exists a neighborhood N(x) of x such that f is not frequently
in N(x), i.e., f is eventually in X − N(x). Since X is compact, we have a finite cover
X ⊂ ⋃ni=1Ni(xi). This means ⋂ni=1(X − Ni(xi)) = ∅. But, since f is eventually in each
X −Ni(xi), we also have
⋂n
i=1(X −Ni(xi)
) 6= ∅ (a contradiction).
(⇐): Assume X is not compact. Then X has an open cover {Uα}α∈A with no finite
subcover. Let I := {finite F ⊂ A}, which is a directed set under inclusion ⊂ (i.e., F1 ≤ F2 iff
F1 ⊂ F2). Let f : I → X, F 7→ f(F ) ∈ X\
⋃
Uα∈FUα (which is well defined by hypotheses).
Suppose f has a cluster point x0 ∈ Uα0 (for some α0 ∈ A). Then for any F ∈ I there
is F ′ ≥ F (i.e., F ′ ⊃ F ) such that f(F ′) ∈ Uα0 ∩
(
X\⋃Uα∈F ′Uα). In particular, with
F = {α0}, any choice F ′ ⊃ F = {α0} gives f(F ′) ∈ ∅ (a contradiction). 
Theorem B.2.9 (Tychonoff’s theorem: [17]). If Xα are compact spaces, then so is
∏
Xα.
Proof. Let {(Xα, Tα)}α∈A be a family of nonempty compact spaces, and let XA :=∏
α∈AXα = {{xα}α∈A : xα ∈ Xα} be given the product topology. Recall that a base-
neighborhood of a point x ∈ XA has the form NF (x) for some finite set F ⊂ A, with
NF (x) = {y ∈ X : yα ∈ N(xα) ∈ Tα for α ∈ F} =
∏
α∈F N(xα)×
∏
β 6∈F Xβ =
⋂
α∈F Nα(x),(B.1)
where Nα(x) := {y ∈ X : yα ∈ N(xα) ∈ Tα} = N(xα)×
∏
β 6=αXβ is a “strip through N(xα)”.
Let f : I → XA, α 7→ fα be a net. We need to show f has a cluster point. A partial clus-
ter point of f is a cluster point of the net fB : I
f−→ XA
pB
 XB, for some B ⊆ A (where pB(x) =
pB
(
(xα)α∈A
)
= (xα)α∈B = x|B is the projection). Let P = {all partial cluster points of f},
which is a poset under the ordering
xB ∈ XB ≤ xB′ ∈ XB′ if B ⊆ B′ and xB′
∣∣
B
= xB (Recall that B
xB−→ ⋃α∈BXα).
P is nonempty because for B = ∅ ⊂ A, the empty function ∅ x∅−→ ∅ = ⋃i∈∅Xα (being the
only element of X∅) is a cluster point of the empty net f∅ : I
f−→ XA
p∅
 ∅ = X∅.
Let L =
{
x
(λ)
Bλ
∈ XBλ : λ ∈ Λ
}
be a chain (linearly ordered set) in P , where x(λ)Bλ is a cluster
point of fBλ : I
f−→ XA
pBλ
 XBλ (i.e., fBλ is frequently in every neighborhood of x
(λ)
Bλ
).
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Define z :=
⋃
λ∈Λ x
(λ)
Bλ
:=
⋃
λ∈Λ
(
x
(λ)
α : α ∈ Bλ
) ∈ X⋃Bλ and g := f⋃Bλ : I f−→ XA p⋃Bλ X⋃Bλ ,
where (i) f⋃Bλ(a) = P⋃Bλ ◦ f(a) = ⋃λ PBλ ◦ f(a) = ⋃λ fBλ(a) ⇒ f⋃Bλ = ⋃ fBλ , (ii) x ∈
X⋃Bλ ⇐⇒ x|Bλ ∈ XBλ for all λ, and (iii) with the subspace “imbedding” XBλ ⊂ X⋃Bλ ,
for any x ∈ X⋃Bλ each base-neighborhood N(x) = ⋃λ (N(x) ∩ XBλ) takes the form N(x) =∏
α∈F N(xα) ×
∏
β∈(⋃Bλ′ )\F Xβ = (N(x) ∩XBλ) ×∏β∈(⋃Bλ′ )\Bλ Xβ for some λ such that F ⊂ Bλ.
It follows that z is a cluster point of g, otherwise, if f⋃Bλ is not frequently in some base-nbd
N
(⋃
x
(λ)
Bλ
)
=
∏
α∈F N(zα)×
∏
β∈(⋃Bλ)\F Xβ of z =
⋃
x
(λ)
Bλ
,
• i.e., f⋃Bλ is eventually in X⋃Bλ −N(⋃x(λ)Bλ) = [XF −∏α∈F N(zα)]×∏β∈(⋃Bλ)\F Xβ,
• i.e., f⋃Bλ ([i0 ≤ I]) ⊂ X⋃Bλ −N(⋃x(λ)Bλ) = [XF −∏α∈F N(zα)]×∏β∈(⋃Bλ)\F Xβ,
• then fBλ ([i0 ≤ I]) ⊂
[
XF −
∏
α∈F N(zα)
]×∏β∈Bλ\F Xβ = XBλ −N(x(λ)Bλ) for some λ such that
F ⊂ Bλ.
• i.e., fBλ is not frequently in some nbd N
(
x
(λ)
Bλ
)
of x
(λ)
Bλ
, which is a contradiction.
(Note that it is enough to use base-neighborhoods as we have done, because a net is not
frequently in a given neighborhood N(x) =
⋃
Nb(x) ⇐⇒ it is not frequently in some
base-neighborhood Nb(x).)
Thus, L has an upper bound
⋃
λ∈Λ x
(λ)
Bλ
∈ P, and so by Zorn’s lemma, P has a maximal
element xB ∈ XB for some B ⊆ A. It remains to show that B = A (so that xB is a cluster
point of I
f−→ XA).
Suppose B ( A. Then some c ∈ A\B. We know that xB is a cluster point of fB : I f−→
XA
pB
 XB. Since Xc is compact and nonempty, the net f{c} : I
f−→ XA
p{c}
 Xc has a cluster
point xc ∈ Xc. So, we get a point xB∪{c} ∈ XB∪{c} given by
xB∪{c} = (xB, xc) : B ∪ {c} → XB∪{c}, xB∪{c}(α) =
 xB(α), α ∈ Bxc, α = c
 ,
which is a cluster point of fB∪{c} : I
f−→ XA
pB∪{c}
 XB∪{c}, because pB∪{c} = pB × p{c}, and so
fB∪{c} = pB∪{c} ◦ f = (pB ◦ f)× (p{c} ◦ f) = fB × f{c}. That is, xB < xB∪{c} ∈ P , which is a
contradiction. 
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B.3. Subdifferential calculus on normed spaces
Our notation and some results such as Lemmas B.3.13, B.3.14, B.3.15, and B.3.16 are partly
due to [21, 23]. Unless stated otherwise, X is a real normed space. As usual, we denote
by X∗ the set of continuous linear functions/functionals x∗ : X → R as a normed space
(called dual space of X) with norm ‖x∗‖ := sup‖x‖≤1 |x∗(x)| = sup‖x‖=1 |x∗(x)|. If x ∈ X and
x∗ ∈ X∗, we will sometimes write the number x∗(x) as 〈x, x∗〉 for convenience.
Definition B.3.1 (Fre´chet-Gaˆteaux derivative). A map of normed spaces F : X → Y is
(Fre´chet-) differentiable at x ∈ X if there exists a linear map dFx : X → Y and a continuous
map εx ∈ C(X, Y ) such that
F (x+ h) = F (x) + dFxh+ εx(h) for all h ∈ X, with lim‖h‖→0
‖εx(h)‖
‖h‖ = 0.
The map dF : X → L(X, Y ), x 7→ dFx is called the (Fre´chet) derivative of F , and the linear
map dFx : X → Y is called the (Fre´chet) derivative of F at x.
When the limit is required to exist only “linearly” (i.e., in one direction at a time), we
get a weaker (Gaˆteaux) version of the derivative: F is Gaˆteaux-differentiable at x ∈ X if
there exists a linear map DFx : X → Y and a continuous map εx ∈ C(X, Y ) such that for
every h ∈ X with ‖h‖ = 1,
F (x+ th) = F (x) + t DFxh+ εx(th), for all t ∈ R, with lim
t→0
‖εx(th)‖
|t| = 0.
The map DF : X → L(X, Y ), x 7→ DFx is called the Gaˆteaux derivative of F , and the map
DhF : X → Y , x 7→ DFxh is called the directional derivative of F along h. Accordingly,
the linear map DFx : X → Y is called the Gaˆteaux derivative of F at x, and the vector
DFxh ∈ Y is called the directional derivative of F at x along h.
Remark B.3.1 (Chain rule). Let O ⊂ X F−→ Y and O′ ⊂ Y G−→ Z be maps of normed
spaces such that F is differentiable at x0 ∈ O and G is differentiable at y0 := F (x0) ∈ O′.
Then O ⊂ X G◦F−→ Z is differentiable at x0, and d(G◦F )x0 = dGF (x0)◦dFx0 : X
dFx0−→ Y dGF (x0)−→
Z.
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In particular, if [0, 1]
u−→ X ‖·‖−→ R, where (X, ‖·‖) is a normed space with a differentiable
norm and u is a C1-smooth path, then d‖u(t)‖
dt
= d‖ · ‖u(t)
(
du(t)
dt
)
for all t ∈ [0, 1].
Proof. For all h ∈ X,
G ◦ F (x0 + h) = G
(
F (x0) + dFx0h+ ε
F
x0
(h)
)
= G(y0 + h
′), h′ := dFx0h+ ε
F
x0
(h),
= G(y0) + dGy0h
′ + εGy0(h
′)
= G ◦ F (x0) + dGF (x0) ◦ dFx0h+ εx0(h), εx0(h) := dGy0 ◦ εFx0(h) + εGy0(h′),
= G ◦ F (x0) + d(G ◦ F )x0h+ εx0(h), d(G ◦ F )x0 := dGF (x0) ◦ dFx0 . 
Also, note that if u : [0, 1] → O ⊂ X is a differentiable path and F : O ⊂ X → Y is
differentiable, then
‖F (u(t+ ε))‖ − ‖F (u(t))‖ ≤ ∥∥F (u(t+ ε))− F (u(t))∥∥ ⇒ d
dt
∥∥F(u(t))∥∥ ≤ ∥∥ d
dt
F
(
u(t)
)∥∥ .
Remark B.3.2 (Mean value theorem: [4, Theorem 1.8, p.13]). If F : O ⊂ X → Y is
Gaˆteaux-differentiable and O is open, then for any x1, x2 ∈ X such that [x1, x2] :=
{
η(t) =
(1− t)x1 + tx2 : t ∈ [0, 1]
} ⊂ O, we have
‖F (x1)− F (x2)‖ ≤ C(x1, x2)‖x1 − x2‖, where C(x1, x2) := sup
x∈[x1,x2]
‖DFx‖ .
Proof. Consider the path γ : [0, 1]
η−→ O F−→ Y, t 7→ F (η(t)). Let y∗ ∈ Y ∗ be a
norming functional of γ(0) − γ(1) = F (x1) − F (x2), i.e., ‖y∗‖ = 1 and y∗
(
γ(0) − γ(1)) =
‖γ(0) − γ(1)‖ = ‖F (x1) − F (x2)‖. Applying the usual mean value theorem to y∗ ◦ γ :
[0, 1]
γ−→ Y y∗−→ C ∼= R2, we get
‖F (x1)− F (x2)‖ = |y∗ ◦ γ(0)− y∗ ◦ γ(1)| ≤ |0− 1| sup
0≤t≤1
|(y∗ ◦ γ)′(t)| = sup
0≤t≤1
∣∣y∗(γ′(t))∣∣
≤ ‖y∗‖ sup
0≤t≤1
‖γ′(t)‖ = sup
0≤t≤1
∥∥DFx(t)(x2 − x1)∥∥ ≤ ‖x1 − x2‖ sup
0≤t≤1
∥∥DFx(t)∥∥
= ‖x1 − x2‖ sup
x∈[x1,x2]
‖DFx‖ . 
Definition B.3.2 (Convex functional). A map ϕ : O ⊂ X → R such that O is an open
convex set and ϕ(tx+ (1− t)y) ≤ tϕ(x) + (1− t)ϕ(y) for all x, y ∈ O, t ∈ [0, 1].
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We will be dealing with continuous convex functionals only.
Definition B.3.3 (Norming functional). A linear functional x∗ ∈ X∗ is a norming func-
tional for x0 ∈ X if ‖x∗‖ = 1 and x∗(x0) = ‖x0‖. If x∗ is a norming functional of x0, we
will also refer to z∗ := ‖x0‖x∗ as a (un-normilized) norming functional of x0. Note that
‖z∗‖ = ‖x0‖ and z∗(x0) = ‖x0‖2.
If X is a normed space, then by Hahn-Banach theorem, every x0 ∈ X has a norming
functional. If H = (H, 〈,〉) is a Hilbert space, then by Riesz representation theorem, every
x0 ∈ H has a unique norming functional x∗0 ∈ H∗ ∼= H given by x∗0(x) = 〈x, x0〉, for all
x ∈ X.
Definition B.3.4 (Set-valued maps). A set-valued map of normed spaces X, Y is a map of
the form F : X → P(Y ) = 2Y , x 7→ Fx ⊂ Y .
Note that if A ⊂ X, then F (A) = ⋃a∈A Fa. In particular, F (X) = ⋃x∈X Fx. Also, a set-
valued map F : X → 2Y has “inverse” F−1 : F (X)→ 2X , y 7→ F−1y := {x ∈ X : Fx 3 y}.
Definition B.3.5 (Duality map). If X is a normed vector space, the duality map of X
is the set-valued map F : X → P(X∗) = 2X∗ given by the set of un-normalized norming
functionals Fx = Fx := {x∗ ∈ X∗ : ‖x∗‖ = ‖x‖, x∗(x) = ‖x‖2}.
Definition B.3.6 (Norming duality map). If X is a normed vector space, the norming
duality map of X is the set-valued map F̂ : X → P(X∗) = 2X∗ given by the set of norming
functionals F̂x = F̂x := {x∗ ∈ X∗ : ‖x∗‖ = 1, x∗(x) = ‖x‖}.
Note that F̂ = F ◦ F : X F−→ X F−→ 2X∗ , where F (x) = xˆ := x/‖x‖ for x 6= 0.
Definition B.3.7 (Semi-inner products on X). For x, y ∈ X, we define
〈x, y〉− := inf
y∗∈Fy
〈x, y∗〉, 〈x, y〉+ := sup
y∗∈Fy
〈x, y∗〉.
Definition B.3.8 (Addition and scalar multiplication of sets). If A,B ⊂ X (a vector space)
and λ is a scalar, we write λA := {λa : a ∈ A} and A+B := {a+ b : a ∈ A, b ∈ B}.
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Definition B.3.9 (Strong ordering on subsets of real numbers). If A,B ⊂ R, we write
A ≤ B if a ≤ b for all a ∈ A, b ∈ B. (In particular, we will write 0 ≤ A if {0} ≤ A ). We
write A ≤ B if −B ≤ −A, where −A := {−a : a ∈ A} and −B := {−b : b ∈ B}.
Definition B.3.10 (Subgradient of a functional at a point). Let f : D ⊂ X → R and let
x0 ∈ D. A linear functional x∗ ∈ X∗ is a subgradient of f at x0 if
f(x) ≥ f(x0) + x∗(x− x0) for all x ∈ D.
Definition B.3.11 (Subderivative of a functional). The subderivative of a functional f :
D ⊂ X → R is the set-valued map ∂f : D ⊂ X → 2X∗, ∂f(x) = ∂fx :=
{
x∗ ∈
X∗ : x∗ is a subgradient of f at x
}
, i.e.,
∂f(x) = ∂fx := {x∗ ∈ X∗ : f(y) ≥ f(x) + x∗(y − x) for all y ∈ D} .
Note that this definition implies ∂fx ⊂ {x∗ ∈ X : ∇−fx ≤ x∗ ≤ ∇+fx}, where
∇−fx(y) := lim
t↑0
f(x+ty)−f(x)
t
, ∇+fx(y) := lim
t↓0
f(x+ty)−f(x)
t
.
Definition B.3.12 (Subdifferentiable functional). A functional f : D ⊂ X → R is subd-
ifferentiable at x0 ∈ D if ∂fx0 6= ∅. f is subdifferentiable if f is subdifferentiable at every
point x0 ∈ D.
Lemma B.3.13 (Subdifferentiability of convex functionals). Every convex functional ϕ :
X → R is subdifferentiable, and its subderivative satisfies ∂ϕx = {x∗ ∈ X∗ : ∇−ϕx ≤ x∗ ≤
∇+ϕx}.
Proof. Since the function t ∈ R 7→ ϕ(x + th) ∈ R is convex for all x, h ∈ X, the
(difference quotient) function ϕx(h, t) :=
ϕ(x+th)−ϕ(x)
t
is increasing in t, and the one-sided
directional derivatives
∇−ϕx(h) := limt↑0 ϕ(x+th)−ϕ(x)t (Left derivative at x in the direction of h)
= supt<0
ϕ(x+th)−ϕ(x)
t
= limt→0−
ϕ(x+th)−ϕ(x)
t
,
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∇+ϕx(h) := limt↓0 ϕ(x+th)−ϕ(x)t (Right derivative at x in the direction of h)
= inft>0
ϕ(x+th)−ϕ(x)
t
= limt→0+
ϕ(x+th)−ϕ(x)
t
,
exist and have the following properties.
(i) ∇−ϕx(h) ≤ ∇+ϕx(h) and ∇−ϕx(h) = −∇+ϕx(−h). (These follow from definitions).
Also, ∇±ϕx(h) = ∇±ϕ−x(−h) = −∇∓ϕ−x(h), where ϕ(x) := ϕ(−x).
(ii) ∇+ϕx(λh) =
 λ∇+ϕx(h), λ ≥ 0λ∇−ϕx(h), λ < 0
 ≥ λ∇+ϕx(h).
(iii) ∇+ϕx(h+ h′) ≤ ∇+ϕx(h) +∇+ϕx(h′), because for all s ≥ t > 0,
∇+ϕx(h+ h′) ≤ ϕ
(
x+t(h+h′)
)
−ϕ(x)
t
convexity
≤ ϕ
(
x+2th)−ϕ(x)
2t +
ϕ
(
x+2th′)−ϕ(x)
2t
monotonicity
≤ ϕ
(
x+2th)−ϕ(x)
2t +
ϕ
(
x+2sh′)−ϕ(x)
2s .
Thus, the map ∇+ϕx : X → R is a sublinear functional.
(iv) If ϕ = ‖ · ‖, then |∇±ϕx(h)| ≤ |∇±ϕ0(h)| = ‖h‖.
Now, for a fixed h0 ∈ X, the linear functional x∗0 : Rh0 → R, λh0 → λ∇+ϕx(h0) satisfies
x∗0 ≤ ∇+ϕx on Rh0 and so by Hahn-Banach Theorem (for locally convex spaces), there
exists a linear functional x∗ : X → R such that x∗ ≤ ∇+ϕx on X. Moreover, ∇−ϕx(h) =
−∇+ϕx(−h) ≤ −x∗(−h) = x∗(h),
⇒ ∇−ϕx ≤ x∗ ≤ ∇+ϕx on X. (∗)
Also, x∗ ∈ X∗, because for t < 0 < s, we have
ϕ
(
x+th
)
−ϕ(x)
t
≤ ∇−ϕx(h) ≤ x∗(h) ≤ ∇+ϕx(h) ≤ ϕ
(
x+sh
)
−ϕ(x)
s
,
⇒ x∗(h)→ 0 as h→ 0 (since ϕ is continuous).
By setting h = y − x and s = 1, in the right inequality above, we see that for all x ∈ D,
there exists a linear functional x∗ = ϕ∗[x] ∈ X∗ (depending on x) such that
ϕ(y) ≥ ϕ(x) + ϕ∗[x](y − x) for all y ∈ D. (∗∗)
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This proves that ϕ is subdifferentiable. Moreover, it is clear from the above discussion (due to
monotonicty of the difference quotient ϕx(h, t) =
ϕ(x+th)−ϕ(x)
t
in t) that an x∗ ∈ X∗ satisfies
(∗) ⇐⇒ it satisfies (∗∗). 
Note that (∗∗) above says that for all x, y ∈ D, there are functionals ϕ∗[x], ϕ∗[y] ∈ X∗
such that
∇−ϕy(x− y) ≤ ϕ∗[y](x− y) ≤ ϕ(x)− ϕ(y) ≤ ϕ∗[x](x− y) ≤ ∇+ϕx(x− y),
⇒ (∇+ϕx −∇−ϕy) (x− y) ≥ 0, (ϕ∗[x]− ϕ∗[y]) (x− y) ≥ 0.
Lemma B.3.14 (Partial linearity of convex subderivative). If ϕ, ψ : X → R are convex
functionals, then ∂(λϕ)x = λ ∂ϕx and ∂(ϕ+ ψ)x = ∂ϕx + ∂ψx, for all x ∈ X, λ ≥ 0.
Moreover, ∂ϕx = −∂ϕ−x, where ϕ(x) := ϕ(−x).
Proof. The cases ∂(λϕ)x = λ ∂ϕx and ∂(ϕ+ψ)x ⊇ ∂ϕx+∂ψx follow from the definitions
and the fact that ∂ϕx = {x∗ ∈ X∗ : ∇−ϕx ≤ x∗ ≤ ∇+ϕx}, ∂ψx = {x∗ ∈ X∗ : ∇−ψx ≤ x∗ ≤ ∇+ψx}.
So, we will prove ∂(ϕ+ ψ)x ⊂ ∂ϕx + ∂ψx. Let x∗ ∈ ∂(ϕ+ ψ)x. Then
(ϕ+ ψ)(y) ≥ (ϕ+ ψ)(x) + x∗(y − x) for all y ∈ X,
⇒ ψ(y)− ψ(x) ≥ ϕ(x)− ϕ(y) + x∗(y − x) for all y ∈ X.
Thus, the convex sets A = {(y, t) : ψ(y) − ψ(x) ≥ t} and B = {(y, t) : t ≥ ϕ(x) − ϕ(y) + x∗(y − x)}
can be separated by a hyperplane in X × R (See [21, Theorem 3.7, p.110]), i.e., there exist
f ∈ X∗ and α ∈ R such that the linear map F (y, t) = −f(y) + t : X × R→ R satisfies
F (A) ≥ α ≥ F (B), i.e., A ⊂ {F ≥ α} and B ⊂ {α ≥ F}.
The condition A ⊂ {F ≥ α} means for all (y, t), ψ(y)− ψ(x) ≥ t ⇒ −f(y) + t ≥ α, and so
ψ(y)− ψ(x) ≥ f(y) + α for all y ∈ X. (B.2)
The condition B ⊂ {α ≥ F} means for all (y, t), t ≥ ϕ(x)− ϕ(y) + x∗(y − x) ⇒ α ≥ −f(y) + t,
and so f(y) + α ≥ ϕ(x)− ϕ(y) + x∗(y − x) for all y ∈ X. (B.3)
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It follows from (B.2) and (B.3) that
ψ(y)− ψ(x) ≥ f(y) + α ≥ ϕ(x)− ϕ(y) + x∗(y − x) for all y ∈ X.
At the point y = x, we see that α = −f(x), and so f ∈ ∂ψx and x∗ − f ∈ ∂ϕx, since
ψ(y)− ψ(x) ≥ f(y − x) ≥ ϕ(x)− ϕ(y) + x∗(y − x) for all y ∈ X.
Hence, x∗ = (x∗ − f) + f ∈ ∂ϕx + ∂ψx, that is, ∂(ϕ+ ψ)x ⊂ ∂ϕx + ∂ψx. 
Lemma B.3.15 (Subderivative of the norm). The subderivative of the norm is the norming
duality map (Definition B.3.6), i.e., ∂‖ · ‖x = F̂x, for all x ∈ X.
Proof. Let ϕ : X → R be the convex functional given by ϕ(x) = ‖x‖. Then
∂ϕx = {x∗ ∈ X∗ : ‖y‖ ≥ ‖x‖+ x∗(y − x) for all y ∈ X}
= {x∗ ∈ X∗ : x∗(y) ≤ ‖x+ y‖ − ‖x‖ for all y ∈ X}
= {x∗ ∈ X∗ : x∗(y) ≥ ‖x‖ − ‖x− y‖ for all y ∈ X} (s)= F̂x,
where the proof of step (s) is as follows.
• (s)⊂: Let x∗ ∈ ∂ϕx. Then with y = 0, we get x∗(x) ≥ ‖x‖, and so ‖x∗‖ ≥ 1. On the other
hand, since x∗(y) ≤ ‖y‖ for all y, setting y = sign(x∗(z))z, we get |x∗(z)| ≤ ‖z‖ for all
z ∈ X, and so ‖x∗‖ ≤ 1. It follows that ‖x∗‖ = 1 and x∗(x) = ‖x‖, i.e., x∗ ∈ F̂x.
•
(s)
⊇: If x∗ ∈ F̂x, then ‖x‖ + x∗(y − x) = ‖x‖ + (x∗(y) − ‖x‖) = x∗(y) ≤ ‖y‖, and so
x∗ ∈ ∂ϕx. 
Lemma B.3.16 (Derivative characterization of semi-inner products). The semi-inner prod-
ucts (Definition B.3.7) are determined by one-sided derivatives of the norm as follows.
〈x, y〉− = ‖y‖ lim
t↑0
‖y+tx‖−‖y‖
t
= ‖y‖ ∇−‖ · ‖y(x),
〈x, y〉+ = ‖y‖ lim
t↓0
‖y+tx‖−‖y‖
t
= ‖y‖ ∇+‖ · ‖y(x).
Proof. Note that 〈x, y〉− = −〈−x, y〉+. By Lemmas B.3.13 and B.3.15, we have
F̂x := {x∗ ∈ X∗ : ‖x∗‖ = 1, x∗(x) = ‖x‖} =
{
x∗ ∈ X∗ : ∇−‖ · ‖x ≤ x∗ ≤ ∇+‖ · ‖x
}
.
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Now, F̂x ⊂ BX∗ is σ(X∗, X)-closed: Indeed, if x∗α ∈ F̂x is a net such that x∗α(y)→ x∗(y) for
all y, then
‖x‖ = x∗α(x)→ x∗(x) ⇒ x∗(x) = ‖x‖, ⇒ ‖x∗‖ ≥ 1,
⇒ x∗(y) ≤ |x∗(y)− x∗α(y)|+ |x∗α(y)| ≤ |x∗(y)− x∗α(y)|+ ‖y‖ → ‖y‖,
⇒ x∗(y) ≤ ‖y‖ for all y, ⇒ ‖x∗‖ ≤ 1,
⇒ ‖x∗‖ = 1, x∗(x) = ‖x‖, ⇒ x∗ ∈ F̂x.
Thus, F̂x is σ(X∗, X)-compact since BX∗ is σ(X∗, X)-compact by Banach-Alaoglu theorem.
This shows
〈x, y〉− = ‖y‖ inf
y∗∈F̂y
y∗(x)
(a)
= ‖y‖ y∗−(x)
(b)
= ‖y‖ ∇−‖ · ‖y(x), for some y∗− ∈ F̂y,
〈x, y〉+ = ‖y‖ sup
y∗∈F̂y
y∗(x)
(a)
= ‖y‖ y∗+(x)
(b)
= ‖y‖ ∇+‖ · ‖y(x), for some y∗+ ∈ F̂y,
where step (a) holds because the map F̂y → R, y∗ 7→ y∗(x) is continuous and so attains its
maximum and minimum on F̂y, and step (b) holds because (as we already know from the
proof of Lemma B.3.13) we can construct a linear functional y∗± in
{
y∗ ∈ X∗ : ∇−‖ · ‖y ≤ y∗ ≤
∇+‖ · ‖y
}
that agrees with ∇±‖ · ‖y at x. 
Lemma B.3.17 (Absolute continuity of the norm along trajectories, Chain rule II).
(i) If X is a normed space and [0, 1]
γ−→ X is a C1-smooth path, then the function [0, 1] ϕ−→
R, ϕ(t) = ‖γ(t)‖, is absolutely continuous, i.e.,
ϕ′ exists a.e., ϕ′ ∈ L([0, 1]), and ϕ(t) = ϕ(0) +
∫ t
0
ϕ′(s)ds.
(ii) The subderivative of ϕ satisfies the chain rule ∂ϕt ⊂ ∂‖·‖γ(t)
(
γ′(t)
)
for all t. Moreover,
∂ϕt = ∂‖ · ‖γ(t)
(
γ′(t)
)
, for almost every t ∈ [0, 1].
Proof. (i) Let C := sup[0,1] ‖γ′‖, where γ′ is the derivative of γ. Then the mean value
theorem gives∣∣ϕ(a)− ϕ(b)∣∣ = ∣∣‖γ(a)‖ − ‖γ(b)‖∣∣ ≤ ∥∥γ(a)− γ(b)∥∥ ≤ C|a− b|,
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which shows ϕ is absolutely continuous.
(ii) At all t, ϕ has left and right derivatives satisfying ϕ′−(t) ≤ ϕ′+(t), and
∂ϕt ⊂ ∆ϕt :=
{
l ∈ R∗ : ϕ′−(t) ≤ l ≤ ϕ′+(t)
}
=
{
l ∈ R∗ : ∇−‖ · ‖γ(t)
(
γ′(t)
) ≤ l ≤ ∇+‖ · ‖γ(t)(γ′(t))}
⊇ ∂‖ · ‖γ(t)
(
γ′(t)
)
.
By part (i), ∂ϕt = ∆ϕt = ∂‖·‖γ(t)
(
γ′(t)
)
a.e. In general, we have ∂ϕt ⊂ ∂‖·‖γ(t)
(
γ′(t)
)
,
and the proof is as follows: Given any l ∈ ∂ϕt, the map
x∗0 : Rγ(t) + Rγ′(t)→ R, αγ(t) + βγ′(t) 7→ α‖γ(t)‖+ βl
extends (by Hahn-Banach theorem) to an x∗ ∈ ∂‖·‖γ(t). Indeed, x∗0
(
1
‖γ(t)‖γ(t) + 0γ
′(t)
)
=
1 implies ‖x∗0‖ ≥ 1. Meanwhile, because ϕt(s) = ‖γ(t)−sγ
′(t)‖−‖γ(t)‖
s
is increasing, we see
that in the set
∂ϕt = {l ∈ R∗ : l(s) ≤ ϕ(t+ s)− ϕ(t) for all s ∈ R},
the condition l(s) ≤ ‖γ(t + s)‖ − ‖γ(t)‖ for all s is stricter than (and so implies) the
condition
‖γ(t)−sγ′(t)‖−‖γ(t)‖
−s ≤ ϕ′−(t) ≤ l ≤ ϕ′+(t) ≤ ‖γ(t)+sγ
′(t)‖−‖γ(t)‖
s
for all s > 0,
or ‖γ(t)‖ − ‖γ(t)− sγ′(t)‖ ≤ l(s) ≤ ‖γ(t) + sγ′(t)‖ − ‖γ(t)‖ for all s > 0,
or ‖γ(t)‖+ l(s) ≤ ‖γ(t) + sγ′(t)‖ for all s ∈ R,
which implies
∣∣x∗0(αγ(t) + βγ′(t))∣∣ = ∣∣ α‖γ(t)‖ + βl ∣∣ ≤ ∥∥αγ(t) + βγ′(t)∥∥, and so
‖x∗0‖ ≤ 1. 
Lemma B.3.18 (Chain rule III). If ϕ : X → R is convex and f : R→ R is convex, differ-
entiable, and f ′ is nonnegative on the range of ϕ, then ∂(f ◦ϕ)x = f ′ϕ(x)∂ϕx. (In particular,
if ϕ(x) = ‖x‖
2
2
, then ∂ϕx = Fx.)
Proof. Observe that for any x∗ ∈ X∗, ∇−ϕx ≤ x∗ ≤ ∇+ϕx ⇐⇒ ∇−(f ◦ϕ)x ≤ f ′ϕ(x)x∗ ≤
∇+(f ◦ ϕ)x, where ∇±(f ◦ ϕ)x = f ′ϕ(x)∇±ϕx. 
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Lemma B.3.19 (Subderivative of max). Given functionals f1, ..., fm : X → R, define a
functional f : X → R by f(x) = maxi fi(x). Then Conv
(⋃
i∈I(x) ∂fi(x)
)
⊂ ∂f(x) ⊂
Conv
(⋃m
i=1 ∂fi(x)
)
, where “Conv” denotes “convex hull” and I(x) :=
{
i ∈ {1, ...,m} :
f(x) = fi(x)
}
are the indices of those fi that attain the value of f at x.
Proof. By definition, ∂fi(x) = {x∗ ∈ X∗ : fi(y) ≥ fi(x) + x∗(y− x) for all y ∈ X}, and
Conv
( ⋃
i∈I(x)
∂fi(x)
)
(a)⊂ ∂f(x) :=
{
x∗ ∈ X∗ : max
j
fj(y) ≥ max
j
fj(x) + x
∗(y − x) for all y ∈ X
}
(b)⊂ Conv
(
m⋃
i=1
∂fi(x)
)
,
where step (a) holds because by definition ∂fi(x) ⊂ ∂f(x) for each i ∈ I(x), and ∂f(x) is a
convex set. Also, step (b) holds because
Conv
(
m⋃
i=1
∂fi(x)
)
= Conv
(
m⋃
i=1
{x∗ ∈ X∗ : fi(y) ≥ fi(x) + x∗(y − x) for all y ∈ X}
)
⊇ Conv
(
m⋃
i=1
m⋂
j=1
{x∗ ∈ X∗ : fi(y) ≥ fj(x) + x∗(y − x) for all y ∈ X}
)
= Conv
{
x∗ ∈ X∗ : max
i
fi(y) ≥ max
j
fj(x) + x
∗(y − x) for all y ∈ X
}
= ∂f(x). 
Definition B.3.20 (Accretive map X → X). A map F : D ⊂ X → X is accretive if
for all x, y ∈ D there exists a norming functional (x − y)∗ ∈ Fx−y of x − y such that〈
Fx− Fy, (x− y)∗〉 ≥ 0. That is, F : D ⊂ X → X is accretive if 〈Fx− Fy, x− y〉
+
≥ 0
for all x, y ∈ D.
Definition B.3.21 (Strongly accretive map X → X). A map F : D ⊂ X → X is strongly
accretive if for any x, y ∈ D and for any norming functional (x − y)∗ ∈ Fx−y of x − y,
we have
〈
Fx − Fy, (x − y)∗〉 ≥ 0. That is, F : D ⊂ X → X is strongly accretive if〈
Fx− Fy, x− y〉− ≥ 0 for all x, y ∈ D.
Definition B.3.22 (Monotone map X → X∗: [23]). A map F : X → X∗ is monotone if
〈x− y, Fx− Fy〉 := (Fx− Fy)(x− y) = evx−y(Fx− Fy) ≥ 0 for all x, y ∈ X.
APPENDIX C
Imbedding of finite-dimensional spaces
This chapter is based on [38]. Wherever information about the spaces in question is insuffi-
cient for the desired conclusion(s), assume the spaces are separable metric spaces.
Definition C.0.1 ((Topological) dimension of the empty space). We define the (topological)
dimension of the empty set (in any space) to be dim ∅ := −1.
Definition C.0.2 ((Topological) dimension of a nonempty space). Let X be a (nonempty)
space and n ≥ 0 an integer.
• We say X has dimension at most n at x ∈ X (written dimxX ≤ n) if every neighborhood
U 3 x contains a neighborhood V 3 x such that dim ∂V ≤ n− 1.
• We say X has dimension equal to n at x ∈ X (i.e., dimxX = n) if (i) dimxX ≤ n and
(ii) dimxX 6≤ n− 1, i.e., there exists a neighborhood Ux 3 x such that dimx ∂V ≥ n− 1
for every neighborhood x ∈ V ⊂ Ux.
• We say X has dimension at most n (written dim(X) ≤ n) if dimxX ≤ n for all x ∈ X.
• We say dimX = n if (i) dimX ≤ n and (ii) dimX 6≤ n − 1, i.e., there exists a point
x0 ∈ X such that dimx0(X) = n.
• We say X is infinite-dimensional (written dimX = ∞) if dimX 6≤ n for each n ≥ 0,
i.e., for each n ≥ 0 there exists x = xn ∈ X such that dimxX > n.
Since the definition of (topological) dimension depends on topology only, it is preserved
by homeomorphisms (i.e., it is a topological invariant).
Definition C.0.3 (Separated sets). Let X be a space. Sets A,B ⊂ X are separated if
A ∩B = ∅ = A ∩B (i.e., A and B are disjoint from the closure of each other).
Lemma C.0.4. Let X be a space. Then A,B ⊂ X are separated (i.e., A∩B = ∅ = A∩B)
⇐⇒ there exist open sets U ⊃ A and V ⊃ B such that A ∩ V = ∅ = U ∩B.
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Proof. (⇒): Assume A,B are separated. Then every element a ∈ A has a neighborhood
N(a) disjoint from B (since B = B), and likewise, every element b ∈ B has a neighborhood
N(b) disjoint from A. Thus, N(A) :=
⋃{N(a) : a ∈ A} is a neighborhood of A disjoint
from B and N(B) :=
⋃{N(b) : b ∈ B} is a neighborhood of B disjoint from A. (⇐): The
converse is clear. 
Definition C.0.5 (Completely normal space). A space in which every two separated sets
have disjoint neighborhoods.
Lemma C.0.6. A space is completely normal ⇐⇒ every subspace is normal. (In particular,
a metric space is completely normal, since every subspace of a metric space is a metric space.)
Proof. (⇒): Assume X is completely normal, and let A ⊂ X. We need to show A is
normal. Let C,C ′ ⊂ A be disjoint sets that are closed in A. Then C ∩C ′ = ∅ = C ∩C ′, since
C ∩ C ′ = C ∩ A ∩ C ′ = ClA(C) ∩ C ′ = C ∩ C ′ = ∅.
Thus (by complete normality of X) there are disjoint open sets U1 ⊃ C, V1 ⊃ C ′, which give
disjoint sets U = U1 ∩ A ⊃ C, V = V1 ∩ A ⊃ C ′ that are open in A.
(⇐): Assume every subset of X is normal. Let A,B ⊂ X be separated. We need to
show A,B have disjoint neighborhoods. Let Z = X − (A ∩ B) = (A)c ∪ (B)c. Then A ∩ Z
and B ∩ Z are closed in Z and so have disjoint sets U ⊃ A ∩ Z ⊃ A, V ⊃ B ∩ Z ⊃ B that
are open in Z, and hence also open in X since Z is open in X. 
C.1. Spaces of dimension 0
Lemma C.1.1. A space is 0-dimensional ⇐⇒ it has a base consisting of clopen sets.
Proof. (⇒): Assume X is a 0-dimensional space. Let x ∈ X, and U 3 x any open set.
Then there is an open set x ∈ Vx ⊂ U such that ∂Vx = ∅, i.e., Vx is clopen. B = {Vx : x ∈ X}
is the desired base for X.
(⇐): Assume X has a base B consisting of clopen sets. Then for any x ∈ X and any
neighborhood U 3 x, we know there exists V ∈ B such that x ∈ V ⊂ U . Hence X is
0-dimensional. 
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Theorem C.1.2 ([38, Theorem II.1]). A nonempty subset of a 0-dimensional space is 0-
dimensional.
Proof. Let X be a 0-dimensional space and A ⊂ X nonempty. For any a ∈ A, let
U ′ ⊂ A be open. Then U ′ = U ∩ A for an open set U ⊂ X. Since X is 0-dimensional, there
is a clopen set V ⊂ X such that a ∈ V ⊂ U . Let V ′ := V ∩A. Then it is clear that V ′ ⊂ U ′
is open in A. Also, V ′ is closed in A since A − V ′ = A ∩ (V ∩ A)c = V c ∩ A. Hence A is
0-dimensional. 
Definition C.1.3 (Separation of sets by a set). Let X be a space and A,B,C ⊂ X pairwise
disjoint sets. We say A and B are separated in X by C if X − C = U unionsq V for disjoint
relatively open sets U, V ⊂ X − C (i.e., U, V are disjoint and open in X − V ) such that
A ⊂ U , B ⊂ V . In other words, C separates A,B if A,B lie in disjoint relatively open sets
that partition X − C.
Lemma C.1.4. Let X be a space. A,B ⊂ X are separated by ∅ ⇐⇒ there exists a clopen
set V ⊂ X such that A ⊂ V and V ∩B = ∅.
Proof. This is clear by the fact that a set is clopen ⇐⇒ its complement is clopen. 
Lemma C.1.5. A regular space X is 0-dimensional ⇐⇒ every point x ∈ X and every
closed set C ⊂ X not containing x can be separated by ∅.
Proof. (⇒): Assume dimX = 0. Let x ∈ X and C ⊂ X a closed set not containing x.
Then by regularity there is a neighborhood U 3 x such that U (hence U) excludes C. Let
x ∈ V ⊂ U be a neighborhood such that ∂V = ∅. Then x and C are separated by ∅ since
x ∈ V and V ∩ C = ∅.
(⇐): Assume every point can be separated by ∅ from any closed set not containing. Let
x ∈ X and U 3 x an open set. Then x and U c are separated by ∅, i.e., there exists a clopen
set V 3 x such that U c ∩ V = ∅. It follows that x ∈ V ⊂ U . 
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Corollary C.1.6. Let X be a 0-dimensional regular Hausdorff space. (i) X is connected
⇐⇒ X consists of one point only. (ii) Every nonempty connected subset of X consists of
one point only.
Lemma C.1.7. A second countable regular Hausdorff space X is 0-dimensional ⇐⇒ any
two disjoint closed sets C1, C2 ⊂ X can be separated by ∅.
Proof. (⇒): Assume dimX = 0. Let C1, C2 ⊂ X be closed sets. Since ∅ can separate
any point from any closed set not containing it, for each x ∈ X, there exists a clopen
neighborhood U(x) such that either U(x) ∩ C1 = ∅ or U(x) ∩ C2 = ∅. Since X has a
countable base B = {B1, B2, · · · }, with xi ∈ Bi ⊂ Ui := U(xi), we get a countable cover
U1, U2, · · · of X. Define a new sequence of sets by
V1 := U1, Vi := Ui −
⋃i−1
k=1 Uk = Ui ∩ (X −
⋃i−1
k=1 Uk), i = 2, 3, · · ·
Then it is clear that (1) {Vi} covers X, (2) Vi ∩ Vj = ∅ for i 6= j, (3) each Vi is open,
and (4) for each i, either Vi ∩ C1 = ∅ or Vi ∩ C2 = ∅. Let O1 =
⋃{Vi : Vi ∩ C2 = ∅},
O2 =
⋃{Vi : Vi ∩ C1 = ∅}. Then it is clear that X = O1 ∪ O2, O1 ∩ O2 = ∅, C1 ⊂ O1,
C2 ⊂ O2.
(⇐): If x ∈ X and U 3 x is open, then x and U c (being closed sets) can be separated by
∅ and so there is a clopen set V 3 x such that V ∩ U c = ∅, i.e., x ∈ V ⊂ U . 
Lemma C.1.8. Let X be a second countable completely normal Hausdorff space and A ⊂ X
a 0-dimensional subset (of the same type, i.e., second countable normal Hausdorff). For any
two disjoint closed sets C1, C2 ⊂ X, there exists a closed set B separating C1, C2 such that
A ∩B = ∅.
Proof. By normality, C1, C2 we have neighborhoods (i) U1 ⊃ C1, U2 ⊃ C2 such that
U1 ∩ U2 = ∅. Thus, U1 ∩ A and U2 ∩ A are two disjoint closed sets in A, and so can be
separated by ∅ in A (Lemma C.1.7). Thus, we have disjoint sets C ′1, C ′2 ⊂ A, that are clopen
in A, such that
(ii) A = C ′1 ∪ C ′2, U1 ∩ A ⊂ C ′1, U2 ∩ A ⊂ C ′2.
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It follows that
(iii) C ′1 ∩ U2 ∪ C ′2 ∩ U1 = ∅, C ′1 ∩ U2 ∪ C ′2 ∩ U1 = ∅,
(iv) C ′1 ∩ C2 ∪ C ′2 ∩ C1 = ∅, C ′1 ∩ C2 ∪ C ′2 ∩ C1 = ∅, C ′1 ∩ C ′2 ∪ C ′1 ∩ C ′2 = ∅.
It follows from (iv), and C1 ∩ C2 = C1 ∩ C2 = ∅, that C1 ∪ C ′1 and C2 ∪ C ′2 are separated.
Thus, by complete normality of X, there exists an open set W such that
C1 ∪ C ′1 ⊂ W and W ∩ (C2 ∪ C ′2) = ∅.
The boundary B := ∂W separates C1, C2 and is disjoint from A = C
′
1 ∪ C ′2. 
Theorem C.1.9 (Union theorem for dimension 0: [38, Theorem II.2]). A space that is a
countable union of 0-dimensional closed (or Fσ) sets is 0-dimensional. (Assume all sets,
including their unions, are normal Hausdorff spaces.)
Proof. Let X = C1∪C2∪· · · , where each Ci is closed and 0-dimensional. Let K,L ⊂ X
be disjoint closed sets. We need to show K,L are separated by ∅. Since K ∩C1, L∩C1 ⊂ C1
are disjoint closed sets and C1 is 0-dimensional, there are clopen subsets A1, A2 of C1 such
that
C1 = A1 ∪B1, A1 ∩B1 = ∅, K ∩ C1 ⊂ A1, L ∩ C1 ⊂ B1.
The sets K ∪ A1, L ∪ B1 are closed and disjoint in X, and so by normality of X there are
open sets G1, H1 such that K ∪ A1 ⊂ G1, L ∪B1 ⊂ H1, G1 ∩H1 = ∅. Thus,
C1 ⊂ G1 ∪H1, K ⊂ G1, L ⊂ H1, G1 ∩H1 = ∅.
If we now repeat the above process with K,L,C1 replaced by G1, H1, C2 respectively, we get
open sets G2, H2 such that
C2 ⊂ G2 ∪H2, G1 ⊂ G2, H1 ⊂ H2, G2 ∩H2 = ∅.
Continuing this way, we get sequences of sets {Gi}, {Hi} such that
Ci ⊂ Gi ∪Hi, Gi−1 ⊂ Gi, H i−1 ⊂ Hi, Gi ∩H i = ∅.
C.2. SPACES OF FINITE DIMENSION n 267
It follows that G :=
⋃
Gi, H :=
⋃
Hi are disjoint open sets satisfying K ⊂ G, L ⊂ H, and
X = G ∪H (since X = ⋃Ci ⊂ G ∪H). 
Corollary C.1.10. A space that is a countable union of 0-dimensional Fσ sets is 0-dimensional.
Corollary C.1.11. The union of two 0-dimensional subsets of a space X, at least one of
which is closed, is 0-dimensional. (Assume the spaces are separable metric spaces.)
Proof. Let A,B ⊂ X be 0-dimensional, and assume wlog that B is closed. Then
A = (A ∪ B) − B is open in A ∪ B. Thus, A is Fσ (as an open set in a metric space –
Footnote1). It follows that A ∪B is a countable union of 0-dimensional Fσ sets. 
Corollary C.1.12. 0-dimensional space remains 0-dimensional after the adjunction of a
single point. (Assume the spaces are separable metric spaces.)
C.2. Spaces of finite dimension n
Lemma C.2.1. A space has dimension ≤ n ⇐⇒ it has a base consisting of sets whose
boundaries have dimension ≤ n− 1.
Proof. (⇒): Assume X is a space of dimension ≤ n. Let x ∈ X, and U 3 x any open
set. Then there is an open set x ∈ Vx ⊂ U such that dim ∂Vx ≤ n− 1. B = {Vx : x ∈ X} is
the desired base for X.
(⇐): Assume X has a base B consisting of sets with boundaries of dimension ≤ n − 1.
Then for any x ∈ X and any neighborhood U 3 x, we know there exists V ∈ B such that
x ∈ V ⊂ U . Hence X has dimension ≤ n. 
Theorem C.2.2 ([38, Theorem III.1]). If a space has dimension ≤ n, then every subspace
has dimension ≤ n.
Proof. We proceed by induction on n. The case of n = −1 is clear. Suppose the case
of n − 1 is true as well. Let X be a space with dimX ≤ n. Let A ⊂ X, a ∈ A, and let
1Let X be a metric space and O ⊂ X an open set. Then O = ⋃n{x ∈ X : dist(x,X−O) ≥ 2−n} is Fσ, since
each Cn := {x ∈ X : dist(x,X − O) ≥ 2−n} is closed as the preimage of a closed set under a continuous
function.
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a ∈ U ⊂ A be a neighborhood of a in A. Then U = U1 ∩ A, where U1 ⊂ X is open. There
is an open set a ∈ V1 ⊂ U1 such that dim ∂V1 ≤ n − 1. The set V := V1 ∩ A is open in A,
a ∈ V ⊂ U , and
∂AV = ∂A(V1 ∩ A) ⊂ (∂V1) ∩ A ⊂ ∂V1 induction hypothesis=⇒ dim ∂AV ≤ n− 1. 
Lemma C.2.3. A regular space X has dimension ≤ n ⇐⇒ every point x ∈ X and any
closed set C ⊂ X not containing x can be separated by a closed set of dimension ≤ n− 1.
Proof. (⇒): Assume dimX ≤ n. Since X − C is a neighborhood of x, by regularity,
there is a neighborhood V 3 x such that V ⊂ X − C. Take a neighborhood x ∈ W ⊂ V
such that ∂W ≤ n − 1. Note that ∂W separates x and C, since X − ∂W = W ∪ (X −W )
and x ∈ W , C ⊂ X −W .
(⇐): Assume any point and any closed set not containing it can be separated by a closed
set of dimension ≤ n−1. Let U 3 x be open. Then the closed set X−U 63 x can be separated
from x by a closed set B of dimension ≤ n− 1. That is, we have open sets U ′, V ′ ⊂ X − B
such that
X −B = U ′ ∪ V ′, p ∈ U ′, X − U ⊂ V ′, U ′ ∩ V ′ = ∅.
Hence, U ′ ⊂ U and ∂U ′ ⊂ B implies dim ∂U ′ ≤ n− 1. 
Lemma C.2.4. Let X be a completely normal space. A subspace A ⊂ X has dimension
≤ n ⇐⇒ for any a ∈ A and any neighborhood a ∈ U ⊂ X, there exists a neighborhood
a ∈ V ⊂ U such that dim (∂V ∩ A) ≤ n− 1.
Proof. (⇒): Assume dimA ≤ n. Let a ∈ A and a ∈ U ⊂ X be open. Then U ′ =
U ∩ A is open in A, and so there exists an open set V ′ ⊂ A such that a ∈ V ′ ⊂ U ′ and
dim ∂AV
′ ≤ n− 1. Since X is completely normal and V ′ and A−V ′ are separated, it follows
there exists an open set V ⊂ X such that V ′ ⊂ V and V ∩ (A − V ′) = ∅. Since V ′ ⊂ U ,
by replacing V with V ∩ U , we may assume wlog that V ⊂ U . By construction, we have
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∂V ∩ V ′ = ∅ = ∂V ∩ (A− V ′), and so
∂V ∩ A = ∂V ∩ (V ′ ∪ ∂AV ′ ∪ [A− V ′]) = ∂V ∩ ∂AV ′ ⊂ ∂AV ′, ⇒ dim(∂V ∩ A) ≤ n− 1.
(⇐): Assume for any a ∈ A and any neighborhood a ∈ U ⊂ X, there exists a neighbor-
hood a ∈ V ⊂ U such that dim (∂V ∩A) ≤ n− 1. Let x ∈ A and U ′ ⊂ A a neighborhood of
x in A. Then U ′ = U ∩A for an open set U ⊂ X. Thus, there exists an open set x ∈ V ⊂ U
such that dim
(
∂V ∩ A) ≤ n− 1. Let V ′ = V ∩ A. Then V ′ is open in A, x ∈ V ′ ⊂ U ′, and
∂AV
′ = ∂A(V ∩ A) ⊂ ∂V ∩ A, ⇒ dim ∂AV ′ ≤ n− 1. 
Lemma C.2.5. If X is a completely normal space, then any two subspaces A,B ⊂ X satisfy
dim(A ∪B) ≤ 1 + dimA+ dimB.
Proof. We proceed by induction on dimA + dimB. The statement holds for dimA =
dimB = −1. Let m := dimA, n := dimB. Assume the statement holds for the following
cases. (i) dimA1 ≤ m, dimB1 ≤ n − 1. (ii) dimA1 ≤ m − 1, dimB1 ≤ n. (I.e., each of
(i),(ii) implies dim(A1 ∪B1) ≤ 1 + dimA1 + dimB1.)
We need to show the statement also holds for dimA1 ≤ m, dimB1 ≤ n. Let x ∈ A ∪ B,
and assume wlog that x ∈ A. Let U be a neighborhood of x in X. Since dimA ≤ m,
it follows from Lemma C.2.4 that there exists an open set V such that x ∈ V ⊂ U and
dim(∂V ∩ A) ≤ m − 1. Moreover, since ∂V ∩ B ⊂ B and dimB ≤ n, we also have
dim(∂V ∩B) ≤ n. Thus, by the induction hypotheses (i),(ii),
dim(∂V ∩ (A ∪B)) ≤ 1 + dim(∂V ∩ A) + dim(∂V ∩B) ≤ 1 + (m− 1) + n = m+ n.
It follows again by Lemma C.2.4 that dim(A ∪B) ≤ m+ n+ 1 = 1 + dimA+ dimB. 
Corollary C.2.6. Let X0, X1, · · · , Xn ⊂ X be subspaces such that dimXi ≤ 0 for all i =
0, ..., n. Then dim(X0 ∪X1 ∪ · · · ∪Xn) ≤ n.
Lemma C.2.7. Fix an integer n ≥ −1. Suppose every space that is a countable union of
closed (or Fσ) sets of dimension ≤ n−1 has dimension ≤ n−1. (Assume all sets, including
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their unions, are separable normal Hausdorff spaces). Then any space of dimension ≤ n is
the union of a subspace of dimension ≤ n− 1 and a subspace of dimension ≤ 0.
Proof. Let X be a space of dimension ≤ n. Then we know X has a base of sets whose
boundaries have dimension ≤ n − 1. Since X is separable, let {U1, U2, · · · } be a countable
base of sets whose boundaries {B1, B2, · · · } have dimension ≤ n− 1 (where Bi = ∂Ui). By
hypothesis, the set B :=
⋃∞
i=1Bi has dimension ≤ n. It remains to show that dim(X−B) ≤ 0.
By Lemma C.2.4, since dim(∂Ui ∩ (X −B)) = dim ∅ ≤ −1 for all i (and {Ui} is a base),
it follows that dim(X −B) ≤ −1 + 1 = 0. 
Theorem C.2.8 (Union theorem for dimension n: [38, Theorem III.2]). A space that is a
countable union of closed (or Fσ) sets of dimension ≤ n has dimension ≤ n. (Assume all
sets, including their unions, are separable metric spaces.)
Proof. We proceed by induction on n. Denote the statement of the theorem by Sn.
S−1 holds trivially. Also S0 holds by Theorem C.1.9. Assume Sn−1 holds. Then by Lemma
C.2.7, X is the union of a subspace of dimension ≤ n− 1 and a subspace of dimension ≤ 0.
Let X = C1 ∪ C2 ∪ · · · , where each i is closed and dimCi ≤ n. We need to show
dimX ≤ n. Let
K := C1, Ki := Ci −
⋃i−1
j=1Cj = Ci ∩
(
X −⋃i−1j=1Cj) , i = 2, 3, · · · .
Then it is clear that X =
⋃
Ki and Ki ∩ Kj = ∅ if i 6= j. Also, Ki is an Fσ (being
the intersection of a closed set and an open set in a metric space, which is thus Fσ), and
dimKi ≤ n (since Ki ⊂ Ci). By Lemma C.2.7, each Ki can be expressed as follows:
Ki = Mi ∪Ni, dimMi ≤ n− 1, dimNi ≤ 0.
Let M :=
⋃
Mi, N =
⋃
N . Then X = M ∪ N . Note that each Mi is an Fσ in M , since
Mi ⊂ Ki and Ki ∩Kj = ∅ for i 6= j, and so
Mi = Mi ∩Ki = M ∩Ki (where we know Ki is an Fσ in X).
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That is M is a union of Fσ sets of dimension ≤ n − 1, and so dimM ≤ n − 1 (by induction
hypotheses Sn−1). Similarly, each Ni is an Fσ of dimension ≤ 0 in N , and so dimN ≤ 0 (by
S0).
Hence, by Lemma C.2.5, dim(X) = dim(M∪N) ≤ 1+dimM+dimN ≤ 1+(n−1)+0 = n. 
Corollary C.2.9. The union of two subspaces each of dimension ≤ n, at least one of which
is closed, has dimension ≤ n. (Assume the spaces are separable metric spaces.)
Proof. Let A,B ⊂ X each have dimension ≤ n, and assume wlog that B is closed.
Then A = (A ∪B)−B is open in A ∪B. Thus, A is Fσ (as an open set in a metric space).
It follows that A ∪B is a countable union of Fσ sets of dimension ≤ n. 
Corollary C.2.10. A space of dimension ≤ n remains a space of dimension ≤ n after the
adjunction of a single point. (Assume the spaces are separable metric spaces.)
Corollary C.2.11 (Consequence of Lemma C.2.4). Let X be a completely normal space. If
a subspace A ⊂ X has dimension ≤ n, then for any x ∈ X and any neighborhood x ∈ U ⊂ X,
there exists a neighborhood x ∈ V ⊂ U such that dim (∂V ∩ A) ≤ n− 1.
Proof. For each point x ∈ X, A∪{x} has dimension ≤ n. Hence the conclusion follows
by Lemma C.2.4. 
Corollary C.2.12. A space of dimension ≤ n is the union of a subspace of dimension
≤ n− 1 and a subspace of dimension ≤ 0. (Proof: This follows from Lemma C.2.7.)
Theorem C.2.13 (Decomposition theorem for dimension n: [38, Theorem III.3]). A space
has dimension ≤ n ⇐⇒ it is the union of n+ 1 subspaces each of dimension ≤ 0.
Proof. This follows by repeated application of Corollary C.2.12, and then application
of Corollary C.2.6. 
Corollary C.2.14. Let X be a space with dimX = n. Then for any numbers p, q ≥ −1
satisfying n = p+q+1, we have X = A∪B for subspaces A,B ⊂ X of dimensions dimA = p,
dimB = q.
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Theorem C.2.15 (Dimension of product space: [38, Theorem III.4]). If X, Y are spaces,
at least one of which is nonempty, then dim(X × Y ) ≤ dimX + dimY .
Proof. We proceed by induction on dimX+dimY . The result is clear if either dimX =
−1 or dimY = −1. Let m := dimX, n := dimY . Assume the result holds for the cases (i)
dimX1 ≤ m, dimY1 ≤ n − 1 and (ii) dimX1 ≤ m − 1, dimY1 ≤ n. (I.e., these conditions
imply dim(X1 × Y1) ≤ dimX1 + dimY1.)
Let (x, y) ∈ X × Y . Then any open neighborhood of (x, y) contains an open set of
the form U × V ⊂ X × Y , where U ⊂ X is open in X, V ⊂ Y is open in Y , and by
the definition of dimension we can assume dim ∂U ≤ m − 1, dim ∂V ≤ n − 1. Note that
∂(U × V ) = (∂U × V ) ∪ (U × ∂V ).
By the hypotheses (i),(ii), each term on the right has dimension ≤ m + n − 1, and so
dim ∂(U × V ) ≤ m + n − 1 by Theorem C.2.8 (since the terms on the right are closed
subspaces). Hence, dim(X × Y ) ≤ m+ n. 
C.3. Separation of sets in n-dimensional spaces
Lemma C.3.1. Let X be a space, C1, C2 ⊂ X disjoint closed sets, and A ⊂ X a set of
dimension ≤ n. Then there exists a closed set C separating C1, C2, such that dim(A ∩C) ≤
n− 1.
Proof. If n = −1, the statement holds trivially. Also, the statement holds for n = 0 by
Lemma C.1.8. So, assume n ≥ 1. By Corollary C.2.12, A = D ∪ E, where dimD ≤ n − 1,
dimE ≤ 0. By the n = 0 case (i.e., Lemma C.1.8) we can separate C1, C2 by a closed set
C ⊂ X such that E ∩ C = ∅ (which implies A ∩ C ⊂ D).
Hence, dim(A ∩ C) ≤ n− 1, since dimD ≤ n− 1. 
Corollary C.3.2. Let X be a T1 space of dimension ≤ n. Then any two disjoint closed sets
C1, C2 ⊂ X can be separated by a closed set C ⊂ X of dimension ≤ n− 1.
Note that the converse of this result also holds: Indeed if any two disjoint closed sets in
X can be separated by a closed set of dimension ≤ n− 1, then for any x ∈ X and any open
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set U 3 x, the disjoint closed sets x, U c can be separated by a closed set C of dimension
≤ n−1, i.e., X−C = V ∪W , where x ∈ V, U c ⊂ W and V,W are disjoint and open in X−C
(hence also open in X). It follows that V ⊂ W c ⊂ U and ∂V ⊂ C implies dim ∂V ≤ n.
Lemma C.3.3. Let X be a space of dimension ≤ n − 1. Let Ci, C ′i ⊂ X, i = 1, ..., n, be n
pairs of closed sets such that Ci ∩C ′i = ∅ for each i = 1, ..., n. Then there exist n closed sets
B1, ..., Bn such that Bi separates Ci, C
′
i, and B1 ∩ · · · ∩Bn = ∅.
Proof. By Corollary C.3.2, we have a closed set B1 separating C1, C
′
1 such that
dimB1 ≤ (n− 1)− 1 = n− 2.
By Lemma C.3.1, we then get a closed set B2 separating C2, C
′
2 such that
dimB1 ∩B2 ≤ (n− 2)− 1 = n− 3.
By repeated application of Lemma C.3.1 as above, we get n closed sets B1, ..., Bn such that
Bi separates C1, C
′
i and dimB1 ∩ · · · ∩Bk ≤ n− k − 1 for k = 1, ..., n.
Hence, for k = n, we see that B1 ∩ · · · ∩Bn = ∅. 
C.4. Dimension of Euclidean spaces
Lemma C.4.1. Let I := [−1, 1] ⊂ R. Let Ci be the ith face of In ⊂ Rn given by Ci := {x ∈
In : xi = 1}, and C ′i the face opposite to Ci given by C ′i := {x ∈ In : xi = −1}. If Ki is a
closed set separating Ci, C
′
i, then K1 ∩ · · · ∩Kn 6= ∅.
Proof. Since Ki separates Ci, C
′
i in I
n, we have In − Ki = Ui ∪ U ′i , Ci ⊂ Ui, C ′i ⊂ U ′i ,
Ui ∩ U ′i = ∅, where Ui, U ′i are open in In −Kn, and hence open in In. Define the cont. map
v : In → In, x 7→ v(x), v(x)i :=

− dist(x,Ki), x ∈ Ui
0, x ∈ Ki
dist(x,Ki), x ∈ U ′i
 .
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Define another continuous map f : In → In by f(x) := x+ v(x), where
f(x)i =

xi − dist(x,Ki), x ∈ Ui
xi, x ∈ Ki
xi + dist(x,Ki), x ∈ U ′i
 ∈ I = [−1, 1].
Since In is homeomorphic to the closed n-ball, it follows from the Brouwer fixed point
theorem that there exists x0 ∈ In such that f(x0) = x0, i.e., v(x0) = 0. This implies
dist(x0, Ki) = 0, i.e., x
0 ∈ Ki, for each i. 
Lemma C.4.2. If In = [−1, 1]n, then dim In ≥ n.
Proof. Suppose that dim In ≤ n − 1. Then there exist n closed sets Bi ⊂ In, with Bi
separating a pair of disjoint faces Ci, C
′
i, and B1 ∩ · · · ∩ Bn = ∅ (a contradiction of Lemma
C.4.1). 
Theorem C.4.3 ([38, Theorem IV1, p.41]). The Euclidean space Rn has dimension = n.
Proof. dimRn ≤ n: From the definition of dimension, dimR = 1. Thus, it follows from
Theorem C.2.15 and induction that dimRn ≤ n. dimRn ≥ n: This follows from Lemma
C.4.2 and the fact that In ⊂ Rn. 
Corollary C.4.4. If I := [−1, 1], then dim In = n. (This follows from Lemma C.4.2 and
the fact In ⊂ Rn.)
C.5. Imbedding theorems
In this section, where necessary, assume the spaces are second countable completely normal
Hausdorff (ScCnH-) spaces.
Definition C.5.1 (Diameter (or mesh) of a cover, Order of a cover). Let X be a space and U
an open cover of X. (i) If X is a metric space, the diameter of U is diamU := sup{diamU :
U ∈ U}. (ii) The order of U (denoted OrdU) := (the largest number of elements of U with
a common point)−1, i.e., OrdU := the largest number n such that there exist n+1 elements
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of U with nonempty intersection. Equivalently, if Ordx U (the order of U at x) is the number
of elements of U containing x ∈ X, then OrdU := supx∈X Ordx U .
Lemma C.5.2. Let X be a ScCnH-space and A ⊂ X a subspace of dimension ≤ 0. If
U1, U2 ⊂ X are open sets that cover A (i.e., A ⊂ U1 ∪ U2), then there exist open sets
V1, V2 ⊂ X that cover A and also satisfy
V1 ∩ V2 = ∅, V1 ⊂ U1, V2 ⊂ U2.
Proof. The case of dimA = −1 (i.e., A = ∅) is clear. So, assume dimA = 0. By
replacing X with U1 ∪ U2, we can assume X = U1 ∪ U2. Then, C1 := X − U2, C2 := X − U1
are disjoint closed sets. Since dimA = 0, by Lemma C.1.8, there exists a closed set B such
that A∩B = ∅ and B separates C1, C2, i.e., there exist open sets V1, V2 that (are the desired
sets because they) satisfy
V1 ∩ V2 = ∅, X −B = V1 ∪ V2, C1 ⊂ V1, C2 ⊂ V2. 
Lemma C.5.3. Let X be a space and A ⊂ X a subspace of dimension ≤ 0. If U1, · · · , Ur ⊂
X are open sets that cover A (i.e., A ⊂ ⋃Ui), then there exist open sets V1, · · · , Vr ⊂ X
that cover A and also satisfy
Vi ∩ Vj = ∅ if i 6= j, and Vi ⊂ Ui for all i = 1, 2, · · · , r.
Proof. We proceed by induction on r. The result holds for r = 1 trivially and for r = 2
by Lemma C.5.2. Assume the statement holds for any r−1 open sets (induction hypothesis).
Let U ′r−1 := Ur−1 ∪ Ur. Then we have the open covering of A consisting of the open sets
U1, ..., Ur−2, U ′r−1.
By the induction hypothesis, there exist pairwise disjoint open sets V1, ..., Vr−2, V ′r−1 that
cover A, and
V1 ⊂ U1, · · · , Vr−2 ⊂ Ur−2, V ′r−1 ⊂ U ′r−1.
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Now, V ′r−1 ∩ A has dimension ≤ 0 and is covered by Ur−1 and Ur, and so by Lemma C.5.2,
there exist pairwise disjoint open sets Vr−1, Vr that cover V ′r−1∩A, and Vr−1 ⊂ Ur−1, Vr ⊂ Ur.
Hence, the desired collection of sets is V1, · · · , Vr. 
Theorem C.5.4 ([38, Theorem V1, p.54]). Let X be a space of dimension ≤ n. Then every
finite open covering U of X has an open refinement V of order ≤ n.
Proof. By the decomposition theorem (Theorem C.2.13), A = A1 ∪ · · · ∪ An+1, where
dimAi ≤ 0. Let Ai be covered by r(i) members U i = {U i1, · · · , U ir(i)} of U . Then it follows
from Lemma C.5.3 that there exists (for each i) a finite open cover V i of Ai, with
V i = {V i1 , ...., V ir(i)}, i = 1, ...., n+ 1, V ij ⊂ U ij ,
where the elements of each V i are pairwise disjoint, i.e., V ij ∩ V ik = ∅ if j 6= k. Let V be
the cover of X consisting of all these sets, i.e., V := V1 ∪ V2 ∪ · · · ∪ Vn+1 = {V ij : j =
1, ..., r(i), i = 1, ..., n+ 1}.
Now, any elements B1, ..., Bt ∈ V with a common intersection point must come from
different V i’s, and so t ≤ n+ 1. That is, V has order ≤ n. 
Corollary C.5.5. Let X be a compact metric space of dimension ≤ n. Then for any ε > 0,
there exists an open cover of X of diameter (or mesh) < ε and order ≤ n.
Proof. Since X is compact, a finite number of balls B = {B1, ..., Br} of radius ε/2 covers
X, and it follows from Theorem C.5.4 that B has an open refinement of order ≤ n. 
Definition C.5.6 (ε-map, Set of ε-maps). Let X be a compact metric space, Y a metric
space, and ε > 0. Then a continuous map g : X → Y is an ε-map of X to Y if the primage
g−1(y) of each point y ∈ g(X) ⊂ Y has diameter < ε. We will denote the set of all ε-maps
from X to Y by Gε(X, Y ).
Lemma C.5.7. Let X be a compact metric space and Y a metric space. Then a continuous
map g : X → Y is a 1/i-map for each positive integer i ⇐⇒ g is an imbedding (i.e., a
homeomorphism onto its image).
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Proof. Assume g is a 1/i-map for each i. To show g : X → g(X) is a homeomorphism,
it is enough to show g is injective since a bijective continuous map from a compact space to
a Hausdorff space is a homeomorphism. Let x ∈ X. Then diam g−1(g(x)) < 1/i for all i,
and so diam g−1
(
g(x)
)
= 0, i.e., g is injective.
Conversely, if X
g→ g(X) is a homeomorphism, it is clear that g is a 1/i map for each i. 
Lemma C.5.8. Let X be a compact metric space, Y a metric space, and ε > 0. Then the
set Gε(X, Y ) is open in C(X, Y ).
Proof. Let g ∈ Gε(X, Y ). We need to find η > 0 such that for all f ∈ C(X, Y ),
du(f, g) < η implies f ∈ Gε. Let δ := inf
{
d
(
g(x), g(x′)
)
: d(x, x′) ≥ ε}. Since X (hence X×
X) is compact and (x, x′) 7→ d(g(x), g(x′)) is continuous, it follows that δ = d(g(x), g(x′)) for
some x, x′ such that d(x, x′) ≥ ε. This implies δ > 0, otherwise, if δ = 0 or g(x) = g(x′), then
{x, x′} ⊂ g−1(g(x)) = g−1(g(x′)) implies d(x, x′) < ε since g is an ε-map (which contradicts
d(x, x′) ≥ ε).
Let f ∈ C(X, Y ) satisfy du(f, g) < δ/2. Let x, x′ ∈ X be such that f(x) = f(x′), i.e.,
x, x′ ∈ f−1(y) for some y ∈ f(X). Then d(x, x′) < ε (so that f is an ε-map): This is because
d(x, x′) ≥ ε implies d(g(x), g(x′)) ≥ ε (by the definition of δ), meanwhile
d
(
g(x), g(x′)
) ≤ d(g(x), f(x))+ d(f(x), f(x′))+ d(f(x′), g(x′)) ≤ du(f, g) + 0 + du(f, g) < δ.

Proposition C.5.9. Let X be a compact metric space of dimension ≤ n. For any ε > 0,
the set Gε(X, I
2n+1) is dense in C(X, I2n+1).
Proof. Let f ∈ C(X, I2n+1) and η > 0. We need to find g ∈ Gε(X, I2n+1) such
that du(f, g) < η. Since f is uniformly continuous (as a continuous map from a compact
metric space to a metric space), there exists 0 < δ < ε such that d(x, x′) < δ implies
d
(
f(x), f(x′)
)
< η/2.
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By Corollary C.5.5, X has an open cover U = {U1, ..., Ur} of diameter maxi diamUi < δ
and OrdU ≤ n. It follows that
diamUi < δ ⇒ diam f(Ui) < η/2, for each i = 1, ..., r.
Select points pi ∈ I2n+1 that are (i) in general position (i.e., {p1 − pi : i = 2, ..., r} are
linearly independent) in R2n+1 and (ii) satisfy
dist(pi, f(Ui)) < η/2, i = 1, ..., r.
For each i = 1, · · · , r define wi : X → R by wi(x) := dist(x,X − Ui). It is clear that
wi(x) = 0 for x 6∈ Ui and wi(x) > 0 for x ∈ Ui. Since the Ui’s cover X, it follows for
each x ∈ X, at least one wi(x) > 0. Define g : X → I2n+1 by g(x) :=
∑
iwi(x)pi/
∑
iwi(x),
which is continuous as a ratio of continuous functions since each wi is continuous and h(x) :=∑
iwi(x)pi satisfies ‖h(x) − h(x′)‖ ≤
∑
i |wi(x) − wi(x′)|. We will now show du(f, g) < η
and g ∈ Gε(X, I2n+1).
To show du(f, g) < η, fix x ∈ X. Renumber the Ui so that {U1, ..., Us} is the set of
all U ∈ U that contain x. Then wi(x) = dist(x,X − Ui) > 0 for i ≤ s, and wi(x) =
dist(x,X − Ui) = 0 for i > s. Thus, g(x) =
∑s
i=1wi(x)pi/
∑s
i=1 wi(x), i.e., only p1, ..., ps
terms contribute to g(x). So, for each i ≤ s,
d(pi, f(x)) ≤ inf
x′∈Ui
[
d(pi, f(x
′)) + d(f(x′), f(x))
] ≤ dist(pi, f(Ui)) + diam f(Ui) < η/2 + η/2 = η.
It follows from the triangle inequality that d(f(x), g(x)) < η, and so du(f, g) < η.
To show g ∈ Gε(X, I2n+1), fix x ∈ X. Let Ui1 , ..., Uis be all U ∈ U that contain x. Since
OrdU ≤ n, we have s ≤ n+ 1. Consider the (s− 1)-dimensional “linear” subspace of I2n+1
given by
L(x) := I2n+1 ∩ SpanR Conv{pi1 , ..., pis} = I2n+1 ∩ SpanR {
∑s
k=1 αkpik : αk ≥ 0,
∑
αk = 1}
= I2n+1 ∩ SpanR {pi1 +
∑s
k=2 αk(pik − pi1) : αk ≥ 0,
∑s
k=2 αk ≤ 1} . (note g(x) ∈ L(x))
Let x′ ∈ X be another point. Then with Ui′1 , ..., Ui′s′ being all U ∈ U containing x′, we have
L(x′) := I2n+1 ∩ SpanR Conv{pi′1 , ..., pi′s′} = I
2n+1 ∩ SpanR
{∑s′
k=1 βkpi′k : βk ≥ 0,
∑
βk = 1
}
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= I2n+1 ∩ SpanR
{
pi′1 +
∑s′
k=2 βk(pi′k − pi′1) : βk ≥ 0,
∑s
k=2 βk ≤ 1
}
,
where OrdU ≤ n again implies s′ ≤ n + 1. • Now, if L(x) ∩ L(x′) 6= ∅, then some
pi ∈ L(x) ∩ L(x′), [hence x, x′ ∈ Ui]. Indeed if 0 6= y ∈ L(x) ∩ L(x′), then y =
∑
αkpik =∑
βk′pi′
k′
is a nontrivial relation among the p’s involved (“eliminating” at least one p), and
so L(x, x′) := I2n+1 ∩ SpanR Conv{pi1 , ..., pis} ∪ {pi′1 , ..., pi′s′} has dimension (compared to it
dimension without intersection ≤ s+ s′ − 1)
dimL(x, x′) ≤ (s+ s′ − 1)− 1 = s+ s′ − 2 [ ≤ (n+ 1) + (n+ 1)− 2 = 2n ].
But since all of the p’s are in general position, if none of the pik is equal to some pi′k′ , then
dimL(x, x′) = s+ s′ − 1 > s+ s′ − 2 (a contradiction).
Finally, for any x, x′ ∈ X, if g(x) = g(x′), i.e., x, x′ ∈ g−1(t) for some t ∈ g(X), then
L(x) ∩ L(x′) 6= ∅, since it contains g(x) = g(x′). Thus x, x′ ∈ Ui for some i, and so
d(x, x′) ≤ diamUi < δ < ε. 
Theorem C.5.10 ([38, Theorem V2, p.56]). Let X be a compact metric space of dimension
≤ n. Then X imbeds into I2n+1 (i.e., X is homeomorphic to a subspace of I2n+1).
Proof. As before, let G1/i(X, I
2n+1) be all 1/i-maps from X to I2n+1. By Lemma C.5.7
the set
H :=
⋂∞
i=1G1/i(X, I
2n+1) ⊂ C(X, I2n+1)
consists of imbeddings of X into I2n+1. Also, by Lemma C.5.8 each G1/i(X, I
2n+1) is open
(and thus a Gδ set), and by Proposition C.5.9 each G1/i(X, I
2n+1) is dense in the complete
metric space C(X, I2n+1). It thus follows from Baire’s category theorem that H is also dense
in C(X, I2n+1). 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
We will now discuss the general case of the above theorem with compactness removed.
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Definition C.5.11 (Cover-map, Set of cover-maps). Let X be a space and U = {Uα}α∈A
an open cover of X. A map of spaces f : X → Y is a U-map if every point y ∈ Y has a
neighborhood V 3 y whose preimage f−1(V ) ⊂ Uα ∈ U for some α. We will denote the set
of continuous U-maps from X to Y by GU(X, Y ) := {U-maps g ∈ C(X, Y )}.
Definition C.5.12 (Cover-neighborhood of a point). Let X be a space and U an open cover
of X. The U-neighborhood (or U-star) SU(x) of a point x ∈ X is the union of all elements
of U containing x, i.e., SU(x) :=
⋃{U ∈ U : x ∈ U}.
Definition C.5.13 (Basic sequence of covers). Let X be a space. A countable collection of
open covers U1, U2, · · · of X is a basic sequence if every neighborhood U of any point x ∈ X
contains at least one of the cover-neighborhoods (or stars) SU1(x), SU2(x), · · · .
Lemma C.5.14. Every regular space X with a countable base U1, U2, · · · has a basic sequence
of covers.
Proof. Since X is regular, for any Um 6= ∅, with any point x ∈ Um, we have an open
set V 3 x such that V ⊂ Um, and hence a Un 3 x such that Un ⊂ Um. For n,m ≥ 1,
consider all pairs of nonempty base elements Un, Um satisfying Un ⊂ Um. Then we have the
countable collection of open covers Un,m := {X −Un, Um}. Fix x ∈ X. Then it is clear that
x ∈ Un ⊂ Un ⊂ Um ⊂ U for some n,m. Since x ∈ Un, we have SUm,n(x) = Um ⊂ U . Hence
{Un,m} is a basic sequence of covers. 
Lemma C.5.15. Let X be a regular Hausdorff space and U1, U2, · · · a basic sequence of
open covers of X. If a continuous map of spaces g : X → Y is a Ui-map for all i, then g is
an imbedding (i.e., a homeomorphism onto its image).
Proof. Let x ∈ X and U 3 x an open set. Then some SUi(x) ⊂ U (since {Ui} is a basic
sequence of covers). Moreover, for some open set V 3 g(x), we have g−1(V ) ⊂ Ui for some
Ui ∈ Ui. Since x ∈ g−1(V ) ⊂ Ui implies x ∈ Ui, it follows that g−1(V ) ⊂ Ui ⊂ SUi(x) ⊂ U .
That is, for any nbd U 3 x, there exists a nbd V 3 g(x) such that g−1(V ) ⊂ U .
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It follows that g is injective: Indeed if x 6= x′, let N(x), N(x′) be disjoint neighborhoods.
If g(x) = g(x′), then there is an open set V 3 g(x) = g(x′) such that g−1(V ) ⊂ N(x)∩N(x′),
which is a contradiction.
Also it is clear that g is an open map, which means g−1 is continuous. 
Lemma C.5.16 (Lebesgue number lemma). Let (X, d) be a compact metric space and U =
{Uα} an open cover of X. Then there exists a number δ = δU > 0 such that for all A ⊂ X,
diam A < δ ⇒ A ⊂ Uα for some α.
Proof. Since {Uα} is a cover of X, for every x ∈ X some Uαx 3 x, and since Uαx is
open, some B(x, εx) ⊂ Uαx , where εx > 0. The sets {B(x, εx/2)}x∈X form an open cover of
X, and so by compactness,
X = B(x1, εx1/2) ∪ · · · ∪B(xn, εxn/2) for some x1, ..., xn ∈ X.
Let δ := min{εx1/2, ..., εxn/2}. If A ⊂ X such that dimA < δ, pick any a ∈ A and let
a ∈ B(xia , εxia/2). Then
A ⊂ B (xia , δ + εxia/2) ⊂ B (xia , εxia/2 + εxia/2) = B (xia , εxia) ⊂ Uαxia . 
Lemma C.5.17. Let X be a metric space and Y a compact metric space. For any cover U
of X, the set GU(X, Y ) is open in C(X, Y ).
Proof. Let g ∈ GU(X, Y ). That is, g is continuous and every y ∈ Y has a neighborhood
Vy 3 y such that g−1(Vy) ⊂ U for some U ∈ U . Since Y is compact, let Y ⊂
⋃k
i=1 Vyi . By
Lemma C.5.16, let δ > 0 be a number such that every set A ⊂ Y of diameter diam < δ is
contained in some Vyi , and hence g
−1(A) ⊂ g−1(Vyi) ⊂ U for some U ∈ U .
Let f ∈ C(X, Y ) be any continuous map such that du(f, g) < δ/3, i.e., f ∈ Bδ/3(g) ⊂
C(X, Y ). For y ∈ Y , let A := g−1(Bδ/3(y)). Then g(A) ⊂ Bδ/3(y) implies diam(A) < δ, and
so A ⊂ U for some U ∈ U , which implies f ∈ GU(X, Y ) (i.e., f is a continuous U -map) since
f−1
(
Bδ/3(y)
)
= {x : d(f(x), y) < δ/3} ⊂ {x : d(g(x), y) ≤ d(g(x), f(x)) + d(f(x), y) < δ}
= g−1
(
Bδ(y)
)
. 
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Proposition C.5.18. Let X be a first countable regular Hausdorff space such that diamX ≤
n. For any open cover W of X, the set GW(X, I2n+1) is dense in C(X, I2n+1).
Proof. Fix f ∈ C(X, I2n+1) and η > 0. We need to fine g ∈ GW(X, I2n+1) such that
du(f, g) < η. By its compactness, I
2n+1 has a finite open cover V = {V1, · · · , Vr} of diameter
< ε/2. By Theorem C.5.4, the open covers W and {f−1(V1), · · · , f−1(Vr)} of X have a
common open refinement U = {U1, · · · , Ur} of order ≤ n, and since Ui ⊂ f−1(Vj) for some
j, we have f(Ui) ⊂ Vj, and so
diam f(Ui) ≤ diamVj < η/2, i = 1, ..., r.
Select points pi ∈ I2n+1 that are (i) in general position (i.e., {p1 − pi : i = 2, ..., r} are
linearly independent) in R2n+1 and (ii) satisfy
dist(pi, f(Ui)) < η/2, i = 1, ..., r.
For each i = 1, · · · , r define wi : X → R by wi(x) := dist(x,X − Ui). It is clear that
wi(x) = 0 for x 6∈ Ui and wi(x) > 0 for x ∈ Ui. Since the Ui’s cover X, it follows for
each x ∈ X, at least one wi(x) > 0. Define g : X → I2n+1 by g(x) :=
∑
iwi(x)pi/
∑
iwi(x),
which is continuous as a ratio of continuous functions since each wi is continuous and h(x) :=∑
iwi(x)pi satisfies ‖h(x) − h(x′)‖ ≤
∑
i |wi(x) − wi(x′)|. We will now show du(f, g) < η
and g ∈ GU(X, I2n+1) ⊂ GW(X, I2n+1).
(The proof that du(f, g) < η proceeds exactly as in the proof of Proposition C.5.9.)
To show du(f, g) < η, fix x ∈ X. Renumber the Ui so that {U1, ..., Us} is the set of
all U ∈ U that contain x. Then wi(x) = dist(x,X − Ui) > 0 for i ≤ s, and wi(x) =
dist(x,X − Ui) = 0 for i > s. Thus, g(x) =
∑s
i=1wi(x)pi/
∑s
i=1wi(x), i.e., only p1, ..., ps
terms contribute to g(x). So, for each i ≤ s,
d(pi, f(x)) ≤ inf
x′∈Ui
[
d(pi, f(x
′)) + d(f(x′), f(x))
] ≤ dist(pi, f(Ui)) + diam f(Ui) < η/2 + η/2 = η.
It follows from the triangle inequality that d(f(x), g(x)) < η, and so du(f, g) < η.
(The proof that du(f, g) < η proceeds as in the proof of Proposition C.5.9, except for the
last paragraph.)
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To show g ∈ GU(X, I2n+1), fix x ∈ X. Let Ui1 , ..., Uis be all U ∈ U that contain x. Since
OrdU ≤ n, we have s ≤ n+ 1. Consider the (s− 1)-dimensional “linear” subspace of I2n+1
given by
L(x) := I2n+1 ∩ SpanR Conv{pi1 , ..., pis} = I2n+1 ∩ SpanR {
∑s
k=1 αkpik : αk ≥ 0,
∑
αk = 1}
= I2n+1 ∩ SpanR {pi1 +
∑s
k=2 αk(pik − pi1) : αk ≥ 0,
∑s
k=2 αk ≤ 1} . (note g(x) ∈ L(x))
Let x′ ∈ X be another point. Then with Ui′1 , ..., Ui′s′ being all U ∈ U containing x′, we have
L(x′) := I2n+1 ∩ SpanR Conv{pi′1 , ..., pi′s′} = I
2n+1 ∩ SpanR
{∑s′
k=1 βkpi′k : βk ≥ 0,
∑
βk = 1
}
= I2n+1 ∩ SpanR
{
pi′1 +
∑s′
k=2 βk(pi′k − pi′1) : βk ≥ 0,
∑s
k=2 βk ≤ 1
}
,
where OrdU ≤ n again implies s′ ≤ n + 1. • Now, if L(x) ∩ L(x′) 6= ∅, then some
pi ∈ L(x) ∩ L(x′), [hence x, x′ ∈ Ui]. Indeed if 0 6= y ∈ L(x) ∩ L(x′), then y =
∑
αkpik =∑
βk′pi′
k′
is a nontrivial relation among the p’s involved (“eliminating” at least one p), and
so L(x, x′) := I2n+1 ∩ SpanR Conv{pi1 , ..., pis} ∪ {pi′1 , ..., pi′s′} has dimension (compared to it
dimension without intersection ≤ s+ s′ − 1)
dimL(x, x′) ≤ (s+ s′ − 1)− 1 = s+ s′ − 2 [ ≤ (n+ 1) + (n+ 1)− 2 = 2n ].
But since all of the p’s are in general position, if none of the pik is equal to some pi′k′ , then
dimL(x, x′) = s+ s′ − 1 > s+ s′ − 2 (a contradiction).
Since there are only a finite number number of the linear subspaces L(x), as the p’s
are finite, there exists a number (which we can choose to be) η > 0 such that any two of
the subspaces L(x), L(x′) either meet or else have distance dist
(
L(x), L(x′)
) ≥ η from each
other. If d
(
g(x), g(x′)
)
< η, then it is clear that dist
(
L(x), L(x′)
) ≤ d(g(x), g(x′)) < η since
g(x) ∈ L(x), g(x′) ∈ L(x′), and so L(x), L(x′) meet. This implies x, x′ ∈ Ui for some i, which
shows g is a U -map. 
Theorem C.5.19 ([38, Theorem V3]). Let X be a metric space. If dimX ≤ n, then X is
homeomorphic to a subspace of I2n+1. (The converse is trivially true as well). Moreover, the
set of homeomorphisms X → I2n+1 is dense in C(X, I2n+1).
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Proof. Let U1,U2, · · · be a basic-sequence of covers ofX, and letH :=
⋂∞
i=1 GUi(X, I
2n+1).
Each element of H is an imbedding of X into I2n+1 by Lemma C.5.15. Each GUi(X, I
2n+1)
is open (hence a Gδ set) in C(X, I
2n+1) by Lemma C.5.17. By Proposition C.5.18 therefore,
each GUi(X, I
2n+1) is a dense Gδ set in C(X, I
2n+1), and so by Baire’s category theorem, H
is dense in C(X, I2n+1). 
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