Abstract: Many translation scholars have proposed the use of corpora to allow professional translators to produce high quality texts which read like originals. Yet, the diffusion of this methodology has been modest, one reason being the fact that software for corpora analyses have been developed with the linguist in mind, which means that they are generally complex and cumbersome, offering many advanced features, but lacking the level of usability and the specific features that meet translators' needs. To overcome this shortcoming, we have developed TranslatorBank, a free corpus creation and analysis tool designed for translation tasks. TranslatorBank supports the creation of specialized monolingual corpora from the web; it includes a concordancer with a query system similar to a search engine; it uses basic statistical measures to indicate the reliability of results; it accesses the original documents directly for more contextual information; it includes a statistical and linguistic terminology extraction utility to extract the relevant terminology of the domain and the typical collocations of a given term. Designed to be easy and intuitive to use, the tool may help translation students as well as professionals to increase their translation quality by adhering to the specific linguistic variety of the target text corpus. Keywords: Corpus tools. Translation. Professionalization. Monolingual corpus. 
Introduction
During the last twenty years or so, corpora and corpus analysis software have been proposed in literature as an effective tool and methodology for providing a data-rich learning environment in translation training (cf. Aston, 2009; Bowker, 1998; Fantinuoli, 2013; Kübler 2011) , and for improving translation quality in the profession (cf. Zanettin, 2012 ). Yet, with the exception of translation memories -a very specialized kind of parallel corpus Since the problem seems to be of a cost-benefit nature, as corpus creation and analysis requires time and some computational skills many translators do not have or are not willing to acquire, it is our hypothesis that one of the reasons why corpora fail to establish among translators has to do with the tools that have been made available in the past. Although several corpus querying tools now exist, none has been specifically designed to meet translator's needs. Some , to name but a few, were aimed at linguistic researchers, computational linguists, lexicographers, and so forth. Having to satisfy the needs of these target groups, some of the tools include a forbidding range of complex options which can easily confuse the user (Gavioli and Aston, 2001 ); they do not lend themselves to easy use in contexts which are different to those for which they have been developed (Anthony, 2013) ; and, even when they are easy to use, they do not implement the functions which could be regarded as relevant in a translation setting, for example the possibility to create on-the-fly corpora or to easily mine information to help solving translation problems.
Whereas the use of concordancers in translation practice and training has received closed attention during the last years, software applications for corpus analysis have never been thoroughly investigated in terms of their suitability for translation tasks and not much is known of how a corpus tool for translators should look. Yet, there is a general consensus about the fact that corpus construction and use has to be made substantially easier and faster. Bernardini (2006, 21) , for example, suggests that, for corpora to be successful with translation professionals, "corpus construction and corpus searching tools should be made more userfriendly". Similarly, Zanettin (2002a, 10) suggests that for corpora and concordancing software to find a larger place in the translator workstation "corpus builders and software producers should take into account the specific needs of this group of users". In this paper I would like to argue that the demands of a corpus program for translation tasks are quite different from the needs in the academic community and, therefore, need to be specifically addressed in the software design. A translators' corpus tool should be easy-to-use, facilitating both the creation and consultation of corpus data, and resemble the tools to which translators are accustomed for their documentation activities. As corpus software has to be adapted to this new context in order to be successfully integrated in the translation workflow, I shall finally propose a free tool specifically designed for this target user, called TranslatorBank 7 .
Corpora and translation
In the field of translation, the use of corpora has had a growing impact during the last decades as it allows translators and researchers to move from the observation of small text samples to the investigation of larger collections of texts. Corpora have been used for descriptive and practical purposes: on the one hand, scholars have analyzed corpora of translations and interpretations, comparing them to corpora of original texts in order to establish the characteristics peculiar to translations (cf. Baker, 1996; Gellerstam, 1996; Hansen, 2003; Hansen-Schirra et al., 2012; Mauranen and Kujamäki, 2004) and interpretations (cf. Bendazzoli and Sandrelli, 2009; Pöchhacker, 2009; Shlesinger, 1998) . On the other hand, they have been used in translator education and training (cf. Bowker, 1998; Zanettin et al., 2003) and have been proposed as aids in a professional environment, both in translation (cf. Bernardini and Castagnoli, 2008; Zanettin, 2002a) and in interpreting (cf. Fantinuoli, 2012; Gorjanc, 2006) settings.
In translation practice and education, both general and specialized corpora have been suggested to be effective tools in enhancing the quality of translations (cf. Gavioli and Zanettin, 1997; Varantola, 2003) . To put it simply, the advantage of using corpora is that corpora consist of a more comprehensive and diverse variety of source language items and possible translation solutions than a dictionary (cf. Hansen-Schirra and Teich, 2002; Zanettin et al., 2003) ; they allow autonomous learning (cf. Fantinuoli, 2013) ; they foster awareness-raising about language and translation and they obviously have a crucial documentation role (cf. Bernardini and Castagnoli, 2008) . By browsing in a target language corpus, translators are able, for example, to reduce the amount of unwanted "shining through" (Teich, 2003) , investigate terminology, explore phraseology and acquire working knowledge. Providing the translator with a set of "units of meaning" (Tognini-Bonelli, 2001 ), corpus analysis can support translators in emulating 'good' writing in the relevant text type and variety. This is particularly important in light of the fact that translators are often laypersons in the subjects they are translating and, even if they are specialized in one or more subjects, they do not generally share the same amount of domain-specific knowledge as the experts of that field. This is the reason why they need to acquire both factual information about a specific topic as well as its linguistic realizations in order to reduce the gap between them and the authorship/readership, and to 'clone' the customers' language, i.e. reproduce their wordings, phrases, styles, etc. (cf. Fantinuoli, 2013) . Corpus analysis has been proposed as a fruitful methodology to cope with all these issues in a translation setting.
Translators' needs and corpus tools
Documentation activities are of vital importance to translators. Especially within the context of specialized translation, the access to the right information at the right time is considered to be a key asset for the delivery of high-quality translations. Traditionally, translators rely on three types of documentation resources: dictionaries, including lexicographical and terminological databases, reference texts, and web queries using commercial search engines. These resources are generally used opportunistically in order to acquire or enhance -while translating -linguistic, cultural and domain competence: they are used to look up terms and expressions, confirming or rejecting translation hypothesis, or tentatively find solutions to lexical problems, for example by cross-reading domainrelated reference texts collected on the web. In particular, the fact that reference texts, mainly in the target language, are generally retrieved from the web, has transformed the Internet and search engines into the most widespread and informal documentation environment for translators.
The way search engines and reference texts are used for documentation and problem-solving activities closely resembles the uses of corpora discussed in literature, for example for explorative learning and translation enhancement. Surveys conducted among professional translators point out that monolingual corpora, as is the case with search engines, are mainly used to find equivalents at a terminological and phraseological level and to confirm or reject translation hypothesis (Picton et al., 2015) . In particular, GallegoHernández (2015, 7) found out that "term extraction stands out as the main purpose for which translators make use of corpora (86%), followed by collocations and phraseology (64%)". Other possible uses of corpora, such as to explore and understand the source text or the subject, are indeed less widespread.
As introduced in Section 1, traditional corpus tools offer several advanced functions, such as statistical measures, clustering, plotting and so forth. Yet, these functions are researcher-centric and not among the tools translators generally need when dealing with corpora. Other functions, such as keyword extraction, for example, which is considered a useful task by translators, generally require language-dependent resources, the acquisition or creation of which is not straightforward. Other functions again, such as extraction of complex terms or corpus building, are not available at all. Corpus creation functionalities, in particular, are of extreme importance for our target group. Since corpora are especially used in the context of specialized translation (Beeby et al., 2009 ) and since there is no ready-to-use corpus for any specialized subject and language, translators need to create their own corpus prior to a translation assignment or project. The compilation of these types of corpora, which are referred to as ad-hoc (Aston, 1999) , disposable (Varantola, 2003) or DIY (Zanettin, 2002a ) corpora, is not straightforward. The process of collecting and creating a corpus is generally time-consuming if done manually, for example by downloading texts from the web, or requires the use of extra software for automatic compilation. Indeed, the time needed to compile a corpus is considered as one of the main arguments against the use of such corpora, especially in the light of the fact that DIY corpora are often used only in the context of a single translation (Castagnoli, 2006) .
Various tools have been developed in the past years to speed up the process of corpus creation, for example the well-known BootCat (Baroni and Bernardini, 2004) , a suite of Perl script for bootstrapping specialized language corpora from the web 8 . Only two concordancers integrate some sort of corpus creation functionality in their software: WordSmith offers WebGetter, which is basically a simplified version of BootCat, while TextStat offers Web2corpus, a simple web spider. Yet, at the time of writing, the only tool still maintained and working is BootCat. The main drawback of this tool is that it collects texts only from Websites (HTML) and does not support PDF, which can be considered the most important format in which reliable specialized texts are disseminated 9 . Furthermore, it is available as a standalone program, which means it requires users to install and learn a new program as well as integrate it in the translation workflow.
Since traditional corpus tools have been loaded with too many options, making the graphical user interface rather cumbersome and complex too use, the learning curve of available concordancers may be regarded by many translators as too steep to embark in the use of corpora. If we consider that the steepness of this learning curve is not only related to software use, but has also to do with grasping the basics of corpus exploration (Frankenberg-Garcia, 2012 ) and the high level of analytical skill and attention to detail needed (Braun, 2007) , a first contribution towards facilitating corpus consultation, and consequently the acceptance of this methodology, could be to provide translators with a tool which is easy to use and makes the info mining tasks more straightforward.
It is our assumption that a corpus program specifically designed for translators should comprise at least the following features:
• Quick creation of disposable, domain-related corpora • Easy-to-use, versatile query language which resembles the way search engines work • Basic statistics to interpret the reliability of the results • Seamless integration of part-of-speech (POS) analysis • Hypertextuality (direct access to original documents) for documentation • Terminology extraction to obtain the most important terms of the subject • Computing of co-occurrences (collocates) of selected terms
The program should be easy-to-use, the graphical user interface clear and well-structured and all features should work without requiring any computational skill, both for its installation and usage 10 . The software should work with as many languages as possible and should easily accommodate other languages as soon as the needed resources are made available.
The next sections explain in detail the implemented architecture of the tool.
TranslatorBank architecture
Basically, the architecture of TranslatorBank is comprised of three main parts:
• A concordance with a "search engine-like" query system • A tool to automatically create specialized monolingual corpora from the web • A tool to automatically extract specialized terminology and collocates from the corpus
The three parts are designed to be seamlessly linked to each other and to be used off-the-shelf.
Concordancer
In corpus linguistics, the concordancer is considered to be the central tool to access and analyze corpus data. Listing all occurrences of the query item together with some surrounding context in the form of words to the left and right, it allows to show how words or phrases are used in the immediate contexts in which they appear. As introduced above, the main idea in developing a translator-oriented concordancer is to design a user-friendly and intuitive interface, giving priority to clarity and simplicity over a large number of options. As shown in Fig. 1 , the entire area of the concordancer is occupied by the input field and the query results. Advanced options are displayed at the top of the window only if the user wishes it. At the top of the results area, basic statistical information about the query are shown. the user is looking for the exact word or phrase. Example: "corpus linguistics".
• Dash (-): when a dash is used in front of a word, the search excludes sentences containing that word. This feature can be used to filter out unwanted sentences. Example: "corpus -based studies".
• Asterisk (*): an asterisk can be used in a query performed within quotes. It works as a placeholder for an unknown word. Example: "a * car".
Since translators are supposed to use the concordancer opportunistically, i.e. with very specific and practical questions in mind, and since they will do this under strict time constraints and without the possibility of performing extensive analyses, the tool offers a mechanism that suggests the level of reliability of the results. When using a search engine to confirm translation hypothesis, it is common, for example, to do it on the basis of sheer frequency values. If a term or a phrase has a certain minimum frequency, the hypothesis is confirmed. Similar behavior can be observed in translators using a corpus analysis tool. Yet, absolute frequencies do not take into consideration distributional tendencies inside the corpus, for example, the idiosyncratic use of a particular term by one author or company. If a lexical item is found only in one document of the corpus, but with high frequency, the user, seeing a high number of results, could be tempted to consider it as a typical item of the domain. To avoid this risk, the query results are accompanied by some basic statistics, comprising:
• Absolute frequency of the query item • Number of files in which the query item recurs • Ratio between number of files in which the item recurs/total number of files in the corpus • Distribution of the item among the sources The ratio, for example, could be a useful indicator to discriminate between two possible lexical alternatives (quasi-synonyms): the higher the ratio, the more common the unit should be in the domain of interest.
With all these functions implemented, the concordancer becomes a sort of indexer and archive for reference texts, looking and behaving in the way of common search engines. Yet, contrary to search engines or archiving tools, it keeps the peculiar query and visualization features which are so important for corpus analysis. Furthermore, it integrates a series of advanced features potentially useful for translators, as the next sections will show.
Monolingual corpus creation
The corpus creation utility is designed to build on-the-fly specialized corpora using the web as a text repository (Baroni et al., 2006) . To reduce the amount of time needed to collect and create the corpus, the software design focuses on ease of use and process automation.
The following features are available:
• Automatic search for URL of domain related documents (PDF and webpages) • Download, conversion and cleaning of PDF and HTML in plain text and XML files • Annotation of each text with basic information, such as URL, document name, etc.
• Creation of a SQLite database for quick search even with large corpora • Part-of-speech tagging for morphological insensitive queries and language depended features such as terminology extraction
The implemented corpus creation procedure, which is almost unsupervised, shows some similarities with that proposed by the work of Baroni and Bernardini (2004) . It uses an API of the search engine Bing 13 to collect URLs of pages dealing with the subject of interest, downloads and prepares them for corpus query. The workflow is straightforward: the corpus building procedure starts with a small set of terms that are expected to be representative of the domain. These terms are used as a Bing query string and the top pages (PDF or HTML) returned for each query are downloaded and formatted as text. The result of this procedure is a monolingual collection of XML-annotated texts. During the last years, several experiments have successfully used this procedure to create corpora from the web for translation or interpreting tasks, see for example Fantinuoli (2006) and Bernardini & Castagnoli (2008) . To prevent the software from collecting unrelated texts, the initial terms must be unambiguous, highly specialized and possibly used only within the domain of interest. The number of terms which are needed to create a corpus depends on the quantity of queries the user wants to start. To build a medium size corpus of approx. 100,000 tokens, between 4 and 6 specialized terms are needed.
The user can influence the corpus building procedure by setting a small range of parameters such as: Count, i.e. the number of URLs to be collected for each query (influencing the size of the corpus); Language, the language of the documents to be retrieved; Format, the format of the documents (PDF/ HTML); and Domain, a value which allows to restrict the search to a specific domain or Internet address (for example to create a company related corpus).
Once the URLs have been collected, users can assess the quality and the relatedness of the collected URLs and discard what is considered un suitable for the corpus. The remaining list of URLs is downloaded and each PDF file or HTML is converted into plain text, cleaned and saved in unique files. Whenever available, metainformation, like original URL, source, date and so forth, are saved in the XML structure.
In order to reduce the data noise, texts retrieved from both PDF and HTML documents need to undergo various cleaning steps. This operation is generally considered trivial, but it is very important for the usability of the corpus (see Maher et al., 2008) . In order to clean up the retrieved corpus, we apply a series of heuristics to the texts extracted from both HTML and PDF files, for example, we keep in the final corpus only HTML texts between 5 KB and 150 KB in size (Fletcher, 2004) , we strip off the HTML tags and remove codes (for example Java-scripts) and remove boilerplates, as they will invalidate statistics collected from the corpus, impair attempts to analyze the text by looking at KWIC concordances (Ferraresi et al., 2010) and produced biased terminology lists.
The texts are saved in plain text format for use in other tools, and in XML with a simple annotation schema containing URL, title, time stamp and other information automatically retrieved from the converted text, for the database creation. Additional annotations can also be set manually by the user when starting the retrieving procedure. The collected texts are imported in a SQLite database, which is automatically loaded in the concordancer to be looked up.
Terminology extraction
The purpose of this function is to extract a list of monolingual specialized terms and phrases from the collected corpus that can be used by translators to 'clone' a particular language, to see how particular companies, perhaps competitors, write, etc. Monolingual terminology extraction systems are traditionally based on two basic approaches: on one hand, the linguistically-based or rule-based approach (Ananiadou, 1994; Dagan and Church, 1994) , and on the other the statistical corpus-based approach (Khurshid et al., 2000) . The implemented method, which is hybrid as it combines linguistics knowledge and statistical measures, is similar to the monolingual term extraction approach described in an interpreteroriented experiment by Fantinuoli (2006) . To improve the usability of the software, the focus is on obtaining a high level of precision rather than recall 14 . The terminology extraction process consists of two separate steps: extraction of single-word terms and of multi-word terms. The tool is designed to work for a vast number of languages, provided the following resources are available for the respective language:
• morphosyntactic rules for multi-word terms • parameter file for the TreeTagger 15
• word frequency list from a general reference corpus The first step of the terminology extraction procedure is to compare the relative frequencies of terminology units in a specialized and a general reference corpus, which provides a text norm or standard, to find single-word terms typical of the former. The basic idea is that a general corpus covers many domains and can therefore be used as a reference, whereas a specialized corpus emphasizes a given domain. Assuming that specialized terms are more frequent in a specialized than in a balanced corpus, the terminology extraction tool considers the items that show a high relative frequency in the specialized corpus as term candidates. This is a fairly common approach in terminology extraction and corpus comparison areas (Ahmad and Rogers, 1992; Baroni and Bernardini, 2004) . TranslatorBank integrates the free available corpora of the Europarl project (Koehn 2005) , a collection of bilingual corpora extracted from the proceedings of the European Parliament. The varied nature of the EU proceedings, where no specific topic or domain has dominance and the number of languages available makes these texts suitable for corpus comparison.
The multi-word terms extraction combines a statistical and linguistic approach. In this approach, a morphological category is associated to each word. The extraction is based on the assumption that single-word and multi-word term candidates have a certain fixed set of linguistic properties, for example "Noun + Preposition + Noun" are likely to be candidate terms in Italian ("catena del freddo", "barca da riporto", etc.). After assigning a part-of-speech tag to each word, it is possible, with a set of regular expressions, to extract all candidate terms that adhere to this and other patterns.
We proceed in two steps: we first apply a linguistic filter based on a part-of-speech analysis, selecting candidate multi-word terms from the corpus; we then apply statistical measures to rank the candidate terms and select the most appropriate. The tool applies a predefined, language dependent set of POS-patterns to generate candidate multi-word terms. Users can change or extend the set of rules proposed. The algorithm extracts all word combinations matching the defined set of POS-patterns. The candidate multiword terms are ranked according to their frequency. At this stage, we choose to retain only the frequency as a means, to rank the multi-word terms extracted with the linguistic approach. Daille (1996, 33) 
points out that:
Frequency is the most significant score to detect terms of a technical domain. This results [sic.] contradicts numerous results of lexical resources, which claim that association criteria are more significant than frequency.
A series of informal tests conducted with the extraction algorithm confirms this observation. However, in the same paper, Daille points out that "The remaining problem with the sort proposed by frequency is that it very quickly integrates bad candidates". The results of our algorithm contradict this, at least for corpora with a high specialization level. When extracting n-grams from very repetitive corpora of reasonable dimensions (of at least 50,000 tokens), the key terms occur very frequently. Ranking the POS filtered multi-word terms by their frequency seems to produce reliable results in terms of selection of common specialized terms, leaving out most of the poorly formed candidates as they will statistically occur less frequently.
Collocates extraction
TranslatorBank adheres to the "directional" view on collocations (Evert, 2005) , which starts from a given keyword (the node) and aims at identifying its collocates. The goal of such an approach, which is widely used in computational lexicography (Sinclair, 1991) , is to identify those collocates which are the most characteristic for the given node, i.e. collocates which are very frequent in the specific domain, leaving out rather atypical collocational patterns. In fact, for our target users, we assume that they predominately need the most typical and therefore more frequent linguistic information (terms or collocations) in order to 'clone' a certain language for special purposes. This is in contrast with the needs of terminographers and lexicographers, who generally want to (linguistically) cover the entire domain under investigation.
The node is initially defined by the user and corresponds to the query string. The collocates are identified statistically by counting the number of occurrences of all tokens conforming to the POS pattern of interest, which occur in a defined window span. The most frequent collocates are presented in the GUI as a list of collocates and their frequency or as a word cloud. For example, from a specialized corpus about "electrical discharge machining" the tool computes for the node "surface" the following collocates: finest, eroded, spark-machined and rougher.
The implemented solution is certainly a very simple form of collocates extractions as it lacks any notion of syntactical knowledge and does not use any advanced statistical measures, such as Mutual Information or T-test. Still, as it replicates what corpus users generally do by ordering the KWIC to the left or the right in search of recurrent patterns, the results should satisfy the demands of most translators and interpreters.
Conclusion
In this paper, we argued that a reason why corpus analysis failed to become widely established among professional translators is because of the lack of software specifically designed to meet translators' needs. In order to narrow the gap between the evident advantages of using corpora in a translation setting, as indicated in literature, and the scarce diffusion of corpus analysis among translators, we propose a user-friendly tool which, resembling the way commercial search engines work, facilitates both corpus consultation and construction, and do so without compromising the typical quality of corpus analysis methods.
Adjusting the design of corpus software to the practical requirements of translators is a substantial step towards the successful integration of corpus analysis in the everyday life of professional translators. This paper has focused on the role of corpus tools as a translation aid, and in particular on the features that are mostly needed by translators in their professional workflow, an aspect which has been somewhat underestimated in the past. Proposing a tailor-made corpus technology, TranslatorBank may contribute to establish the use of corpora among professional translator and foster the scientific debate about the needs of this particular target group.
