Abstract. In a previous article by two of the present authors and S. Bonzio, Lukasiewicz near semirings were introduced and it was proven that basic algebras can be represented (precisely, are term equivalent to) as near semirings. In the same work it has been shown that the variety of Lukasiewicz near semirings is congruence regular. In other words, every congruence is uniquely determined by its 0-coset. Thus, it seems natural to wonder wether it could be possible to provide a set-theoretical characterization of these cosets. This article addresses this question and shows that kernels can be neatly described in terms of two simple conditions. As an application, we obtain a concise characterization of ideals in Lukasiewicz semirings. Finally, we close this article with a rather general CantorBernstein type theorem for the variety of involutive idempotent integral near semirings.
Introduction
The notion of near semiring has been introduced by H. Länger and one of the authors in [4, 5] in order to provide a representation of several prominent algebraic structures arising from the theory of quantum mechanics. Taking up some ideas from Belluce, Di Nola, and Ferraioli [1] , this concept has been enriched, in an article by S. Bonzio and two of the present authors, by an antitone involution, and the Lukasiewicz axiom. We termed these algebras Lukasiewicz near semirings [2] . In the same article we discussed the fact that basic algebras and orthomodular lattices can be represented as Lukasiewicz near semirings, and, furthermore, the smooth structure theory of these algebras was investigated. Indeed, Lukasiewicz near semirings are congruence regular; i.e. every congruence is completely determined by its 0-coset. In this article, this observation leads us to look for a set-theoretical characterization of kernels; namely, a notion of ideal that properly matches with congruences. As an application of this result, we obtain a concise set-theoretical characterization of ideals in Lukasiewicz semirings. In particular, in case an element e is central (i.e. it induces a pair of factor congruences) then the ideal it generates is amenable of a neat order-theoretical characterization: it corresponds to the interval [0, e]. Although the notion of centrality is easily captured in the variety of involutive idempotent integral near semiring and Lukasiewicz near semiring, this concept yields rather strong properties. Indeed, by virtue of this characterization, in the last section of this article, we propose a rather comprehensive algebraic version of the Cantor-Bernstein theorem for the variety of involutive idempotent integral near semirings. It seems to us that this theorem implies a fairly general fact: even if an algebra is not a lattice (involutive idempotent integral near semirings, in general, need not be lattices, but semilattices) its inner structure is captured by means of the intervals [0, e] (which are indeed ideals in Lukasiewicz near semirings!), with e a central element. This theorem subsumes analogous results for basic algebras, orthomodular lattices, and MV-algebras, since these structures are term-equivalent subvarieties of the variety of involutive idempotent integral near semirings (see [2] ).
This article is structured as follows: in section 2 we introduce the notion of ideals in Lukasiewicz near semirings, in section 3 we discuss centrality in the same context, and finally, in section 4, we deal with a rather general algebraic version of the Cantor-Bernstein theorem for the variety of involutive idempotent integral near semirings.
Ideals in Lukasiewicz near semirings
We begin this section with the definition of our main concepts.
Definition 1. An involutive idempotent integral near semiring
1 (briefly, ι-near semiring) is an algebra A = A, +, ·, α , 0, 1 of type 2, 2, 1, 0, 0 such that (i) the reduct A, +, 0, 1 is a join semilattice with 0, 1 the smallest and the greatest element, respectively, and ≤ is the induced order (i.e. x ≤ y if and only if x+y = y);
A ι-near semiring semiring is a Lukasiewicz near semiring if it satisfies the following further condition:
Let us remark that in any involutive near semiring one has that 0 α = 1. Furthermore, it is easily seen that, since x ≤ x + y (by (i)), it follows that (x + y) α ≤ x α (by (vi)). Hence, we have that (x + y)
(viii) For notational clarity, whenever it's possible, we will omit the symbol "·" and use juxtaposition: by xy we mean x·y.
The following result is Lemma 3 in [2] , Proposition 1. In any Lukasiewicz near semiring the following identities hold:
A Lukasiewicz semiring A is a Lukasiewicz near semiring such that the reduct A, ·, 1 is a monoid. It follows from Theorem 2 in [2] , that in any Lukasiewicz semiring the groupoidal operation · is commutative and right distributive: the equation z·(x + y) = (z·x) + (z·y) is satisfied. In other words, the reduct A, +, ·, 0, 1 is a semiring. Since Lukasiewicz near semirings are congruence regular [2, Theorem 7] , every congruence θ is fully specified by its kernel [0] θ . Therefore, it seems quite reasonable to wonder whether this class could be amenable of a smooth set-theoretical characterization. With this aim in mind we introduce the following definition: Definition 2. Let A be a Lukasiewicz near semiring. A set I ⊆ A is called an ideal if 0 ∈ I and the following conditions hold:
(I1) if ab α ∈ I and b ∈ I, then a ∈ I;
Let us observe that, setting c = b α in condition (I2) we immediately obtain (I3) if a α b, b α a ∈ I, then ab α ∈ I. We will denote by Con(A) and Id(A) the sets of congruences and ideals of A, respectively.
Let us observe that, for any congruence θ on a Lukasiewicz near semiring A, and any
The following lemma characterizes, for every congruence, the relative kernel. It can be seen that, for any Lukasiewicz near semiring A, the following facts hold true. It turns out that, for any congruence θ, the coset [0] θ is an ideal. As mentioned above, in any Lukasiewicz near semiring A, if the multiplication operation is associative, then it is also commutative. Therefore, A would be a Lukasiewicz semiring. Lukasiewicz semirings are objects of prominent importance for algebraic logic. In fact, MV-algebras, the equivalent algebraic semantics of Lukasiewicz many-valued logic, can be represented in terms of Lukasiewicz semiring. More specifically, upon setting
the structure M(A) = A, ⊕, α , 0 is an MV-algebra, and, conversely, if B = A, ⊕, ′ , 1 is an MV-algebra, upon defining Futhermore, one can easily prove that ideals in Lukasiewicz semirings can be defined in the same way they are defined in the case of commutative semirings. Proposition 2. Let A = A, +, ·, α , 0, 1 be a Lukasiewicz semiring. Then I ⊆ A is an ideal if and only if the following conditions hold:
Proof. Let I be and ideal in A. We only need to prove that conditions (ii) and (iii) are satisfied. Let a ∈ I. One has that 0 = c(aa α ) = (ca)a α = (ac)a α ∈ I. Hence, by (I1), it follows that ac ∈ I. So condition (iii) holds. Now, assume that a, b ∈ I. By condition (iii), we obtain that (a + b)a α = 0 + ba α ∈ I, so (I1) yields (a + b) ∈ I. Thus, (ii) is proved. Conversely, if (i)-(iii) hold, it is easily seen that (I1) and (I2) are satisfied. In fact,
Finally, assuming that a α b, b α a ∈ I, one has by condition (iii) and Definition 1(viii) that
Let A be a Lukasiewicz near semiring. Hence, a straightforward verification proves that the structure Id(A), ∧, ∨, {0}, A is a complete lattice under the set-theoretic ordering with operations I ∧ J = I ∩ J and I ∨ J = I ∪ J (i.e, the least ideal containing both I and J). In what follows, we will call this structure the ideal lattice of A. Moreover, the one-to-one correspondence between Id(A) and Con(A) stated by Theorems 1 and 2 is, in fact, an isomorphism.
Theorem 3. The ideal lattice of A is isomorphic to Con(A). Hence, Id(A) is an algebraic and distributive lattice.
Proof. Let f : Id(A) → Con(A) be the mapping defined by f (I) = θ(I). By Theorems 1 and 2, f is a bijection, and its inverse g :
Note that, by congruence permutability (cf. page 6), a α b ∈ [0] θ(I)∨θ(J) if and only if there is a c such that
Therefore, again by Lemma 1 and Theorem 2:
Therefore, by (I3), (a α b)c α ∈ I. Then, by condition (I1), we have that a α b ∈ I ∪ J , and by symmetry b α a ∈ I ∪ J . For the other inclusion, note that I,
Hence f is an isomorphism. Finally, since Con(A) is both distributive (see [2] ) and, of course, algebraic, Id(A) is a distributive and algebraic lattice.
It might be useful to emphasize that the result above is, in fact, an explicit proof of a general result due to H.P. Gumm and A. Ursini. In fact, [10, Corollary 1.9] proves that a variety V, equipped with a constant 0, is ideal determined (namely, for any A ∈ V there is a one to one correspondence between Con(A) and Id(A)) if and only if V is 0-regular and there exists a binary term s(x, y) such that
Thus, since Lukasiewicz near semirings are congruence regular, putting s(x, y) = x α y, they are an ideal determined variety. Futhermore, it can be easily seen that the previous result provides a rather concise description of the ideals of the form I ∪ J with I, J ∈ Id(A). Let [I] θ(J) = {a ∈ A|(a, i) ∈ θ(J) for some i ∈ I}, for any I, J ∈ Id(A). In any Lukasiewicz near semiring A, we can prove: Proposition 3. For any I, J ∈ Id(A):
Proof. If a ∈ I ∪ J , then a ∈ [0] θ(I)∨θ(J) and there exists k < ω such that
Since Lukasiewicz near semirings are congruence permutable, one has that there exists c ∈ A such that aθ(J)cθ(I)0.
As we have mentioned, Id(A) is algebraic with {0} and A its least and the greatest element, respectively. Hence, it has the infinite join distributive property, see e.g. [8] . It means that, for any ideal J ∈ Id(A), and an arbitrary family of ideals {I γ } γ∈Γ , it holds that
From this fact, we can deduce that:
Theorem 4. The ideal lattice Id(A) of any Lukasiewicz near semiring A is pseudocomplemented.
Proof. Let J ∈ Id(A) and consider the set
Clearly, S J = ∅, since it contains {0}. By equation (2.2), we have that:
In other words, S J is the greatest ideal I in Id(A) such that J ∩ I = {0}, which means that it is the pseudocomplement of J.
In what follows, if I ∈ Id(A), we denote the pseudocomplement of I by I * . Let A be a Lukasiewicz near semiring. For any a ∈ A, we indicate by I(a) the principal ideal generated by a, i.e. the least ideal of Id(A) that contains a.
Our next task will be to provide a full description of the principal ideals of Id(A), for any Lukasiewicz near semiring A. As it was proved in [2] , the variety of Lukasiewicz near semirings is congruence-permutable, as witnessed by the Mal'cev term
By Werner's theorem [15] , every reflexive binary relation on A having the substitution property with respect to operations of A is a congruence on A. In particular, for any pair (a, b) ∈ A 2 , the least reflexive relation having the substitution property, say R(a, b), is the principal congruence θ(a, b), generated by a, b in A. By Theorem 1, it follows that the ideal which is the 0-coset of θ(a, 0) is the least ideal containing a, namely I(a). Recall that by a unary polynomial p(x) we mean a unary termfunction t A (x, e 1 , e 2 , ..., e n ) where t is a n + 1-ary term and e 1 , ..., e n ∈ A. Now, as shown in [3] , one has that (c, d) ∈ R(a, b) if and only if there exists a unary polynomial p(x) on A such that c = p(a) and d = p(b). Hence, b ∈ I(a) if and only if (b, 0) ∈ θ(a, 0). Upon denoting by P ol 1 (A) the set of all unary polynomials of A, it follows directly that:
Theorem 5. For any a ∈ A, I(a) = {p(a)|p ∈ P ol 1 (A) with p(0) = 0}.
It is easily noticed that when dealing with a Lukasiewicz semiring A, since + is idempotent and due to the associativity and commutativity of · (cf.
Now, according to the reasoning above, it is also required that p(0) = 0. Therefore, c in condition (2.4) must be 0, and then we directly infer that the description of principal ideals in a Lukasiewicz semiring A can be simplified as follows:
Corollary 2. For any a ∈ A, I(a) = {a·c|c ∈ A}.
Central elements and decompositions
The aim of this section is discussing the notion of centrality in the variety of ι-near semirings. This discussion will be relevant for the structure theory of Lukasiewicz near semirings, since it provides a rather neat description of principal ideals generated by central elements, as well as for the application that the description of central elements has in the proof of a Cantor-Bernstein type theorem that we will propose in section 4.
This section is based on the ideas developed in [11] and [9] on the general theory of Church algebras.
The notion of Church algebra is based on the simple observation that many well-known algebras, including Heyting algebras, rings with unit and combinatory algebras, possess a ternary term operation q and term definable nullary operations 0, 1, satisfying the equations:
q(1, x, y) ≈ x and q(0, x, y) ≈ y. The term operation q simulates the behaviour of the if-then-else connective and, surprisingly enough, these rather simple conditions determine quite strong algebraic properties.
An algebra A of type ν is a Church algebra if there are term definable constants 0 A , 1 A ∈ A and a term operation q A such that, for all a, b ∈ A,
A variety V of type ν is a Church variety if every member of V is a Church algebra with respect to the same term q (x, y, z) and the same constants 0, 1. Following the seminal work of D. Vaggione [14] , we say that an element e of a Church algebra A is central if the congruences θ(e, 0), θ(e, 1) form a pair of factor congruences on A. A central element is said to be nontrivial if it differs from 0 and 1. We denote the set of central elements (the centre) of A by Ce(A).
we recall a general result for Church algebras:
[11] Let A be a Church algebra. Then
is a Boolean algebra which is isomorphic to the Boolean algebra of factor congruences of A.
If A is a Church algebra of type ν and e ∈ A is a central element, then we define A e = (A e , g e ) g∈ν to be the ν-algebra defined as follows:
where b denotes the n-tuple b 1 , ..., b n and e ∧ b is an abbreviation for e ∧ b 1 , ..., e ∧ b n . In any Church algebra, central elements are amenable of a neat description as follows:
If A is a Church algebra of type ν and e ∈ A, the following conditions are equivalent:
(1) e is central; (2) for all a, b, ∈ A and for all a, b ∈ A n : a) q(e, a, a) = a, b) q(e, q(e, a, b), c) = q(e, a, c) = q(e, a, q(e, b, c)), , a 1 , b 1 ) , ..., q(e, a n , b n )), for every f ∈ ν, d) q(e, 1, 0) = e.
By [9, Theorem 4], we obtain the following theorem:
Theorem 8. Let A be a Church algebra of type ν and e be a central element. Then:
(1) For every n-ary g ∈ ν and every sequence of elements b ∈ A n , e∧ g(b) = e∧ g(e∧ b), so that the function h e : A → A e , defined by h e (b) = e ∧ b, is a homomorphism from A onto A e . (2) A e is isomorphic to A/θ(e, 1). It follows that A ∼ = A e × A e * for every central element e, as in the Boolean case, under the mapping f (a) → (h e (a), h e * (a)).
This facts will be expedient in the context of ι-near semirings. Indeed, they are a Church variety [11, Definition 3.1].
Lemma 2. The class of ι-near semirings is a Church variety, with witness term
Proof. Direct computation.
A straightforward interpretation of items a)-d) of Theorem 7 in our framework immediately provides that, given a ι-near semiring A, the operations ∧, ∨, * in the Boolean algebra Ce(A) coincide with ·, +, α , respectively (cf. [2, Proposition 3]).
Lemma 3.
If e is central in a ι-near semiring A, and a, b ∈ A, then, (1) e · e = e (idempotency); (2) e · a = a · e (commutativity); (3) (e · a) · b = a · (e · b) (associativity).
Proof. In this proof we will freely use Theorem 7 and Lemma 2.
(1) e = q(e, 1, 0) = q(e, 1·1, 0·0) = q(e, 1, 0)·q(e, 1, 0) = e·e.
(2) e·a = q(e, 1, 0)·q(e, a, a) = q(e, 1·a, 0·a) = q(e, a·1, a·0) = q(e, a, a)·q(e, 1, 0) = a·e. (3) (e·a)·b = q(e, a, 0)·q(e, b, b) = q(e, a·b, 0) = e·(a·b) = q(e, a, a)·q(e, b, 0) = a·(e·b).
In Lukasiewicz near semirings conditions (a)-(d) in Theorem 7 translate as follows: a) is trivially satisfied, by Lemma 3. For condition b),
(e·c) + (e α ·((e·b) + (e α ·a))) = (e·c) + (e α ·a); and (e·c) + (e α ·a) = (e·((e·c) + (e α ·b))) + (e α ·a).
As regards condition c), if f is the constant 0 or 1, then clearly (e·1) + (e α ·1) = 1, and (e·0) + (e α ·0) = 0. If f is +,
In case f is ·,
In case f is α , (e·a α ) + (e α ·b α ) = ((e·a) + (e α ·b)) α .
Finally, condition d) is obviously satisfied by any element in a Lukasiewicz near semirings.
As we have already seen in section 2, Theorem 5 provides a full description of principal ideals generated by elements of a Lukasiewicz near semiring. Moreover, generalizing the Boolean case, central elements produce a direct decomposition of these algebras. Due to this fact, in what follows we will see that the ideals generated by central elements can be described easily. By the fact that Id(A) and Con(A) are the universes of two isomorphic algebraic distributive lattices, it is direct to verify that I, J form a pair of factor ideals if and only if θ(I) and θ(J) form a pair of factor congruences. Upon recalling that, for a ∈ A, the interval [0, a] corresponds to the set {x|x ≤ a}, from the last notion introduced, the following theorem is obtained. Proof. By Theorem 8, e is central if and only if, for any a ∈ A, the mapping f : A → [0, e] × [0, e α ], defined by f (a) → (h e (a), h e α (a)), is a direct decomposition of A. Let θ 1 and θ 2 be the factor congruences associated to ker(π 2 • f ) and ker(π 1 • f ), respectively, where π i (i ∈ {1, 2}) is the natural projection map. We denote by I i (i = 1, 2) these kernels. Then, e ∈ I 1 and e α ∈ I 2 . Thus, I(e) ⊆ I 1 = [0, e] and I(e α ) ⊆ I 2 = [0, e α ]. Hence, I(e) ∩ I(e α ) = {0}. It is clear that, for a central element e, one has that 1 = e + e α ∈ I(e) ∨ I(e α ). So I(e) ∨ I(e α ) = A. Hence, I(e) and I(e α ) form a pair of factor ideals with I(e) ⊆ I 1 , I(e α ) ⊆ I 2 . Since I 1 and I 2 are factor ideals, we have that
A few basic results about the pseudocomplements are subsumed in the following lemma. Proof. (1), (2), (3) and (4) By a theorem due to V. Glivenko, later proved in its full generality by O. Frink (see e.g. [8] ), since (by Theorems 3 and 4) Id(A) is an algebraic pseudocomplemented lattice, it turns out that Skel(Id(A)) is a Boolean lattice bounded by the trivial ideals {0} and A. With a slight abuse of language, we may identify the skeleton with the Boolean algebra Skel(Id(A)) = Skel(Id(A)), ∧, ∨, * , {0}, A where, for any I, J ∈ Skel(Id(A)), ∧ is ∩, ∨ is defined by I ∨ J = (I * ∧ J * ) * . Trivially, for any I ∈ Skel(Id(A)), I and I * form a pair of complementary factor ideals. Now, by Theorem 2, if I, I * ∈ Skel(Id(A)), then I = [0] θ(I) and I * = [0] θ(I * ) . By I ∨ I * = A one obviously has that θ(I) ∨ θ(I * ) = ∇ and I ∧ I * = {0} implies that θ(I) ∧ θ(I * ) = ∆.
Conversely, if (θ, θ ′ ) is a pair of complementary factor congruences, then their 0-cosets, say I and J, respectively, form a pair of complementary factor ideals. Indeed, it is easily seen that I = J * and J = I * .
In fact, by Lemma 4, one has that I ⊆ I * * and J ⊆ J * * . Hence, I * * ∨J * * = A. Moreover, since I and J form a pair of complementary factor ideals, one has I ⊆ J * and J ⊆ I * . Thus, by (2) of Lemma 4, I * * ⊆ J * implies that if x ∈ I * * and x = 0, then x ∈ J * and x / ∈ J * * . Hence, one has that I * * ∧ J * * = {0} and, by the unicity of complements in Skel (Id(A) ), we can conclude that I * * = J * and J * * = I * . In fact, suppose ex absurdo that x / ∈ J and x ∈ J * * . Hence, x / ∈ J * = I * * and x / ∈ I. So I ⊆ J and since I ∩ J = {0} this is a contradiction. This implies that J = J * * = I * . Similarly, J * = I. Then, we can conclude that there is a one-to-one correspondence between pairs of complementary factor ideals in Skel(Id(A)) and pairs of complementary factor congruences in Con(A).
Since A is congruence-distributive (see [2] ) one has that the sublattice of Con(A) that contains all pairs of complementary factor congruences on A, that we denote by Con(A) F , is Boolean. Exploiting the same mapping f of Theorem 3, one can easily observe that Skel(Id(A)) ∼ = Con(A) F .
Finally, by Theorem 3.7 in [11] one has that Con(A) F ∼ = Ce(A), where Ce(A) is the Boolean lattice of central elements of A. In particular, it shows that the map e → θ(e, 0) is a bijective correspondence between Ce(A) and Con(A) F . Moreover, for any e, d ∈ Ce(A), the elements e α , e∧d, e∨d are central and naturally associated with the factor congruences θ(e, 1) = θ(e α , 0), θ(e, 0) ∩ θ(d, 0) and θ(e, 0) ∨ θ(d, 0), respectively. Hence, for any pair of complementary factor congruences (θ, θ ′ ) one has that (θ, θ ′ ) = (θ(e, 0), θ(e α , 0)), for some e ∈ Ce(A).
Summarizing the observations above, we have that Skel(Id(A)) coincides with the Boolean lattice of pairs of complementary factor ideals (I, I * ) in Id(A) 2 , which are nothing but 0-cosets of pairs of complementary factor congruences of the form (θ(e, 0), θ(e α , 0)), for an element e in Ce(A). Thus, it directly follows that Skel(Id(A)) = {I(e)|e ∈ Ce(A)} and by Theorem 9, I * = [0, e], for some e ∈ Ce(A).
A Cantor-Bernstein-type Theorem for ι-near semirings
We close this article with an application of the theory of central elements in ι-near semirings. Namely, we propose a version of the Cantor-Bernstein Theorem for join σ-complete ι-near semirings, with σ-complete algebras of central elements. More specifically, for a ι-near semiring A, if {a i } i∈I , such that |I| ≤ σ, then i∈I a i exists, and Ce(A) is a σ-complete Boolean algebra. This result was first shown in [12] (see also [13] ) for Boolean algebras and subsequently extended to MV-algebras (with Boolean elements), orthomodular lattices, and other classes of algebras enjoying suitable properties, such as having an underlying lattice structure (see [6] , [7] ). Since Lukasiewicz near semirings generalize the notion of MV-algebra, it is natural to wonder whether a version of the Cantor-Bernstein Theorem could be widened for weaker structures, like ι-near semirings.
Upon recalling that central elements commute with any other element (cf. Lemma 3), in order to prove the main result of this section, we start with the following Lemma 5. Let A be a ι-near semiring, and e ∈ Ce(A), and a, b ∈ A.
(1) if a ≤ e, then ae = a; (2) eb = e ∧ b; (3) if {a i } i∈N ⊆ A, then e ∧ (Σ n∈N a n ) = Σ n∈N (e ∧ a n ).
Proof.
(1) If a ≤ e, then ae α ≤ ee α = 0, because e is central. Therefore, ea = ea + 0 = ea + e α a, because e α commutes, and so ae = ea = (e + e α )a = 1a = a, because e + e α = e ∨ e α = 1.
(2) First, observe that be ≤ b, e, by [2, Lemma 1] . If a ≤ e, b, then a+e = e and b+a = b. Note that eb + a = eb + ea, by the previous item, and eb + ea = e(b + a) = eb, because e is central and therefore commutes. Therefore, a ≤ eb = e ∧ b.
(3) By induction on n. If n = 0, the claim is obvious. Suppose that the statement is true for n − 1.
a i e + a n e = Σ n i=1 a i e = Σ n∈N (e ∧ a n ).
When there is no confusion possible, we will use · and ∧ (+ and ∨) as synonyms, respectively. The following lemma completes the results of the previous lemma.
Lemma 6. Let A, B be a join σ-complete near semirings and γ : A → B an isomorphism. Then,
, n∈N a n = 1, and for i = j a i ∧ a j = 0, then A is isomorphic to Π n∈N [0, a n ].
(1) and (2) are straightforward. (3) let {a i } i∈N be a family of central elements with the required properties. Let us call β the map from A to Π n∈N [0, a n ] defined, for a ∈ A, by a → (a ∧ e i : i ∈ N ). Clearly, if i = j, then, in case b ≤ a i , a j , we have that b ≤ a i ∧ a j = 0. Thus, [0, a i ] ∩ [0, a j ] = {0}, which implies injectivity. Clearly,
The fact that β preserves the operations directly follows from general results on central elements in a Church algebra [11] .
We now have all the elements required for proving our main theorem. Recall that, given a near semiring A and a ∈ Ce(A), the interval [0, a] is an algebra whose operations are the same as in A although adequately "constrained" to the considered subset of A (see Theorem 8). 
Since 1 ∈ Ce(A) ∩ Ce(B) and γ, β are isomorphisms, one has, by Lemma 6(1), that u n ∈ Ce(B) and v n ∈ Ce(A) for any n ∈ N . Indeed, by induction on n, we obtain that v n = β(u n−1 ) = β(γ(v n−2 )). Since β • γ is still an isomorphism, a straightforward application of the induction hypothesis yields v n ∈ Ce(A). Similarly, u n ∈ Ce(B). Furthermore, it can be seen that
In fact, by induction on n, one has that v 0 = 1 + v 1 = 1 (since any ι-near semiring is integral). Hence,
Indeed, since Ce(A) and Ce(B) are σ-complete Boolean algebras (see Theorem 6), we can define the following
Recall that, by Lemma 5(2), since all v n , n ∈ N , are central, we obtain that n∈N v n = n∈N v n . Similarly for u n , n ∈ N . Moreover, a simple computation proves that
. Now, it is easily seen that e n−1 = v α n and d n−1 = u α n for any n ∈ N + . Indeed, since the latter case can be handled similarly, we prove the former. We have that
Suppose that e k−1 = v α k for any k < n. We obtain that
)·v α n , by centrality and De Morgan laws, and then v α n−2 ·v α n + v n−1 ·v α n = v α n + v n−1 ·v α n = (v n−1 + 1)·v α n = v α n . Hence: 
