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Abstract
In this paper, we present a new approach to time
series forecasting. Time series data are preva-
lent in many scientific and engineering disciplines.
Time series forecasting is a crucial task in mod-
eling time series data, and is an important area
of machine learning. In this work we developed
a novel method that employs Transformer-based
machine learning models to forecast time series
data. This approach works by leveraging self-
attention mechanisms to learn complex patterns
and dynamics from time series data. Moreover,
it is a generic framework and can be applied to
univariate and multivariate time series data, as
well as time series embeddings. Using influenza-
like illness (ILI) forecasting as a case study, we
show that the forecasting results produced by our
approach are favorably comparable to the state-
of-the-art.
1. Introduction
Seasonal influenza epidemics create huge health and eco-
nomic burdens, causing 291,000 - 646,000 deaths world-
wide (Iuliano et al., 2018). In the United States, the Centers
for Disease Control and Prevention (CDC) publishes weekly
ILI reports based on its surveillance network. Despite its sig-
nificance in monitoring disease prevalence, typically there
is at least a one-week delay of ILI reports due to data col-
lection and aggregation. Therefore, forecasting ILI activity
is critical for real-time disease monitoring, and for public
health agencies to allocate resources to plan and prepare for
potential pandemics.
A variety of methods have been developed to forecast these
ILI time series data. These approaches range from mecha-
nistic approaches to statistical and machine learning meth-
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ods. Mechanistic modeling is based on the understanding of
underlying disease infection dynamics. For example, com-
partmental methods such as SIR are popular approaches to
simulating disease spreading dynamics.
Statistical and machine learning methods leverage the
ground truth data to learn the trends and patterns. One
popular family of methods includes auto-regression (AR),
autoregressive moving average (ARMA), and autoregressive
integrated moving average (ARIMA). Additionally, deep
learning approaches based on convolutional and recurrent
neural networks have been developed to model ILI data.
These sequence-aligned models are natural choices for mod-
eling time series data. However, due to “gradient vanishing
and exploding” problems in RNNs and the limits of convo-
lutional filters, these methods have limitations in modeling
long-term and complex relations in the sequence data.
In this work, we developed a novel time series forecasting
approach based on Transformer architecture (Vaswani et al.,
2017). Unlike sequence-aligned models, Transformer does
not process data in an ordered sequence manner. Instead,
it processes entire sequence of data and uses self-attention
mechanisms to learn dependencies in the sequence. There-
fore, Transformer-based models have the potential to model
complex dynamics of time series data that are challenging
for sequence models. In this work we use ILI forecasting as
a case study to show that a Transformer-based model can be
successfully applied to the task of times series forecasting
and that it outperforms many existing forecasting techniques.
Specifically, our contributions are the following:
• We developed a general Transformer-based model for
time series forecasting.
• We showed that our approach is complementary to
state space models. It can model observed data. Using
embeddings as a proxy, our approach can also model
state variables and phase space of the systems.
• Using ILI forecasting as a case study, we demonstrated
that our Transformer-based model is able to accurately
forecast ILI prevalence using a variety of features.
• We showed that in the ILI case our Transformer-based
model achieves state-of-the-art forecasting results.
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Figure 1. Architecture of Transformer-based forecasting model.
2. Related Work
Several studies have used Internet data such as Google
Trends(Ginsberg et al., 2009), Twitter (Paul et al., 2014) and
Wikipedia (McIver & Brownstein, 2014) to forecast ILI ra-
tios. Google Flu Trends (GFT) employs a linear model that
uses Google search volumes of predefined terms to estimate
current ILI ratios (“nowcasting”). While initially regarded
as a great success, GFT suffered from over-estimation of
peak ILI magnitude in subsequent years (Olson et al., 2013;
Lazer et al., 2014).
Other studies combined GFT with new modeling techniques
and additional signals. Lazer et al (2014) suggested an
autoregression-based (AR) approach to extend GFT. Santil-
lana et al (2014) improved GFT by developing a model that
automatically selects queries and updates models for ILI
forecasting. Araz et al (2014) built linear regression models
using GFT data with extra signals. Yang et al (2015) de-
veloped an autoregression-based model with Google search
data (“ARGO”) to estimate influenza epidemics. ARGO
outperforms previous Google-search-based models. More
recently, a new ensemble model (“ARGONet”) built on top
of ARGO was developed (Lu et al., 2019). This new ap-
proach leverages spatial information to improve the model
and achieved state-of-the-art results for ILI forecasting.
Deep learning techniques have also been used for ILI fore-
casting. Liu et al (2018) trained an LSTM-based model to
predict influenza prevalence using Google Trends, climate,
air pollution and virological surviellence data. Venna et al
(2019) developed an LSTM-based multi-stage model to in-
corporate climate and spatio-temporal adjustment factors
for influenza forecasting. Attention-based technqiues are
also applied for ILI forecasting. Zhu et al (2019) devel-
oped multi-channel LSTM neural networks to learn from
different types of inputs. Their model uses an attention
layer to associate model output with the input sequence
to further improve forecast accuracy. Kondo et al (2019)
adapted a sequence-to-sequence (“Seq2Seq”) model with a
similar attention mechanism to predict influenza prevalence
and showed that their approach outperformed ARIMA and
LSTM-based models.
3. Background
3.1. Influenza and ILI
Influenza is a common infectious disease caused by infec-
tion of influenza virus. Influenza affects up to 35 million
people each year and creates huge health and economic
burdens (Iuliano et al., 2018; Putri et al., 2018). In the
United States, the Centers for Disease Control and Preven-
tion (CDC) coordinates a reporting network over a large
geographic area. Participating health providers within the
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network report statistics of patients showing influenza-like
illness (ILI) symptoms. ILI symptoms are usually defined
as fever and cough and/or sore throat. The ILI ratio is com-
puted as the ratio of the number of patients seen with ILI
and the total number of patient visits that calendar week.
The CDC published ILI ratios for the USA and all but one
individual state (Florida). Additionally, state-level ILI ratios
are normalized by state populations.
3.2. State Space Models
State space modeling (SSM) is widely applied to dynamical
systems. The evolution of dynamical systems is controlled
by non-observable state variables. The system exhibits ob-
servable variables which are determined by state variables.
SSM has been applied to study complex systems in biology
and finance.
State space models model both state and observable vari-
ables. For example, a generalized linear state space model
can be expressed in the following equations:
xt = Ztαt + t (1)
αt+1 = Ttαt +Rtηt, t = 1, ..., n, (2)
where xt and αt are time-indexed observation vectors and
state vectors, respectively. Equation 1, called observation
equation, is a regression-like equation. It models the rela-
tionship of observable xt and the underlying state variable
αt. Equation 2 is the state equation, and has autoregres-
sive nature. It governs how the state variables evolve over
time. t and ηt are innovation components and are usually
modeled as Gaussian processes.
In this section, we briefly mention a few commonly used
SSM models in ILI forecasting.
Compartmental Models Compartmentmental models
are a specific form of SSMs and have been widely used
to study infectious diseases. In a compartmental model,
a population is divided into different groups (“compart-
ments”). Each group is modeled by a time-dependent state
variable. An prominent example of compartmental model
is “Suscepted-Infected-Recovered” (SIR) model, where the
system is governed by three state variables (S(t), I(t),R(t))
through the following ordinary differential equations:
dS
dt
= −βIS
N
dI
dt
=
βIS
N
− γI
dR
dt
= −γI
In this treatment, ILI time series is an observable variable
of the system: ILI(t) = I(t)/(I(t) + S(t) +R(t)).
Although originally developed to model infectious diseases,
compartmental models have been applied to other disci-
plines such as ecology and economics. While compart-
mental models are useful, they require prior knowledge on
the parameters of the differential equations and they lack
flexibility of updating parameters upon new observations.
ARIMA Box-Jenkins ARIMA (Auto-Regressive Inte-
grated Moving Average) is another popular approach to
modeling dynamical systems. ARIMA models the observed
variable xt and assumes xt can be decomposed into trend,
seasonal and irregular components. Instead of modeling
these components separately, Box and Jenkins had the idea
of differencing the time series xt in order to eliminate trend
and seasonality. The resulting series is treated as station-
ary time series data and is modeled using combination of
its lagged time series values (“AR”) and moving average
of lagged forecast errors (“MA”). An ARIMA model is
typically specified by a tuple (p, d, q), where p and q de-
fine the orders of AR and MA, and d specifies the order of
differencing operation.
ARIMA can be written in SSM form, and common SSM
techniques such as filtering and smoothing can be applied
to ARIMA as well. Nevertheless, ARIMA is a kind of
“blackbox” approach where the model purely depends on
the observed data and has no analysis of the states of the
underlying systems (Durbin & Koopman, 2012).
Time Delay Embedding For a scalar time series data xt,
its time delay embedding (TDE) is formed by embedding
each scalar value xt into a d-dimensional time-delay space:
TDEd,τ (xt) = (xt, xt−τ , ..., xt−(d−1)τ )
For any non-linear dynamical systems, the delay-embedding
theorem (Takens’ theorem) (Takens, 1981) states that there
exists a certain (d, τ)-time delay embedding such that the
evolution of the original state variables (“phase space”)
can be recovered in the delay coordinates of the observed
variables. In the case of ILI forecasting, Takens’ theorem
suggests thatTDEd,τ of ILI ratios (“observed variable”) can
approximate the underlying dynamical systems governed by
biological and physical mechanisms.
TDEs were first explored for time series forecasting in the
seminal work by Sugihara and May (1990). They showed
that TDEs can be used to make short-range predictions based
on the qualitative assessment of a system’s dynamics with-
out any knowledge on the underlying mechanisms. They
developed two TDE-based models to predict chickenpox
and measles prevalence, and compared them with AR-based
approaches. Their analysis suggests that TDE-based model
performs equally well for chickenpox case prediction and
outperforms AR for measles case prediction.
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Figure 2. Folded and unfolded representations of recurrent neural
network.
In the SSM framework, the time delay embedding is a pow-
erful tool to bridge state variables and observed data by
making it possible to learn geometrical and topological in-
formation of underlying dynamical systems without an un-
derstanding of the state variables and phase space of the
systems. Depite the amazing property of TDEs, to the best
of our knowledge, TDEs haven’t been studied extensively
for machine learning models.
3.3. Sequence Models
Many real-world machine learning tasks deal with different
types of sequential data ranging from natural language text,
audio, and video, to DNA sequences and time series data.
Sequence models are specifically designed to model such
data. In this section, we briefly review a few different types
of common sequence models.
Recurrent Neural Networks Unlike traditional feed-
forward networks, RNN is recurrent in nature - it performs
the same function to each input xt, and the output yt de-
pends on both the input xt and the previous state ht−1.
The simple RNN illustrated in Figure 3.3 can be expressed
as follows:
ht = σ(Wxxt +Whht−1 + bh)
yt = σ(Wyht + by)
Where xt is the input vector, ht is the hidden state vec-
tor, and yt is the output vector. W ’s and b’s are learned
parameters, and σ is the activation function.
LSTM While RNN has internal memory to process se-
quence data, it suffers from gradient vanishing and explod-
ing problems when processing long sequences. Long Short-
Term Memory (LSTM) networks were specifically devel-
oped to address this limitation (Hochreiter & Schmidhuber,
1997). LSTM employs three gates, including an input gate,
forget gate and output gate, to modulate the information
flow across the cells and prevent gradient vanishing and
explosion.
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Figure 3. Long Short-Term Memory network and LSTM unit.
ft = σ(Wf [ht−1, xt] + bf )
it = σ(Wi[ht−1, xt] + bi)
C˜t = tanh(WC [ht−1, xt] + bC)
Ct = ft ∗ Ct−1 + it ∗ C˜t
yt = σ(Wy[ht−1, xt] + by)
ht = yt ∗ tanh(Ct)
Seq2Seq Sequence-to-sequence (Seq2Seq) architecture
is developed for machine learning tasks where both input
and output are sequences. A Seq2Seq model is comprised
of three components including an encoder, an intermediate
vector, and a decoder. Encoder is a stack of LSTM or other
recurrent units. Each unit accepts a single element from
the input sequence. The final hidden state of the encoder is
called the encoder vector or context vector, which encodes
all of the information from the input data. The decoder is
also made of a stack of recurrent units and takes the encoder
vector as its first hidden state. Each recurrent unit computes
its own hidden state and produces an output element. Figure
3.3 illustrates the Seq2Seq architecture.
Seq2Seq has been widely applied in language translation
tasks. However, its performance degrades with long sen-
tences because it cannot adequately encode a long sequence
into the intermediate vector (even with LSTM cells). There-
fore, long-term dependencies tend to be dropped in the
encoder vector.
4. Model
4.1. Problem Description
We formuate ILI forecasting as a supervised ma-
chine learning task. Given a time series contain-
ing N weekly data points xt−N+1, ..., xt−1, xt, for M-
step ahead prediction, the input X of the supervised
ML model is xt−N+1, ..., xt−M , and the output Y is
xt−M+1, xt−M+2, ..., xt. Each data point xt can be a scalar
or a vector containing multiple features.
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Figure 4. Sequence-to-sequence (Seq2Seq) architecture to model
sequence input and output.
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Figure 5. Using sliding window to construct supervised learning
examples from time series data.
4.2. Data
We utilized country- and state-level historical ILI data from
2010 to 2018 from the CDC (CDC).
To produce a labeled dataset, we used a fixed-length sliding
time window approach (Figure 5) to construct X,Y pairs
for model training and evaluation. Before applying the slid-
ing window to get features and labels, we perform min-max
scaling on all the data with the maximum and minimum val-
ues of training dataset. We then run a sliding window on the
scaled training set to get training samples with features and
labels, which are the previous N and next M observations
respectively. Test samples are also constructed in the same
manner for model evaluation. The train and test split ratio
is 2:1. Training data from different states are concatenated
to form the training set for the global model.
4.3. Transformer Model
4.3.1. MODEL ARCHITECTURE
Our Transformer-based ILI forecasting model follows the
original Transformer architecture (Vaswani et al., 2017)
consisting of encoder and decoder layers.
Encoder The encoder is composed of an input layer, a po-
sitional encoding layer, and a stack of four identical encoder
layers. The input layer maps the input time series data to a
vector of dimension dmodel through a fully-connected net-
work. This step is essential for the model to employ a multi-
head attention mechanism. Positional encoding with sine
and cosine functions is used to encode sequential informa-
tion in the time series data by element-wise addition of the
input vector with a positional encoding vector. The resulting
vector is fed into four encoder layers. Each encoder layer
consists of two sub-layers: a self-attention sub-layer and a
fully-connected feed-forward sub-layer. Each sub-layer is
followed by a normalization layer. The encoder produces a
dmodel-dimensional vector to feed to the decoder.
Decoder We employ a decoder design that is similar to
the original Transformer architecture (Vaswani et al., 2017).
The decoder is also composed of the input layer, four identi-
cal decoder layers, and an output layer. The decoder input
begins with the last data point of the encoder input. The
input layer maps the decoder input to a dmodel-dimensional
vector. In addition to the two sub-layers in each encoder
layer, the decoder inserts a third sub-layer to apply self-
attention mechanisms over the encoder output. Finally, there
is an output layer that maps the output of last decoder layer
to the target time sequence. We employ look-ahead masking
and one-position offset between the decoder input and tar-
get output in the decoder to ensure that prediction of a time
series data point will only depend on previous data points.
4.3.2. TRAINING
Training Data and Batching In a typical training setup,
we train the model to predict 4 future weekly ILI ratios from
10 trailing weekly datapoints. That is, given the encoder
input (x1, x2, ..., x10) and the decoder input (x10, ..., x13),
the decoder aims to output (x11, ..., x14). A look-ahead
mask is applied to ensure that attention will only be applied
to datapoints prior to target data by the model. That is,
when predicting target (x11, x12), the mask ensures atten-
tion weights are only on (x10, x11) so the decoder doesn’t
leak information about x12 and x13 from the decoder input.
A minibatch of size 64 is used for training.
Optimizer We used the Adam optimizer (Kingma & Ba,
2015) with β1 = 0.9, β2 = 0.98 and  = 10−9. A custom
learning rate with following schedule is used:
lrate =d0.5model ∗min(step num0.5,
step num ∗ warmup steps−1.5)
Where warmup steps = 5000.
Regularization We apply dropout techniques for each of
the three types of sub-layers in the encoder and decoder: the
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self-attention sub-layer, the feed-forward sub-layer, and the
normalization sub-layer. A dropout rate of 0.2 is used for
each sub-layer.
4.3.3. EVALUATION
In evaluation, labeled test data are constructed using a fix-
length sliding window as well. One-step ahead prediction is
performed by the trained Transformer model. We computed
Pearson correlation coefficient and root-mean-square errors
(RMSE) between the actual data yi and the predicted value
yˆi.
4.4. ARIMA, LSTM and Seq2Seq Models
This section describes other models we developed to bench-
mark Transformer-based model.
ARIMA A univariate ARIMA model is used as a baseline.
It treats the time dependent ILI ratios as a univariate time
series that follows a fixed dynamic. Each week’s ILI ratio is
dependent on previous pweeks’ observations and previous q
weeks’ estimation errors. We selected the order of ARIMA
model using AIC and BIC to balance model complexity and
generalization. We used ARIMA(3, 0, 3) and a constant
trend to keep the model parsimonious. The model is formu-
lated in the State Space modeling framework and trained
with the first two-thirds of the dataset. The fitted parameters
are then used on the full time series to filter hidden states
and make four-step ahead predictions.
LSTM The LSTM model has a stack of two LSTM layers
and a final dense layer to predict the multiple step ILI ratios
directly. The LSTM layers encode sequential information
from input through the recurrent network. The dense con-
nected layer takes final output from the second LSTM layer
and outputs a vector of size 4, which is equal to the number
of steps ahead predictions. The two LSTM layers are 32 and
16 units respectively. A dropout rate 0.2 is applied to LSTM
layers for regularization. Huber loss, Adam optimizer, and
a learning rate of 0.02 are used for training.
Seq2Seq The tested Seq2Seq model has an encoder-
decoder architecture, where the encoder is composed of
a fully connected dense layer and a GRU layer to learn from
the sequential input and to return a sequence of encoded
outputs and a final hidden state. The decoder is of the same
structure as input. The dense layer is of 16 units and the
GRU layer is of 32 units. An attention mechanism is also
adopted in this Seq2Seq model. Specifically, Bahdanau at-
tention (Bahdanau et al., 2015) is applied on the sequence
of encoder outputs at each decoding step to make next step
prediction. Teacher forcing (Williams & Zipser, 1989) is
utilized in decoder for faster convergence and to address in-
stability. During training, the true ILI rate is used at current
time step as input for the next time step, instead of using
output computed from the decoder unit. A dropout rate 0.2
is applied in all recurrent layers. We used Huber loss, Adam
optimizer, and a learning rate of 0.02 for training.
5. Experiment
5.1. One-step-ahead Forecasting Using ILI Data Alone
In our first experiment, we tested whether our Transformer-
based model could predict the ILI ratio one-week ahead
from 10 weeks of historical datapoints. For evaluation, the
trained global model performs one-step ahead prediction for
each state using the testing data set. Pearson correlation and
root-mean-square error (RMSE) values were calculated for
each state.
We compared the Transformer’s performance with ARIMA,
LSTM, and Seq2Seq with attention models. Table 1 sum-
marizes the correlation coefficients and RMSEs for each
method, as well as relative performance gain with respect
to ARIMA method. The comparison suggests that deep
learning models overall outperform ARIMA for both cor-
relation and RMSE. Within the three deep learning ap-
proaches, the correlation coefficients are very similar with
the Transformer-based model being slightly higher than
LSTM and Seq2Seq with attention models. In terms of
RMSE, the Transformer model outperforms both LSTM
and Seq2Seq with attention models, with relative RMSE
decrease of 27 % and 8.4 %, respectively. This analysis
suggests that attention mechanisms contribute to forecasting
performance, as Seq2Seq with attention and Transformer
models outperform the plain LSTM model. Additionally,
the Transformer shows better forecasting performance com-
pared to Seq2Seq with attention model, suggesting that
Transformer’s self-attention mechanism can better capture
complex dynamical patterns in the data compared to the
linear attention mechanism used in Seq2Seq. Interestingly,
it’s worth noting that Transformer exhibits the best metrics
for US-level ILI forecasting (Pearson correlation = 0.984
and RMSE = 0.3318). Since a single model is trained using
data from all the states, it suggests that the model indeed
can generalize various state-level patterns for country-level
prediction.
5.2. One-step-ahead Forecasting Using Feature Vectors
We next tested whether our Transformer-based model can
learn from multiple features (i.e., multivariate time series
data) for ILI forecasting. In the United States, the flu season
usually starts in early October and peaks between January
and Februray. We hypothesized that week number is an
informative signal for the model. Therefore we introduced
”week number” as a time-indexed feature to the model. Ad-
ditionally, we included the first and second order differences
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Figure 6. Pearson Correlation of ARGONet and transformer models.
Figure 7. RMSE of ARGONet and transformer models.
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Table 1. Summary of model performances with relative change
with respect to baseline model.
Model Pearson Correlation RMSE
ARIMA
0.769
(+0 %)
1.020
(-0 %)
LSTM
0.924
(+19.9 %)
0.807
(-20.9 %)
Seq2Seq+attn
0.920
(+19.5 %)
0.642
(-37.1 %)
Transformer
0.928
(+20.7 %)
0.588
(-42.4 %)
of the time series as two explicit numerical features in the
model.
Our results suggest that including these features improves
model performance (mean Pearson correlation: 0.931, mean
RMSE = 0.585). However, the improvement is not signif-
icant compared to the Transformer model using ILI data
alone. This suggests that the additional features are likely
to encode little new information to the model. That is, the
introduced first and second order difference features are
likely to be redundant if the Transformer-based model is
able to rely on the self-attention mechanism to learn short
and long-range dependencies from the ILI time series.
We compared our results with the ILI forecasting data by
ARGONet (Lu et al., 2019), a state-of-the-art ILI forecast-
ing model in the literature. Figure 6 and figure 7 show
the correlation and RMSE values of ARGONet and our
transformer results. Overall, the Transformer-based model
performs equally with ARGONet, with the mean correlation
slightly improved (ARGONet: 0.912, Transformer: 0.931),
and mean RMSE value slightly degraded (ARGONet: 0.550,
Transformer: 0.593).
5.3. Forecasting Using Time Delay Embedding
In this section, we tested whether the Transformer-based
model can directly model phase space of a dynamical sys-
tem. To that end, we constructed time delay embeddings
(TDEs) from historical ILI data, since TDEs (with sufficient
dimensionality) are topologically equivalent to the unknown
phase space of dynamical systems. In other words, com-
pared to ILI data, which are observed scalar variables, TDEs
encode additional geometrical and topological information
of the systems that governs the process of influenza infec-
tion and spreading. Therefore, using TDEs should provide
richer information compared to scalar time series input.
To verify this hypothesis, we constructed time delay em-
beddings of dimension 2 to 32 from ILI data and applied
transformer-based ILI forecasting using TDEs as features.
Table 2 summarizes the forecasting metrics with different
TDE dimensions d. In all the experiments, we use τ = 1 to
construct TDEs. Varying TDE dimensionality does not sig-
nificantly alter Pearson correlation coefficients. The RMSE
value reached minimum with dimensionality of 8. This
value is close to the optimal TDE dimensionality of 5 and
5-7 for forecasting chickenpox and measles (Sugihara &
May, 1990).
Table 2. Performance of Time Delay Embeddings
Dimension Pearson Correlation RMSE
2 0.926 0.745
4 0.929 0.778
6 0.927 0.618
8 0.926 0.605
16 0.925 0.623
32 0.925 0.804
6. Conclusions
In this work, we presented a Transformer-based approach to
forecasting time series data. Compared to other sequence-
aligned deep learning methods, our approach leverages self-
attention mechanisms to model sequence data, and therefore
it can learn complex dependencies of various lengths from
time series data.
Moreover, this Transformer-based approach is a generic
framework for modeling various non-linear dynamical sys-
tems. As manifested in the ILI case, this approach can
model observed time series data as well as phase space of
state variables through time delay embeddings. It is also
extensible and can be adpated to model both univariate and
multivariate time series data with minimum modifications
to model implementations.
Finally, although the current case study focuses on time
series data, we hypothesize that our approach can be further
extended to model spatio-temporal data indexed by both
time and location coordinates. Self-attention mechanisms
can be generalized to learn relations between two arbitrary
points in spatio-temporal space. This is a direction we plan
to explore in the future.
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