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Notations
Symboles mathématiques
N,Z ensembles des entiers naturels et relatifs
R,C ensembles des nombres réels et complexes
i nombre imaginaire i2 = −1
z∗ conjugué du nombre complexe z
H corps des quaternions
q¯ conjugué du quaternion q
supp f support de la fonction f
Espaces et normes
L1(R) espace des fonctions intégrables
L2(R) espace des fonctions de carré intégrable
L∞(R) espace des fonctions essentiellement bornées
‖.‖p norme p : si f est une fonction, ‖f‖pp =
∫
R
|f(t)|p dt. On
notera de la même manière la norme ℓp d’un vecteur x ∈ Cn :
‖x‖pp =
∑n
i=1 |xi|p. Si p n’est pas précisé, il s’agit de la norme
euclidienne (p = 2).
‖.‖∞ norme sup : ‖f‖∞ = supR |f(x)| et ‖x‖∞ = max1≤i≤n |xi|.
〈., .〉X produit scalaire dans l’espace de Hilbert X. On utili-
sera notamment le produit scalaire dans L2(R) 〈f, g〉 =∫
R
f(x)g(x)∗ dx.
D(R) espace des fonctions C∞ à support compact
S(R) classe de Schwartz des fonctions réelles dont les dérivées à
tout ordre sont à décroissance rapide
S ′(R) son dual topologique, espace des distributions tempérées
Ck(R) espace des fonctions continûment dérivables à l’ordre k
Table des matières
Transformées, opérateurs
F(f) = fˆ transformée de Fourier, fˆ(ν) = ∫
R
f(t)e−2iπνt dt
F−1(f) = fˇ transformée de Fourier inverse de la fonction f
I opérateur identité
H transformée de Hilbert
∇f gradient (diﬀérentielle) de la fonction f
∂tf dérivée partielle de la fonction f par rapport à la variable t
d
dtf dérivée de la fonction d’une variable réelle f
Mesures d’erreurs
SNR Pour un signal bruité x = s+ b où b est le bruit, son SNR
vaut SNR = −20 log ‖b‖‖s‖
Fonctions usuelles
U(x) est la fonction échelon unité
signe(x) est la fonction signe valant 1 si x > 0 et −1 sinon.
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Introduction Générale
Préambule
La motivation première du traitement du signal est d’analyser des données pour
extraire de l’information intéressante, souvent aﬁn de les transformer, les restaurer,
ou dans un objectif de décision. La spéciﬁté d’un signal par rapport à un ensemble
quelconque de données est qu’il possède une certaine cohérence temporelle ou spatiale.
C’est ainsi le cas des signaux audio (musique, parole), ou de tout enregistrement
d’un phénomène physique qui varie en fonction du temps et/ou de l’espace (signaux
électriques, photographies). Depuis longtemps, un vaste domaine des mathématiques
est consacré à la recherche de représentations “pertinentes” des signaux, et d’un
formalisme mathématique adapté. Les informations intrinsèques étant souvent conte-
nues dans les variations, les répétitions, les oscillations, le concept de fréquence
joue bien entendu un rôle de premier plan. C’est également une notion intuitive :
l’oreille humaine traduit naturellement les signaux audio en terme de fréquence et
d’amplitude.
Cette notion de fréquence possède un formalisme mathématique ancien et co-
hérent, remontant à Joseph Fourier et la “théorie analytique de la chaleur”. Si les
représentations de type Fourier se sont révélées un formidable outil pour l’analyse des
signaux stationnaires (dont les propriétés statistiques ne varient pas dans le temps),
il a fallu créer un nouveau cadre pour analyser des signaux au contenu fréquentiel
variable. Dans cette optique, de nouveaux outils ont été introduits, tels la transformée
de Fourier à fenêtre et, plus récemment, les ondelettes. Parallèlement, des notions
alternatives de la fréquence et de l’amplitude ont été étudiées en tant que valeurs
instantanées. Si le principe d’incertitude d’Heisenberg-Gabor montre que la fréquence
au sens de Fourier ne peut être “instantanée”, une déﬁnition alternative au moyen du
“signal analytique” a permis d’en donner un sens précis. Cette fréquence instantanée
devient compatible avec l’intuition musicale, qui suggère qu’à tout instant d’une
partition, il existe une (ou des) fréquence(s) et une amplitude, correspondant aux
hauteurs de notes et au volume sonore.
Les signaux étudiés dans cette thèse seront des superpositions d’ondes mo-
dulées en amplitude et en fréquence (AM–FM), chacun de ces modes possédant
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en tout point une amplitude et une fréquence instantanée. Cette classe de si-
gnaux permet de modéliser de nombreux phénomènes physiques, allant des signaux
de parole [Dimitriadis 2005] aux phénomènes climatiques, et comprenant, en di-
mension 2, les textures orientées ou les empreintes digitales [Havlicek 1996]. On
travaillera ainsi sur des signaux multicomposantes, qui s’écrivent en dimension 1
f(t) =
∑
Ak(t) cos(2πφk(t)), les fonctions Ak et φ′k correspondant aux amplitudes
et fréquences instantanées. Nous verrons que pour donner un sens à ces grandeurs
instantanées, les Ak et φ′k doivent satisfaire des conditions de régularité, de variation
lentes et de séparation fréquentielle.
Notons que ce modèle des signaux multicomposantes suppose que les modes
Ak(t) cos(2πφk(t)) sont continus et réguliers, mais nous verrons par la suite que les
méthodes utilisées sur ces signaux s’appliquent également à des processus aléatoires,
ou à des séries temporelles fortement irrégulières.
Quelques outils
Nous avons déjà évoqué l’incapacité de la théorie de Fourier à décrire des phénomènes
non stationnaires, transitoires ou non périodiques. La théorie des représentations
temps-fréquence est un moyen naturel d’étendre les outils de l’analyse de Fourier en
introduisant une localité en temps. Parmi ces représentations, détaillées notamment
dans [Flandrin 1993, Cohen 1995], citons la transformée de Fourier à court terme
(TFCT), la distribution de Wigner-Ville et ses variantes, ou la transformée en
ondelettes continues. En étudiant les représentations temps-fréquence des signaux
multicomposantes, on s’aperçoit qu’elles dessinent des lignes de crête ou ridges le
long des fréquences instantanées. Sous des conditions de séparation fréquentielle, il
est ainsi possible de détecter et de reconstruire les modes [Delprat 1992]. L’ensemble
de ces méthodes sera appelé analyse de ridges.
Le principe d’incertitude de Heisenberg-Gabor se manifeste ici par le fait
que la TFCT d’un mode possède une couronne de coeﬃcients non nuls autour
de sa ligne de crête. Pour éliminer cette diﬀusion et se rapprocher d’une repré-
sentation temps-fréquence instantanée idéale, des méthodes dites de réallocation
[Kodera 1976, Auger 1995] déplacent ces coeﬃcients a posteriori, au moyen d’une
information souvent négligée : la phase. Une variante dénommée synchrosqueezing
[Daubechies 1996] utilise une formule de reconstruction intégrale locale, pour pro-
duire une représentation similaire tout en étant inversible, ce qui n’est pas le cas de
la réallocation.
Il convient ici de distinguer les représentations temps-fréquence continues, qui sont
en général redondantes, d’outils discrets comme les frames ou les bases d’ondelettes.
S’ils sont basés sur les mêmes transformées, leurs objectifs diﬀèrent en eﬀet. Les
frames, dictionnaires, paquets d’ondelettes cherchent en eﬀet à représenter un signal
discret de manière optimale, c’est-à-dire avec le moins de coeﬃcients possibles. Au
contraire, pour notre analyse des signaux AM–FM, nous chercherons à estimer le
plus ﬁnement possible les grandeurs instantanées Ak et φ′k. Ces deux approches ne
sont cependant pas incompatibles, et les outils “continus” utilisés dans cette thèse
peuvent être transposés à des frames.
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Une question importante concerne l’adaptativité de la représentation, c’est-à-dire
sa capacité à représenter un signal quelconque, sans a priori, en se basant directement
sur les données. Ainsi lorsqu’on calcule une TFCT, on doit choisir la fenêtre d’analyse,
et notamment sa résolution temps-fréquence, avec attention. La question se pose
également pour les approches par dictionnaire. Le fait que ces méthodes parviennent
à sélectionner la meilleure représentation d’un signal parmi un certain ensemble les
rend adaptatives, mais il faut tout de même leur fournir un dictionnaire initial, à
partir d’a priori connus.
Un exemple remarquable d’une décomposition totalement adaptative est la
décomposition modale empirique (EMD), introduite dans [Huang 1998]. L’EMD
consiste à décomposer un signal en une somme de modes AM–FM, en se basant sur
les extrema locaux et la notion de moyenne locale. Bien que totalement empirique, elle
conduit à des résultats étonnants, y compris sur des signaux aléatoires ou des séries
temporelles. Malheureusement, l’EMD est déﬁnie comme la sortie d’un algorithme
qui, bien qu’assez simple, est diﬃcile à analyser. Cela fait qu’on dispose de très peu
de résultats théoriques concernant cette décomposition, y compris pour des signaux
simples.
Enﬁn, une question importante concerne l’extension des concepts temps-fréquence
et fréquence instantanée en dimension supérieure à 1. Contrairement au cas de la
dimension 1, il n’existe actuellement pas de déﬁnition unique pour les notions
d’amplitude et de fréquence instantanée en dimensions supérieures. Plus précisément,
plusieurs extensions diﬀérentes ont été proposées pour l’extension du concept de
signal analytique, conduisant à diﬀérentes interprétations. Parmi elles, le signal
monogène [Felsberg 2001] donne une déﬁnition cohérente d’un mode AM–FM en
dimension deux (ou plus).
Plan de la thèse et contributions
Cette thèse s’articule autour de la décomposition modale empirique, l’analyse de
ridges et le synchrosqueezing. La motivation initiale est la recherche d’un formalisme
adéquat pour la décomposition adaptative et la démodulation des signaux multi-
composantes. Nous commençons par rechercher une alternative mieux formalisée
de la décomposition modale empirique, qui conserve son bon comportement empi-
rique. Nous adoptons ensuite la démarche inverse : trouver des résultats théoriques
et empiriques sur l’approximation des signaux multicomposantes, en utilisant les
outils temps-fréquence et l’analyse de ridges. Nous étudierons enﬁn le synchros-
queezing, avant d’étendre les outils précédents en dimension 2. Plus précisément, le
cheminement de la thèse est le suivant.
Le chapitre 1 construit une version alternative de la décomposition modale em-
pirique dans un formalisme mathématique plus solide que la méthode originelle.
Après avoir introduit la problématique de l’estimation de la fréquence instantanée,
nous décrivons l’EMD, et rappelons ses principales caractéristiques et ses proprié-
tés importantes. Nous analysons plusieurs faiblesses de l’EMD, en distinguant les
considérations pratiques et théoriques. Nous présentons ensuite nos contributions,
consistant en deux modiﬁcations de la méthode, publiées dans [Oberlin 2012a]. La
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première, d’ordre pratique, concerne l’initialisation de l’algorithme. La seconde utilise
cette meilleure initialisation pour construire une variante de l’EMD bien formalisée
mathématiquement, basée sur une approche variationnelle. Nous montrons que cette
déﬁnition alternative parvient à reproduire de nombreux résultats empiriques de
l’EMD, sans toutefois résoudre toutes les questions théoriques posées par la méthode
originelle.
Le chapitre 2 s’intéresse à l’extraction des modes d’un signal multicomposantes à
partir de sa transformée de Fourier à court terme ou de sa transformée en ondelettes
continue. Après avoir introduit ces deux outils et évoqué d’autres représentations
temps-fréquence, nous présentons le principe de l’analyse de ridges, qui permet
la capture et la reconstruction de chacun des modes. Puis nous établissons des
théorèmes d’approximation inspirés du synchrosqueezing, qui justiﬁent une nouvelle
méthode pour reconstruire les modes, par intégration locale. Le principe d’intégration
locale pour la reconstruction et le débruitage, fruit d’une collaboration avec Sylvain
Meignen et Steve McLaughlin, a été publié dans [Meignen 2012b] et [Meignen 2012a].
Ces résultats sont ensuite étendus à un ordre supérieur pour de fortes modulations
de fréquence, et l’intérêt de cette nouvelle méthode de reconstruction est conﬁrmé
par des tests numériques. Nous présentons ainsi des résultats expérimentaux concer-
nant la reconstruction des modes au deuxième ordre, et le débruitage de signaux
multicomposantes, publiés respectivement dans [Oberlin 2013a] et [Oberlin 2013b].
Enﬁn, nous proposons une méthode de stabilisation de la reconstruction, dont le
principe a été exposé dans [Oberlin 2012b].
Le chapitre 3 utilise le formalisme et les déﬁnitions du chapitre 2, pour les
appliquer aux représentations temps-fréquence réallouées. Nous exposons d’abord
brièvement le principe de réallocation, ainsi que le synchrosqueezing, variante de
la réallocation qui permet la reconstruction des modes. Nous énonçons ensuite le
résultat de [Daubechies 2011] concernant la reconstruction des modes, que nous
transposons au cas de la TFCT. Après avoir montré que le synchrosqueezing fournit
une représentation moins concentrée que la réallocation classique, nous proposons
enﬁn deux contributions qui améliorent la concentration du synchrosqueezing, tout en
restant inversibles. Ces deux approches sont validées numériquement en les comparant
avec l’état de l’art sur des signaux synthétiques.
Le chapitre 4 étend les outils des chapitres 2 et 3 en dimension supérieure à 1.
Nous présentons d’abord le formalisme du signal monogène, et déﬁnissons l’amplitude
et la fréquence instantanée en dimension supérieure à 1. Nous introduisons ensuite les
signaux multicomposantes monogènes en dimension 2, et les analysons au moyen de
la transformée en ondelettes monogène. Enﬁn, nous déﬁnissons le synchrosqueezing
monogène, en étendant le résultat de [Daubechies 2011] à la dimension 2. Cette
nouvelle méthode est confortée par des résultats numériques sur des superpositions
de modes AM–FM en dimension 2, et par quelques illustrations sur des images
réelles. La principale contribution de ce chapitre réside dans la formalisation du
synchrosqueezing monogène, travail réalisé en collaboration avec Marianne Clausel
et Valérie Perrier, et soumis à publication dans [Clausel 2012].
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CHAPITRE 1
Décomposition Modale Empirique
1.1 Introduction
Les méthodes multi-échelles ont envahi le champ des mathématiques appliquées ces
dernières décennies. Que ce soit en analyse de données, en vision par ordinateur ou en
mécanique des ﬂuides, élaborer des méthodes de calcul ou d’analyse eﬃcaces nécessite
en eﬀet de distinguer les détails des variations lentes, la structure de la texture,
le régime permanent des phénomènes transitoires. En traitement du signal, on a
ainsi vu émerger les méthodes dites “temps-fréquence” [Flandrin 1993] ou “temps-
échelle” [Mallat 2000]. Bien que leur caractère multi-échelle permette d’analyser
ﬁnement les signaux, ces méthodes ne peuvent être considérées comme totalement
adaptatives, dans la mesure où l’espace de représentation est ﬁxé à l’avance.
Introduite récemment dans [Huang 1998], la décomposition modale empirique
(EMD) se distingue des méthodes précédentes par son caractère adaptatif et non-
linéaire : elle construit la décomposition directement à partir des données, et s’adapte
eﬃcacement à la non-linéarité des signaux qu’elle représente. Ces caractéristiques,
ainsi que son caractère intuitif et une implémentation simple, l’ont rendu vite très
populaire, comme en témoigne désormais la vaste littérature sur le sujet.
Mais, si l’EMD se révèle intéressante pour d’innombrables applications, c’est avant
tout une méthode empirique, déﬁnie comme résultat d’un algorithme, et diﬃcile à
analyser mathématiquement. Un des champs de recherche actuel est de proposer des
déﬁnitions alternatives de l’EMD qui, tout en préservant de bons résultats empiriques,
établissent un cadre théorique rigoureux. Nos travaux présentés dans ce chapitre
s’inscrivent dans cette optique.
Nous exposerons d’abord les motivations de la méthode originelle, en présentant
notamment la théorie du signal analytique et la notion de fréquence instantanée.
Après avoir déﬁni l’EMD et illustré son application à certains types de signaux, nous
présenterons brièvement ses propriétés, puis nous nous intéresserons aux principales
lacunes de la méthode, autant d’un point de vue théorique que pratique, et à
quelques réponses proposées récemment. Partant du constat que l’EMD est sensible
Chapitre 1. Décomposition Modale Empirique
aux conditions initiales, nous présenterons en section 1.5 nos travaux sur la détection
des extrema et l’amélioration de la méthode. Enﬁn, nous introduirons dans la section
1.6 une nouvelle déﬁnition de l’EMD par optimisation sous contraintes. Ces deux
modiﬁcations de l’EMD originale, exposées initialement dans [Oberlin 2012a], seront
testées, validées et comparées grâce à des expériences numériques.
1.2 Notion de fréquence instantanée
1.2.1 Motivation
La transformée de Fourier permet de caractériser le contenu fréquentiel d’un signal,
mais ne permet pas de décrire comment celui-ci varie au cours du temps, ce qui est
fondamental dans de nombreuses situations. Les notions de fréquence et d’amplitude
“instantanées” sont pourtant intuitives : pour un signal musical par exemple, les
hauteurs de notes sont déﬁnies à tout moment, de même que leurs amplitudes, qui
varient en fonction des nuances. En radio-transmission, ces grandeurs instantanées
sont également connues, et servent à transmettre l’information par modulation de
fréquence (FM) ou d’amplitude (AM).
Pourtant, le seul signal pour lequel ces grandeurs sont déﬁnies de manière
évidente est le signal monochromatique s(t) = Ae2iπν0t+iφ (ou bien ses parties réelle
ou imaginaire), qui est entièrement caractérisé par son amplitude A > 0, sa fréquence
ν0 et sa phase à l’origine φ. Dans ce cas, le formalisme “instantané” rejoint celui
de Fourier, puisqu’on a : sˆ(ν) = Aeiφδ(ν − ν0). Lorsque l’amplitude et la fréquence
ne sont plus constantes mais varient faiblement, on obtient une onde modulée en
amplitude et en fréquence (AM–FM). Dans le cas réel cette onde est de la forme :
s(t) = A(t) cos(2πφ(t)), A étant l’amplitude instantanée (AI) et φ′ la fréquence
instantanée (FI). En écrivant φ′(t) = ν0 +∆ν(t), la condition de variations lentes
impose que A et ∆ν varient faiblement au cours d’une période, autrement dit que
|A′|, |∆ν ′| ≪ ν0.
Pour une onde modulée, AI et FI sont des notions graphiques ; l’AI correspond
à l’enveloppe du signal, alors que la FI peut être estimée par l’inverse du temps
entre chaque passage à zéro. La Figure 1.1(a) représente une onde AM–FM ainsi
que son amplitude instantanée sous les conditions de variations lentes. Pour illustrer
l’importance de ces conditions, on trace dans la Figure 1.1(b) une onde similaire
avec la même fonction A(t), mais avec une fréquence moyenne ν0 plus petite ; l’AI
ne correspond alors plus à l’enveloppe du signal. Pour déﬁnir de manière unique les
notions d’AI et FI, on utilise la notion de signal analytique. La section suivante se
penche sur cette notion et précise l’hypothèse de variation lente.
1.2.2 Transformée de Hilbert et signal analytique
Dans les années 1940, D. Gabor puis J. Ville eurent l’idée d’utiliser des outils classiques
en mécanique quantique pour déﬁnir précisément des grandeurs instantanées à partir
d’un signal, en faisant appel à la notion de signal analytique [Gabor 1946, Ville 1948].
Cette déﬁnition repose sur la transformée de Hilbert, que l’on commence par déﬁnir
tout en rappelant quelques unes de ses propriétés.
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Figure 1.1 (a) : Une onde AM–FM. L’amplitude instantanée a(t) est tracée en rouge,
trait pointillé. (b) : Même chose lorsque l’hypothèse de variation lente n’est plus respectée :
a ne correspond plus à l’enveloppe du signal.
Définition 1.2.1. La transformée de Hilbert d’une fonction f ∈ L2(R) est définie
presque partout par
Hf(x) = 1
π
lim
ε→0+
∫
|x−t|>ε
f(t)
x− t dt. (1.1)
On peut voir Hf comme la convolution de f avec la distribution tempérée
1
π v. p. (
1
x). On obtient facilement l’écriture équivalente dans le domaine de Fou-
rier : Ĥf(ν) = −i signe(ν)fˆ(ν), qui montre que l’opérateur I + iH “supprime” les
fréquences négatives. Ses nombreuses propriétés en font un outil central dans de
nombreuses branches des mathématiques. Les propriétés suivantes nous intéressent
particulièrement :
Propriétés 1.2.1.
1. Pour tout entier 1 < p < ∞, H est un opérateur linéaire continu de Lp(R)
dans lui-même.
2. H est une isométrie de L2(R).
3. La transformée de Hilbert commute avec les translations et les dilatations.
4. H est une anti-involution, son inverse est H−1 = −H.
On peut à présent déﬁnir proprement l’AI et la FI, fondées sur la notion de signal
analytique.
Définition 1.2.2. Soit s ∈ L2(R) un signal réel. On définit le signal analytique
associé à s par sa = s+ iHs. Le signal analytique étant une fonction complexe, il
s’écrit sous la forme polaire sa(t) = As(t)e
2iπφs(t). La fréquence instantanée de s est
la fonction φ′s, et As est son amplitude instantanée.
La déﬁnition équivalente du signal analytique dans l’espace des fréquences s’écrit
sˆa = 2Usˆ, où U est la fonction échelon unité. On vériﬁe immédiatement que le signal
analytique associé à l’onde pure A cos(2πν0t) est Ae2iπν0t, et on retrouve bien l’AI A
et la FI ν0. Intuitivement, cette déﬁnition vient du fait que l’opérateur H est le seul
opérateur linéaire commutant avec les translations et dilatations, et transformant
cos(2πft) en e2iπft. Le terme “analytique” vient de ce que sa est alors la restriction
réelle d’une fonction holomorphe dans le demi-plan supérieur. Pour de plus amples
détails sur les opérateurs linéaires singuliers et le rapport entre transformée de Hilbert
et fonctions holomorphes, le lecteur peut se reporter à [Stein 1970].
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Remarque : Les ondes pures ou modulées ne sont en général pas dans Lp(R),
ce qui pourrait être problématique. Cependant, il y a deux moyens commodes de
contourner le problème : soit utiliser une transformée de Hilbert périodique (une
période correspondant à la fenêtre d’observation du signal), soit étendre H à des
espaces de distributions. On pourra consulter [Pandey 1996] pour plus de détails à
ce sujet.
1.2.3 Couples canoniques, théorème de Bedrosian
On s’attache maintenant à préciser l’hypothèse de variations lentes de l’AI et de la
FI. Plus précisément, on aimerait des conditions pour que le signal A(t) cos(2πφ(t))
ait pour transformée de Hilbert A(t) sin(2πφ(t)), ou de manière équivalente pour
que A(t)e2iπφ(t) soit un signal analytique. Un tel couple (A, φ) sera appelé canonique.
Une caractérisation de ces couples utilise le théorème suivant [Bedrosian 1962].
Théorème 1.2.1. Bedrosian
Soit f, g ∈ L2(R) tels que supp(fˆ) ⊂ [−B,B] et supp(gˆ)⋂[−B,B] = ∅. Alors,
H[fg] = fH[g].
Démonstration. Supposons d’abord f, g ∈ S(R). On écrit :
Ĥ[fg](ν) = −i signe(ν)f̂ g(ν).
Or f̂ g = fˆ ∗ gˆ, donc pour tout ν ∈ R, f̂ g(ν) = ∫
R
fˆ(ξ)gˆ(ν − ξ) dξ. Comme Ĥ[fg] ∈
L1(R), on peut inverser la transformée de Fourier, ce qui donne pour tout t
H[fg](t) = −i
∫
R
signe(ν)f̂ g(ν)e2iπνt dν
= −i
∫
R
∫
R
signe(ν)fˆ(ξ)gˆ(ν − ξ)e2iπνt dξ dν
= −i
∫
R
∫
R
signe(ν + ξ)fˆ(ξ)gˆ(ν)e2iπ(ν+ξ)t dξ dν (1.2)
= f(t)× −i
∫
R
signe(ν)gˆ(ν)e2iπνt dν = f(t)H[g](t), (1.3)
car fˆ(ξ)gˆ(ν) 6= 0⇒ signe(ν + ξ) = signe(ν), d’après les hypothèses sur les spectres
de f et g. La preuve du résultat pour f, g ∈ L2(R) en découle par densité.
Ce théorème de Bedrosian donne une condition suﬃsante pour que
H[A(t) cos(2πφ(t))] = A(t)H[cos(2πφ(t))]. Il explicite donc l’hypothèse de varia-
tion lente sur A, mais ne nous dit rien sur φ. Bernard Picinbono a complété l’analyse
dans [Picinbono 1983] en étudiant les signaux de phase e2iπφ(t) analytiques. En se
ramenant à un théorème de M. Riesz [Riesz 1928], il montre que de tels signaux sont
des produits de Blaschke du type
s(t) =
∏
k
t− zk
t− z∗k
e2iπ(ν0t+φ0), (1.4)
les nombres complexes zk appartenant au demi-plan supérieur. Il est important de
noter que pour être canonique, un couple (A, φ) doit donc vériﬁer des conditions très
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fortes, et surtout non locales. Ce dernier point n’est pas étonnant, dans la mesure où
même si l’AI et la FI sont des grandeurs locales, elles sont obtenues par le signal
analytique, or H est un opérateur non-local.
1.3 Décomposition Modale Empirique
1.3.1 Motivation
La décomposition modale empirique (EMD pour Empirical Mode Decomposition)
a été introduite par l’équipe de N.E. Huang de la NASA en 1998 [Huang 1998]
pour étudier des données climato-atmosphériques. C’est une méthode non linéaire
d’analyse de données qui ne fait pas appel à des hypothèses de stationnarité (propriétés
statistiques constantes dans le temps). Elle est par ailleurs intuitive et simple à mettre
en oeuvre, ne nécessitant quasiment aucun paramétrage. Enﬁn, c’est une méthode
totalement adaptative, dans le sens où l’espace de représentation est construit
directement à partir du signal.
On a vu que déﬁnir les grandeurs instantanées d’un signal est possible, dès
lors que ce signal est une onde “faiblement” modulée en amplitude et en fréquence.
Pourtant, la plupart des signaux issus de la physique sont complexes et n’entrent
pas dans cette catégorie, même en première approximation. En revanche, la plupart
des signaux peuvent être considérés comme une superposition d’ondes modulées
AM–FM. L’EMD part de ce postulat, et construit au fur et à mesure ces ondes
AM–FM, appelées modes, de manière adaptative et grâce à un algorithme assez
simple. Pour interpréter la décomposition, on peut dans un second temps représenter
chaque mode sur un diagramme temps-fréquence en calculant son AI et sa FI : cette
représentation est appelée spectre de Hilbert-Huang.
1.3.2 Définitions
L’EMD postule que tout signal réel oscillant s se décompose en une composante AM–
FM h1 fortement oscillante, et une moyenne locale m1 qui contient les variations lentes
du signal. Cette dernière se décompose elle-même, ce qui donne une décomposition
récursive, multi-échelles
s =
∑
i
hi + r, (1.5)
où les hi sont de moins en moins oscillants, et r est un résidu monotone. Déﬁnissons
à présent les notions d’enveloppes, de moyenne locale et d’IMF.
Définition 1.3.1. L’enveloppe supérieure Emax d’un signal est l’interpolée spline
cubique de ses maxima locaux. L’enveloppe inférieure Emin interpole ses minima
locaux.
Remarque : On peut utiliser des interpolations splines à d’autres ordres, ou utiliser
des polynômes de Hermite, ou toute autre méthode d’approximation se basant sur
les extrema locaux du signal. Mais l’interpolation spline cubique correspond à la
déﬁnition standard, car elle oﬀre un bon compromis entre localité, régularité et facilité
d’implémentation. Surtout, les splines cubiques minimisent l’énergie de tension parmi
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Entrée : Le signal s
Sorties : Les IMFs h1, h2, . . . , hN , le résidu r
r := s, i = 0
Tant que r possède plus de 3 extrema
Poser i := i+ 1 et h := r.
Sifting Process : tant que le critère d’arrêt stop(h) n’est pas satisfait, eﬀectuer
h := h−Mh
Poser hi := h. et r := r − h
Table 1.1 L’algorithme EMD
les fonctions interpolantes C2, ce qui pousse les enveloppes à rester dans l’enveloppe
convexe des extrema locaux.
Définition 1.3.2. La moyenne locale d’un signal s est la demi-somme de ses
enveloppes supérieures et inférieures. On notera
M[s] = Emax[s] + Emin[s]
2
. (1.6)
Définition 1.3.3. Une IMF (pour Intrinsic Mode Function), ou mode, est une
fonction oscillante de moyenne nulle, c’est-à-dire une fonction :
• dont tous les maxima sont positifs, et tous les minima négatifs.
• dont la moyenne locale vérifie une condition de nullité approchée.
Pour obtenir une moyenne “approximativement nulle”, l’idée est d’appliquer
un certain nombre de fois l’opérateur I −M au signal de départ, en espérant la
convergence du procédé. Cette étape consistant à retrancher itérativement la moyenne
locale est appelée Tamisage (SP, pour Sifting Process). Lorsque la condition de nullité
approchée est vériﬁée, on obtient la première IMF h1, la diﬀérence m1 = s−h1 étant
la moyenne locale de niveau 1. Il suﬃt alors d’itérer le procédé sur m1 de manière
récursive pour obtenir toute la décomposition. La Table 1.1 résume l’algorithme de
l’EMD.
Un des points clés de la méthode est le critère d’arrêt du SP (appelé stop(h)
dans la Table 1.1), c’est-à-dire la condition de nullité approchée de la moyenne
locale. Remarquons tout d’abord qu’on ne peut pas imposer une condition stricte
de moyenne locale nulle : comme remarqué dans [Sharpley 2006], les seuls signaux
oscillants ayant des enveloppes inférieures et supérieures strictement symétriques ont
des enveloppes polynomiales de degré 3. Une solution simple proposée à l’origine
dans [Huang 1998] est d’employer un critère de type Cauchy, qui compare h lors de
deux itérations successives du SP ; lorsque la distance entre deux itérations descend
sous un seuil ﬁxé, on s’arrête. Un critère diﬀérent a été proposé par Flandrin et
Rilling dans [Rilling 2003] : il consiste à vériﬁer que la moyenne locale est faible par
rapport à l’amplitude instantanée. Il inclut par ailleurs une tolérance plus grande
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sur une petite portion du signal. Plus précisément, pour un mode h déﬁni sur [0, T ],
stop(h) = true dès que
1. Les maxima locaux sont positifs et les minima locaux négatifs
2. Les enveloppes EMax et Emin vériﬁent
|Emax[h](t) + Emin[h](t)| ≤ αSP |Emax[h](t)− Emin[h](t)|
sur un ensemble de mesure (1− γSP )T
3. Pour tout t,
|Emax[h](t) + Emin[h](t)| ≤ βSP |Emax[h](t)− Emin[h](t)|
Les valeurs typiques des paramètres sont (αSP , βSP , γSP ) = (0.05, 0.5, 0.05), c’est-
à-dire que l’on tolère un défaut de symétrie de 5% sur 95% de la durée du signal,
une tolérance plus grande (50%) étant appliquée sur la durée restante. Ce critère
d’arrêt, fortement empirique, permet en pratique d’obtenir un bon compromis entre
le nombre de modes et la condition de moyenne locale nulle.
1.3.3 Exemples
Un signal test
L’EMD étant une méthode algorithmique adaptative, il est souvent diﬃcile d’apprécier
quantitativement la qualité de ses résultats. Cependant, il existe une classe de
signaux pour lesquels on connaît la décomposition théorique : ce sont les signaux
multicomposantes, superposition de modes modulés en amplitude et en fréquence
(AM–FM). La Figure 1.2(a) montre un tel signal, composé de trois modes modulés,
bien séparés fréquentiellement. Les IMFs et le spectre de Hilbert-Huang de ce signal
sont tracés dans les Figures 1.2(b) et (c) respectivement. Il est clair que l’EMD
parvient à séparer les composantes, et permet d’obtenir une représentation temps-
fréquence concentrée du signal.
Des données réelles
On se propose à présent d’illustrer le fonctionnement de l’EMD sur des données
réelles. On considère pour cela la série temporelle des températures terrestres men-
suelles moyennes sur la période 1851–2012, représentée en Figure 1.3(a). Ce jeu de
données est disponible sur Internet à l’adresse http://www.cru.uea.ac.uk/cru/
data/temperature/, et son analyse par EMD a été eﬀectuée dans [Wu 2007]. L’EMD
de cette série temporelle donne 8 IMFs et un résidu. Ici, ce sont plutôt les dernières
IMFs qui nous intéressent, car elles donnent des indications sur les tendances globales
et les phénomènes cycliques comme El Niño ou les cycles solaires. Plutôt que de
tracer les IMFs, on trace en Figure 1.3(b) les approximations successives d0 = r,
d1 = r + hN , . . ., dN = s, qui mettent en évidence un réchauﬀement. Le spectre de
Hilbert-Huang, donné en Figure 1.3(c), met en évidence 2 oscillations de périodes
comprises entre 10 et 20 ans, pouvant correspondre au cycle solaire et à l’oscillation
décennale du Paciﬁque.
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Figure 1.2 Décomposition modale empirique d’un signal test à 3 composantes bien
séparées en fréquence. (a) Le signal. (b) Les trois IMFs correspondent aux trois composantes
du signal. (c) Spectre de Hilbert-Huang : on obtient une représentation temps-fréquence
concentrée du signal.
1.3.4 Propriétés
Bien que déﬁnie par un algorithme, l’EMD possède des propriétés empiriques qui
ressemblent aux propriétés de décompositions plus “mathématiques” : orthogonalité,
décroissance dyadique en fréquence des modes. On propose ici d’en dresser un rapide
inventaire, dans le cas de l’interpolation spline avec l’un des deux critères d’arrêt
exposés précédemment.
Non-linéarité
L’EMD est une transformation non-linéaire, dans le sens où la décomposition de
la somme de deux signaux diﬀère de la somme (ou réunion) des décompositions
de chaque signal. La cause principale de ce comportement est la dépendance de
l’EMD aux extrema locaux, le critère d’arrêt et l’interpolation pouvant aussi créer
des non-linéarités. Cette propriété permet de mieux analyser des données issues de
systèmes eux-mêmes non-linéaires (on pourra par exemple se référer au chapitre 1
de [Huang 2005]).
Invariances et commutations
On suppose que l’EMD est calculée comme dans la méthode originale, notamment
que les enveloppes sont obtenues par interpolation spline cubique. L’EMD commute
avec les opérations discrètes suivantes :
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Figure 1.3 (a) : Températures moyennes mensuelles, données comme écart par rapport
à la moyenne 1961–1990, en degrés Celsius. (b) : Approximations multi-échelles du signal ;
on trace le résidu non oscillant, et les trois premières approximations obtenues en tenant
compte des dernières IMFs, les moins oscillantes. (c) : spectre de Hilbert-Huang, zoom sur
les basses fréquences.
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• Multiplication par un scalaire
• Inversion du temps (réﬂexion)
• Translation de la grille d’échantillonnage
• Dilatation sur la grille (sur- ou sous-échantillonnage).
Par ailleurs, les IMFs d’une décomposition modale empirique sont invariants par
ajout d’une constante, le résidu étant covariant, c’est-à-dire qu’il contient cette
constante. Toutes ces propriétés se vériﬁent facilement d’après l’algorithme, pour
une preuve explicite on pourra se référer à [Rilling 2007].
Quasi-orthogonalité
Étant donné que l’EMD décompose un signal en une somme d’IMFs de manière
adaptative, il est naturel de s’interroger sur la qualité de cette décomposition, ce qui
amène à quantiﬁer l’orthogonalité des IMFs. Dans leur article fondateur [Huang 1998],
les auteurs suggèrent déjà que la décomposition est quasi-orthogonale, avec l’argument
suivant : deux ondes modulées ayant des fréquences instantanées suﬃsamment
éloignées ont un produit scalaire faible. Cette quasi-orthogonalité peut être mesurée
en calculant le produit scalaire normalisé entre chaque couple d’IMFs, appelé indice
d’orthogonalité :
IOij =
〈hi, hj〉
‖s‖2 , (1.7)
l’indice associé à une décomposition entière est alors déﬁni par
IO =
∑
i<j
IOij . (1.8)
Pour quantiﬁer plus précisément le produit scalaire de deux modes AM–FM, on peut
utiliser des résultats sur l’approximation asymptotique des intégrales oscillantes, et
notamment le Lemme de Van der Corput et ses extensions, présentés en détail dans
le chapitre 8 de [Stein 1993].
Comportement moyen en banc de filtres dyadiques
Si le comportement de l’EMD pour des sommes d’ondes modulées est assez clair, on
peut s’interroger sur son application à des signaux plus complexes. En particulier, est-
ce qu’il y a bien convergence de la méthode en un nombre ﬁni d’IMFs, et si oui combien
y en a-t-il ? Comment décroît la fréquence instantanée entre les IMFs successives ?
Dans l’article [Flandrin 2004], les auteurs donnent une réponse empirique basée sur
l’étude de bruit gaussien. Ils montrent qu’en moyenne, un bruit blanc gaussien sera
décomposé de manière dyadique, c’est-à-dire que la fréquence moyenne entre deux
IMFs successives est divisée par deux. Cette constatation leur permet notamment de
caractériser l’exposant de Hurst de bruits gaussiens fractionnaires grâce à l’EMD.
Ainsi, même si l’on ne dispose pas d’arguments théoriques, on observe qu’en pratique
l’EMD d’un signal discret de taille N converge, le nombre d’IMFs étant du même
ordre de grandeur que log2(N).
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Figure 1.4 Différentes formes d’onde (colonne de gauche) et leur mode AM–FM associé
(colonne de droite).
Non harmonicité des IMFs
Les IMFs ou modes extraits par l’EMD sont issus directement des données, et peuvent
être considérés comme des ondes AM–FM. Mais contrairement à de nombreuses
autres décompositions basées notamment sur la transformée de Fourier, l’EMD
n’impose pas à ces ondes d’être harmoniques, c’est-à-dire de s’écrire sous la forme
h(t) = A(t) cos(2πφ(t)). Considérons par exemple une forme d’onde f(t), c’est-à-dire
une fonction régulière, 2π-périodique, de moyenne nulle. Supposons qu’elle possède
exactement un maximum et un minimum sur [0, 2π]. Considérons par ailleurs un
couple (A, φ) d’amplitude et phase vériﬁant des conditions de variations lentes
(φ′, A > 0 et |A′|, |φ′′| ≪ φ′). Si ces conditions sont suﬃsamment restrictives, la
fonction A(t)f(2πφ(t)) est alors une IMF au sens de la déﬁnition 1.3.3. On illustre
ce principe dans la Figure 1.4, qui représente trois formes d’onde avec pour chacune
le mode AM–FM associé en utilisant le même couple (A, φ). Ces trois modes, bien
que très diﬀérents, sont des IMFs de même amplitude et fréquence instantanée.
1.4 Difficultés et quelques solutions
Comme toute méthode, l’EMD possède plusieurs inconvénients qui sont analysés
dans la littérature, et que l’on peut classer en trois catégories.
• La première concerne l’implémentation de l’algorithme : la méthode d’interpo-
lation, le critère d’arrêt, mais surtout la gestion des bords. En eﬀet, durant le
tamisage il faut construire la moyenne locale, qui n’est pas déﬁnie aux bords
(avant le deuxième extrema et après l’avant-dernier). On doit donc prolonger
cette moyenne de manière intelligente, sans créer des artefacts qui peuvent
ensuite être propagés par le SP. La thèse de Gabriel Rilling [Rilling 2007]
s’intéresse en détail à ce problème, en présentant une analyse comparative de
plusieurs méthodes de prolongement. Les diﬃcultés d’implémentation, bien
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que cruciales en pratique, ne seront pas étudiées dans notre travail, qui se
consacre plutôt au coeur de la méthode. Nous utiliserons donc l’approche
standard de prolongement par symétrisation des extrema [Rilling 2003].
• La seconde concerne l’initialisation du tamisage. En eﬀet, la détection de
l’échelle ﬁne du signal (correspondant à la fréquence instantanée de la première
IMF) par les extrema pose parfois problème, de même que la déﬁnition de
la moyenne locale par interpolation des extrema. La section 1.4.1 étudie le
problème, et quelques solutions de la littérature sont présentées en section
1.4.2.
• Enﬁn, la formulation classique de l’EMD empêche quasiment toute analyse
mathématique de son fonctionnement et de ses propriétés, même pour des
signaux simples. Cet aspect est étudié dans la section 1.4.3, le paragraphe
1.4.4 mentionnant quelques propositions pour contourner ce problème.
1.4.1 Séparation fréquentielle et mélange de composantes
C’est la caractérisation locale de l’échelle ﬁne du signal par les extrema locaux qui
donne à l’EMD son caractère adaptatif et “piloté par les données” (data-driven). Ceci
a deux conséquences : d’une part, les extrema d’un mode haute fréquence de faible
amplitude peuvent ne pas apparaître dans un signal, auquel cas ce mode ne sera
pas détecté. D’autre part, si un tel mode est détecté seulement par intermittence,
l’IMF correspondante sera un mélange entre ce mode et d’autres composantes basse
fréquence. Ce phénomène, appelé mélange de mode (mode-mixing), s’observe sur
quasiment toutes les données réelles, et peut nuire grandement à l’interprétation des
résultats.
Commençons par étudier la séparation fréquentielle : peut-on garantir qu’un
mode haute-fréquence sera bien détecté et extrait ? Pour répondre à cette question,
Gabriel Rilling et Patrick Flandrin [Rilling 2008] ont étudié le comportement de
l’EMD sur une somme de deux sinus, en faisant varier leurs amplitudes et fréquences.
Ils ont montré que, selon les rapports d’amplitudes et de fréquences, l’EMD traite le
signal soit comme un seul mode, soit comme 2 IMFs correspondant aux 2 sinus, soit
d’une manière non déﬁnie. On rappelle ici rapidement ces résultats, en soulignant
leur implication pratique. Considérons deux ondes pures s1(t) = sin(2πt), s2(t) =
a sin(2πft+ϕ), les paramètres a > 0 et 0 < f < 1 permettant de faire varier le rapport
d’amplitudes et de fréquences entre les deux ondes. Notons que l’EMD commutant
avec les translations et dilatations, ces deux paramètres permettent d’analyser
n’importe quelle somme de deux ondes monochromatiques. L’article [Rilling 2008]
analyse la façon dont les extrema du mode haute fréquence s1 apparaissent dans le
signal s = s1 + s2.
Théorème 1.4.1. ( [Rilling 2008])
Si af < 1, s possède autant d’extrema que le mode haute fréquence s1. Si af
2 > 1,
s possède autant d’extrema que le mode basse fréquence s2.
Ainsi, plus les fréquences entre les deux ondes sont proches (f se rapproche de 1),
plus l’amplitude du mode basse fréquence s2 doit être faible pour assurer la détection
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des deux modes. Notons que la détection des extrema de s1 n’assure pas que l’EMD
extrait eﬀectivement le mode, puisque cela dépend aussi du critère d’arrêt. En outre,
dans la zone intermédiaire 1 < af et af2 < 1, le nombre d’extrema ne correspond
ni à celui de s1 ni à celui de s2, mais on peut quand même calculer leur densité
moyenne. Pour une étude plus détaillée, on renvoie le lecteur au début du chapitre 2
de [Rilling 2007].
Le fait que l’EMD ne sépare pas deux composantes très proches fréquentiellement
est ﬁnalement assez naturel, c’est un phénomène inhérent à tout appareil de mesure
ou d’analyse. L’oreille humaine elle-même se comporte exactement de cette manière ;
si l’on écoute la superposition d’un sinus à 440Hz et d’un autre à 444Hz (deux "la"
légèrement diﬀérents), on ne perçoit pas les deux fréquences, mais on entend un “la”
à 442Hz modulé en amplitude. On illustre ce phénomène de battement sur la Figure
1.5, une analyse plus détaillée de sa perception par l’oreille humaine étant disponible,
par exemple, dans [Rossi 2007]. Le défaut de l’EMD est que, contrairement à d’autres
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2
0
2
t
s
Figure 1.5 Illustration du phénomène de battement. Le signal représenté est s(t) =
sin(2π440t) + sin(2π444t) = 2 sin(2π442t) cos(4πt).
méthodes comme la transformée de Fourier à court terme, elle ne possède pas de
paramètre permettant d’ajuster la séparation fréquentielle. Par ailleurs, deux signaux
modulés voient leurs propriétés évoluer au cours du temps, ce qui fait qu’ils seront
parfois séparés, parfois non. Ce comportement intermittent produit alors du mélange
de mode.
Le phénomène de mode-mixing est illustré sur la Figure 1.6, où l’on représente
l’EMD et le spectre de Hilbert-Huang du signal de la Figure 1.2, auquel on a ajouté
un bruit blanc gaussien de faible variance (le SNR vaut 55 dB). La première IMF
est d’amplitude très faible mais oscille très rapidement, elle contient uniquement
du bruit. En revanche on observe que la seconde contient par moment la première
composante du signal, et en d’autres endroits du bruit résiduel. Assez logiquement,
l’IMF 3 contient un mélange entre les modes 1 et 2 du signal, alors que la composante
basse fréquence du signal est répartie entre les IMFs 4 et 5. Ce mélange des modes
est également mis en évidence sur le spectre de Hilbert-Huang, dans lequel les lignes
temps-fréquences semblent intermittentes. Ainsi, du bruit de très faible amplitude
suﬃt à perturber totalement la décomposition, donnant des IMFs “intermittentes”.
On pourrait se satisfaire de ce comportement, en se disant qu’après tout c’est
une conséquence logique de la nature adaptative de l’EMD, et qu’un algorithme de
post-traitement pourrait réarranger les IMFs pour éviter ces intermittences. Mais
l’EMD ne se contente pas de mélanger les composantes, elle crée aussi des artefacts
autour des points de mélange. En eﬀet, le mode-mixing produit des sauts d’amplitude,
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(c)
Figure 1.6 Illustration du mélange de modes sur un signal test. (a) : Le signal de la
Figure 1.2 faiblement bruité (SNR = 55 dB). (b) : Les cinq premières IMFs données par
l’EMD. (c) : Le spectre de Hilbert-Huang.
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discontinuités que le Sifting Process va lisser en créant de l’information superﬂue.
On verra ainsi apparaître des artefacts autour des points de mélange. La ﬁgure 1.7
illustre ce phénomène sur un exemple très simple : elle montre la décomposition
d’un sinus comportant un saut d’amplitude. On remarque que la première IMF
contient bien ce cosinus, mais que son amplitude a été lissée aux abords du saut.
Ceci engendre la création de plusieurs IMFs qui n’ont pas de sens physique, et qui
en outre ne sont pas localisées autour de la discontinuité. Notons que ce signal est
pourtant continu, des discontinuités dans le signal ampliﬁent encore le phénomène.
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Figure 1.7 Illustration du lissage des enveloppes. (a) Un sinus comportant des sauts d’am-
plitude. (b) Les 4 premières IMFs. L’IMF 1 correspond presque au signal, mais l’amplitude
a été lissée. Plusieurs autres modes sont créés par ce phénomène.
1.4.2 Alternatives empiriques
De nombreuses méthodes ont été développées pour améliorer la décomposition mo-
dale empirique, en prenant mieux en compte les problèmes de bord [Zhidong 2007],
en limitant le mélange de modes [Deering 2005], en améliorant la détection des ex-
trema [Kopsinis 2007a, Kopsinis 2007b] ou l’enveloppe moyenne dans le SP [Hong 2009,
Chen 2006, Smith 2005, Park 2011]. Une approche diﬀérente qui a rencontré beau-
coup de succès est l’EEMD (Ensemble EMD) [Wu 2009], une méthode de Monte-Carlo
pour l’EMD, qui est très utilisée lorsque l’EMD classique ne fonctionne pas bien.
Des dizaines d’autres implémentations ont été proposées, souvent adaptées à une
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application spéciﬁque. Aussi cette section n’a pas de prétention exhaustive, nous nous
contenterons de présenter l’EEMD et des déﬁnitions alternatives pour les extrema et
la moyenne locale, qui nous seront utiles par la suite.
EMD d’ensemble
L’EMD d’ensemble consiste à eﬀectuer un certain nombre de fois l’EMD sur des
réalisations bruitées d’un signal, puis à faire la moyenne IMF par IMF. On obtient
ainsi une décomposition semblable à l’EMD, mais où l’on a amélioré la séparation
fréquentielle et réduit le mélange de modes. En eﬀet, le bruit introduit artiﬁciellement
crée de nombreux extrema, ce qui force la séparation ; par ailleurs en prenant un
grand nombre de réalisations, on espère que le mélange de mode s’annulera, la
décomposition sans mélange étant, on l’espère, la plus probable. Notons que l’EEMD,
à cause de la moyennisation, n’est pas une décomposition complète : le signal n’est
plus la somme de ses IMFs. Lorsque cet aspect est nécessaire, il vaudra mieux utiliser
l’approche alternative [Torres 2011] qui est complète. Pour illustrer les résultats
de l’EEMD, on représente sur la Figure 1.8 la décomposition du signal bruité à 3
composantes de la Figure 1.6, en prenant 1000 réalisations avec une variance de
bruit σ2 = 0.04. Les deux premières IMFs ﬁltrent le bruit, et on retrouve bien les
3 composantes du signal dans les IMFs 3 à 5, avec moins de mélange entre modes.
On observe également que la représentation temps-fréquence associée (spectre de
Hilbert-Huang) est améliorée, tout en restant assez médiocre.
L’EEMD parvient sans conteste à améliorer la séparation fréquentielle et réduire
le mode-mixing, ce qui en fait un outil très utilisé sur les données réelles pour
lesquelles l’EMD simple ne donne pas de bons résultats. Cependant c’est au prix
d’une augmentation considérable du temps de calcul, et d’un choix judicieux de la
variance du bruit à ajouter. Comme remarqué par les auteurs eux-mêmes, le bruit
permet en fait simplement de forcer l’EMD à adopter le comportement moyen en
banc de ﬁltres mis en évidence dans [Flandrin 2004], tout en restant adaptative.
Extrema, moyenne locale et interpolation
Si le problème de la détection des extrema du mode haute fréquence est crucial, la
déﬁnition de la moyenne locale est également souvent problématique. En eﬀet, il arrive
souvent que le signal dépasse ses enveloppes, créant des “overshoots” ou “undershoots”
qui créent des artefacts parasites. Par ailleurs, la construction par interpolation rend
la moyenne locale très sensible à la détection des extrema. Yannis Kopsinis suggéra
dans [Kopsinis 2007b] d’utiliser la dérivation pour améliorer la détection de ces points
caractéristiques. Concernant les enveloppes et la moyenne locale, de nombreuses
alternatives ont été proposées, l’approche [Hong 2009] notamment, qui construit la
moyenne locale par intégration dans des voisinages. La section 1.5 présente ces deux
approches, montrant qu’en les combinant on obtient de bien meilleures performances
sur la décomposition.
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Figure 1.8 EMD d’ensemble du signal multicomposantes faiblement bruité de la Figure
1.6. Représentation temporelle des IMFs (en haut) et spectre de Hilbert-Huang (en bas).
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1.4.3 Convergence du Sifting Process et de l’EMD
S’il existe de nombreuses méthodes pour améliorer l’implémentation de l’EMD et
éviter certains eﬀets indésirables, une grande lacune de la méthode, plus diﬃcile à
contourner, est l’absence de cadre mathématique et de résultats théoriques, et ce
même pour des signaux très simples. Ainsi, non seulement les propriétés évoquées
dans la section 1.3.4 sont pour la plupart empiriques, mais un résultat aussi crucial
que la convergence de l’EMD paraît diﬃcile à obtenir avec la déﬁnition actuelle de
l’EMD. En particulier, deux questions de convergence restent en suspens :
• Peut-on assurer la convergence du Sifting Process ? Autrement dit, pour un
seuil donné, peut-on assurer que la moyenne locale d’un mode au cours du
SP décroisse jusqu’à devenir partout inférieure au seuil ? En pratique, les
implémentations limitent le nombre d’itérations du SP, quitte à obtenir un
mode qui n’est pas exactement une IMF.
• En supposant la convergence du SP, peut-on démontrer la convergence de
l’EMD pour une certaine classe de signaux ? Peut-on également contrôler le
nombre d’IMFs de la décomposition ?
A cause de la nature algorithmique de l’EMD, une réponse mathématique à ces
questions paraît hors de portée. C’est pourquoi nombre d’auteurs ont déﬁni des
méthodes alternatives fondées sur des outils mieux formalisés comme l’optimisation
ou les équations aux dérivées partielles (EDP), tout en essayant de conserver les
caractéristiques essentielles de l’EMD : adaptativité et détection de l’échelle ﬁne par
les extrema. La section suivante présente certaines de ces méthodes.
1.4.4 Alternatives théoriques
Détaillons ici deux familles de déﬁnitions alternatives du SP. Au lieu d’itérer le
tamisage jusqu’à ce que le critère d’arrêt soit satisfait, les approches par optimisation
imposent des contraintes de moyenne locale quasi-nulle pour le mode, et recherchent
ensuite celui qui donne le résidu le plus régulier possible. Les approches par EDP
ont une philosophie un peu diﬀérente, puisqu’elles tentent de modéliser le SP par
une équation d’évolution en temps, le critère d’arrêt correspondant alors à un temps
d’arrêt. Il faut bien noter que si ces méthodes résolvent la question de la convergence
du SP, elles ne répondent pas au problème de la décomposition complète en un
nombre ﬁni et contrôlé de modes.
Approches variationnelles
Une première approche consiste à déﬁnir la première IMF comme solution d’un
problème d’optimisation quadratique sous contraintes [Meignen 2007]. Le principe est
de chercher la moyenne locale dans l’espace des polynômes de degré 3 par morceaux
sur la subdivision des extrema, avec raccord C1. Par rapport aux splines cubiques,
cela permet de gagner un degré de liberté. On peut alors ajouter des contraintes
sur cette moyenne, et maximiser sa régularité. Bien que résolvant le problème de la
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convergence du SP, cette méthode peine à reproduire les résultats expérimentaux de
l’EMD, car elle n’intègre pas directement la contrainte de symétrie des enveloppes.
Mentionnons également une approche par optimisation très récente [Huang 2012],
qui contraint le signal à rester strictement entre ses enveloppes, ce qui n’est pas
toujours le cas dans la méthode originale. Cette approche ne résout cependant pas
les problèmes de convergence, puisqu’elle utilise le tamisage. Enfn, des travaux
récents [Pustelnik 2012] proposent une alternative eﬃcace au Sifting Process par
optimisation, basée sur une méthode proximale.
Modélisation du SP par des EDP
Plusieurs études ont tenté de modéliser le SP par une équation d’évolution, la variable
temporelle continue remplaçant le nombre (discret) d’itérations du SP. En se rappelant
le comportement en banc de ﬁltres de l’EMD, on pense naturellement à une équation
de diﬀusion non linéaire, le coeﬃcient de diﬀusion dépendant de l’échelle locale
du signal (elle-même pouvant être calculée comme dans l’EMD grâce à la densité
des extrema locaux). Pourtant les deux approches de la littérature font un choix
diﬀérent. Dans [El Hadji 2010], les auteurs cherchent ainsi l’IMF comme solution de
l’équation de la chaleur rétrograde avec un coeﬃcient de diﬀusion constant, ce qui
pose des problèmes de stabilité, tout en perdant le caractère adaptatif de l’EMD.
Une autre approche [Delechelle 2005] remplace le SP par une équation de diﬀusion à
long terme, qui donne de bons résultats sur des signaux AM–FM synthétiques, mais
la justiﬁcation théorique du modèle n’est pas clairement établie.
1.5 Une meilleure initialisation pour le SP : l’EMD-NI
Le reste de ce chapitre présente une nouvelle variante de l’EMD utilisant l’optimisa-
tion sous contraintes. On montrera d’abord dans cette section comment améliorer
l’initialisation du Sifting Process, qui est une étape cruciale. Ensuite, la section 1.6
présentera la phase d’optimisation. Ces travaux ont été publiés dans [Oberlin 2012a].
1.5.1 Extrema et dérivation
Partant de la constatation que la détection des extrema du mode haute fréquence est
cruciale, on se propose d’améliorer cette détection en suivant l’idée de [Kopsinis 2007b],
c’est-à-dire en utilisant les dérivées du signal. Pour cela, on revient à l’étude menée
par Gabriel Rilling et Patrick Flandrin dans [Rilling 2008], en considérant une somme
de deux signaux monochromatiques
s(t) = s1(t) + s2(t) = cos(2πt) + a cos(2πft+ ϕ) 0 < f < 1, a ∈ R∗+. (1.9)
On s’intéresse aux relations entre le nombre d’extrema des modes haute-fréquence
(HF) s1 et basse-fréquence (BF) s2, et le nombre des extrema des dérivées paires du
signal s(2p). Comme on travaille sur un signal inﬁni, on s’intéresse plus précisément
à la densité des extrema, nombre moyen d’extrema par unité de temps. Le théo-
rème suivant est une extension du résultat obtenu dans [Rilling 2008], établi dans
[Oberlin 2012a].
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Théorème 1.5.1. La densité d’extrema de s(2p) est égale à celle de s1 (resp. s2)
lorsque af2p+1 < 1 (resp. af2p+2 > 1).
Ce théorème étend le théorème 1.4.1 aux dérivées paires du signal. Concrètement,
dériver le signal 2p fois revient à multiplier le mode basse fréquence s2 par f2p.
Comme f < 1, s2 sera atténué, et en comparaison le mode s1 sera ampliﬁé, d’autant
plus que p est grand. Les extrema du mode HF seront donc plus visibles et mieux
estimés.
Démonstration. La dérivée d’ordre 2p de s s’écrit
s(2p)(t) = (−4π2)p[cos(2πt) + af2p cos(2πft+ ϕ)].
On retrouve ainsi à une constante près le signal s, où le mode BF a été atténué
(a est remplacé par af2p). La preuve reprend le raisonnement de [Rilling 2008], et
s’intéresse au signe de s(2p+2) évalué aux extrema de s(2p). Si t0 est un extremum de
s(2p), s(2p+1)(t0) = 0, ce qui conduit à
sin(2πt0) = −af2p+1 sin(2πft0 + ϕ). (1.10)
La dérivée d’ordre 2p+ 2 du signal en ce point s’écrit :
s(2p+2)(t0) = (−4π2)p+1[cos(2πt0) + af2p+2 cos(2πft0 + ϕ)].
Pour distinguer lequel des deux termes est prépondérant, on s’intéresse à la diﬀérence
de leur carré :
cos2(2πt0)− (af2p+2)2 cos2(2πft0 + ϕ)
= 1− (af2p+1)2 sin2(2πft0 + ϕ)− (af2p+2)2 cos2(2πft0 + ϕ) par l’équation (1.10)
= 1− (af2p+1)2 + (af2p+1)2(1− f2) cos2(2πft0 + ϕ) > 0 si af2p+1 < 1
= 1− (af2p+2)2 + (af2p+2)2( 1
f2
− 1) sin2(2πft0 + ϕ) < 0 si af2p+2 > 1,
où l’on a utilisé 0 < f < 1 pour déterminer le signe des expressions. Finalement, on a
montré que si t0 est un extrema de s(2p), s(2p+2)(t0) a même signe que (−1)p+1s(2p+2)1
(resp. (−1)p+1s(2p+2)2 ) si af2p+1 < 1 (resp. af2p+2 > 1). Les minima et maxima étant
alternés, on en déduit que s(2p) a exactement un extremum entre deux passages à
zéro de s(2p+2)1 (resp. s
(2p+2)
2 ) si af
2p+1 < 1 (resp. af2p+2 > 1). Il suﬃt alors de
remarquer que les passages à zéro de s1 (resp. s2) et s
(2p+2)
1 (resp. s
(2p+2)
2 ) sont
identiques, pour conclure la démonstration.
Pour illustrer ce résultat, on trace sur la Figure 1.9 le nombre d’extrema de s(2p)
moins le nombre d’extrema de s1, pour un signal ﬁni. La zone blanche, délimitée par
af2p < 1, correspond aux valeurs (a, f) pour lesquelles les extrema du mode s1 sont
bien détectés. Il est clair que ce domaine s’agrandit lorsque p augmente.
Ainsi, dériver le signal permet d’améliorer l’estimation des extrema du mode HF,
étape cruciale de l’EMD. Il va cependant de soi que c’est une opération délicate,
qui ampliﬁe le bruit (la dérivation discrète est un ﬁltre passe-haut). Ainsi, on a
intérêt à utiliser un ordre de dérivation le plus faible possible, tout en assurant une
détection correcte des extrema. Pour déterminer l’ordre de dérivation, nous proposons
dans [Oberlin 2012a] la méthode suivante :
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Figure 1.9 Illustration du théorème 1.5.1 : le niveau de gris représente la différence entre
le nombre d’extrema de s(2p) et le nombre d’extrema du mode HF s1 dans la plan (a, f).
Les zones blanches correspondent au domaine où tous les extrema du mode s1 sont détectés.
De gauche à droite, p = 0, p = 1, p = 2.
1. Poser p = 0.
2. Tant que s(p+2) a plus d’extrema que s(p), p := p+ 2.
3. Utiliser les extrema de s(p) pour le calcul d’enveloppe.
En pratique pour le calcul des dérivées on utilise la formule d’ordre 4 suivante
s(2)(t) ≈ −s(t− 2δ) + 16s(t− δ)− 30s(t) + 16s(t+ δ)− s(t+ 2δ)
12δ2
, (1.11)
où δ est la période d’échantillonnage, en l’adaptant aux bords. La dérivée d’ordre 4
est obtenue en itérant cette formule deux fois, et on n’utilise pas les dérivées d’ordre
supérieur. Les résultats de cette sélection adaptative de l’ordre de dérivation sont
représentés dans la Figure 1.10 pour le signal (1.9). Chaque couleur correspond à
un ordre de dérivation (0, 2 ou 4). On en conclut que notre procédure trouve les
extrema du mode HF presque tout le temps lorsque af4 < 1. Pour les autres valeurs
de (a, f), on trouve les extrema du mode BF. Ce procédé présente trois avantages :
la séparation fréquentielle est améliorée, l’estimation du lieu des extrema est plus
précise, et on a supprimé le domaine ﬂou af > 1 > af2 dans lequel le comportement
de l’EMD est mal déﬁni. Remarquons que la Figure 1.10 comporte des raies noires
horizontales, qui proviennent de la détection discrète des extrema sur un intervalle
ﬁni, mais qui sont peu gênantes en pratique.
1.5.2 Une moyenne locale intégrale
À présent que l’on dispose d’un vecteur xˆ = (xˆi) estimant la position des extrema xi
du mode haute fréquence h, on va établir ici une estimation de la moyenne locale
s− h. Pour cela, nous proposons d’éviter l’approche par interpolation, à cause de
son instabilité et de possibleproximal algorithm s over- ou undershoots. A la place,
nous construisons une moyenne locale mˆ comme dans [Hong 2009] qui interpole les
points (t¯i, s¯i)i=1...L−1 déﬁnis par :
s¯i =
1
xˆi+1 − xˆi
∫ xˆi+1
xˆi
s(t) dt
t¯i =
∫ xˆi+1
xˆi
t|s(t)− s¯i|2 dt∫ xˆi+1
xˆi
|s(t)− s¯i|2 dt
. (1.12)
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Figure 1.10 Détermination de l’ordre de dérivation de s pour calculer les extrema. De
gauche à droite, on représente les zones dans lesquelles on utilise s (en noir), s(2) (en gris)
ou s(4) (en blanc). On trace également les courbes de séparation, qui ont pour équation, de
gauche à droite, af = 1, af3 = 1, af4 = 1. Ces courbes séparent les trois domaines.
La valeur s¯i est la moyenne locale intégrale du signal entre deux extrema successifs.
Quant au point t¯i, c’est une sorte de barycentre, il permet de tenir compte de la
forme du signal sur l’intervalle [xˆi, xˆi+1], et choisir cette abscisse donne de meilleurs
résultats par rapport à la solution naïve qui serait de déﬁnir t¯i comme le milieu
du segment [xˆi, xˆi+1]. Les points de bord (t¯0, s¯0) et (t¯L, s¯L) sont déﬁnis comme les
symétriques respectifs de (t¯1, s¯1) et (t¯L−1, s¯L−1) par rapport à xˆ1 (respectivement
xˆL).
Nous déﬁnissons alors la moyenne locale mˆ comme la spline d’ordre k qui interpole
ces L+ 1 points, déﬁnie sur une subdivision τ = (τi)0≤i≤L+k. Autrement dit, mˆ est
un polynôme par morceaux de degré k− 1 dans chaque intervalle ]τi, τi+1[, ayant une
régularité globale Ck−2. Pour déﬁnir la subdivision τ , on utilise la déﬁnition classique
de DeBoor [De Boor 1978], qui assure l’existence et l’unicité de l’interpolant :
• On déﬁnit des noeuds multiples aux bords : τ0 = . . . = τk−1 = t¯0 et τL+1 =
. . . = τL+k = t¯L,
• et des noeuds simples ailleurs
∀i ∈ k . . . L, τi = 1
k − 1
i−1∑
p=i+1−k
t¯p. (1.13)
Considérons Nki,τ , la i
e B-spline d’ordre k déﬁnie sur la subdivision τ et ayant pour
support [τi, τi+k]. Comme l’équation (1.13) implique que ∀i ∈ 0, . . . , L, Nki,τ (t¯i) >
0, le théorème de Schoenberg-Whitney assure l’existence et l’unicité d’un unique
interpolant mˆ d’ordre k en (t¯i, s¯i)0≤i≤L (voir [Prautzsch 2002] pour plus de détails).
1.5.3 Résultats numériques
En combinant la détection des extrema par dérivation et la construction de la
moyenne locale par interpolation des points (t¯i, s¯i), on obtient une approximation
de la moyenne locale du signal, que l’on peut utiliser pour initialiser le SP, le
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reste de la méthode étant inchangé. Cette méthode sera dénommée EMD-NI (pour
New Initialization) dans la suite. Pour l’évaluer, reprenons notre signal test à 3
composantes représenté dans la Figure 1.2. La Figure 1.11(a) montre une portion de
ce signal, ainsi que les moyennes locales utilisées pour initialiser le SP dans l’EMD
et l’EMD-NI. Pour comparer les deux méthodes, on trace aussi la “vraie” moyenne
locale, c’est-à-dire s− s1 = s2 + s3. On remarque que la méthode EMD-NI fournit
une bien meilleure approximation de cette moyenne. Pour observer l’amélioration de
la détection des extrema, nous traçons dans la Figure 1.11(b) le mode s1, ainsi que
les extrema estimés par l’EMD et l’EMD-NI. Il est clair que la seconde parvient à
les localiser avec une précision bien meilleure.
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Figure 1.11 (a) : Le signal test, l’estimation des extrema de s1 et de la moyenne locale,
pour l’EMD et l’EMD-NI. (b) : Le mode s1 et l’estimation de ses extrema par l’EMD et
l’EMD-NI. L’ordre de dérivation utilisé dans l’EMD-NI vaut p = 1.
Vitesse de convergence du SP
À présent, on peut se demander si cette meilleure initialisation permet d’améliorer le
résultat ﬁnal. Pour cela, on va itérer le SP en partant de chacune des estimations de
la moyenne locale. A chaque itération n, on mesure la distance entre le mode courant
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hn1 et la première composante s1 du signal, en calculant
C1(n) = log10
(‖hn1 − s1‖
‖s1‖
)
. (1.14)
La Figure 1.12 représente C1 en fonction de n pour chacune des initialisations. À
l’itération 0, on vériﬁe comme précédemment que notre nouvelle initialisation est plus
performante que celle de l’EMD. Par ailleurs, il semble que l’EMD et l’EMD-NI ne
convergent pas vers la même fonction, et l’écart entre les méthodes reste globalement
constant au cours des itérations. Autrement dit, le SP ne parvient pas à rattraper
l’erreur commise lors de l’initialisation, montrant que cette dernière est une étape
cruciale. Sur cet exemple, l’EMD-NI améliore les résultats d’un facteur 4 environ.
C’est ce qu’on observe en moyenne sur des superpositions de modes AM–FM réguliers,
pour lesquels la détection des extrema par dérivation fonctionne très bien. La section
suivante montre un cas d’application sur des signaux bruités.
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Figure 1.12 Coefficient C1 pour l’EMD et l’EMD-NI, en fonction du nombre n d’itérations.
1.5.4 Réduire le mode-mixing avec l’EMD-NI
La détection des extrema par dérivation comme la construction de la moyenne locale
intégrale ont été conçus pour un signal échantillonné ﬁnement, et son application
à des séries temporelles ou à des signaux bruités peut poser problème. Pourtant,
l’EMD-NI donne de bons résultats sur de tels signaux, notamment en réduisant le
mélange de modes en présence de bruit. En eﬀet, la dérivation discrète est un ﬁltre
passe-haut, et donc dans le cas d’un signal bruité, l’EMD-NI va mieux détecter les
extrema dus au bruit.
Pour illustrer ce bon comportement, nous comparons les résultats donnés par
l’EMD et l’EMD-NI dans la Figure 1.13. On considère pour cela le signal bruité
représenté en Figure 1.13(a), qui comprend deux composantes s1 et s2 représentées
en Figure 1.13(b), et du bruit blanc gaussien de variance σ = 0.4. En observant
les résultats de l’EMD (Figure 1.13 (c)), on remarque que le premier IMF contient
principalement du bruit pour t ∈ [0, 0.5], alors que dans la seconde partie du signal
il contient du bruit et le premier mode, car l’amplitude du bruit semble trop faible
pour créer des extrema. Ce mélange de modes se répercute sur les IMFs 2 et 3, ce qui
rend la décomposition diﬃcile à interpréter. La décomposition fournie par l’EMD-NI
est bien plus pertinente, car elle ﬁltre quasiment tout le bruit dans le premier IMF,
et réduit considérablement le mélange de modes.
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Figure 1.13 (a) : signal s = s1 + s2 et bruit blanc gaussien de variance σ = 0.4. (b) : les
deux composantes s1 et s2. (c) : résultat de l’EMD, l’indice d’orthogonalité est IO = 0.09.
(d) : résultat de l’EMD-NI, IO = 0.007. L’ordre de dérivation pour l’estimation des extrema
est p = 2 pour le premier mode et p = 0 pour le second.
On donne une autre illustration de ce phénomène dans la Figure 1.14, qui
représente la décomposition par EMD-NI du signal test bruité utilisé dans la Figure
1.6. On observe que le bruit est extrait dans les deux premières IMFs, les trois
suivantes correspondant aux composantes du signal, sans mélange de mode et avec
une très bonne séparation. En comparant avec la décomposition par EEMD (Figure
1.8), on obtient une bien meilleure séparation fréquentielle, tout en réalisant 1000
fois moins de calcul, et en gardant la possibilité de reconstruire le signal (ce que
l’EEMD empêche). Notons que pour cette décomposition, on a forcé la méthode à
utiliser les extrema du signal à partir de l’IMF 3. En eﬀet, l’EMD ne ﬁltrant pas
totalement les hautes fréquences, les dérivées présentent encore des extrema, même
si leur amplitude est inﬁme. Sans cela, la décomposition extrait 8 IMFs contenant
du bruit, puis les trois composantes du signal, bien séparées. Ce forçage peut être
réalisé automatiquement en vériﬁant l’énergie des IMFs extraites : si elle passe sous
un certain seuil, on peut considérer que l’information extraite n’est pas pertinente,
et diminuer l’ordre de dérivation p.
Notons que l’EMD-NI n’est pas une solution miracle, et qu’elle peut entraîner
aussi du mélange de modes, notamment lorsque le niveau de bruit est fort. Mais
ces expériences montrent qu’il suﬃt de détecter plus astucieusement les extrema du
premier mode pour éviter le mode-mixing dans de nombreuses situations.
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Figure 1.14 Décomposition par l’EMD-NI du signal faiblement bruité de la figure 1.6 (à
comparer avec la Figure 1.8).
1.6 Nouvelle approche par optimisation : l’EMDOS
On a montré en section 1.5 comment une meilleure détection des extrema et une
déﬁnition alternative de la moyenne locale permettait d’améliorer les résultats
de l’EMD, notamment la séparation fréquentielle et le mélange de modes. Nous
souhaitons à présent nous aﬀranchir du problème de la convergence du SP. Plus
précisément, nous allons proposer une méthode alternative au tamisage qui construit
la moyenne locale par optimisation sous contraintes, en utilisant l’approximation
plus ﬁne de la moyenne locale donnée par l’EMD-NI. Ces travaux ont été publiés
dans [Oberlin 2012a].
Nous décrirons successivement notre problème d’optimisation, puis les contraintes
linéaires du problème. Après avoir analysé et critiqué certains points de cette nouvelle
méthode, nous étudierons numériquement sa stabilité et l’inﬂuence de ses paramètres,
pour enﬁn montrer son eﬃcacité grâce à des expériences numériques.
Pour alléger les notations et ne pas multiplier les indices, nous présentons cette
méthode d’optimisation pour l’extraction de la première moyenne locale m à partir
du signal s, le reste de la décomposition étant obtenu récursivement en remplaçant s
par m.
1.6.1 Optimisation dans une base de splines
Le Sifting Process se transpose assez naturellement comme un problème d’optimisa-
tion sous contraintes. En eﬀet, il s’agit de décomposer le signal s en la somme de
sa moyenne locale m et des détails h, l’IMF h devant satisfaire des contraintes de
quasi-symétrie des enveloppes. Grâce à la section précédente, nous disposons déjà
d’une approximation mˆ de la moyenne m, qui vit dans un espace de splines. Alors
que le SP travaille directement sur l’IMF, nous choisissons de calculer la moyenne
locale m, en la cherchant dans cet espace de splines. Cette paramétrisation permet de
minimiser grandement les coûts de calculs pour des signaux ﬁnement discrétisés, sans
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pour autant commettre de grandes erreurs (cf. section 1.6.3). La diﬃculté consiste
à trouver un ensemble de contraintes linéaires et non vides, alors que le critère de
symétrie des enveloppes est fortement non-linéaire. La linéarisation de ces contraintes
est expliquée dans le prochain paragraphe 1.6.2. Une fois ces contraintes établies, il
nous faut déﬁnir quelle spline m est optimale. Pour cela, le critère principal est la
taille globale de la décomposition : on aimerait que notre moyenne m se décompose
elle-même en un petit nombre de modes. Pour obtenir une moyenne la plus régulière
possible, nous suggérons ainsi de choisir la spline de dérivée seconde minimale.
Pour résumer, le calcul de m d’après s consiste en deux étapes :
• Calculer une approximation mˆ de m dans Πkτ , l’espace des splines d’ordre k
sur la subdivision τ . Ce calcul a été expliqué dans la section 1.5.2.
• Rechercher m dans C(mˆ), un ensemble convexe non vide de Πkτ , en résolvant
le problème quadratique sous contraintes
m = argmin
m˜∈C(mˆ)
∥∥∥m˜(2)∥∥∥2 . (1.15)
Les autres IMFs et moyennes locales de niveau supérieur sont obtenues, comme dans
l’EMD, en itérant ce procédé sur m au lieu de s. Notons que minimiser la dérivée
seconde de s impose de travailler avec des splines au moins C2, c’est-à-dire d’imposer
un ordre k ≥ 4.
1.6.2 Contraintes linéaires pour les IMFs
Cette section déﬁnit l’ensemble de contraintes C(mˆ) à partir de l’approximation
de la moyenne locale mˆ et de la subdivision τ qui sont déﬁnies dans la section
1.5.2. Rappelons que cet ensemble de contraintes doit forcer le mode h = s −
m à avoir des enveloppes quasiment symétriques. Soit x := (xi) le vecteur des
positions des extrema de h, déﬁnissons λi tel que (xi, λi) appartienne au segment
[(xi−1, h(xi−1)), (xi+1, h(xi+1))] :
λi =
h(xi+1)− h(xi−1)
xi+1 − xi−1 (xi − xi−1) + h(xi−1), (1.16)
valide pour i = 2, · · · , L− 1, les points λ1 et λL étant obtenus par symétrie miroir
comme pour l’équation (1.12). Ces points (xi, λi) interpolent donc les enveloppes
linéaires comme le montre la Figure 1.15.
Dès lors, imposer une quasi-symétrie des enveloppes aux points d’abscisse xi
revient à imposer la condition
|h(xi) + λi| ≤ εi, (1.17)
εi étant un seuil positif. De même que pour le critère d’arrêt de [Rilling 2003], nous
faisons dépendre localement le seuil εi de l’amplitude du mode. Plus précisément,
pour un seuil global α donné, on pose εi = α |h(xi) − λi|, De la sorte, si h a des
enveloppes symétriques, |h(xi)−λi| vaut à peu près l’amplitude de h en xi. L’équation
(1.17) devient
|h(xi) + λi| ≤ α|h(xi)− λi|. (1.18)
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Figure 1.15 Définition de λ2 et λ3 sur un exemple
Le problème est que les positions xi des extrema de h sont inconnues. On les
remplace par leurs estimations xˆi obtenues d’après la section précédente. Par ailleurs,
nous linéarisons l’équation (1.18) en remplaçant h(xi) et λi par leurs estimations
(s− mˆ)(xˆi) et λˆi dans le membre de droite. En posant
λˆi(m) =
(s−m)(xˆi+1)− (s−m)(xˆi−1)
xˆi+1 − xˆi−1 (xˆi − xˆi−1) + (s−m)(xˆi−1), (1.19)
les contraintes linéarisées s’écrivent alors
|(s−m)(xˆi) + λˆi(m)| ≤ α|(s− mˆ)(xˆi)− λˆi(mˆ)|. (1.20)
Cet ensemble de contraintes déﬁnit l’ensemble C(mˆ), ce qui nous permet de réécrire
le problème d’optimisation (1.15) sous la forme suivante
m =

argmin
m˜∈C(mˆ)
∥∥m˜(2)∥∥2
C(mˆ) =
{
m˜ ∈ Πkτ , ∀i ∈ 1 . . . L, |λˆi(m˜)+(s−m˜)(xˆi)||λˆi(mˆ)−(s−mˆ)(xˆi)| ≤ α
}
.
(1.21)
Remarquons que la fonctionnelle est quadratique et s’écrit sous la forme MTHM ,
avec M la matrice des coeﬃcients de m dans la base B-spline (Nki,τ )i et H la matrice
de raideur Hiq =
∫
(Nki,τ )
′′(t)(Nkq,τ )′′(t) dt. Pour la résolution numérique, on utilise
un algorithme d’optimisation sous contraintes de Matlab basé sur une méthode de
Newton réﬂexive [Coleman 1996]. Le théorème suivant nous assure l’existence et
l’unicité de la solution.
Théorème 1.6.1. Pour α ≥ 0, le problème (1.21) a une unique solution m.
Démonstration. Comme la fonctionnelle est quadratique, il suﬃt de montrer que
l’ensemble de contraintes C(mˆ) est convexe et non vide. La convexité vient du fait
que C(mˆ) est un polyèdre convexe (il est déﬁni par des contraintes aﬃnes). Ensuite,
C(mˆ) est non vide s’il existe une spline m˜ in Πkτ telle que
λˆi(m˜) + (s− m˜)(xˆi) = 0, i = 1, . . . , L. (1.22)
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OS-décomposition EMD
Entrée : un signal s, un paramètre d’arrêt α
Sortie : les IMFs h1, h2, . . . , hJ et un résidu r
m0 := s; j = 0;
tant que mj a plus de 3 extrema
j := j + 1
Extraction de hj : OS
• Estimation des extrema xˆj de
hj à partir de mj−1
• Construction de l’approxima-
tion mˆj de mj
• Calcul de la moyenne locale mj
de niveau j dans un espace de
splines par (1.21)
Extraction de hj : SP
• n := 0; hnj := mj−1;
• tant que hnj ne satisfait pas le
critère d’arrêt faire
hn+1j = (I −M)(hnj );
n := n+ 1;
• hj := hnj ;
hj := mj−1 −mj mj := mj−1 − hj ;
Table 1.2 Comparaison entre la décomposition OS et l’EMD.
Comme λˆi(m˜) est une fonction linéaire du vecteur ((s− m˜)(xˆi))i=1,...,L (1.19), il
existe une solution à l’équation (1.22) si
m˜(xˆi) = s(xˆi), i = 1, . . . , L. (1.23)
Rappelons que dans la section 1.5.2, nous imposons à la subdivision τ de satisfaire
∀i ∈ 0, . . . , L, Nki,τ (t¯i) > 0. Cela implique notamment ∀i ∈ 0, . . . , L, τi ≤ t¯i ≤
τi+k. Par ailleurs, par déﬁnition de t¯i, ∀i ∈ 1, . . . , L, t¯i−1 < xˆi < t¯i. Donc pour
i ∈ 1 . . . L, soit Nki−1,τ (xˆi) > 0, soit Nki,τ (xˆi) > 0. Le théorème de Schoenberg-
Whitney [Prautzsch 2002] établit alors qu’il existe au moins une spline m˜ appartenant
à Πkτ , qui interpole (xˆi, s(xˆi))i. Ce qui prouve le théorème.
1.6.3 Discussion sur la méthode
Dans la suite, nous nommerons EMDOS (OS pour Optimization on Splines), ou
décomposition-OS, la décomposition de s en ses IMFs (hj)1≤j≤J obtenue en appli-
quant récursivement la procédure décrite en section 1.6.2. Au niveau j, xˆj , mˆj et
C(mˆj) sont obtenus à partir de mj−1 de la même manière que xˆ, mˆ et C(mˆ) à partir
de m0 = s. La Table 1.2 résume la méthode EMDOS, en la comparant avec l’EMD
classique. Nous discutons à présent certains points de la méthode.
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Paramètre α et critère d’arrêt
La décomposition OS remplace les itérations du SP par les contraintes linéaires de
symétrie de l’équation (1.18), qui font appel à un paramètre α. Ce paramètre règle
la “qualité” de la décomposition : un petit α donnera beaucoup d’IMFs avec des
enveloppes bien symétriques, alors qu’un grand α réduira le nombre d’IMFs, tout
autant que leur “qualité” (leurs enveloppes seront moins symétriques). Ce phénomène
est très similaire au critère d’arrêt du SP proposé dans [Rilling 2003], où l’on arrête
le tamisage lorsque
σ(hnj )(t) =
|Emax(hnj )(t) + Emin(hnj )(t)|
|Emax(hnj )(t)− Emin(hnj )(t)|
≤ αSP , (1.24)
est satisfait pour presque tout t, typiquement pour 95% de la durée du signal
(cf. section 1.3.2 pour une déﬁnition plus précise). La principale diﬀérence est que
dans l’EMDOS, les contraintes sont approximatives (puisque linéarisées), et qu’elles
s’appliquent seulement ponctuellement aux points xˆi. Par ailleurs, on ne peut plus
comme dans [Rilling 2003] relâcher le critère sur 5% du signal, puisqu’on ne sait pas
à l’avance quelles contraintes relâcher. L’analogie avec l’EMD suggère qu’une valeur
acceptable du paramètre α pour la décomposition OS est 0.05, la sensibilité de la
méthode étant analysée numériquement dans la section 1.6.4.
Choix de l’espace d’approximation
Dans de nombreuses situations, la décomposition modale empirique est appliquée
à des signaux échantillonnés assez ﬁnement. Dès lors, rechercher la moyenne locale
dans l’espace du signal serait très coûteux, et on a besoin d’une paramétrisation
pour réduire la dimension. Parmi les diﬀérents choix possibles, nous avons choisi les
B-splines pour les raisons suivantes :
• La formulation du problème d’optimisation est aisée, et permet d’obtenir
l’existence et l’unicité d’une solution.
• Pour le calcul de la fréquence instantanée (et donc du spectre de Hilbert),
l’avantage des B-splines sur d’autres paramétrisations comme l’interpolation
d’Hermite par morceaux a été montré dans [Chen 2006]. Les auteurs montrent
en eﬀet que la transformée de Hilbert d’une B-spline se calcule par une simple
formule récursive. Or les IMFs de niveau strictement supérieur à 1 sont des
splines.
On peut quantiﬁer grossièrement l’erreur d’approximation due à la paramétrisation
spline par le raisonnement suivant. Supposons que le signal s = s1+m contienne une
onde pure haute fréquence s1(t) = cos(2πνt), et une moyenne locale m(t). Admettons
que l’EMDOS détecte bien les extrema du mode s1, elle interpole la moyenne aux
extrema de s1, qui forment une subdivision équidistante de pas ∆x = 12ν . Par la
formule de Taylor-Young, l’erreur de l’interpolation spline d’ordre k est alors bornée
par
‖m− mˆ‖∞ ≤
∥∥m(k)∥∥∞
k!
∆xk. (1.25)
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Comme l’EMD réalise en moyenne une décomposition dyadique, on peut supposer
quem ne contient pas de fréquences supérieures à ν/2. On peut ainsi raisonnablement
supposer que ∀k > 0, ∥∥m(k)∥∥∞ ≤ C (2πν)k2k , pour une certaine constante C. La borne
de l’erreur s’écrit alors
‖m− mˆ‖∞ ≤
C(2πν)k
2kk!
1
(2ν)k
≤ π
k
2kk!
C. (1.26)
Nous utiliserons principalement les ordres k = 6, 8 et 10, pour lesquels la borne
(1.26) vaut respectivement 2C × 10−2, C × 10−3 et 3C × 10−5, ce qui est négligeable.
Remarquons que quand le premier mode est une onde AM–FM, on peut suivre à
peu près le même raisonnement, puisque l’erreur d’interpolation spline est locale.
Ainsi, les B-splines permettent une nette réduction de dimension, une implémenta-
tion simple et une analyse aisée de l’optimisation, sans générer d’erreurs importantes.
Elles posent cependant un problème lorsqu’on calcule la seconde IMF et les suivantes.
En eﬀet, pour calculer h2, on commence par estimer les extrema de m1 qui est
une spline d’ordre k. Si k est trop petit, la détection des extrema par dérivation
ne fonctionne plus. En pratique, on choisira donc au moins des splines de degré 5
(k = 6), et on préférera utiliser k = 8.
Enveloppes linéaires
Dans la décomposition OS, les contraintes (1.18) sont ponctuelles (vériﬁées en les
points xi) et vériﬁent seulement la symétrie des enveloppes aﬃnes de l’IMF, alors que
l’EMD standard utilise des enveloppes splines cubiques. Une question naturelle est de
savoir si l’utilisation d’enveloppes aﬃnes pour contrôler la symétrie occasionne une
erreur importante. Comme le montre l’étude de Gabriel Rilling [Rilling 2007] sur les
diﬀérentes interpolations des enveloppes, la construction des enveloppes dans l’EMD
standard par interpolation aﬃne des extrema n’est pas satisfaisante. En eﬀet, le
Sifting Process utilise directement les enveloppes pour construire la moyenne locale,
et celle-ci doit être assez régulière. Dans l’EMDOS en revanche, c’est la fonctionnelle
à minimiser qui assure la régularité de la moyenne locale, les enveloppes aﬃnes ne
sont cette fois utilisées que pour vériﬁer la symétrie.
Pour quantiﬁer l’erreur, considérons un mode A(t) cos(2πνt) qui vériﬁe les hy-
pothèses de variations lentes. Soit xi la position d’un de ses extrema, et λi le point
de même abscisse situé sur l’enveloppe aﬃne opposée (équation 1.16). On cherche à
quantiﬁer l’erreur ei = |λi −A(xi)|. La formule de Taylor-Young nous donne
ei ≤
∥∥A(2)∥∥∞
4ν2
. (1.27)
L’amplitude A variant faiblement par rapport à la fréquence ν, on a
‖A(2)‖
∞
ν ≪ 1.
En divisant ce résultat par 4ν, l’erreur ei est négligeable par rapport au paramètre
α ≈ 0.05. Là encore, on peut généraliser ce raisonnement à des fréquences modulées,
l’erreur spline étant locale. Pour vériﬁer cela, nous avons implémenté des contraintes
basées sur des enveloppes interpolées à des ordres supérieurs, les tests numériques
conﬁrmant que des ordres élevés n’améliorent pas sensiblement les résultats.
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Figure 1.16 (a) : Les trois composantes s1, s2, s3 du signal test. (b) : La représentation
temps-fréquence idéale du signal.
1.6.4 Paramètres et sensibilité
Une des caractéristiques de l’EMD, responsable en partie de son succès, est la
quasi-absence de paramètres à régler. Le seul paramètre important est le critère
d’arrêt, et celui proposé dans [Rilling 2003] convient dans l’immense majorité des cas.
En analysant la sensibilité de l’EMDOS à ses principaux paramètres sur un signal
multicomposantes, nous déduisons des valeurs de référence pour le paramètre de
symétrie α et l’ordre des splines k. Puis nous analysons la dépendance de la méthode
vis-à-vis de l’estimation des extrema et de l’approximation mˆ. Nous montrons ainsi,
grâce à des expériences numériques, que l’EMDOS ne semble pas plus sensible que
l’EMD. Dans un souci de reproductibilité, les codes Matlab utilisés ainsi que des
scripts permettant de tracer la plupart des ﬁgures de cette section sont disponibles à
http://www-ljk.imag.fr/membres/Thomas.Oberlin/EMDOS.tar.gz.
Pour étudier quantitativement les résultats des décompositions, nous procédons
comme dans la section 1.5.3, en construisant un signal multicomposantes de la forme
s(t) =
J∑
j=1
sj(t) :=
J∑
j=1
Aj(t) cos(2πφj(t)),
tel que pour tout t, φ′j(t) > φ
′
j−1(t) > 0 et Aj(t) > 0. Nous supposerons que chaque
composante sj est AM–FM, c’est-à-dire que Aj et φ′j sont à variations lentes. Enﬁn,
les sj sont bien séparées fréquentiellement, c’est-à-dire que φ′j−φ′j−1 est suﬃsamment
grand pour que l’EMD soit capable d’extraire chaque mode. Au lieu de considérer le
signal test des Figures 1.2 et 1.11, nous utiliserons un signal similaire, mais dont les
composantes sont plus proches fréquentiellement. On rend ainsi le signal plus diﬃcile
à analyser, ce qui permet de souligner les diﬀérences entre les méthodes. Ce deuxième
signal test est présenté en Figure 1.16, avec sa représentation temps-fréquence idéale.
Dans les simulations numériques suivantes, nous calculons l’EMD comme dans
[Rilling 2003], où le critère d’arrêt du SP est basé sur deux seuils qui garantissent
une moyenne locale faible sur une grande partie de l’IMF, tout en tolérant une
moyenne locale plus grande sur de petites durées (voir section 1.3.2 pour la déﬁnition
précise). Les paramètres utilisés sont (αSP , βSP , γSP ) := (αSP , 10αSP , 0.05) comme
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suggéré par les auteurs. Comme remarqué dans la section précédente, αSP dans
l’EMD est similaire à α dans la décomposition OS, aussi prendrons nous la même
valeur αSP = α dans les comparaisons. Par ailleurs, xˆ, mˆ, h et m désigneront encore
xˆ1, mˆ1, h1 et m1 respectivement.
Sensibilité aux paramètres α et k
Commençons par étudier la sensibilité de la décomposition au paramètre de symétrie
α et à l’ordre k des splines. On se concentre sur l’extraction du premier mode du
signal test, en le comparant à la première composante s1. Notons h(α) le premier
mode obtenu avec la valeur de paramètre α. On évalue d’abord la qualité de la
décomposition en comparant h(α) et s1 avec le critère
C1(α) = log10
(‖s1 − h(α)‖
‖s1‖
)
. (1.28)
Pour évaluer la stabilité, il est intéressant aussi d’avoir une idée de la distance entre
h(α) et h(α+ δ) pour un petit δ. Pour cela, on calcule également le taux de variation
vr(α) déﬁni par
vr(α) =
‖h(α+ δ)− h(α)‖
δ
, (1.29)
pour un δ petit ﬁxé. Ces coeﬃcients sont représentés à la Figure 1.17, pour l’EMD
standard et pour l’EMDOS avec diﬀérentes valeurs de k. La Figure 1.17(a) suggère
une valeur optimale de α entre 0.02 et 0.05 pour la décomposition OS, ce qui
correspond à peu près au seuil α utilisé en pratique dans l’EMD standard. Si α est
trop petit, les contraintes deviennent trop strictes, alors que pour un grand α, on
n’extrait pas toute la composante s1. On remarque que le coeﬃcient C1(α) est plus
petit pour la décomposition OS, ce qui indique une meilleure décomposition. La
Figure 1.17(b) montre que le taux de variation pour l’EMD et pour l’EMDOS sont
du même ordre de grandeur. Pour l’EMD, vr(α) est soit assez important (lorsqu’il y
a une itération supplémentaire du SP) soit nul (pas d’itérations du SP donc pas de
changement du résultat). L’EMDOS montre un comportement plus régulier, puisque
l’étape d’optimisation change le résultat même pour un petit δ. L’ordre k des splines
ne semble pas avoir de grande inﬂuence, dès lors que α est suﬃsamment grand. En
revanche, pour un paramètre α petit (de l’ordre de 0.02), les valeurs k = 8 ou k = 10
semblent nettement préférables.
Sensibilité à l’approximation mˆ
Une question importante est la sensibilité de la décomposition OS vis à vis de
l’approximation initiale mˆ. Plus précisément, l’étape d’optimisation sous contraintes
dépend des grandeurs suivantes
• La subdivision τ associée à l’espace de splines
• L’approximation mˆ de la moyenne locale m.
La subdivision τ n’inﬂuence pas beaucoup la décomposition, pourvu que les noeuds
soient intercalés avec les extrema xˆ, de manière à vériﬁer le Théorème 1.6.1. Quant
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Figure 1.17 (a) : Coefficient C1(α), pour le signal test de la Figure 1.16. (b) : taux de
variation vr, en fonction de α pour le même signal. Les résultats sont donnés pour l’EMD et
pour la décomposition OS avec des splines d’ordre k = 6, 8, 10.
à l’approximation mˆ, elle est utilisée dans le terme de droite de l’équation (1.20),
c’est-à-dire uniquement pour estimer l’amplitude locale de l’IMF. On peut donc
supposer que de faibles variations de mˆ ont peu d’impact sur le résultat m. Pour
vériﬁer cela numériquement, considérons diﬀérentes déﬁnitions de mˆ :
1. La première est l’approche par moyenne intégrale, décrite par l’équation (1.12)
2. La seconde est l’approche traditionnelle de l’EMD, qui consiste à interpoler les
extrema, les minima, et à prendre la demi-somme de ces enveloppes. Pour cette
approche, on utilise la subdivision τ où chaque τi est au milieu de [xˆi, xˆi+1].
3. La troisième calcule la moyenne locale mˆ comme dans l’article [Chen 2006]. En
déﬁnissant la même subdivision τ que pour l’EMDOS, on calcule simplement
le poids associé à la B-spline Nkj,τ par la formule barycentrique
cj =
1
4
(s(τj+1) + 2s(τj+2) + s(τj+3)). (1.30)
La moyenne obtenue est la B-spline
mˆb(t) =
L∑
j=0
cjN
k
j,τ (t). (1.31)
En posant k = 8, on représente C1(α) sur la Figure 1.18 pour chacune de ces trois
variantes. Le résultat conﬁrme ici l’intuition : la phase d’optimisation est très peu
sensible aux diﬀérentes méthodes utilisées pour construire mˆ, et ce quelle que soit la
valeur de α.
Paramètre α et quasi-orthogonalité
Une des propriétés importantes de l’EMD que l’on aimerait conserver est la quasi-
orthogonalité des modes. Nous proposons ici de comparer l’indice d’orthogonalité de
la décomposition OS et de l’EMD, en faisant varier les paramètres α et k comme
dans la section 1.6.4. Rappelons l’indice d’orthogonalité d’une décomposition :
IO =
1
‖s‖2
∑
1≤i<j≤J
|〈hi, hj〉| .
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Figure 1.18 Coefficient C1 en fonction de α, pour la décomposition OS en utilisant trois
méthodes différentes pour calculer mˆ(xˆ). Le signal test est celui de la Figure 1.16.
La Figure 1.19 montre l’évolution de cet indice en fonction de α pour le signal test de
la Figure 1.16 (dans ce cas J = 3). Nous comparons les résultats obtenus pour l’EMD
et pour la décomposition OS avec diﬀérents ordres k, avec l’indice d’orthogonalité
des composantes (s1, s2, s3) qui vaut 3× 10−3.
On observe tout d’abord que les valeurs de IO sont similaires, sauf pour l’EMDOS
avec k = 6. Cela rejoint la remarque de la section 1.6.3, puisque lorsque k = 6 on
ne peut pas utiliser la détection des extrema par dérivation sur les modes 2 et
3. On observe par ailleurs, comme dans la Figure 1.17, que l’évolution de l’indice
pour l’EMD et pour l’EMDOS est diﬀérente : pour l’EMD, IO(α) est une fonction
croissante du temps et en paliers, car on peut augmenter α sans changer le nombre
d’itérations de SP et donc sans changer la décomposition. Il est intéressant de noter
que pour de grandes valeurs de α, IO est nettement inférieur pour l’EMDOS. Ce
phénomène vient de la fonctionnelle déﬁnie en (1.15), car plus α est grand plus la
moyenne locale sera lisse, ce qui n’est pas vrai avec l’EMD puisqu’on réalisera moins
d’itérations de SP.
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Figure 1.19 Indice d’orthogonalité de la décomposition du signal test (Figure 1.16) en 3
composantes, en fonction du paramètre α, pour l’EMD et l’EMDOS avec k = 6, k = 8, et
k = 10.
1.6.5 Résultats numériques
Dans cette partie, nous allons évaluer numériquement la méthode OS, en la comparant
avec l’EMD. Nous montrerons qu’elle reproduit la plupart des résultats attendus,
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Figure 1.20 Coefficient C2(a, f) défini en (1.32). C2 = 0 (zones noires) signifie que s1 est
extrait correctement, alors que C2 ≈ 1 (zones blanches) indique une mauvaise extraction.
Les résultats sont donnés pour la décomposition OS (a), l’EMD (b) et l’EMD-NI (c).
parfois même avec une meilleure précision. Pour cela, nous nous intéresserons d’abord
à la question de séparation des modes, puis nous évaluerons quantitativement les
décompositions de signaux multi-composantes. Enﬁn, nous étudierons le cas de
données bruitées. Rappelons que l’EMDOS désigne la nouvelle décomposition où le
SP est remplacé par une étape d’optimisation sous contraintes. L’EMD sera calculée
comme dans [Rilling 2003], et on analysera aussi les résultats de l’EMD-NI, qui
consiste à utiliser le SP standard mais en l’initialisant comme dans l’EMDOS. Dans
tous les tests numériques, on choisira k = 8 et α = 0.03.
Séparation fréquentielle
Reprenons le test de séparation réalisé en section 1.5.1 : il s’agit d’évaluer la séparation
de deux sinus en faisant varier les amplitudes et les fréquences relatives. Le signal
est s = s1 + s2, et on évalue chaque méthode en mesurant le coeﬃcient
C2(a, f) =
‖h− s1‖
‖s2‖ . (1.32)
Ce coeﬃcient a été utilisé dans [Rilling 2008], il est similaire à C1 sauf que s2 remplace
s1 au dénominateur, ce qui permet de mieux évaluer la séparation lorsque a est petit.
La séparation est bien eﬀectuée lorsque C2 ≈ 0.
Dans la Figure 1.20, on trace ce coeﬃcient C2 en faisant varier a et f , pour
chacune des trois méthodes. Si l’on s’intéresse au cas limite de séparation (autour
des courbes af j = 1), il est clair que la meilleure détection des extrema dans
l’EMDOS et l’EMD-NI permet une meilleure séparation. Par ailleurs, on remarque
des discontinuités pour l’EMD-NI et l’EMD, qui semblent provenir du SP, puisque
dans le domaine af < 1 l’EMDOS donne un coeﬃcient de séparation C2 qui semble
très régulier. En revanche, pour af4 > 1 on voit apparaître des bandes horizontales.
Enﬁn, l’EMD comme l’EMDOS eﬀectuent une séparation médiocre lorsque a est très
petit. Cela provient du paramètre α qui est assez grand (0.03), et qui entraîne l’arrêt
du SP à la première itération pour l’EMD, et des contraintes faibles sur la symétrie
des enveloppes pour l’EMDOS. Remarquons que quand a est très petit, la bonne
initialisation dans l’EMD-NI rend possible la séparation.
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Extraction de modes AM–FM
Comme dans la section 1.5.3, nous évaluons et comparons les décompositions en
mesurant l’erreur log normalisée de la première IMF (équation (1.14)). Nous utilisons
le signal test de la Figure 1.16. Nous comparons également les résultats obtenus avec
une autre méthode par optimisation décrite dans [Meignen 2007]. Contrairement
à la décomposition OS, dans [Meignen 2007] les auteurs utilisent des contraintes
qui ne vériﬁent pas directement la symétrie des enveloppes, mais qui préservent
la monotonie des extrema. En remplaçant les contraintes de symétrie par celles
déﬁnies dans [Meignen 2007], nous construisons une méthode comparable, nommée
EMD-MP. Pour évaluer chaque méthode et leur vitesse de convergence, on utilise
à nouveau le coeﬃcient C1 en fonction du nombre d’itérations du SP n (équation
(1.14)). Comme les méthodes par optimisation ne sont pas itératives, on ne calcule
pour l’EMDOS et l’EMD-MP que C1(0) et C1(1), qui correspondent respectivement
à l’approximation s− mˆ et à l’IMF après optimisation s−m. Les résultats montrés
dans la Figure 1.21 font apparaître la convergence de l’EMD vers un h1 diﬀérent
de la première composante s1. On remarque de plus que cette convergence semble
assez lente. Les résultats pour l’EMDOS et l’EMD-NI semblent bien meilleurs. On
observe par ailleurs que les contraintes dans l’EMD-MP conduisent à un résultat
moins bon qu’avec l’EMDOS, ce qui justiﬁe a posteriori notre approche par symétrie
des enveloppes.
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Figure 1.21 Coefficient C1(n) pour les 4 méthodes, pour le signal test de la Figure 1.16.
Signaux bruités
Nous avons déjà vu que l’EMD n’est pas robuste au bruit, car le bruit, en créant des
extrema “parasites”, engendre des instabilités et du mélange de modes. L’EMDOS
ne résout pas ce problème, au contraire, puisque ses performances reposent sur sa
capacité à estimer correctement les extrema du mode haute fréquence, ce qui n’est
plus garanti pour des données bruitées. Par ailleurs, la construction de la moyenne
locale par moyenne intégrale suppose une discrétisation plus ﬁne que l’échelle des
extrema. Pour traiter directement un signal bruité, nous avons montré dans la section
1.5.3 que l’EMD-NI est bien adaptée, mais dans ce cas on fait appel au procédé de
tamisage, que l’on voulait justement éviter.
Pour contourner cette diﬃculté, nous proposons ici d’appliquer la décomposition
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Figure 1.22 (a) : signal bruité, somme de 2 cosinus et bruit blanc gaussien, σ = 0.3. (b) :
signal débruité avec un seuillage SURE.
OS au signal préalablement débruité. Cette approche peut paraître artiﬁcielle, mais
il faut bien noter que l’information pertinente recherchée dans les données réelles
concerne très souvent les modes basse-fréquence : c’est le cas par exemple dans
l’analyse des températures de la Figure 1.3. Un tel procédé est illustré dans la Figure
1.22, où l’on représente une somme de deux cosinus perturbés par un bruit blanc
gaussien de variance σ = 0.3, ainsi que le même signal débruité par un seuillage
SURE des coeﬃcients d’ondelettes (cf. [Donoho 1994]). Ensuite, les Figures 1.23 (a)
et (b) montrent l’EMD et l’EMDOS du signal débruité. Pour les deux méthodes,
les résultats semblent satisfaisants et ont un indice d’orthogonalité très faible. Pour
comparer, on a également représenté en Figure 1.23 (c) l’EMD du signal bruité, où
l’on voit clairement le mélange de modes qui rend cette décomposition directe peu
exploitable.
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Figure 1.23 (a) : Le signal débruité (Figure 1.22 (b)) décomposé par EMD, l’indice
d’orthogonalité est IO = 0.017. (b) : même chose avec l’EMDOS, IO = 0.009. (c) : EMD du
signal bruité (Figure 1.22 (a)) IO = 0.07.
1.7 Conclusion
Nous avons présenté dans ce chapitre la décomposition modale empirique, sa mise en
oeuvre et ses principales propriétés, qui en font une méthode d’analyse utilisée dans de
nombreuses applications. Nous avons pointé ses principaux inconvénients, concernant
l’implémentation pratique de la méthode ou bien le cadre théorique. Nos contributions
ont consisté en une amélioration de l’initialisation du SP, et une méthode alternative
qui remplace le SP par un algorithme d’optimisation sous contraintes. L’intérêt de ces
deux méthodes a été mis en évidence par des expériences numériques sur des signaux
synthétiques, bruités ou non. Nous avons ainsi montré qu’un procédé d’optimisation
pouvait remplacer le SP tout en conservant de bons résultats, pourvu que l’on prenne
garde à la détection des extrema du mode haute-fréquence.
On gardera à l’esprit deux conclusions importantes, valables pour toutes les
méthodes dérivées de l’EMD. Premièrement, remplacer le Sifting Process nécessite
d’estimer ﬁnement les extrema du premier mode. Ceci est valable également pour
les approches par EDP, où la densité de ces extrema renseigne sur l’échelle locale
intrinsèque du mode. Deuxièmement, la caractérisation des IMFs par la symétrie des
enveloppes est un concept fondamental pour décomposer des superpositions de modes
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AM–FM : parmi les diﬀérentes contraintes testées (notamment [Meignen 2007]), c’est
ce critère de symétrie qui donne les meilleurs résultats numériques.
Pour conclure, remarquons que même si l’EMDOS permet de résoudre le problème
de la convergence du SP, elle ne fournit pas pour autant un cadre mathématique
totalement clair : le problème de la convergence de la décomposition en un nombre
ﬁni de modes reste un problème ouvert. Dans la suite de cette thèse, nous adopterons
une démarche diﬀérente, qui consistera à analyser les signaux multicomposantes
par des outils mathématiques bien connus, comme l’analyse temps-fréquence et
temps-échelle.
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CHAPITRE 2
Représentations temps-fréquence linéaires et ridges
2.1 Introduction
Ce chapitre propose d’étudier les signaux multicomposantes à partir de leurs re-
présentations temps-fréquence ou temps-échelle continues. Ces outils, introduits
respectivement dans [Gabor 1946] et [Grossmann 1984], sont étudiés depuis plu-
sieurs dizaines d’années et possèdent un cadre mathématique clair. L’enjeu ici sera
de proposer des méthodes d’approximation et de séparation des modes, en insistant
sur les résultats théoriques et les applications pour diﬀérentes classes de signaux.
Bien que de nombreux résultats théoriques de ce chapitre ne soient pas nouveaux,
ils permettent de faire le lien entre des travaux récents, notamment sur le synchros-
queezing [Daubechies 2011], et des méthodes bien plus anciennes. Ils seront de plus
utilisés dans le prochain chapitre consacré au synchrosqueezing et à ses extensions.
On commencera par déﬁnir certaines représentations temps-fréquence, en se
concentrant sur la transformée de Fourier à court terme (TFCT) et la transformée en
ondelettes continue (TOC), ainsi que les relations d’incertitudes inhérentes à ce type
de représentation. Ensuite, la section 2.3 présentera des approximations classiques
pour la TFCT et la TOC de signaux multicomposantes. Ces approximations seront
étendues dans la section 2.4 par de nouveaux résultats théoriques et numériques, où
l’on présentera une nouvelle méthode de reconstruction des modes par intégration
locale. On montrera également comment étendre cette reconstruction lorsque les
modes comportent de fortes modulations fréquentielles. On illustrera l’application de
ces nouvelles méthodes au débruitage de signaux multicomposantes dans la section
2.5, en les comparant à plusieurs méthodes de référence. Avant de conclure le chapitre,
la section 2.6 posera la problème de la stabilité de la reconstruction, et proposera
une méthode de régularisation.
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2.2 Analyses temps-fréquence
L’analyse de Fourier, omniprésente dans de nombreux domaines, permet de décrire
un signal par son spectre fréquentiel. Grâce à ses bonnes propriétés mathématiques
et à l’algorithme de transformée rapide (Fast Fourier Transform) de Cooley et Tukey
[Cooley 1965], elle est devenue un outil incontournable pour l’analyse de signaux
stationnaires. Mais la plupart des signaux réels ne sont que rarement périodiques
(ou stationnaires), rendant une analyse globale des fréquences moins pertinente. La
transformée de Fourier à court terme (TFCT) fut introduite par Gabor [Gabor 1946]
pour pallier cet inconvénient, en réalisant des transformées de Fourier locales au
moyen d’une fenêtre glissante. Le choix de cette fenêtre est crucial, car il détermine la
résolution de la décomposition en temps et en fréquence. Plus récemment, Grossmann
et Morlet ont introduit [Grossmann 1984] la transformée en ondelettes continue
(TOC), une décomposition qui ressemble à la TFCT mais où la fenêtre est dilatée en
fonction de la fréquence.
Une limitation intrinsèque de ces deux transformées est l’inégalité de Heisenberg-
Gabor, analogue au principe d’incertitude d’Heisenberg en mécanique quantique, et
qui stipule que la double résolution en temps et en fréquence est limitée, le meilleur
compromis étant atteint pour une fenêtre gaussienne. D’autres représentations
temps-fréquence non linéaires ont contourné partiellement cette limitation, telle
la distribution de Wigner-Ville, introduite encore dans le cadre de la mécanique
quantique [Wigner 1932].
2.2.1 Transformée de Fourier à court terme (TFCT)
Transformée de Fourier
Commençons par déﬁnir la transformée de Fourier d’une fonction ou d’une distribu-
tion, pour ensuite introduire la TFCT et présenter certaines propriétés.
Définition 2.2.1. La transformée de Fourier d’une fonction f ∈ L1(R) est la
fonction
fˆ(ν) =
∫
R
f(t)e−2iπνt dt. (2.1)
La transformée de Fourier s’étend à L2(R) par densité, et à l’espace S ′(R) des
distributions tempérées par dualité dans la classe de Schwartz : si T ∈ S ′(R), on
déﬁnit pour toute fonction test φ ∈ S(R), < Tˆ , φ >=< T, φˆ >. Lorsque fˆ est
intégrable, la fonction f se reconstruit grâce à la transformée de Fourier inverse
f(t) =
∫
R
fˆ(ν)e2iπνt dν. (2.2)
Proposition 2.2.1. La transformée de Fourier est une isométrie de L2(R), inversible
dans L2(R). On a ainsi pour tout f ∈ L2(R) la relation de Parseval-Plancherel
‖f‖2 =
∥∥∥fˆ∥∥∥
2
.
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TFCT
Pour une fréquence ν donnée, fˆ(ν) peut être vue comme un produit scalaire dans
L2(R) entre la fonction f et l’exponentielle complexe t 7→ e2iπνt, et contient donc
la composante de f qui oscille à la fréquence ν sur R tout entier. Pour caractériser
localement le spectre de f , il semble naturel d’introduire une transformée similaire,
mais en restreignant l’analyse grâce à une fenêtre centrée en t : c’est la TFCT.
Définition 2.2.2. Soit g une fonction à valeurs réelles, normalisée dans L2(R) et
paire. La transformée de Fourier à court terme (TFCT) de f ∈ L2(R) est définie par
Vf (η, t) =
∫
R
f(τ)g(τ − t)e−2iπη(τ−t) dτ. (2.3)
La représentation du module au carré |Vf (η, t)|2 dans le plan temps-fréquence est
appelée le spectrogramme de f .
Remarque : La déﬁnition traditionnelle de la TFCT diﬀère de l’équation (2.3) d’un
facteur de déphasage e2iπηt. Nous préférons cette déﬁnition par souci de cohérence
avec la transformée en ondelettes continue. Par ailleurs, lorsqu’on considère une
fenêtre g complexe, on doit utiliser la fenêtre conjuguée g∗ dans l’équation (2.3).
Théorème 2.2.1. Si f ∈ L2(R), la TFCT admet dans L2(R) la formule de recons-
truction suivante
f(τ) =
∫∫
R2
Vf (η, t)g(τ − t)e2iπη(τ−t) dtdη, (2.4)
ainsi que l’égalité de Parseval :
‖f‖22 =
∫
R
|f(x)|2 dx =
∫∫
R2
|Vf (η, t)|2 dtdη. (2.5)
Cette formule de reconstruction remonte aux travaux de Gabor [Gabor 1946],
on pourra se référer à [Mallat 2000, Gasquet 1990] pour une preuve de ce résultat.
Comme pour la transformée de Fourier, on peut étendre la TFCT aux distributions
tempérées, soit par dualité soit en imposant des conditions de régularité sur la fenêtre
[Gröchenig 2000].
Atomes temps-fréquence
À partir de la fenêtre g, on peut construire une famille d’atomes temps-fréquence
gη,t(τ) = g(τ − t)e2iπη(τ−t) obtenus par translation temporelle et modulation fré-
quentielle. La TFCT s’écrit alors comme un produit scalaire : Vf (η, t) = 〈f, gη,t〉.
Par ailleurs, si on note gη(τ) = g(τ)e2iπητ , on obtient Vf (η, t) = (f ⋆ gη)(t), où ⋆ est
l’opérateur de convolution (car g est paire). Cette écriture montre que la TFCT est
un équivalent continu d’une décomposition en bancs de ﬁltres.
Structure et redondance
La TFCT envoie l’espace L2(R) vers son image V L2 ⊂ L2(R2), cet espace image
étant bien plus “petit” que L2(R2), ce qui donne une représentation redondante.
Mathématiquement, cela se traduit par la structure d’espace à noyau reproduisant
de V L2.
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Théorème 2.2.2. Soit V ∈ L2(R2). La fonction V appartient à l’espace image V L2
si et seulement si elle vérifie dans L2(R2) l’équation à noyau auto-reproduisant
V (η, t) =
∫
R
∫
R
K(η, t, η′, t′)V (η′, t′) dη′dt′, (2.6)
où le noyau reproduisant vaut K(η, t, η′, t′) = 〈gη′,t′ , gη,t〉.
Choix de la fenêtre
Pour calculer une représentation temps-fréquence du signal, une idée naïve serait de
calculer la transformée de Fourier du signal autour du temps considéré, ce qui revient
à utiliser une fonction porte pour la fenêtre dans la TFCT : g = χ[− 1
2
, 1
2
]. Mais en
appliquant l’égalité de Plancherel-Parseval, la déﬁnition de la TFCT (2.3) devient
Vf (η, t) =
∫
R
fˆ(ν)gˆ(ν − η)∗e2iπνt dν.
Or la transformée de Fourier de la fonction porte est le sinus cardinal, qui décroît
lentement à l’inﬁni. Le coeﬃcient Vf (η, t) ne tiendra donc pas seulement compte des
fréquences de fˆ(ν) proches de η, mais bien de tout son spectre. Comme on souhaite
obtenir une représentation localisée, on imposera aux fenêtres des conditions de
décroissance en temps et en fréquence, ce qui implique une certaine régularité de g.
Par ailleurs, il est commode de considérer des fenêtres centrées en 0 en temps et en
fréquence, sans perte de généralité. La section 2.2.4 reviendra sur le rôle de la fenêtre
et notamment de sa taille, en énonçant le principe d’incertitude temps-fréquence.
Discrétisation de la TFCT
Considérons un signal réel discret x ∈ RN , on va expliquer rapidement comment et
pour quelles fréquences discrètes calculer sa TFCT. On supposera ici, et ce sera le cas
tout au long de cette thèse, que le signal est échantillonné aux temps (j/N)j=0...N−1,
les fréquences seront donc les fréquences normalisées du signal. Comme on ne
s’intéresse qu’aux fréquences positives (le reste du spectre étant connu par symétrie
hermitienne car le signal est supposé réel), on construit un vecteur de fréquences
discrètes η = (k)k=0...N/2. Ensuite, il suﬃt de calculer la TFCT discrète aux indices
de temps j et de fréquence k, en utilisant la formule
Vx[k, j] = FFT(xjg)[k], (2.7)
où xj désigne le signal x translaté de (j/N) et FFT est la transformée de Fourier
rapide. On doit bien sûr prolonger le signal x aux bords, en utilisant des méthodes
classiques comme la symétrie miroir. Si le signal est complexe, on doit calculer Vx
aussi pour les fréquences négatives, sauf si on le suppose analytique. On obtient ainsi
une discrétisation de la TFCT continue, c’est-à-dire une décomposition discrète mais
très redondante, dont le calcul nécessite O(N2 log(N)) opérations.
Pour diminuer le temps de calcul et l’espace mémoire, on peut utiliser une
discrétisation en temps et/ou en fréquence plus grossière. Par ailleurs, on peut
vouloir supprimer ou limiter la redondance de la décomposition de manière à ce que
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l’opérateur discret soit un frame ou une base de Riesz, rendant la manipulation sur
les coeﬃcients plus aisée. Pour plus de détails sur les frames de Heisenberg-Gabor et
les bases de Wilson, on pourra se référer à [Daubechies 1992].
2.2.2 Transformée en ondelettes continue (TOC)
Définitions
On a vu que la TFCT projette le signal sur une famille d’atomes temps-fréquence
obtenus par translation temporelle et modulation fréquentielle. Ce faisant, on garde
la même résolution fréquentielle quelle que soit la fréquence utilisée (le support de
gˆη,t ne dépend pas de η). La nécessité de faire varier ce support pour l’analyse de
certains signaux, notamment pour l’étude des singularités, a conduit à la déﬁnition
de la transformée en ondelettes continue dans les années 1980 [Grossmann 1984,
Daubechies 1990]. Partant d’une fonction oscillante ψ appelée ondelette mère, on
construit les atomes temps-fréquence par translations temporelles et dilatations :
ψa,t(τ) =
1
aψ
(
τ−t
a
)
, avec a > 0 le paramètre d’échelle et t ∈ R. On construit alors la
TOC de la même façon que la TFCT, en adaptant la formule de reconstruction au
cas des dilatations. On considère successivement les cas d’une ondelette réelle, puis
d’une ondelette complexe analytique, qui permettent tous les deux de ne prendre en
compte que les échelles positives.
Définition 2.2.3. Une ondelette admissible à valeurs réelles est une fonction ψ ∈
L2(R) vérifiant la propriété suivante :
0 < Cψ =
∫ ∞
0
|ψˆ(ξ)|2 dξ
ξ
<∞ (2.8)
Définition 2.2.4. Soit f ∈ L2(R) et ψ une ondelette réelle admissible, la transformée
en ondelettes continue de f est définie pour (a, t) ∈ R∗+ × R par
Wf (a, t) = 〈f, ψa,t〉 = 1
a
∫
R
f(τ)ψ
(
τ − t
a
)∗
dτ. (2.9)
La représentation du module au carré |Wf (a, t)|2 dans le plan temps-échelle est
appelée le scalogramme de f .
Le théorème suivant donne la formule de reconstruction dans L2(R). C’est
l’analogue du théorème 2.2.1 pour les atomes temps-échelle, la diﬀérence venant de
l’utilisation de la mesure de Haar multiplicative daa , associée au groupe aﬃne.
Théorème 2.2.3. (Calderón, Grossman, Morlet)
Si ψ est une ondelette admissible à valeurs réelles, toute fonction f ∈ L2(R)
admet la décomposition
f(τ) =
1
Cψ
∫∫
R∗+×R
Wf (a, t)
1
a
ψ
(
τ − t
a
)
dadt
a
, (2.10)
l’égalité étant à prendre au sens de la convergence dans L2(R).
Pour une preuve de ce résultat fondamental, on pourra se reporter à [Torrésani 1995],
chapitre II, théorème 2, ou à [Daubechies 1992].
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Ondelettes mères, TOC analytique
Comme pour la fenêtre dans la TFCT, le choix de l’ondelette mère est crucial. Pour
l’analyse temps-échelle continue, on choisit souvent une fenêtre (une fonction réelle
symétrique et régulière), que l’on module linéairement en fréquence. Autrement dit, sa
transformée de Fourier ψ est réelle, régulière et centrée autour d’une fréquence ν0. Par
ailleurs, il est intéressant d’utiliser une ondelette mère analytique ψ ∈ H2(R), l’espace
de Hardy réel des fonctions de L2(R) ne possédant pas de fréquences négatives, du
fait de la proposition suivante.
Proposition 2.2.2. Soit f ∈ L2(R) un signal à valeurs réelles, et soit ψ une
ondelette admissible analytique (vérifiant ν ≤ 0⇒ ψˆ(ν) = 0). Notons fa = (I+ iH)f
le signal analytique de f , on a Wf =
1
2Wfa . En particulier on a l’égalité dans L
2(R)
f(τ) = Re
{
2
Cψ
∫ ∞
0
∫
R
Wf (a, t)
1
a
ψ
(
τ − t
a
)
dtda
a
}
, (2.11)
Cette proposition est simplement le corollaire du théorème 2.2.3, en utilisant le
fait que la transformée de Hilbert commute avec les dilatations et les translations.
La TOC analytique permet donc de considérer indiﬀéremment des signaux réels ou
complexes analytiques, ce qui est avantageux lorsqu’on travaille sur la fréquence
instantanée. De plus, elle se décompose en un module et une phase, qui s’interprétent
comme une énergie et une phase instantanées locales, ce que ne permet pas une TOC
avec une ondelette réelle. Cet aspect sera développé dans le prochain chapitre sur le
synchrosqueezing.
Les ondelettes mères que nous utiliserons seront donc, dans l’espace de Fourier, des
fonctions réelles régulières, à décroissance rapide et à support inclus dans R+, centrées
en la fréquence ν0. À titre d’exemple, nous explicitons trois classes d’ondelettes
couramment utilisées dans la littérature.
• Les ondelettes de Morse généralisées ont été étudiées dans [Olhede 2002,
Lilly 2009, Lilly 2012] et sont déﬁnies en fonction de deux paramètres par
ψˆβ,γ(ν) = U(ν)aβ,γν
βe−ν
γ
, (2.12)
où aβ,γ est une constante de normalisation. Ces ondelettes ont pour fréquence
centrale ν0 = (β/γ)
1
γ , et incluent notamment les ondelettes dérivées de Gaus-
siennes comme le “chapeau mexicain”.
• L’ondelette “Bump” est déﬁnie par
ψˆµ,σ(ν) = aµ,σe
1− 1
1−( ν−µσ )
2
χ[µ−σ,µ+σ], (2.13)
où aµ,σ est encore une constante de normalisation et où µ > σ > 0. C’est une
ondelette C∞ à support compact [µ− σ, µ+ σ], et de fréquence centrale µ.
• Enﬁn, l’ondelette la plus utilisée dans les applications est l’ondelette de Morlet
complexe, qui s’écrit dans le domaine de Fourier
ψˆσ,ν0(ξ) = aσ,ν0e
−πσ2(ν−ν0)2 , (2.14)
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aσ,ν0 étant une constante, les paramètres σ et ν0 étant respectivement la
largeur de bande et la fréquence centrale de l’ondelette. Dans le domaine
temporel c’est encore une Gaussienne, mais modulée en fréquence :
ψσ,ν0(t) = a
′
σ,ν0e
−π t2
σ2 e2iπν0t. (2.15)
Ces ondelettes mères ont été utilisées intensivement en traitement du signal car
leur support temps-fréquence est optimal, mais elles ne sont pas strictement
admissibles, car une Gaussienne est toujours non nulle en 0, même si son
centre ν0 est grand.
Enﬁn, mentionnons les ondelettes de Shannon complexes, qui correspondent à une
fonction porte translatée dans le domaine de Fourier mais qui ont une mauvaise
localisation temporelle, ainsi que l’ondelette de Meyer complexe. Dans cette thèse
nous utiliserons le plus souvent l’ondelette de Morlet complexe (tronquée) en vériﬁant
bien que σν0 ≫ 1, de sorte qu’elle soit numériquement admissible.
Redondance et noyau reproduisant
Comme pour la TFCT, la transformée en ondelettes continue analytique envoie
l’espace L2(R) dans son image WL2 ∈ L2(R+ × R, dbdaa ), créant de la redondance.
L’espace WL2 a une structure d’espace de Hilbert à noyau reproduisant, c’est-à-dire
que tout élément W ∈WL2 vériﬁe l’équation
W (a, b) =
1
Cψ
∫ ∞
0
∫
R
K(a, b, a′, b′)W (a′, b′)
db′da′
a′
, (2.16)
où le noyau reproduisant vaut K(a, b, a′, b′) = 〈ψa′,b′ , ψa,b〉.
Implémentation
Comme pour la TFCT, il faut distinguer le cas des ondelettes discrètes, où le but
est de construire des bases biorthogonales, du cas des ondelettes continues, où la
discrétisation peut être bien plus ﬁne : on se place ici dans le second cas. On construit
un vecteur d’échelles de manière logarithmique en choisissant un nombre nv de
coeﬃcients par octave :
a[k] = 2−
k
nv , avec k ∈ {kmin, · · · , kmax}, (2.17)
Les bornes kmin et kmax étant calculées de sorte à couvrir toutes les fréquences
possibles compte tenu de la taille du signal. Ensuite, on calcule simplement les
coeﬃcients à l’échelle a[k] dans le domaine de Fourier, en utilisant la FFT :
Wx[k, l] = FFT
−1(ψˆ∗a[k]xˆ)[l],
ce qui nécessite O(N log(N)2nv) opérations. Remarquons que l’on peut ﬁxer la
fréquence centrale de l’ondelette sans perte de généralité, en adaptant ensuite les
valeurs de kmin et kmax. Pour alléger les notations, nous supposerons ainsi dans la
suite de cette thèse ν0 = 1. L’échelle a est alors assimilable à l’inverse de la fréquence.
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2.2.3 Autres distributions temps-fréquence
On s’est intéressé ici aux principales représentations linéaires, mais il existe de nom-
breuses autres représentations ou distributions, étudiées depuis plusieurs décennies.
On peut citer en particulier la distribution de Wigner-Ville [Wigner 1932], introduite
dans le cadre de la mécanique quantique, et déﬁnie par
WVf (η, t) =
∫
R
f
(
t+
τ
2
)
f
(
t− τ
2
)∗
e−2iπητ dτ.
C’est une représentation quadratique du signal f , et elle n’est ainsi pas soumise au
principe d’incertitude. En particulier,WV localise parfaitement les Diracs et les chirps
linéaires, de la forme e2iπct
2
. En revanche elle crée de nombreuses interférences intra
et inter-modes, ce qui limite son intérêt pour l’étude des signaux multicomposantes.
La classe de Cohen fournit une famille de versions lissées de cette transformée,
qui parviennent à réduire les interférences, se référer à [Flandrin 1993] pour une
présentation complète.
2.2.4 Principe d’incertitude
Pour obtenir une décomposition temps-fréquence pertinente d’un signal, nous avons
vu la nécessité d’utiliser une fenêtre g ou une ondelette ψ bien localisée en temps et
en fréquence. Ainsi, le choix g = χ[− 1
2
, 1
2
] donne une bonne localisation temporelle
mais une mauvaise résolution fréquentielle, car la fonction gˆ est alors à décroissance
lente. L’exemple le plus extrême est celui du Dirac, qui est parfaitement localisé
en temps, mais dont la transformée de Fourier, la fonction unité, est distribuée
identiquement sur toutes les fréquences. La recherche de fonctions concentrées en
temps et en fréquence se heurte au principe d’incertitude de Heisenberg-Gabor,
énoncé dans le théorème suivant.
Théorème 2.2.4. Si f ∈ L2(R), définissons ses positions temporelle et fréquentielle
moyennes
t¯f =
1
‖f‖22
∫
R
t|f(t)|2 dt et ν¯f = 1‖f‖22
∫
R
ν|fˆ(ν)|2 dν, (2.18)
ainsi que les dispersion temporelles et fréquentielles
σ2t (f) =
1
‖f‖22
∫
R
(t− t¯f )2|f(t)|2 dt et σ2ν(f) =
1
‖f‖22
∫
R
(ν − ν¯f )2|fˆ(ν)|2 dν.
Alors on a
σνσt ≥ 1
2
, (2.19)
l’égalité étant obtenue si et seulement si f est une fonction gaussienne modulée
linéairement, admettant l’écriture f(t) = aeiν0t−b(t−t0)2 avec ν0, t0, b ∈ R et a ∈ C.
Ce théorème est l’analogue du principe d’incertitude de Heisenberg en mécanique
quantique, qui précise l’incertitude sur la position et la quantité de mouvement d’une
particule libre.
Pour la TFCT comme pour la TOC, on a donc intérêt à utiliser une fonction
régulière et à décroissance rapide. Une fois cette fenêtre ou ondelette ﬁxée, on
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Figure 2.1 La TFCT (module) d’un son de trombone avec différentes largeurs de la
fenêtre gaussienne. De gauche à droite, σ = 9 ms (a), σ = 15 ms (b) et σ = 50 ms (c).
peut encore agir sur la résolution temps-fréquence (TF) de la décomposition en
jouant sur la taille de la fenêtre (par dilatation). Considérons par exemple une
fenêtre gaussienne gσ(t) = σ−1/2e
−π t2
σ2 , on sait que sa résolution temps-fréquence
σtσν = 1/2 reste constante quelle que soit la valeur de σ, mais pour autant le
paramètre σ est fondamental, car il règle la forme de cette résolution. La Figure
2.1 illustre ce principe en représentant la TFCT d’un extrait de trombone, pour
diﬀérentes valeurs du paramètre σ. Lorsque σ est petit, les dispersions vériﬁent
σt ≪ σf , les attaques de chaque note sont donc bien localisées dans le temps, mais
on ne peut pas déterminer leur hauteur (fréquence) avec précision. Pour un grand
σ en revanche les fréquences sont bien visibles, mais c’est l’information temporelle
qui est dégradée, de sorte qu’on ne distingue plus bien les diﬀérentes notes. Il faut
donc ajuster σ, autrement dit la forme du rectangle TF, en fonction de l’information
recherchée.
2.3 Signaux multicomposantes et ridges
Cette section étudie les représentations temps-fréquence des signaux multicompo-
santes, superpositions d’ondes AM–FM. Nous commencerons par déﬁnir de tels
signaux, puis nous analyserons leur décomposition par la TFCT et la TOC, qui fait
apparaître des lignes de fréquences instantanées, appelées ridges. Après avoir exposé
des méthodes pour détecter ces ridges, nous présenterons une manière de reconstruire
les modes, basée sur l’approximation de phase stationnaire. Ces techniques d’analyse
et de reconstruction ont été développées dans [Delprat 1992] et des travaux suivants,
et leur présentation complète peut être consultée dans [Torrésani 1995]. Rappelons
que dans le reste du chapitre, les fonctions gˆ et ψˆ atteignent leur maximum en 0 et 1
respectivement.
2.3.1 Signaux multicomposantes
Définition 2.3.1. Un mode AM–FM est une fonction oscillante h(t) = A(t)e2iπφ(t)
où les fonctions A et φ′ sont positives et à variations lentes.
La fonction A est appelée amplitude instantanée de h, φ′ est sa fréquence instan-
tanée. Notons que la condition de variation lente n’est pas précisée, car elle dépend
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de la transformée considérée et de la fenêtre d’analyse. Remarquons également qu’on
peut utiliser une sinusoïde à la place de l’exponentielle complexe, du moment que
l’on s’intéresse aux fréquences positives de la TFCT ou à la TOC analytique (voire
Proposition 2.2.2). Autour d’un temps t ﬁxé, la condition de variation lente permet
de développer l’amplitude à l’ordre 0 et la phase à l’ordre 1, et ainsi d’approcher le
mode h par l’onde pure suivante
h˜t(τ) = A(t)e
2iπ[φ(t)+φ′(t)(τ−t)]. (2.20)
La TFCT et la TOC de h sont alors approchées par
Vh(η, t) ≈ Vh˜t(η, t) = h(t)gˆ(η − φ′(t))
Wh(a, t) ≈Wh˜t(a, t) = h(t)ψˆ(aφ′(t))∗.
(2.21)
Ainsi, la TFCT comme la TOC d’un mode AM–FM est non nulle sur une bande
dans le plan temps-fréquence, qui atteint son maximum sur les lignes de crête ou
ridges déﬁnis par η = φ′(t) pour la TFCT et a = 1φ′(t) pour la TOC. La largeur de la
bande dépend de la taille du support de gˆ ou de ψˆ. Déﬁnissons à présent les signaux
multicomposantes, qui sont des superpositions de modes AM–FM.
Définition 2.3.2. Un signal multicomposantes est une superposition de modes AM–
FM
f(t) =
K∑
k=1
fk(t) =
K∑
k=1
Ak(t)e
2iπφk(t)
où les modes fk vérifient φ
′
K > · · · > φ′k > · · · > φ′1 > 0.
Lorsque les fréquences instantanées des modes sont trop proches, les supports de
leurs ridges dans le plan TF se superposent, ce qui crée des interférences. Pour pouvoir
les décomposer de manière univoque, nous imposerons aux signaux multicomposantes
d’être séparés fréquentiellement. L’équation 2.21 montre que cette condition de
séparation est de type linéaire pour la TFCT, et logarithmique pour la TOC.
Définition 2.3.3. Si supp gˆ ⊂ [−∆,∆], un signal multicomposantes f est séparé au
premier ordre pour la TFCT si les fréquences instantanées des modes vérifient pour
tout k ∈ {1, · · · ,K − 1} :
φ′k+1 − φ′k > 2∆.
Si supp ψˆ ⊂ [1−∆, 1+∆], un signal multicomposantes f est séparé au premier ordre
pour la TOC si les fréquences instantanées vérifient pour tout k ∈ {1, · · · ,K − 1} :
φ′k+1 − φ′k
φ′k+1 + φ
′
k
> ∆.
On vériﬁe facilement que sous ces conditions, chaque mode fk occupe approxi-
mativement une zone disjointe dans le plan temps-fréquence (TF) ou temps-échelle
(TE). Notons que si les fonctions analysantes gˆ et ψˆ sont seulement à décroissance
rapide, on peut se satisfaire d’une quasi-séparation en remplaçant le support par une
mesure de dispersion fréquentielle.
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2.3.2 Détection des ridges
L’équation (2.21) montre qu’il est possible d’estimer les fréquences et amplitudes
instantanées d’un signal multicomposantes séparé en calculant les extrema locaux en
fréquence de son spectrogramme (respectivement en échelle de son scalogramme).
Cependant, il est clair que cette approche n’est plus valable dès que le signal est
bruité, le bruit créant des maxima locaux dans tout le plan temps-fréquence. D’autre
part, pour un signal comportant de nombreuses composantes, il faudra relier ces
points pour déﬁnir des ridges continus sur la durée du signal. Depuis les travaux
pionniers de [Delprat 1992], plusieurs algorithmes ont été proposés pour calculer ces
ridges [Carmona 1999, Lilly 2010]. L’idée originelle était, en partant de la TFCT
Vf , d’extraire les lignes ϕ(t) maximisant l’énergie tout en étant les plus régulières
possibles, en minimisant la fonctionnelle
Ef [ϕ] = −
∫
R
|Vf (ϕ(t), t)|2 dt+ λ
∫
R
|ϕ′(t)|2 dt, (2.22)
une fonctionnelle similaire étant utilisée pour l’extraction des ridges de la TOC.
Une implémentation d’une méthode de descente de gradient peut être facilement
réalisée, malheureusement le problème n’est pas convexe, et il faut trouver des
astuces pour éviter autant que possible les minima locaux, comme par exemple
l’algorithme du recuit simulé utilisé dans [Carmona 1997]. Une alternative proposée
dans [Carmona 1999] est d’utiliser un modèle de Markov couplé à une résolution
par algorithme de Monte Carlo (MCMC), pour obtenir un algorithme de détection
adapté à des sauts de fréquence instantanée.
Dans cette thèse nous ne nous sommes pas intéressés à l’estimation des ridges,
aussi utiliserons nous une implémentation heuristique qui consiste à chercher le
ridge de proche en proche, en utilisant diﬀérentes initialisations. Pour les niveaux de
bruit raisonnables (> −5 dB) utilisés dans ce chapitre, cet algorithme parvient à des
résultats satisfaisants.
2.3.3 Approximation de la phase stationnaire et reconstruction
L’équation (2.21) montre que la TFCT ou la TOC d’un mode AM–FM h à un temps
t vaut approximativement h(t), atténué par un facteur qui dépend de la distance
verticale au ridge. C’est donc une approximation “fréquentielle”. Nous verrons dans
la prochaine section que sous des hypothèses de faible modulation fréquentielle, cette
approximation est pertinente. En revanche lorsque φ′′ n’est pas négligeable, il faut
développer la phase à l’ordre 2, ce qui conduit à des calculs plus coûteux. L’approche
originelle [Delprat 1992] utilise une approximation diﬀérente de (2.21), issue du
théorème de la phase stationnaire. C’est une approximation “temporelle”, qui utilise
la distance horizontale entre le ridge et le point considéré, et prend naturellement en
compte le terme d’ordre 2 de φ.
Proposition 2.3.1. Soit h(t) = A(t)e2iπφ(t) un mode AM–FM, et soit un point
(η, t) fixé du plan temps-fréquence. On suppose qu’il existe un unique point critique
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τc = τc(η, t) tel que φ
′(τc) = η, et que de plus φ′′(τc) 6= 0. Alors
Vh(η, t) ≈ e
iπ
4
signeφ′′(τc)e−2iπη(τc−t)√|φ′′(τc)| g(τc − t)h(τc). (2.23)
S’il existe plusieurs points critiques pour lesquels φ′(τc) = η, il suﬃt de sommer
les diﬀérentes contributions. Si φ′′(τc) = 0, on obtient un résultat similaire en
augmentant l’ordre d’approximation jusqu’à trouver un entier k tel que φ(k)(τc) 6= 0.
Cette proposition est une simple conséquence du théorème de la phase stationnaire,
qui donne des approximations d’une intégrale oscillante. Pour plus de détails sur la
phase stationnaire, le lecteur pourra se référer à [Bleistein 1986], et à [Torrésani 1995]
pour son application aux ridges. Notons que cette approximation fournit une méthode
de reconstruction du signal à partir de ses valeurs sur le ridge η = φ′(t). En eﬀet, sur
le ridge le point critique est τc(η, t) = t, et on a donc pour tout t vériﬁant φ′′(t) 6= 0 :
h(t) ≈
√|φ′′(t)|
g(0)
e−i
π
4
signeφ′′(t)Vh(φ
′(t), t). (2.24)
Cette reconstruction sera nommée RR2 pour reconstruction sur le ridge à l’ordre 2
(elle fait intervenir φ′′). Aﬁn d’établir un résultat similaire pour la TOC, on écrit
l’ondelette sous forme polaire ψ = |ψ|e2iπφψ et on suit le même raisonnement, détaillé
dans [Delprat 1992].
Proposition 2.3.2. Soit h(t) = A(t)e2iπφ(t) un mode AM–FM, et soit un point (a, b)
fixé du plan temps-échelle. On suppose qu’il existe un unique point critique τc tel que
φ′(τc) = 1aφ
′
ψ
(
τc−b
a
)
, et que de plus φ′′(τc) 6= 1a2φ′′ψ
(
τc−b
a
)
. Alors,
Wh(a, b) ≈ e
iπ
4
signe
[
φ′′(τc)− 1
a2
φ′′ψ(
τc−b
a )
]
a
√
|φ′′(τc)− 1a2φ′′ψ
(
τc−b
a
) |ψ
(
τc − b
a
)∗
h(τc). (2.25)
Notons que cette approximation permet également de reconstruire le signal à
partir de ses valeurs sur le ridge. Nous considérerons souvent une classe particulière
d’ondelettes, les ondelettes à fréquence instantanée constante, qui s’écrivent ψ(t) =
g(t)e2iπt, où g est une fonction fenêtre et où la fréquence centrale de l’ondelette
vaut 1. Lorsque φ′′(t) 6= 0, le point critique en (1/φ′(t), t) est t, ce qui mène à
l’approximation
h(t) ≈
√|φ′′(t)|
φ′(t)ψ(0)∗
e−i
π
4
signeφ′′(t)Wh(
1
φ′(t)
, t). (2.26)
Cette approximation fournit la méthode de reconstruction RR2 pour la TOC.
2.4 Reconstruction locale dans le plan temps-fréquence
Dans la section précédente, nous avons montré qu’un signal multicomposantes peut
être analysé à l’aide de la TFCT ou de la TOC, et qu’il est possible d’extraire les
fréquences et amplitudes instantanées. Diﬀérentes approximations permettent alors
de reconstruire les modes à partir de la valeur de la transformée sur les ridges. Cette
approche permet donc, à l’instar de l’EMD, de séparer et démoduler les diﬀérentes
composantes d’un signal. Cependant, elle comporte plusieurs limites.
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• Cette méthode nécessite d’extraire les ridges, c’est-à-dire d’estimer précisé-
ment les fonctions φ′ et φ′′. On dispose pour cela de plusieurs algorithmes
performants, mais qui nécessitent un temps de calcul non négligeable, et dont
le résultat n’est jamais garanti.
• L’approximation de la phase stationnaire donne un équivalent asymptotique au
premier ordre pour un mode AM–FM, mais elle n’est plus valide lorsqu’on sort
de ce cadre (si les modes ne sont pas exactement des exponentielles complexes
modulées).
Ces deux points peuvent poser problème en pratique, et c’est pour les contourner que
l’on s’intéresse dans cette section à des reconstructions alternatives. Plus précisément,
on construira des méthodes de reconstruction moins sensibles à l’estimation des
ridges, et qui restent valable pour une classe de signaux la plus large possible.
On a vu précédemment que dans la TFCT ou la TOC d’un signal multicompo-
santes séparé, chaque mode occupe un domaine distinct dans le plan TF. Dès lors,
pourquoi ne pas utiliser une formule de reconstruction intégrale classique, que l’on
restreint au domaine occupé par le ridge ? Pour étudier cette alternative dans la
présente section, on commencera par introduire une méthode de reconstruction à
temps ﬁxé, dite de Morlet dans le cadre de la TOC. Nous verrons ensuite comment
adapter la taille du support d’intégration en fonction de la modulation fréquentielle,
en s’intéressant en particulier au cas d’une fonction analysante gaussienne.
2.4.1 Reconstruction locale au premier ordre
Revenons à l’équation (2.21) : elle montre que pour un temps ﬁxé, la TFCT d’un
mode AM–FM est localisée autour du ridge, et décroît de la même manière que gˆ. Au
lieu d’utiliser l’information sur le ridge, on peut reconstruire le signal au temps t en
intégrant la TFCT en fréquence ou la TOC en échelle, comme l’établit la proposition
suivante.
Proposition 2.4.1. Supposons que la fenêtre g soit dans L2(R) et continue en 0 avec
g(0) 6= 0, et que l’ondelette analytique ψ ∈ H2(R) vérifie 0 < C ′ψ =
∫∞
0 ψˆ(ν)
∗ dν
ν <∞.
Alors pour tout signal f ∈ L2(R) analytique, on a les formules de reconstruction au
sens de la convergence dans L2(R)
f(t) =
1
g(0)
∫ ∞
0
Vf (η, t) dη
f(t) =
1
C ′ψ
∫ ∞
0
Wf (a, t)
da
a
.
(2.27)
Démonstration. Pour la TFCT, on écrit∫ ∞
0
Vf (η, t) dη =
∫ ∞
0
∫
R
f(τ)g(τ − t)∗e−2iπη(τ−t) dτdη
=
∫ ∞
0
∫
R
fˆ(ν)gˆ(ν − η)∗e2iπνt dνdη
=
∫ ∞
0
fˆ(ν)e2iπνt dν
∫
R
gˆ(ξ)∗ dξ.
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La première intégrale donne l’inversion de fˆ dans L2(R) en t, et la seconde vaut
g(0)∗ = g(0), car g est continue en 0. La formule de Morlet pour la TOC se démontre
de la même manière.
Remarque : On obtient facilement un résultat plus fort, la reconstruction ponctuelle
en tout t, si l’on impose f, fˆ ∈ L1(R). Si l’on considère un signal réel, on obtient une
reconstruction similaire en prenant 2 fois la partie réelle de ces équations.
Revenons à présent à l’étude d’un mode AM–FM h(t) = A(t)e2iπφ(t). On considère
une fenêtre g et une ondelette ψ dont les transformées de Fourier sont à support
compact : supp gˆ ⊂ [−∆g,∆g] et supp ψˆ ⊂ [1 − ∆ψ, 1 + ∆ψ]. L’équation (2.21)
montre que Vh(η, t) est approximativement nul lorsque η 6∈ [φ′(t)−∆g, φ′(t) + ∆g],
et de manière similaire Wh(a, b) ≈ 0 si a 6∈ [1−∆ψφ′(b) ,
1+∆ψ
φ′(b) ]. Cela suggère d’utiliser les
formules de reconstruction (2.27) tronquées en intégrant seulement sur ces intervalles,
ce qui donne
h(t) ≈ 1
g(0)
∫ φ′(t)+∆g
φ′(t)−∆g
Vh(η, t) dη
h(t) ≈ 1
C ′ψ
∫ 1+∆ψ
φ′(t)
1−∆ψ
φ′(t)
Wh(a, t)
da
a
.
(2.28)
Les théorèmes suivants montrent la validité de cette approche. Dans toute la ﬁn de
ce chapitre, on supposera que les fonctions g et ψ sont dans la classe de Schwartz.
Approximation uniforme de la TFCT
Le théorème suivant montre la validité de cette approche pour des signaux faiblement
modulés en fréquence.
Théorème 2.4.1. Soit un mode h(t) = A(t)e2iπφ(t) vérifiant A ∈ C1(R)⋂L∞(R),
φ ∈ C2(R). On suppose qu’il existe ε > 0 tel que pour tout t, A(t) > 0, φ′(t) > 0,
|A′(t)| ≤ ε, |φ′′(t)| ≤ ε. Alors en tout point (η, t),
|Vh(η, t)− h(t)gˆ(η − φ′(t))| ≤ εC1(t), (2.29)
où la constante vaut C1(t) = I1 + πA(t)I2 avec In =
∫
R
|u|n|g(u)| du.
Un théorème analogue, donnant une erreur plus locale pour une fenêtre g à
support compact, peut être trouvé dans [Mallat 2000]. La preuve du théorème repose
essentiellement sur deux développements de Taylor.
Démonstration. On décompose le mode h(τ) de la manière suivante :
h(τ) = A(t)e2iπ[φ(t)+φ
′(t)(τ−t)]︸ ︷︷ ︸
h1(τ)
+(A(τ)−A(t))e2iπφ(τ)︸ ︷︷ ︸
h2(τ)
+A(t)e2iπ
∫ τ
t
φ′′(u)(τ−u) du︸ ︷︷ ︸
h3(τ)
.
La TFCT du premier terme donne immédiatement Vh1(η, t) = h(t)gˆ(η − φ′(t)), et
l’on peut majorer la transformée des deux autres termes de la manière suivante :
|Vh2(η, t)| ≤
∫
R
|A(τ)−A(t)| |g(τ − t)| dτ ≤
∫
R
ε|τ − t||g(τ − t)| dτ ≤ εI1, (2.30)
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et
|Vh3(η, t)| ≤ A(t)
∣∣∣∣∫
R
e2iπ
∫ τ
t
φ′′(u)(τ−u) dug(τ − t)e−2iπη(τ−t) dτ
∣∣∣∣
≤ 2πA(t)
∫
R
(∫ τ
t
|φ′′(u)||τ − u| du
)
|g(τ − t)| dτ
car l’exponentielle complexe est 1-Lipschitzienne
≤ πA(t)
∫
R
ε|τ − t|2|g(τ − t)| dτ
≤ πA(t)εI2. (2.31)
D’où le résultat.
Reconstruction locale de la TFCT
Corollaire 2.4.1. On se place dans le cadre du Théorème 2.4.1. On suppose de plus
que supp gˆ ⊂ [−∆,∆]. Alors pour tout t,∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆
φ′(t)−∆
Vh(η, t) dη
∣∣∣∣∣ ≤ C2(t)ε, (2.32)
avec C2(t) =
2∆
g(0)C1(t).
Démonstration. La démonstration découle du Théorème 2.4.1 et du fait que gˆ est à
support compact inclus dans l’intervalle d’intégration. On a en eﬀet∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆
φ′(t)−∆
Vh(η, t) dη
∣∣∣∣∣
≤
∣∣∣∣h(t)− h(t)g(0)
∫ ∆
−∆
gˆ(η) dη
∣∣∣∣ + 1g(0)
∫ φ′(t)+∆
φ′(t)−∆
|Vh(η, t)− h(t)gˆ(η − φ′(t))| dη
car
∫ φ′(t)+∆
φ′(t)−∆
h(t)gˆ(η − φ′(t)) dη = h(t)g(0)
≤ 0 + 2∆
g(0)
C1(t)ε, (2.33)
C1(t) étant la constante du Théorème 2.4.1, ﬁnie car g ∈ S(R) et A ∈ L∞(R).
Remarque : Lorsque la fenêtre gˆ n’est pas à support compact, on peut se contenter
de supposer que gˆ est essentiellement inclus dans [−∆,∆], en imposant par exemple
l’hypothèse
∫
|ν|>∆ |gˆ(ν)| dν ≤ C ′ε pour un certain ∆. Le premier terme de l’inégalité
(2.33) n’est alors plus nul, mais reste majoré par A(t)g(0) εC
′.
Approximation uniforme de la TOC
Pour établir un théorème analogue pour la TOC de signaux faiblement modulés, on
change les hypothèses de variations lentes de A et φ′ : en eﬀet, lors du calcul de
Wh(a, t), on utilise une fenêtre dont la résolution fréquentielle dépend de l’échelle
a. Les variations de A et φ′ doivent donc être faibles par rapport à la fréquence
instantanée de h.
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Théorème 2.4.2. Soit un mode h(t) = A(t)e2iπφ(t) vérifiant A ∈ C1(R)⋂L∞(R),
φ ∈ C2(R). On suppose qu’il existe ε > 0 tel que pour tout t, A(t) > 0, φ′(t) > 0,
|A′(t)| ≤ εφ′(t), |φ′′(t)| ≤ εφ′(t) et |φ′′(t)| ≤M . Alors en tout point (a, t),
|Wh(a, t)− h(t)ψˆ(aφ′(t))∗| ≤ C ′1(a, t)ε, (2.34)
C ′1(a, t) = φ
′(t)aJ1+(M + 2πA(t)φ′(t)) a
2
2 J2+πA(t)M
a3
3 J3 et Jn =
∫
R
|x|n|ψ(x)| dx.
La démonstration de ce théorème nécessite de majorer |A(τ) − A(t)|, mais
contrairement au cas de la TFCT, l’hypothèse de variations lentes dépend du temps,
on ne peut donc plus utiliser une approximation uniforme en t. Une solution est
de supposer ψ à support compact, puis d’utiliser la formule de Taylor-Lagrange.
Nous choisissons plutôt l’alternative utilisée dans [Daubechies 2011], qui repose sur
le lemme suivant.
Lemme 2.4.1. Pour tous t, τ ∈ R, on a
φ′(τ) ≤ φ′(t) +M |τ − t|
|A(τ)−A(t)| ≤ ε|τ − t|φ′(t) + εM
2
|τ − t|2
Démonstration. La phase φ étant C2, on a :
φ′(τ) = φ′(t) +
∫ τ
t
φ′′(x) dx,
donc φ′(τ) ≤ φ′(t) +M |τ − t|. On écrit alors
|A(τ)−A(t)| =
∣∣∣∣∫ τ
t
A′(u) du
∣∣∣∣ ≤ ε ∫ τ
t
φ′(u) du ≤ ε[φ′(t)|τ − t|+ M
2
|τ − t|2].
Démonstration. Démontrons à présent le théorème. Comme précédemment, on dé-
coupe h(τ) en trois termes.
h(τ) = A(t)e2iπ[φ(t)+φ
′(t)(τ−t)]︸ ︷︷ ︸
h1(τ)
+(A(τ)−A(t))e2iπφ(τ)︸ ︷︷ ︸
h2(τ)
+A(t)e2iπ
∫ τ
t
φ′′(u)(τ−u) du︸ ︷︷ ︸
h3(τ)
.
La TOC du terme principal s’écrit
Wh1(a, t) =
1
a
A(t)e2iπφ(t)
∫
R
e2iπφ
′(t)(τ−t)ψ
(
τ − t
a
)∗
dτ = h(t)ψˆ(aφ′(t))∗.
On majore ensuite la TOC des termes 2 et 3 :
|Wh2(a, t)| ≤
1
a
∫
R
|A(τ)−A(t)|
∣∣∣∣ψ(τ − ta
)∣∣∣∣ dτ
≤ ε
a
∫
R
(
φ′(t)|τ − t|+ M
2
|τ − t|2
) ∣∣∣∣ψ(τ − ta
)∣∣∣∣ dτ
≤ ε
∫
R
(
φ′(t)a|x|+ M
2
a2|x|2
)
|ψ(x)| dx
≤ ε
(
φ′(t)aJ1 +
M
2
a2J2
)
. (2.35)
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|Wh3(a, t)| ≤
A(t)
a
∫
R
∣∣∣e2iπ ∫ τt φ′′(u)(τ−u) du∣∣∣ ∣∣∣∣ψ(τ − ta
)∣∣∣∣ dτ
≤ 2πA(t)
a
∫
R
(∫ τ
t
|φ′′(u)||τ − u| du
) ∣∣∣∣ψ(τ − ta
)∣∣∣∣ dτ.
En utilisant le Lemme 2.4.1, il vient∫ τ
t
|φ′′(u)||τ − u| du ≤ ε
∫ τ
t
φ′(u)|τ − u| du
≤ ε
∫ τ
t
(
φ′(t) +M |u− t|) |τ − u| du
≤ ε
(
φ′(t)
2
|τ − t|2 + M
6
|τ − t|3
)
,
car si τ > t,∫ τ
t
|u− t||τ − u| du =
∫ τ−t
0
v(τ − t− v) dv =
∫ τ−t
0
(v(τ − t)− v2) dv
=
(τ − t)3
2
− (τ − t)
3
3
=
(τ − t)3
6
,
le cas τ < t se traitant de la même manière. On a donc
|Wh3(a, t)| ≤
2πA(t)
a
ε
∫
R
(
1
2
φ′(t)|τ − t|2 + 1
6
M |τ − t|3
) ∣∣∣∣ψ(τ − ta
)∣∣∣∣ dτ
≤ 2πA(t)ε
(
a2
2
φ′(t)J2 +
a3
6
MJ3
)
. (2.36)
D’où le résultat.
Reconstruction locale de la TOC
Corollaire 2.4.2. On se place dans le cadre du théorème 2.4.2. On suppose de plus
que supp ψˆ ⊂ [1−∆, 1 + ∆], avec 0 < ∆ < 1. Alors pour tout t,∣∣∣∣∣h(t)− 1C ′ψ
∫ 1+∆
φ′(t)
1−∆
φ′(t)
Wh(a, t)
da
a
∣∣∣∣∣ ≤ C ′2(t)ε, (2.37)
avec C ′2(t) =
1
|C′
ψ
|
[
2∆J1 + (M + 2πA(t)φ
′(t)) ∆
φ′(t)2
J2 + 2πA(t)M
∆(∆2+3)
9φ′(t)3
]
.
Démonstration. Comme pour la preuve du corollaire précédent, on écrit∣∣∣∣∣h(t)− 1C ′ψ
∫ 1+∆
φ′(t)
1−∆
φ′(t)
Wh(a, t)
da
a
∣∣∣∣∣ ≤ ε|C ′ψ|
∫ 1+∆
φ′(t)
1−∆
φ′(t)
C ′1(a, t)
da
a
.
Il ne reste plus qu’à intégrer la fonction C ′1(a, t)/a, polynôme de degré 2 sur le
segment
[
1−∆
φ′(t) ,
1+∆
φ′(t)
]
pour conclure.
Remarque : Comme pour le théorème précédent, si ψˆ n’est pas à support com-
pact, on peut se contenter de supposer qu’elle est suﬃsamment localisée autour de
ν = 1. Cette reconstruction locale à temps ﬁxé est à la base du Synchrosqueezing
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[Daubechies 1996, Daubechies 2011], qui sera présenté et étudié dans le prochain
chapitre. Plusieurs variantes ont été étudiées et analysées dans [Meignen 2012b,
Meignen 2012a] pour la TOC.
Ces deux corollaires fournissent donc une méthode de reconstruction par intégra-
tion locale, nommée IR1 dans la suite de cette thèse, car elle utilise une approximation
de la phase au premier ordre. Notons que les théorèmes 2.4.1 et 2.4.2 permettent
de reconstruire le mode h(t) d’après la valeur de la transformée sur le ridge, cette
méthode sera appelée RR1, car l’approximation est au premier ordre.
Comparaison avec la reconstruction sur le ridge
On peut se demander quel est l’intérêt des formules de reconstruction locale intégrale
données par les corollaires 2.4.1 et 2.4.2, puisque l’on dispose déjà de formules de
reconstruction sur le ridge aux ordres 1 et 2. Bien que les deux types de reconstruction
soient asymptotiquement équivalentes, la reconstruction intégrale oﬀre plusieurs
avantages :
• La reconstruction intégrale est valable pour une plus grande classe de signaux,
car la formule de reconstruction de Morlet (2.27) est vraie pour tout signal
d’énergie ﬁnie, et pas seulement pour un mode AM–FM. Il suﬃt seulement
d’intégrer sur le bon support.
• La reconstruction intégrale est moins sensible à l’estimation du ridge φ′(t)
que la reconstruction directe (méthodes RR1 et RR2), car cette estimation
n’intervient que dans le calcul du support d’intégration.
• Le passage au discret est plus aisé avec la reconstruction intégrale, car l’équation
(2.27) reste vraie dans le cas discret. Pour la reconstruction sur le ridge en
revanche, si φ′(t) n’est pas sur la grille de discrétisation, on doit interpoler la
transformée, ce qui génère une erreur supplémentaire.
• Dans le cas de signaux bruités, on peut ajuster le paramètre d’intégration
∆ en fonction du niveau de bruit et de la conﬁance que l’on accorde dans
l’estimation du ridge.
Le reste de ce chapitre met en évidence ces diﬀérents points, en comparant ces deux
familles de reconstruction.
2.4.2 Reconstruction locale au deuxième ordre
Taille du support et modulation fréquentielle
Comme nous le verrons dans les exemples numériques, le fait d’intégrer verticalement
(en fréquence ou en échelle) permet plus de souplesse que la reconstruction sur le ridge,
et améliore les résultats sur de nombreux signaux. Cependant on remarque qu’aucun
terme en φ′′ n’apparaît dans l’équation (2.28), à l’inverse de l’approximation de phase
stationnaire (2.23). Cela provient de l’hypothèse de faible modulation fréquentielle
|φ′′(t)| ≤ ε. Or de nombreux modes AM–FM possèdent des modulations fréquentielles
non négligeables, par exemple les chirps utilisés en RADAR [Skolnik 2003], ou ceux
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produits par des chauves-souris ou des mammifères marins [Kopsinis 2010]. Si les
formules de reconstruction de Morlet (2.27) restent valables dans ce cas, le support du
ridge est modiﬁé, et la reconstruction tronquée au premier ordre n’est plus pertinente.
La Figure 2.2 illustre ce phénomène en montrant le spectrogramme et sa coupe à un
temps ﬁxé, pour deux modes AM–FM, l’un étant fortement modulé fréquentiellement.
On peut ainsi comparer l’épaisseur réelle du ridge, et son approximation [−∆,∆].
Pour le mode faiblement modulé, la reconstruction (2.28) semble pertinente dans
la mesure où elle extrait l’information présente autour du ridge. Dans le cas du
mode fortement modulé en revanche, l’intervalle d’intégration ne correspond plus au
support du spectrogramme autour du ridge, ce qui donnera une reconstruction de
piètre qualité.
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Figure 2.2 Illustration de la reconstruction locale pour deux modes AM–FM différents.
(a) Module de la transformée de Gabor d’un mode faiblement modulé, avec σ = 0.05. (b)
même chose pour un mode à forte modulation fréquentielle. (c) coupe du graphe (a) au
temps t = 0.5, le trait rouge plein correspondant aux coefficients intégrés dans la formule
(2.28). (d) idem pour le mode fortement modulé (b).
Pour pallier ce défaut de la reconstruction intégrale, on étudie toujours dans
cette section les transformées de modes AM–FM h(t) = A(t)e2iπφ(t), en autorisant
cette fois de plus fortes modulations fréquentielles. Concrètement, on suppose que ces
modes peuvent être approximés localement par des chirps linéaires Ae2iπ(bt
2+ct+d).
Cela revient à eﬀectuer le développement de Taylor de la phase à l’ordre 2, qui
conduit à l’approximation
h(τ) ≈ h˜t(τ) = h(t)e2iπ[φ′(t)(τ−t)+ 12φ′′(t)(τ−t)2]. (2.38)
Cette section étudie à présent le support des ridges de Vh˜t etWh˜t , ce qui va permettre
d’aﬃner les formules de reconstruction locale (2.28). On s’intéressera ensuite au cas de
fenêtres gaussiennes, qui permet d’écrire une formule de reconstruction simple. Enﬁn,
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des tests numériques valideront la méthode, et la compareront avec la reconstruction
sur le ridge.
Approximation d’ordre 2 pour la TFCT
Théorème 2.4.3. On se place dans les hypothèses du théorème 2.4.1, avec φ ∈ C3(R),
et en remplaçant |φ′′(t)| ≤ ε par |φ′′′(t)| ≤ ε. Alors en tout point (η, t),
|Vh(η, t)− h(t)ĝct(η − φ′(t))| ≤ εK1(t), avec ct(τ) = eiπφ′′(t)τ2 , (2.39)
la constante valant K1(t) = I1 +
πA(t)
3 I3.
Démonstration. On décompose cette fois h(τ) de la manière suivante :
h(τ) = A(t)e2iπ[φ(t)+φ
′(t)(τ−t)+ 1
2
φ′′(t)(τ−t)2]︸ ︷︷ ︸
h1(τ)
+(A(τ)−A(t))e2iπφ(τ)︸ ︷︷ ︸
h2(τ)
+A(t)eiπ
∫ τ
t
φ′′′(u)(τ−u)2 du︸ ︷︷ ︸
h3(τ)
.
Le terme principal vaut
Vh1(η, t) = h(t)
∫
R
g(τ − t)eiπφ′′(t)(τ−t)2e−2iπ(η−φ′(t))(τ−t) dτ = h(t)ĝct(η − φ′(t)).
Le terme Vh2 est le même que dans le théorème 2.4.1, et le dernier terme vériﬁe :
|Vh3(η, t)| ≤ πA(t)
∫
R
(∫ τ
t
|φ′′′(u)||τ − u|2 du
)
|g(τ − t)| dτ
≤ π
3
A(t)
∫
R
ε|τ − t|3|g(τ − t)| dτ
≤ π
3
A(t)εI3.
On obtient ainsi une approximation similaire au théorème (2.4.1), sauf que la
fenêtre g est modulée par un chirp linéaire pur ct.
Reconstruction locale d’ordre 2 pour la TFCT
Montrons à présent qu’une reconstruction locale est possible pour des modes fortement
modulés en fréquence. Pour cela, il suﬃt de disposer d’une fenêtre g telle que ĝct soit
suﬃsamment concentrée autour de 0. La fonction ĝct n’étant pas à support compact
lorsque φ′′(t) 6= 0, on relâche l’hypothèse gˆ à support compact.
Corollaire 2.4.3. On se place dans le cadre du théorème 2.4.3. On suppose de plus
que g ∈ S(R). Alors pour tout t et pour tout 0 < δ < 12 , il existe ∆′t,δ > 0 tel que,∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆′t,δ
φ′(t)−∆′
t,δ
Vh(η, t) dη
∣∣∣∣∣ ≤ K2(t, δ)ε1−δ,
où K2(t, δ) est explicitée dans l’équation (2.40).
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Démonstration. La fonction gˆ n’est plus à support compact. Cependant, pour tout
∆ > 0, on peut écrire :∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆
φ′(t)−∆
Vh(η, t) dη
∣∣∣∣∣
≤
∣∣∣∣h(t)− h(t)g(0)
∫ ∆
−∆
ĝct(η) dη
∣∣∣∣ + 1g(0)
∫ φ′(t)+∆
φ′(t)−∆
|Vh(η, t)− h(t)ĝct(η − φ′(t))| dη
≤ |h(t)|
∣∣∣∣1− 1g(0)
∫ ∆
−∆
ĝct(η) dη
∣∣∣∣ + 2∆g(0)K1(t)ε
≤ |h(t)|
g(0)
∫
|η|>∆
ĝct(η) dη +
2∆
g(0)
K1(t)ε,
avec K1(t) la constante du Théorème 2.4.3, ﬁnie pour tout t, et où l’on a utilisé
g(0) = gct(0) =
∫
R
ĝct(η) dη. Soit k ∈ N∗ tel que ε
k
k+1 ≤ ε1−δ. Comme g ∈ S(R) et ct
est régulière et bornée, le produit est aussi dans la classe de Schwartz. En particulier,
il existe une constante Mk dépendant de k et g, telle que ∀η, |ĝct(η)| ≤ Mk(1+|η|)k+1 .
On a donc pour tout ∆ > 0,∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆
φ′(t)−∆
Vh(η, t) dη
∣∣∣∣∣ ≤ 2|h(t)|Mkg(0)k∆k + 2∆g(0)K1(t)ε.
En choisissant ∆′t,δ = ε
− 1
k+1 , on obtient facilement :∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆′t,δ
φ′(t)−∆′
t,δ
Vh(η, t) dη
∣∣∣∣∣ ≤ 2|h(t)|g(0)
(
Mk
k
+K1(t)
)
ε
k
k+1 , (2.40)
ce qui conclut la démonstration.
Remarque : On n’a pas fait d’hypothèses sur la localisation de gˆ. Pour obtenir une
petite constante K2, on doit en fait utiliser une fenêtre bien localisée autour de 0, ce
qui assure une petite valeur pour Mk.
Approximation d’ordre 2 pour la TOC
Théorème 2.4.4. On se place dans les hypothèses du théorème 2.4.2, sauf que
l’hypothèse |φ′′(t)| ≤ εφ′(t), |φ′′(t)| ≤M est remplacée par |φ′′′(t)| ≤ εφ′(t), |φ′′′(t)| ≤
M . On suppose de plus que |ψ| est une fonction paire. Alors pour tout t,
|Wh(a, t)− h(t)ψ̂ca,t(aφ′(t))∗| ≤ K ′1(a, t)ε, (2.41)
avec K ′1(a, t) = φ
′(t)aJ1 +
(
1
6M + πA(t)φ
′(t)
)
a3J3 +
1
6πA(t)Ma
5J5 et ca,t(τ) =
e−iπφ′′(t)a2τ2 .
La preuve est assez similaire à celle du théorème 2.4.2, mais pour supprimer le
terme en φ′′ on doit utiliser des développements de Taylor centrés. On utilisera le
lemme suivant.
Lemme 2.4.2. Pour tout t ∈ R et x > 0, on a∫ t+x
t−x
φ′(u) du ≤
(
2φ′(t)x+
1
3
Mx3
)
.
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Démonstration. Pour tout u ∈ [t− x, t+ x], le théorème de Taylor-Lagrange assure
l’existence d’un réel tu tel que
φ′(t+ u) = φ′(t) + φ′′(t)u+
1
2
φ′′′(tu)u2.
Intégrer cette équation entre −x et x annule le terme en φ′′(t) et prouve le lemme.
On peut à présent démontrer le théorème 2.4.4.
Démonstration. Comme précédemment, on découpe h(τ) en trois termes.
h(τ) = A(t)e2iπ[φ(t)+φ
′(t)(τ−t)+ 1
2
φ′′(t)(τ−t)2]︸ ︷︷ ︸
h1(τ)
+(A(τ)−A(t))e2iπφ(τ)︸ ︷︷ ︸
h2(τ)
+A(t)eiπ
∫ τ
t
φ′′′(u)(τ−u)2 du︸ ︷︷ ︸
h3(τ)
.
La TOC du terme principal s’écrit
Wh1(a, t) =
h(t)
a
∫
R
eiπφ
′′(t)(τ−t)2ψ
(
τ − t
a
)∗
e2iπφ
′(t)(τ−t) dτ
= h(t)
∫
R
eiπφ
′′(t)a2x2ψ(x)∗e2iπφ
′(t)ax dx
= h(t)ψ̂ca,t(aφ
′(t))∗.
On majore ensuite la TOC des termes 2 et 3 :
|Wh2(a, t)| ≤
1
a
∫
R
|A(t+ x)−A(t)|
∣∣∣ψ (x
a
)∣∣∣ dx
≤ 1
a
∫ ∞
0
(|A(t+ x)−A(t)|+ |A(t− x)−A(t)|)
∣∣∣ψ (x
a
)∣∣∣ dx,
par parité de |ψ|. D’après les hypothèses, on a pour tout x ≥ 0,
|A(t+ x)−A(t)|+ |A(t− x)−A(t)| ≤
∫ t+x
t−x
|A′(u)| du
≤ ε
∫ t+x
t−x
φ′(u) du
≤ ε
(
2φ′(t)x+
1
3
Mx3
)
par le Lemme 2.4.2. En utilisant Jn = 2
∫∞
0 |x|n|ψ(x)| dx, on obtient ﬁnalement
|Wh2(a, t)| ≤ ε
(
φ′(t)aJ1 +
1
6
Ma3J3
)
. (2.42)
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Pour le dernier terme, on écrit
|Wh3(a, t)| ≤
A(t)
a
∫
R
|eiπ
∫ τ
t
φ′′′(u)(τ−u)2 du|
∣∣∣∣ψ(τ − ta
)∣∣∣∣ dτ
≤ A(t)
a
∫
R
|eiπ
∫ x
0 φ
′′′(t+v)(x−v)2 dv
∣∣∣ψ (x
a
)∣∣∣ dx avec τ = x+ t et u = v + t
≤ A(t)π
a
ε
∫
R
x2
(∫ x
0
φ′(t+ v) dv
) ∣∣∣ψ (x
a
)∣∣∣ dx car (x− v)2 ≤ x2 ∀v ∈ [0, x]
≤ A(t)π
a
ε
∫ ∞
0
x2
(∫ x
−x
φ′(t+ v) dv
) ∣∣∣ψ (x
a
)∣∣∣ dx par parité de |ψ|.
≤ A(t)π
a
ε
∫ ∞
0
x2(2xφ′(t) +
1
3
Mx3)
∣∣∣ψ (x
a
)∣∣∣ dx par le Lemme 2.4.2
≤ πA(t)ε
(
φ′(t)a3J3 +
1
6
Ma5J5
)
. (2.43)
D’où le résultat.
Reconstruction d’ordre 2 pour la TOC
On se place dans le cadre du théorème 2.4.4. On aimerait montrer que pour tout t,
il existe ∆′t > 0 tel que∣∣∣∣∣∣h(t)− 1C ′ψ
∫ 1+∆′t
φ′(t)
1−∆′t
φ′(t)
Wh(a, t)
da
a
∣∣∣∣∣∣ ≤ K ′2(t)ε, (2.44)
la constante K ′2 dépendant de t et de l’ondelette ψ. Comme dans le cas du corollaire
2.4.2, cela revient à s’intéresser à la décroissance de l’approximation ψ̂ca,t(aφ′(t))
lorsque a s’éloigne de 1/φ′(t). Un résultat aussi fort que l’équation (2.44) est cependant
diﬃcile à obtenir, à cause de la dépendance en a. Nous observerons plus ﬁnement ce
problème dans la section 2.4.3, dans le cas particulier de l’ondelette de Morlet.
Approximation et reconstruction de signaux multicomposantes
Les quatre corollaires vus précédemment montrent la validité de la reconstruction
par intégration locale pour des modes. Si la modulation fréquentielle est faible (ordre
1), l’intervalle d’intégration, plus précisément le paramètre ∆, est constant pour tout
le signal. Par ailleurs, on voit facilement que cette méthode s’adapte parfaitement
aux signaux multicomposantes séparés fréquentiellement (déﬁnitions 2.3.3) : il suﬃt
de traiter les modes un à un, les supports d’intégration étant disjoints.
Le cas des signaux fortement modulés fréquentiellement est cependant plus
compliqué : le corollaire 2.4.3 montre que la même approche reste possible, mais ne
construit pas l’intervalle d’intégration optimal. Le paramètre ∆′t,δ, qui dépend cette
fois du temps, devra être déterminé en fonction de la fenêtre ou de l’ondelette, et
de la modulation locale φ′′(t), par une méthode numérique. La prochaine section
présente le cas d’une fenêtre ou ondelette gaussienne, pour lequel on peut calculer
∆′t,δ explicitement. On peut également généraliser cette approche pour des signaux
multicomposantes, en modiﬁant la condition de séparation entre les modes. On
obtiendra ainsi une condition de séparation temps-fréquence, qui dépend de la
fonction analysante.
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2.4.3 Cas d’une fonction analysante Gaussienne
Nous traitons ici le cas particulier des fenêtres ou ondelettes gaussiennes, qui permet
d’écrire explicitement les approximations au second ordre. La fenêtre Gaussienne
dépend d’un paramètre σ, elle est déﬁnie par
g(x) = σ−
1
2 e−π
x2
σ2 et gˆ(ν) = σ
1
2 e−πσ
2ν2 . (2.45)
L’ondelette de Morlet est la fenêtre gaussienne modulée par une exponentielle pure
de fréquence 1 :
ψ(x) = σ−
1
2 e−π
x2
σ2 e2iπt et ψˆ(ν) = σ
1
2 e−πσ
2(1−ν)2 . (2.46)
Grâce aux propriétés de la Gaussienne, il est facile de calculer explicitement la TFCT
et la TOC d’un chirp linéaire, comme l’énonce la proposition suivante.
Proposition 2.4.2. Si g et ψ sont respectivement la fenêtre gaussienne et l’ondelette
de Morlet complexe, le module de la TFCT et de la TOC du chirp linéaire h˜t (équation
2.38) sont donnés par les formules suivantes
|Vh˜t(η, t)| = |h(t)|σ
1
2 (1 + σ4φ′′(t)2)−
1
4 e
−πσ2(η−φ′(t))2
1+σ4φ′′(t)2 (2.47)
|Wh˜t(a, t)| = |h(t)|σ
1
2 (1 + σ4a2φ′′(t)2)−
1
4 e
−πσ2(1−aφ′(t))2
1+σ4a2φ′′(t)2 . (2.48)
Pour démontrer ce résultat on a besoin de calculer au préalable la transformée
de Fourier du chirp ct.
Lemme 2.4.3. Soit la fonction u(t) = e−πzt2 , où le complexe z s’écrit z = reiθ avec
r ∈ R+ et cos θ ≥ 0, de telle sorte que u est au moins localement intégrable. Sa
transformée de Fourier est la fonction suivante
uˆ(ξ) = r−
1
2 e−i
θ
2 e−
π
z
ξ2 . (2.49)
Démonstration. La démonstration est la même que dans le cas z ∈ R : il suﬃt de
dériver u et de passer l’équation diﬀérentielle dans le domaine de Fourier. On pourra
se reporter à [Kammler 2008], Appendice A pour plus de détails.
On peut à présent démontrer la proposition 2.4.2.
Démonstration. Rappelons (théorème 2.4.3) que la TFCT du chirp linéaire h˜t s’écrit
Vh˜t(η, t) = h(t)ĝct(η − φ′(t)), avec gct(x) = σ−
1
2 e
−π
(
1
σ2
−iφ′′(t)
)
x2
.
On utilise à présent le Lemme 2.4.3 avec z = 1
σ2
− iφ′′(t). On a r =
√
1
σ4
+ φ′′(t)2 =
1
σ2
√
1 + φ′′(t)2σ4 et θ = arctan(−φ′′(t)σ2), et :
ĝct(ν) = σ
− 1
2 r−
1
2 e−i
θ
2 e
−πσ2(1+iφ′′(t)σ2)
1+φ′′(t)2σ4
ν2
|Vh˜t(η, t)| = |h(t)||ĝct(η − φ′(t))| = |h(t)|σ
1
2 (1 + σ4φ′′(t)2)−
1
4 e
−πσ2(η−φ′(t))2
1+σ4φ′′(t)2 .
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Le calcul est quasiment le même pour la TOC avec l’ondelette de Morlet complexe,
en appliquant le Lemme 2.4.3 à
Wh˜t(a, t) = h(t)ψ̂ca,t(aφ
′(t))∗, où ψca,t(x) = σ−
1
2 e
−π
(
1
σ2
−iφ′′(t)a
)
x2+2iπt
.
Reconstruction pour la TFCT
Rappelons que l’on ne dispose pas d’une fenêtre à support compact, mais seulement
dans la classe de Schwartz. Pour déﬁnir le support d’intégration, on propose de ne
sélectionner que les coeﬃcients (η, t) tels que |Vh˜t(η, t)| > γ, le seuil γ > 0 étant ﬁxé.
En remplaçant h˜t par l’approximation d’ordre 1 (équation (2.20)) ou 2 (équation
(2.38)), on obtient respectivement :
∆1(γ) =
√
− log γ
πσ2
∆2(γ, t) = ∆1(γ)
√
1 + σ4φ′′(t)2.
(2.50)
Le proposition montre qu’un choix judicieux de γ permet de reconstruire le signal
avec une bonne précision.
Proposition 2.4.3. Si h vérifie les hypothèses du théorème 2.4.1 (c’est un mode
faiblement modulé), alors pour tout t∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆1(γ)
φ′(t)−∆1(γ)
Vh(η, t) dη
∣∣∣∣∣ = O(ε√(− log γ) + γ). (2.51)
Si h vérifie les hypothèses du théorème 2.4.3 (c’est un mode fortement modulé), alors
pour tout t∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆2(γ,t)
φ′(t)−∆2(γ,t)
Vh(η, t) dη
∣∣∣∣∣ = O(ε√(− log γ)) + γ). (2.52)
Démonstration. Commençons par le mode faiblement modulé, en reprenant la dé-
monstration du corollaire 2.4.1. On a∣∣∣∣∣h(t)− 1g(0)
∫ φ′(t)+∆1(γ)
φ′(t)−∆1(γ)
Vh(η, t) dη
∣∣∣∣∣
≤
∣∣∣∣∣h(t)− h(t)g(0)
∫ ∆1(γ)
−∆1(γ)
gˆ(η) dη
∣∣∣∣∣ + 1g(0)
∫ φ′(t)+∆1(γ)
φ′(t)−∆1(γ)
|Vh(η, t)− h(t)gˆ(η − φ′(t))| dη.
Le corollaire 2.4.1 montre que le second terme est un O(ε∆1(γ)) = O(ε
√
(− log γ)).
Quant au premier terme, il s’écrit∣∣∣∣∣h(t)− h(t)g(0)
∫ ∆1(γ)
−∆1(γ)
gˆ(η) dη
∣∣∣∣∣ ≤ |h(t)|(1− σ
∫ ∆1(γ)
−∆1(γ)
e−πσ
2η2 dη (2.53)
≤ 2|h(t)|
∫ +∞
σ∆1(γ)
e−πη
2
dη.
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Pour conclure, on utilise la majoration suivante de la fonction erreur (erf), valable
pour tout x > 0 : ∫ +∞
x
e−πt
2
dt ≤ e−πx2 ,
qui se démontre facilement en dérivant les deux termes. L’équation (2.53) est donc
majorée par 2|h(t)|e−πσ2∆1(γ)2 = 2|h(t)|γ.
La reconstruction au deuxième ordre se démontre exactement de la même manière,
en remplaçant gˆ par ĝct, qui est aussi une Gaussienne explicitée dans l’équation
(2.47).
Reconstruction pour la TOC
Aﬁn de calculer les intervalles d’intégration pour la TOC au premier ordre, on résout
de la même manière l’équation
|Wh˜t(
1±∆
φ′(t)
, t)| = γ|Wh˜t(
1
φ′(t)
, t)|.
Si h˜t est l’approximation d’ordre 1 (équation (2.20)), on obtient la même valeur
∆1(γ) que pour la TFCT. En revanche, le cas du deuxième ordre est plus délicat :
l’équation (2.48) montre que a apparaît à la fois dans et hors de l’exponentielle. Il
faut alors étudier numériquement la fonction a 7→Wh˜t(a, t) pour trouver un intervalle
d’intégration convenable.
2.4.4 Validation numérique
On présente ici quelques résultats numériques qui valident notre approche, en
la comparant à la méthode de référence [Delprat 1992]. Dans un souci de conci-
sion on se limitera à étudier la TFCT avec une fenêtre gaussienne, des résultats
similaires pouvant être obtenus pour la TOC ou avec une fenêtre quelconque.
Aﬁn d’analyser uniquement la reconstruction des modes, on utilisera dans l’al-
gorithme les vraies valeurs de φ′(t) et φ′′(t) (pour des tests en “situation réel-
le” où φ′ est inconnue, on pourra se reporter à la section 2.5). Ces résultats ont
été présentés dans [Oberlin 2013a], et le code utilisé peut être obtenu à l’adresse
http://www-ljk.imag.fr/membres/Thomas.Oberlin/codeIC13.tar.gz.
Un test comparatif
Considérons la famille de signaux dépendant du paramètre c, déﬁnis pour t ∈ [0, 1]
par
hc(t) = e
−10π(t−0.5)2e2iπ(250t+
500
π2
c sin(πt)), (2.54)
échantillonnés à 1024Hz. Faisons varier c entre 0 et 1, de telle sorte que supt |φ′′(t)|
varie entre 0 et 500. On dispose ainsi de deux familles de méthodes pour reconstruire
le mode : la reconstruction sur le ridge (RR) et la reconstruction locale intégrale (IR).
Pour chacune, on peut utiliser l’approximation au premier ou au second ordre, ce
qui fait 4 méthodes de reconstruction. Les reconstructions sur le ridge RR1 et RR2
découlent respectivement des approximations des théorèmes 2.4.1 et 2.4.3, utilisées
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sur le ridge η = φ′(t). La ﬁgure 2.3 montre la qualité de la reconstruction du mode
pour chaque méthode, pour diﬀérentes valeurs de c, en terme de rapport signal sur
bruit (SNR). Il est clair que les reconstructions d’ordre 1 deviennent très mauvaises
lorsque c 6≈ 0, c’est-à-dire lorsque φ′′ n’est plus négligeable. Par ailleurs, on remarque
que la méthode IR2 semble plus précise que RR2 : cela est dû au problème de
discrétisation mentionné précédemment, qui limite la précision de RR2. Notons que
la méthode intégrale IR2 est seulement limitée par le seuil (ici γ = 0.01), que l’on
peut prendre aussi petit que l’on veut.
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Figure 2.3 Comparaison des méthodes de reconstruction pour les signaux hc(t) de
l’équation (2.54), avec γ = 0.01.
Paramètre γ
On aimerait à présent souligner les spéciﬁcités de la méthode IR2, et notamment
l’inﬂuence du paramètre γ. Rappelons que ce paramètre détermine le "support
principal" de la fonction gaussienne : pour reconstruire le mode h d’après sa TFCT,
on ne sélectionnera que les coeﬃcients tels que |Vh˜t(η, t)| > γ. Lorsqu’il n’y a pas de
bruit, il est clair que le résultat est d’autant meilleur que γ est petit. Cependant,
lorsque le signal contient du bruit, ou bien lorsqu’il y a plusieurs composantes, il est
important de n’intégrer que sur un petit support, et donc de choisir γ pas trop petit,
puisque faire tendre γ vers 0 ramène à la formule de reconstruction exacte (2.27).
Pour illustrer l’importance de ce paramètre, on trace sur la Figure 2.4 le SNR associé
à l’extraction du mode h0.7 en fonction de γ, avec diﬀérents niveaux de bruit. On
utilise pour cela du bruit blanc gaussien, caractérisé par son SNR. On observe que
quel que soit le niveau de bruit, le SNR après extraction augmente faiblement avec
γ jusqu’à atteindre un maximum, après quoi il diminue rapidement. Cette valeur
optimale pour γ est bien sûr liée au niveau de bruit.
Sensibilité à l’estimation du ridge
L’estimation du ridge φ′(t) et de la modulation fréquentielle φ′′(t) est un problème
diﬃcile, et quelle que soit la méthode utilisée en pratique des erreurs d’estimation
sont commises. Ce paragraphe compare les méthodes RR2 et IR2 en évaluant leur
sensibilité à cette estimation. Pour cela, on trace sur la Figure 2.5(a) la qualité de la
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Figure 2.4 SNR après reconstruction du signal h0.7 en fonction du seuil γ, pour la méthode
IR2. On considère différents niveau de bruit avec des SNRs valant 44, 24 et 4.
reconstruction du signal test h0.7 en fonction du niveau de bruit, pour la méthode
RR2 et IR2 avec diﬀérentes valeurs de γ, lorsque le ridge est supposé connu. On
observe que la reconstruction RR2 semble meilleure lorsque le bruit est important.
Pour de faibles niveaux de bruit, la méthode IR2 est plus eﬃcace, mais a toutefois
une précision limitée, liée au paramètre de seuil γ.
Pour illustrer la sensibilité à l’estimation de φ′ et φ′′, nous traçons dans les
Figures 2.5 (b), (c) et (d) les mêmes courbes, en remplaçant les vraies valeurs de φ′ et
φ′′ par des valeurs biaisées φ˜′ = φ′ + 3 (erreur relative : 1%) et φ˜′′ = φ′′ + 12 (erreur
relative : 5%). On observe qu’un biais dans l’estimation de φ′′, bien que relativement
faible, aﬀecte fortement les performances de RR2, alors que les résultats de IR2
semblent peu modiﬁés. Ce phénomène est encore plus marqué lorsque c’est le ridge
φ′ lui-même qui est mal estimé (Figures 2.5 (c) (d)).
0 10 20 30 40 50 60 70
20
40
60
80
100
SNR d’entrée (dB)
SN
R 
de
 s
or
tie
 (d
B)
 
 
RR2
IR2 γ=0.1
IR2 γ=0.01
IR2 γ=0.001
(a)
0 10 20 30 40 50 60 70
20
40
60
80
100
SNR d’entrée (dB)
SN
R 
de
 s
or
tie
 (d
B)
 
 
RR2
IR2 γ=0.1
IR2 γ=0.01
IR2 γ=0.001
(b)
0 10 20 30 40 50 60 70
20
40
60
80
100
SNR d’entrée (dB)
SN
R 
de
 s
or
tie
 (d
B)
 
 
RR2
IR2 γ=0.1
IR2 γ=0.01
IR2 γ=0.001
(c)
0 10 20 30 40 50 60 70
20
40
60
80
100
SNR d’entrée (dB)
SN
R 
de
 s
or
tie
 (d
B)
 
 
RR2
IR2 γ=0.1
IR2 γ=0.01
IR2 γ=0.001
(d)
Figure 2.5 SNR associé à la reconstruction de h0.7 en fonction du niveau de bruit (SNR
d’entrée) pour les méthodes RR2 et IR2 avec différentes valeurs de γ. (a) on utilise les vraies
valeurs de φ′ et φ′′, (b) on utilise φ′ et φ˜′′, (c) on utilise φ˜′ et φ′′, (d) on utilise φ˜′ et φ˜′′.
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2.5 Application au débruitage
On a vu dans la section précédente comment l’information était diﬀusée dans la TFCT
et la TOC autour des ridges, et comment cette répartition est modiﬁée par modulation
fréquentielle. Cette analyse a permis une nouvelle méthode de reconstruction qui
semble faire au moins aussi bien que la reconstruction sur le ridge, tout en étant
moins sensible à l’estimation de la fréquence instantanée. On a évoqué également la
possibilité de restreindre le support d’intégration lorsque c’est nécessaire, par exemple
en présence de bruit, pour des modes mal séparés, ou encore lorsque la fenêtre ou
l’ondelette n’est pas à support compact en Fourier. Cette section s’intéresse au cas
des signaux bruités. Plus précisément, elle donne une méthode pour choisir le seuil
γ, et donc la taille de l’intervalle d’intégration ∆, en fonction du niveau de bruit.
Cette nouvelle méthode de débruitage, déjà évoquée dans [Meignen 2012a], consiste
donc à :
• Estimer le ridge au temps t, φ′(t)
• Calculer l’intervalle I(t) de telle sorte que si η ∈ I(t) si et seulement si
|Vh˜t(η, t)| est plus grand que le niveau de bruit moyen
• Intégrer localement la transformée sur ce domaine pour estimer h(t)
• Itérer le procédé pour chaque mode et chaque instant t.
Ce procédé est illustré par la Figure 2.6, qui montre la TFCT et la TOC d’un
mode AM–FM. La ﬁgure aﬃche également une coupe de chaque transformée pour
t = 0.5, en faisant apparaître l’intervalle d’intégration et le niveau de bruit moyen.
La prochaine section explique comment choisir les intervalles I(t), en considérant
toujours des approximations au premier et au second ordre de la phase. La méthode
exposée dans cette section a été présentée dans [Oberlin 2013b], et les codes traçant
les ﬁgures sont disponibles à http://www-ljk.imag.fr/membres/Thomas.Oberlin/
Eusipco13.tar.gz.
2.5.1 Taille de l’intervalle d’intégration
Commençons par quantiﬁer le niveau de bruit moyen dans les plans TF et TE. On
considère une réalisation bruitée s(t) = h(t) + n(t), où le bruit n est un processus
gaussien de moyenne 0 et de variance σ2n. On se place à une fréquence η ou une
échelle a ﬁxée, pour lesquelles un rapide calcul donne
Var(Vn(η, t)) = σ
2
n
Var(Wn(a, t)) =
1
aσ
2
n.
(2.55)
Supposons que la fenêtre gˆ soit strictement monotone sur (−∞, 0) et (0 +∞), on
déﬁnit alors l’intervalle d’intégration I(t) = [x−(t), x+(t)], où x− et x+ sont les deux
solutions de l’équation |Vh˜t(η, t)| = σn, en remplaçant h˜t par les approximations de
premier ou de second ordre obtenues dans les théorèmes 2.4.1 ou 2.4.3. On peut
raisonner de même pour la TOC, en résolvant l’équation |Wh˜t(a, t)| = 1√aσn.
83
Chapitre 2. Représentations temps-fréquence linéaires et ridges
t
η
0 0.2 0.4 0.6 0.8
0
100
200
300
400
500
(a)
0 100 200 300 400 500 600
0
0.02
0.04
0.06
0.08
η
|V h
|
 
 |Vh|
intervalle d’intégration
niveau moyen de bruit
(b)
t
1/
a
0 0.2 0.4 0.6 0.8
1
4.75683
22.6274
107.635
512
(c)
−7 −6 −5 −4 −3 −2 −1 0
0
0.5
1
1.5
log(a)
|W
h|
 
 |Vh|
intervalle d’intégration
niveau moyen de bruit
(d)
Figure 2.6 Illustration du débruitage par TFCT ou par TOC. (a) TFCT d’un mode
AM–FM bruité (module). (b) une coupe de (a) au temps t = 12 , avec le niveau de bruit
moyen et l’intervalle d’intégration. (c) et (d) : même chose pour la TOC.
2.5.2 Formules pour des fonctions analysantes gaussiennes
On donne ici les formules explicites des intervalles d’intégration pour une fenêtre ou
une ondelette gaussienne, pour chacun des ordres d’approximation. Pour simpliﬁer
les expressions, on notera Vmax(t) = |Vh(φ′(t), t)|. Notons que ces expressions se
déduisent directement de l’équation (2.50), en remplaçant le seuil γ par le niveau de
bruit moyen.
• L’intervalle d’intégration pour la TFCT au premier ordre est de la forme
[−∆1,V ,+∆1,V ], avec
∆1,V =
1
σ
√
π
√
− log σn
Vmax(t)
. (2.56)
• L’intervalle d’intégration pour la TFCT au second ordre s’écrit [−∆2,V ,+∆2,V ],
avec
∆2,V =
√
1 + σ4φ′′(t)2
σ
√
π
√
− log σn
Vmax(t)
. (2.57)
On vériﬁe bien que l’intervalle grandit avec la modulation fréquentielle |φ′′(t)|.
• De même, l’intervalle d’intégration au premier ordre pour la TOC est [1−∆1,Wφ′(t) ,
1+∆1,W
φ′(t) ],
avec ∆1,W solution de l’équation
∆1,W =
1
σ
√
π
√
− log
(
σn
Wmax(t)
√
a
)
, (2.58)
où a = 1±∆1,Wφ′(t) est l’échelle correspondante, que l’on peut approximer par
1/φ′(t) pour obtenir une expression analytique.
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• L’intervalle au second ordre pour la TOC s’écrit de la même manière, mais
avec
∆2,W =
√
1 + a4σ4φ′′(t)2
σ
√
π
√
− log
(
σn
Wmax(t)
√
a
)
. (2.59)
où l’on peut encore utiliser a ≈ 1/φ′(t).
2.5.3 Résultats numériques
On validera ici notre méthode de débruitage sur des signaux multicomposantes
synthétiques. Les diﬀérentes méthodes seront désignées par TFCT1, TFCT2, TOC1
ou TOC2, en fonction de la transformée utilisée et de l’ordre d’approximation. Nous
comparerons les résultats grâce à une méthode temps-fréquence plus générale de
débruitage : le seuillage par blocs [Yu 2008], que l’on nommera BT dans la suite.
Le BT est une technique basée sur la TFCT, bien adaptée aux signaux audio et
qui ne nécessite pas de paramétrisation. Étant valable sur une plus grande classe de
fonctions que les signaux multicomposantes, on peut s’attendre à ce qu’elle donne de
moins bons résultats, mais elle fournit tout de même une comparaison signiﬁcative.
Les ridges seront estimés par un algorithme heuristique comme dans [Oberlin 2013a],
alors que la modulation fréquentielle φ′′k(t) est calculée en dérivant la fréquence
instantanée préalablement régularisée par une régression spline. Le code Matlab des
méthodes de débruitage et les scripts reproduisant toutes les ﬁgures de cette section
sont disponibles à l’adresse http://www-ljk.imag.fr/membres/Thomas.Oberlin/
Eusipco13.tar.gz.
Un premier exemple
On commence par vériﬁer le bon comportement des méthodes d’ordre 1 pour un
signal faiblement modulé fréquentiellement. Les Figures 2.7(a) et (b) montrent ainsi
respectivement la TFCT et la TOC d’un signal à 3 composantes. Les performances
de débruitage de ce signal sont représentées sur la Figure 2.7(c), montrant que
les méthodes TFCT1 et TOC1 semblent bien plus eﬃcaces que le seuillage par
blocs sur cet exemple, quel que soit le SNR d’entrée. Il faut noter cependant que
nos méthodes ne fonctionnent pas bien pour des niveaux de bruits très importants
(lorsque SNR < −5 dB), car dans ce cas on n’arrive pas à extraire correctement le
ridge.
TFCT ou TOC?
On se propose ici d’illustrer les diﬀérences entre les deux transformées, et de discuter
du rôle du paramètre σ. Rappelons que la qualité du débruitage dépend de la
capacité de chaque transformée à représenter le signal multicomposantes de manière
parcimonieuse, de façon à intégrer sur un domaine le plus petit possible. Ainsi
pour un signal monochromatique, on pourra choisir une grande fenêtre pour obtenir
une représentation TF concentrée, ce qui assurera un très bon résultat. Cependant
lorsqu’il y a modulation fréquentielle, une grande fenêtre causera un étalement en
temps, ce qui élargira le ridge (cf. théorème (2.4.3)). Il faut donc choisir la taille de
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Figure 2.7 Performances de débruitage pour un signal faiblement modulé. (a) TFCT du
signal, σ = 0.05 (b) TOC du signal, σ = 7. (c) Comparaison entre les méthodes d’ordre 1 et
le BT.
la fenêtre, et donc le paramètre σ, de manière à obtenir un bon compromis entre
localisation en temps et en fréquence.
Pour des signaux AM–FM, la principale diﬀérence entre la TFCT et la TOC
réside dans leur gestion de la modulation fréquentielle : les hypothèses des théorèmes
2.4.1 et 2.4.2 montrent que la TFCT se comporte bien lorsque φ′′ est petit, alors que
dans la TOC c’est le rapport φ′′/φ′ qui compte. Une autre diﬀérence non négligeable
réside dans la condition de séparation, linéaire pour la TFCT et logarithmique
pour la TOC. On illustre ces diﬀérences au moyen de 2 signaux tests : l’un est
constitué de chirps polynomiaux, et sera bien adapté à la TFCT, alors que l’autre est
constitué de chirps exponentiels dont la modulation est proportionelle à la fréquence
instantanée, et sera plus adapté à la TOC. La TFCT et la TOC de chaque signal
sont représentées sur la Figure 2.8, avec les performances de débruitage associées
aux méthodes d’ordre 2. La Figure 2.8(c) montre que la TFCT est bien adaptée
aux chirps polynomiaux, la méthode TOC2 semblant moins eﬃcace. Pour le signal
composé de chirps exponentiels en revanche, la Figure 2.8(f) montre que la méthode
TOC2 est de loin la plus eﬃcace. Dans ce cas, la TFCT est en eﬀet trop diﬀuse
lorsqu’il y a de fortes modulations fréquentielles, empêchant un ﬁltrage eﬃcace du
bruit.
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Figure 2.8 Débruitage de signaux comportant de fortes modulations fréquentielles. (a)
TFCT d’une superposition de chirps polynomiaux ; (b) TOC du même signal ; (c) perfor-
mances de débruitage sur ce signal, pour les méthodes TFCT2, TOC2 et BT. (d), (e) et
(f) : Mêmes graphiques pour un signal composé de chirps exponentiels. Les paramètres sont
σ = 0.08 pour la TFCT et σ = 5 pour la TOC.
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Figure 2.9 Importance du terme d’ordre 2 dans le débruitage par reconstruction locale
intégrale. (a) résultats de débruitage sur le signal des Figures 2.8(a) et (b), pour les méthodes
TFCT1 et 2 avec σ = 0.08. (b) résultats pour CWT1 et CWT2, sur le signal des Figures 2.8
(d) et (e), avec σ = 5.
Contribution du modèle d’ordre 2
On montre ici l’importance du terme d’ordre 2 pour les signaux comportant une
modulation fréquentielle non négligeable. Pour cela, on reprend les deux signaux de
la Figure 2.8, et l’on compare les performances de débruitage entre les méthodes
d’ordre 1 et celles d’ordre 2. Les résultats, aﬃchés dans la Figure 2.9, montrent
clairement que le terme d’ordre 2, s’il a un impact modéré lorsque le bruit est très
fort, augmente considérablement la précision des méthodes pour des niveaux de bruit
plus faibles.
2.6 Stabilisation de la reconstruction en utilisant la struc-
ture des transformées
Dans les sections précédentes, on a montré comment estimer les modes d’un signal
multi-composantes à partir de ses ridges dans le plan TF ou TE, ou d’une bande
autour de ses ridges. On peut se demander à l’inverse si la reconstruction de toute
bande suﬃsament étroite du plan TF donne un mode AM–FM, auquel cas il serait
facile de segmenter la plan TF pour obtenir une décomposition complète de type
EMD. Or la reconstruction de Morlet à partir d’une bande ne donne en général pas
un mode AM–FM.
Cette section revient ainsi sur le problème posé par la reconstruction par in-
tégration locale. On commencera par motiver l’étude, notamment au travers d’un
exemple. Puis on évoquera une méthode de projection pour régulariser la solution.
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Enﬁn, on montrera que cette méthode équivaut à utiliser la reconstruction stable
dans L2(R). Pour changer, nous considérerons le cas de la transformée en ondelettes,
une démarche équivalente existant pour la TFCT. Les résultats de cette section ont
été présentés dans [Oberlin 2012b], et le code Matlab utilisé se trouve à l’adresse
http://www-ljk.imag.fr/membres/Thomas.Oberlin/segtool.tar.gz.
2.6.1 Position du problème
Revenons donc sur la formule de reconstruction de Morlet tronquée (2.28), qui
propose de reconstruire le mode h(t) = a(t)e2iπφ(t) au temps t par
h(t) ≈ 1
C ′ψ
∫ 1+∆
φ′(t)
1−∆
φ′(t)
Wh(a, t)
da
a
. (2.60)
Le corollaire 2.4.2 montre qu’en adaptant le paramètre ∆, cette méthode permet de
reconstruire le mode, avec une faible erreur en norme ‖.‖∞. Cependant, l’utilisation
de cette reconstruction à t ﬁxé peut poser problème :
• Le fait de reconstruire à temps ﬁxé fait perdre la cohérence temporelle. En
particulier, le signal reconstruit ne sera en général pas continu.
• Bien qu’on intègre la TOC sur la bande X = {(a, t) tels que |aφ′(t)− 1| ≤ ∆},
la TOC du signal reconstruit aura en général un support plus grand que
cette bande, en particulier ça ne sera pas un mode AM–FM. La Figure 2.10
illustre ce phénomène : on sélectionne une ﬁne bande régulière de la TOC
d’une somme de 2 sinus, que l’on tronque comme illustré dans la Figure
2.10(a). On reconstruit ensuite un pseudo-mode en utilisant l’équation (2.28),
et on représente sa TOC dans la Figure 2.10(b). Les Figures 2.10 (c) et (d)
représentent le mode reconstruit, qui n’est clairement pas AM–FM, et possède
des singularités. D’autre part, il est clair que le module de sa transformée en
ondelettes ne correspond pas du tout à la bande d’intégration utilisée.
2.6.2 Régularisation par une méthode de projection
On considère dans cette section une ondelette ψ analytique, admettant des constantes
Cψ et C ′ψ ﬁnies et non nulles. Rappelons que l’espace WL
2, image de L2(R) par
la TOC, est un espace de Hilbert à noyau reproduisant (RKHS), c’est-à-dire que
chaque élément Ws ∈WL2 satisfait :
Ws(a, t) =
1
Cψ
∫ ∞
0
∫
R
Ka,b(a
′, t′)Ws(a′, t′) dt′
da′
a′
, (2.61)
où la fonction Ka,t est le noyau reproduisant, déﬁni par Ka,t(a′, t′) =
〈
ψa′,t′ , ψa,t
〉
.
En utilisant l’égalité de Plancherel, on peut réécrire Ka,t dans le domaine fréquentiel,
ce qui est souvent plus simple :
Kat(a
′, t′) =
〈
ψˆa′,t′ , ψˆa,t
〉
(2.62)
=
∫ ∞
0
ψˆ(a′ξ)ψˆ(aξ)∗e2iπξ(t
′−t) dξ.
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Figure 2.10 (a) La TOC d’une somme de 2 sinus tronquée sur une bande du plan TE. (b)
La TOC du pseudo-mode reconstruit avec la formule de Morlet. (c) et (d) : le pseudo-mode,
et un zoom sur des singularités.
Soit W ∈ L2(R+ × R), on peut à présent déﬁnir son unique projection orthogonale
PW ∈WL2 par :
PW (a, t) =
1
Cψ
∫ ∞
0
∫
R
W (a′, t′)Ka,t(a′, t′)∗ dt′
da′
a′
. (2.63)
Résumons à présent notre méthode de régularisation. On considère un signal
f ∈ L2(R), dont on veut extraire un mode h. On détermine pour cela un ensemble
de coeﬃcients Y , et on tronque la TOC de f sur cet ensemble pour obtenir la
TOC tronquée WY = WfχY . Au lieu d’utiliser la reconstruction de Morlet sur
WY , on projette d’abord sur WL2 en calculant PWY comme dans l’équation (2.63).
On obtient ainsi un élément de WL2, c’est-à-dire que PWY est la transformée en
ondelettes d’une fonction h ∈ L2(R), que l’on peut obtenir par la formule de Morlet
(2.27). On illustre ce procédé dans la Figure 2.11, en considérant un signal test à trois
composantes, contaminé par un bruit blanc gaussien avec SNR = 2 dB. On construit
de manière artiﬁcielle trois bandes de coeﬃcients Y1, Y2 et Y3 qui correspondent à peu
près au support de chaque mode dans le plan TE, avec certaines irrégularités, ce qui
arrive en pratique lorsqu’on extrait les ridges (Figure 2.11 (b)). Ensuite, les Figures
2.11 (c) et (d) montrent la TOC tronquée pour le second mode W2 = Wf × χY2 ,
ainsi que sa projection PW2. La reconstruction de ce second mode est aﬃchée dans
les Figures 2.11 (e) et (f), en utilisant respectivement la reconstruction directe et la
régularisation. Il est clair que la régularisation permet d’obtenir un mode lisse, sans
modiﬁer grandement le mode reconstruit.
En plus de son eﬀet régularisant, s’intéresser à la projection PW peut s’avérer
utile pour caractériser les modes dans le plan temps-échelle. On peut ainsi conjecturer
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Figure 2.11 (a) : TOC d’un signal multicomposantes bruité. (b) : Les trois ensembles de
coefficients séléectionnés pour reconstruire les modes. On a introduit artificiellement des
perturbations sur le ridge du mode 2, ce qui crée des discontinuités (zone noire). (c) et
(d) : TOC tronquée W et sa projection PW , respectivement. (e) et (f) : reconstruction du
deuxième mode (trait plein) et valeur théorique (pointillés), avec et sans régularisation. On
a réalisé un zoom autour d’une singularité.
que siW est une TOC tronquée, et si sa projection PW forme une bande suﬃsamment
étroite et régulière dans le plan TE, la reconstruction à partir de PW sera alors un
mode AM–FM. Cette idée ouvre des perspectives pour la segmentation directe dans
le plan TE. Malheureusement, l’opération de projection est coûteuse numériquement,
et diﬃcilement applicable sur de gros signaux. On va montrer qu’elle peut être
remplacée par une formule de reconstruction stable.
2.6.3 Équivalence avec la reconstruction dans L2(R)
Lorsque l’on s’intéresse uniquement à la reconstruction du mode h, l’étape de
projection de la TOC tronquée W n’est en fait pas nécessaire, car h peut être calculé
directement par la formule de synthèse stable (2.10), comme le montre la proposition
suivante.
Proposition 2.6.1. Soit f ∈ H2(R), Y un ensemble de R+ ×R, et W = Wf × χY .
Soit h le mode obtenu par reconstruction de Morlet à partir de PW (équations (2.63)
et 2.60). On a également
h(t) =
1
Cψ
∫
R+×R
W (a′, t′)ψ
(
t− t′
a′
)
dt′da′
a′2
, (2.64)
au sens de la convergence dans L2(R).
Démonstration. Ce résultat est souvent utilisé dans l’autre sens, pour montrer la
structure d’espace à noyau reproduisant de WL2 (dans [Mallat 2000] par exemple).
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Écrivons simplement la projection PW au point (a, t) :
PW (a, t) =
1
Cψ
∫
R+×R
∫
R
ψ
(
τ − t
a
)
ψ∗
(
τ − t′
a′
)
dτ
aa′
W (a′, t′) dt′
da′
a′
=
∫
R
(
1
Cψ
∫
R+×R
W (a′, t′)ψ
(
τ − t′
a′
)
dt′da′
a′2
)
︸ ︷︷ ︸
h(t)
ψ∗
(
τ − t
a
)
dt
= Wh(a, t),
où h est déﬁni à l’équation (2.64). On vériﬁe bien h ∈ L2(R), et donc PW est la TOC
de h, que l’on peut inverser dans L2(R) en utilisant la formule de Morlet (proposition
2.4.1).
Cette proposition montre que pour régulariser le mode, il suﬃt d’utiliser la
formule de reconstruction stable dans L2 sur la TOC tronquée. En fait, les auteurs
constatent dans [Daubechies 2011] que cela donne de meilleurs résultats, mais sans
rentrer dans les détails. Remarquons également que l’idée de la projection sur l’espace
WL2 est utilisée dans [Mallat 1991], dans le cadre de la reconstruction d’un signal à
partir des passages à zéro de sa transformée en ondelettes.
2.7 Conclusion
Dans ce chapitre, nous avons étudié la structure des représentations temps-fréquence
des signaux multicomposantes, en traitant précisément le cas de la TFCT et de la
TOC. Nous avons rappelé plusieurs résultats d’approximation de ces transformées,
permettant la reconstruction à partir des lignes de crête. Nous nous sommes plus
particulièrement intéressés à la reconstruction par intégration locale en fréquence
ou en échelle, inspirée par les travaux récents sur le synchrosqueezing. Nous avons
étendus les résultats d’approximation et de reconstruction aux signaux à forte
modulation fréquentielle, en montrant qu’il suﬃt d’adapter le support d’intégration
à la modulation fréquentielle. Par ailleurs, nous avons donné des formules explicites
dans le cas de fonctions analysantes gaussiennes. Deux applications numériques de ces
résultats ont été présentées, l’une pour la séparation et l’autre pour le débruitage de
signaux multicomposantes. Enﬁn, le problème de la stabilisation de la reconstruction
a été évoqué puis résolu grâce à une méthode de projection, ou à l’utilisation de la
formule stable de reconstruction.
Par rapport à l’EMD, ce chapitre fournit donc un cadre d’étude précis. Cependant,
les approches temps-fréquence possèdent plusieurs inconvénients pratiques par rapport
à l’EMD. La plus grande diﬃculté est sans doute l’estimation des lignes de crête,
pour laquelle plusieurs algorithmes performants existent, mais qui nécessitent tous
des a priori forts sur les modes, et ne garantissent pas un résultat optimal. Un autre
inconvénient des méthodes temps-fréquence concerne l’hypothèse d’harmonicité des
modes (les formes d’onde sont des cosinus), qui n’est pas présente sous cette forme
dans l’EMD. Une méthode simple permet cependant de contourner cette diﬃculté,
que nous évoquerons plus en détail dans le prochain chapitre.
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2.7. Conclusion
Parmi les nombreuses perspectives, on pourrait s’intéresser à de fortes variations
d’amplitude, ce qui conduirait à développer A au deuxième ordre. Ce développement a
été eﬀectué dans [Torrésani 1995], mais uniquement pour des fréquences instantanées
constantes. Une autre étude intéressante concerne le choix de la fenêtre, la possibilité
d’utiliser diﬀérentes tailles de fenêtre simultanément [Xiao 2007], ou de déterminer
ce paramètre localement, de manière adaptative.
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CHAPITRE 3
Synchrosqueezing et réallocation
3.1 Introduction
La réallocation propose un cadre pour améliorer toute une classe de représentations
temps-fréquence (TF) ou temps-échelle (TE), en les concentrant autour des lignes de
crête correspondant aux fréquences instantanées. La représentation obtenue est alors
plus concentrée, plus parcimonieuse, et donc plus aisée à interpréter ou à traiter.
Prenons l’exemple du spectrogramme : on a vu au chapitre précédent qu’un mode
AM–FM forme dans le plan TF une bande de coeﬃcients non nuls, de largeur non
négligeable. Si celle-ci peut être réduite en augmentant la taille (temporelle) de la
fenêtre, c’est au prix d’une moindre résolution temporelle, et donc d’une moins bonne
description des modulations fréquentielles. Considérant un signal multicomposantes
f(t) =
∑
k ak(t)e
2iπφk(t), on aimerait pourtant lui associer une représentation simple
parfaitement concentrée le long des lignes de fréquence instantanée. On déﬁnit ainsi
sa représentation TF idéale :
TIf (η, t) =
K∑
k=1
ak(t)
sδ(η − φ′k(t)), (3.1)
s valant 1 ou 2 selon que l’on cherche une représentation linéaire ou quadratique.
Pour se rapprocher de cette représentation idéale, une solution est d’utiliser des
distributions TF d’ordre supérieur, telle la distribution de Wigner-Ville, qui localise
parfaitement les chirps linéaires [Flandrin 1993], ou des distributions multilinéaires
[Peleg 1991] adaptées à des phases polynomiales. Ces techniques présentent toutefois
bon nombre d’inconvénients, notamment la présence d’interférences, ainsi qu’une
moindre lisibilité due à un grand nombre de variables. La réallocation est un principe
diﬀérent, remontant à [Kodera 1976]. Elle consiste à calculer une représentation TF
ou TE usuelle comme le spectrogramme, le scalogramme, ou toute autre distribution
de la classe de Cohen ou de la classe aﬃne. Parallèlement, on calcule un champ
de réallocation à partir de la phase de ces transformées. Enﬁn, on réalloue la
représentation TF d’après ce champ de vecteur. C’est donc un principe général de
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post-traitement qui améliore les représentations, mais malheureusement ne permet
pas de reconstruire les modes et le signal [Auger 1995].
Parallèlement, une variante de la réallocation a été introduite dans [Daubechies 1996],
sous la dénomination de synchrosqueezing (SST). Cette technique permet à la fois
d’obtenir une représentation concentrée, tout en autorisant la reconstruction des
modes. Malheureusement, contrairement à la réallocation classique, elle n’est pas
adaptée aux signaux comportant des modulations de fréquence non négligeables. Ce
chapitre s’intéresse à des extensions du synchrosqueezing améliorant la concentration
de la représentation TF. Nous construirons ainsi deux généralisations diﬀérentes du
synchrosqueezing qui gèrent chacune les fortes modulations fréquentielles. L’une de
ces approches s’apparente à une réallocation permettant la reconstruction, alors que
l’autre ressemble plus à un synchrosqueezing au second ordre.
Dans ce chapitre, nous commencerons par introduire la réallocation et le syn-
chrosqueezing, dans les sections 3.2 et 3.3 respectivement. Nous insisterons sur les
liens entre ces deux approches, et énoncerons un théorème d’approximation pour
le synchrosqueezing de la TFCT, avec des hypothèses plus faibles que la version
existante. Ensuite, nous aborderons le problème des fortes modulations fréquentielles,
en proposant deux nouvelles extensions du synchrosqueezing : le SST oblique (section
3.4) et le SST d’ordre 2 (section 3.5). Des expériences numériques montreront la
validité de ces nouvelles approches dans la section 3.6.
3.2 Réallocation
Le principe de réallocation, introduit dans [Kodera 1976] et généralisé dans [Auger 1995],
permet de s’approcher de la représentation TF idéale à partir d’une transformée
classique, en déplaçant simplement le module des coeﬃcients vers les lignes de crête
formées par chacun des modes. Ce déplacement est calculé d’après la phase de la
transformée. Cette section décrit brièvement la méthode et donne certaines inter-
prétations, en se concentrant sur la TFCT et la TOC. Pour une présentation plus
détaillée, on renverra le lecteur à [Auger 1995, Chassande Mottin 1998]. Dans tout
ce chapitre, nous supposerons que les fonctions analysantes g et ψ sont dans la classe
de Schwartz, ce qui permettra de dériver les transformées sans se poser la question
de leur régularité.
3.2.1 Principe
On considère un signal multicomposantes f , et une distribution TF Df de ce signal.
On suppose qu’il existe des opérateurs de réallocation ωˆf (η, t) et τˆf (η, t), formant un
champ de vecteur pointant sur les lignes de crête. La réallocation consiste alors à
eﬀectuer dans le plan TF la transformation (η, t) 7→ (ωˆf (η, t), τˆf (η, t)). La transformée
réallouée de Df s’écrit alors
Rf (ω, τ) =
∫
R2
|Df (η, t)|δ(ω − ωˆf (η, t))δ(τ − τˆf (η, t)) dηdt. (3.2)
Cette écriture formelle n’est pas parfaitement correcte mathématiquement, et doit
être comprise comme la limite d’une intégrale où l’on remplacerait la fonctionnelle
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de Dirac δ par une approximation. Une déﬁnition mathématiquement rigoureuse
sera donnée dans la section suivante pour le synchrosqueezing, nous utiliserons
cependant cette notation, très courante en traitement du signal. La Figure 3.1 illustre
le fonctionnement de la réallocation sur un signal multi-composantes pour la TFCT.
On observe que les opérateurs de réallocation sont déﬁnis autour de chaque ridge,
la transformée Vf étant trop faible ailleurs pour pouvoir les calculer de manière
stable. Il est clair que la transformée réallouée est bien plus concentrée dans le plan
temps-fréquence que le spectrogramme, on obtient ainsi quasiment trois lignes.
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Figure 3.1 Illustration de la réallocation de la TFCT. De gauche à droite : le spectro-
gramme d’un signal multicomposantes f , ses opérateurs de réallocation ωˆf et τˆf , et son
spectrogramme réalloué.
3.2.2 Réallocation de la TFCT
Définition 3.2.1. Soit un signal f ∈ L2(R). Les opérateurs de réallocation pour la
TFCT sont définis en tout point (η, t) où la TFCT est non nulle par
ωˆf (η, t) =
1
2π
∂t arg Vf (η, t)
τˆf (η, t) = t− 1
2π
∂η arg Vf (η, t)
(3.3)
Pour le calcul pratique de ces opérateurs, on peut exprimer la dérivée de la phase
comme la partie réelle d’une dérivée normalisée :
1
2π
∂x arg Vf (η, t) = Re
{
1
2iπ
∂xVf (η, t)
Vf (η, t)
}
, (3.4)
la variable x désignant η ou t. Par ailleurs, le calcul des dérivées de la TFCT revient
à calculer la TFCT du signal avec les fenêtres g′ et x 7→ xg, notées respectivement
V g
′
f et V
xg
f . Avec ces notations, on a donc
ωˆf (η, t) = η −Re
{
1
2iπ
V g
′
f (η, t)
V gf (η, t)
}
τˆf (η, t) = t+Re
{
V xgf (η, t)
V gf (η, t)
}
,
(3.5)
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Définition 3.2.2. Soit un signal f ∈ L2(R) son spectrogramme réalloué est défini
par
Sf (ω, τ) =
∫
R2
|Vf (η, t)|2δ(ω − ωˆf (η, t))δ(τ − τˆf (η, t)) dηdt. (3.6)
Interprétations
L’équation (3.3) permet d’interpréter ωˆf comme la fréquence instantanée du signal
ﬁltré par gη. On peut par ailleurs assimiler le décalage temporel τf (η, t) − t à un
retard de groupe. Une autre interprétation, qui est soulignée dans [Auger 1995], fait
appel à une écriture diﬀérente du spectrogramme. On a en eﬀet
|Vf (η, t)|2 =
∫∫
R2
WVf (ξ, τ)WVg(ξ − η, τ − t) dξdτ, (3.7)
où WVf et WVg sont les transformées de Wigner-Ville du signal et de la fenêtre
d’analyse. Cette écriture montre que le spectrogramme d’un signal est un lissage
bidimensionnel de sa transformée de Wigner-Ville. Une manière équivalente de déﬁnir
les opérateurs de réallocation est de calculer les barycentres normalisés au moyen de
cette écriture intégrale :
ωˆf (η, t) =
∫∫
R2
ξWVf (ξ, τ)WVg(ξ − η, τ − t) dξdτ
|Vf (η, t)|2
τˆf (η, t) =
∫∫
R2
τ WVf (ξ, τ)WVg(ξ − η, τ − t) dξdτ
|Vf (η, t)|2
.
Théorème 3.2.1. Soit un chirp linéaire h(t) = Ae2iπφ(t), où φ est une fonction
polynomiale de degré 2 et A > 0. Alors, en tout point où les opérateurs de réallocation
sont définis, on a ωˆh(η, t) = φ
′(τˆh(η, t)).
Ce résultat est important, car il montre que les opérateurs ωˆ et τˆ localisent
parfaitement un chirp linéaire dans le plan temps-fréquence, car les coeﬃcients
Vf (η, t) sont déplacés exactement sur le ridge. Cela suggère que le spectrogramme
réalloué d’un chirp linéaire correspond quasiment à sa représentation TF idéale.
Pour une superposition de chirps, on peut raisonner comme dans le chapitre 2 : si
les fréquences instantanées sont suﬃsamment éloignées, la TFCT de chaque mode
occupe un support distinct dans le plan TF. Pour de tels signaux, on peut donc
raisonnablement considérer que la réallocation traite chaque mode de manière isolée,
localisant ainsi les ridges avec une grande précision.
Ce résultat est démontré dans [Auger 1995] en utilisant la propriété de parfaite
localisation des chirps linéaires de la transformée de Wigner-Ville. Nous donnons
quand même une preuve de ce résultat, en dérivant directement Vh.
Démonstration. On écrit
Vh(η, t) = A
∫
R
e2iπφ(τ)g(τ − t)e−2iπη(τ−t) dτ.
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En dérivant sous le signe intégral, il vient
∂ηVh(η, t) = −2iπA
∫
R
(τ − t)e2iπφ(τ)g(τ − t)e−2iπη(τ−t) dτ
∂tVh(η, t) = 2iπA
∫
R
φ′(τ)e2iπφ(τ)g(τ − t)e−2iπη(τ−t) dτ.
L’hypothèse g ∈ S(R) assure la convergence de ces intégrales, la fonction φ′ étant
aﬃne. Par ailleurs, on peut écrire φ′(τ) = φ′(t) + (τ − t)φ′′, φ′′ étant une constante.
On a donc la relation
∂tVh(η, t) = 2iπφ
′(t)Vh(η, t)− φ′′∂ηVh(η, t).
On conclut en utilisant les équations (3.3) et (3.4) : si Vh(η, t) 6= 0,
∂tVh(η, t)
2iπVh(η, t)
= φ′(t)− φ′′ ∂ηVh(η, t)
2iπVh(η, t)
= φ′
(
t− ∂ηVh(η, t)
2iπVh(η, t)
)
car φ′ est linéaire.
En prenant les parties réelles, on obtient bien ωˆh(η, t) = φ′(τˆh(η, t)).
3.2.3 Réallocation de la TOC
Définition 3.2.3. Les opérateurs de réallocation pour la TOC sont définis en tout
point (a, t) où Wf (a, t) 6= 0 par
ωˆf (a, t) = Re
{
1
2iπ
∂tWf (a, t)
Wf (a, t)
}
τˆf (a, t) = Re
{∫
R
τf(τ) 1aψ
(
τ−t
a
)∗
dτ
Wf (a, t)
} (3.8)
Pour alléger les notations, ces opérateurs sont désignés par la même lettre qu’à
la section précédente, les variables (η, t) ou (a, t) permettant de distinguer les cas
de la TFCT et de la TOC. On remarque que ωˆf est toujours la dérivée temporelle
de la phase de la TOC, alors que l’opérateur horizontal τˆf ne s’exprime pas sous
la forme d’une dérivée de la phase. Le même type d’interprétation que dans le cas
de la TFCT réallouée s’applique, et on peut également calculer ces opérateurs de
réallocation grâce à trois transformées en ondelettes. Comme nous réalisons le calcul
de la TOC dans le domaine de Fourier (cf. section 2.2.2), nous utilisons les notations
W ψˆf , W
νψˆ
f et W
ψˆ′
f pour désigner la TOC calculée respectivement avec les fonctions
ψˆ, ν 7→ νψˆ et (ψˆ)′. Les opérateurs de réallocation s’écrivent alors :
ωˆf (a, t) = Re
W
νψˆ
f (a, t)
W ψˆf (a, t)

τˆf (a, t) = t+ aRe
 12iπ W
ψˆ′
f (a, t)
W ψˆf (a, t)
 .
(3.9)
Enﬁn, on montre également que la TOC réallouée localise parfaitement les chirps
linéaires.
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Théorème 3.2.2. On considère une ondelette ψ telle que ψ, ψ′ et t 7→ tψ(t) soient
des ondelettes admissibles. Alors, la TOC réallouée utilisant cette ondelette localise
parfaitement les chirps linéaires, c’est-à-dire qu’en tout point (a, t) où Wh(a, t) 6= 0,
on a ωˆf (a, t) = φ
′(τˆf (a, t)).
Démonstration. La démonstration est quasiment la même que celle du théorème
3.2.1, dans le cas du spectrogramme réalloué.
Depuis la généralisation de la réallocation en 1995, plusieurs variantes ont amélioré
le fonctionnement de la méthode, notamment [Chassande-Mottin 1997], ou plus
récemment [Xiao 2007]. Notre objectif dans ce chapitre porte plutôt sur la recherche
d’une variante de la réallocation qui soit inversible. Le synchrosqueezing, décrit dans
la section suivante, en est le premier exemple.
3.3 Synchrosqueezing
Nous venons de voir que la réallocation est un moyen relativement simple et peu
coûteux pour améliorer une représentation TF en exploitant sa redondance. Mais elle
souﬀre d’un défaut non négligeable, qui est peut-être la cause de son succès modeste :
elle n’est pas inversible, car elle ne fait pas intervenir la phase. Reconstruire les modes
à partir d’une transformée réallouée n’est donc pas possible directement. On s’intéresse
ici à un objectif diﬀérent : obtenir une représentation TF idéale où la transformée
sur chaque ridge est égale au mode correspondant, ce qui permet une reconstruction
directe. Pour un signal multicomposantes f(t) =
∑
k fk(t) =
∑
k Ak(t)e
2iπφk(t), une
telle représentation s’écrit
TIRf (η, t) =
K∑
k=1
fk(t)δ(η − φ′k(t)). (3.10)
Le synchrosqueezing est une variante de la réallocation, qui s’approche d’une telle
représentation TF idéale inversible. Introduit d’abord dans [Daubechies 1996], il a
connu un renouveau ces deux dernières années avec la publication de [Daubechies 2011],
qui donne un résultat important d’approximation des signaux multicomposantes.
Le principe est de modiﬁer le fonctionnement de la réallocation, de manière à
obtenir une formule de reconstruction locale. Nous verrons cependant que c’est au
prix d’une hypothèse de faible modulation fréquentielle, qui n’existe pas dans la
réallocation classique. Plus précisément, on réalloue les coeﬃcients uniquement en
fréquence, par l’opération η 7→ ωˆf (η, t) pour la TFCT ou a 7→ ωˆf (a, t) pour la TOC.
Comme cette transformation se fait à t ﬁxé, on peut ultérieurement utiliser la formule
de Morlet (tronquée) pour reconstruire les modes, comme au chapitre précédent.
La Figure 3.2 illustre la méthode dans le cadre de la TFCT, en la comparant à la
réallocation standard.
3.3.1 Synchrosqueezing de la TOC
Nous présentons d’abord le cas de la TOC introduit puis formalisé dans [Daubechies 1996,
Daubechies 2011]. On déﬁnit successivement la classe des signaux multicomposantes
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Figure 3.2 Illustration de la réallocation et du synchrosqueezing
séparés, ainsi que le synchrosqueezing. Cette transformée sera dénommée SST en
ondelettes, ou bien simplement SST lorsqu’il n’y a pas d’ambiguïté.
Définition 3.3.1. Soit ε > 0 et ∆ ∈ (0, 1). On note A∆,ε l’ensemble des signaux
multicomposantes f(t) =
∑K
k=1 fk(t) où
• les fk(t) = Ak(t)e2iπφk(t) vérifient les hypothèses de variations lentes du théo-
rème 2.4.2 : Ak ∈ C1(R)
⋂
L∞(R), φk ∈ C2(R), supt φ′k(t) <∞ et pour tout t,
Ak(t) > 0, φ
′
k(t) > 0, |A′k(t)| ≤ εφ′k(t), |φ′′k(t)| ≤ εφ′k(t) et |φ′′k(t)| ≤Mk.
• les fk sont séparés à la résolution ∆ (définition 2.3.3), c’est-à-dire que pour
tout k ∈ {1, · · · ,K − 1} et pour tout t,
φ′k+1(t)− φ′k(t)
φ′k+1(t) + φ
′
k(t)
> ∆.
Définition 3.3.2. Soit ρ ∈ D(R) telle que ∫ ρ = 1, γ, δ > 0 et f un signal multi-
composantes, on définit le synchrosqueezing d’ondelettes (ou SST) de f au seuil γ, à
la précision δ par
T δ,γf (ω, t) =
1
C ′ψ
∫
|Wf (a,t)|>γ
Wf (a, t)
1
δ
ρ
(
ω − ωˆf (a, t)
δ
)
da
a
. (3.11)
Si on fait tendre δ vers 0, on voit que l’on obtient une sorte de transformée
réallouée, mais où l’on remplace τˆf (a, t) par t, et où l’on utilise une formule de Morlet
tronquée, ce qui permet la reconstruction de chaque mode a posteriori. En gardant
les notations de la réallocation, on peut ainsi écrire formellement
T γf (ω, t) = limδ→0
T δ,γf (ω, t) =
1
C ′ψ
∫
|Wf (a,t)|>γ
Wf (a, t)δ (ω − ωˆf (a, t)) da
a
. (3.12)
On peut à présent énoncer un résultat d’approximation.
Théorème 3.3.1. Soit f ∈ A∆,ε, on définit γ = ε1/3. Soit une ondelette ψ ∈ S(R)
vérifiant supp ψˆ ⊂ [1−∆, 1 + ∆], et une fonction ρ ∈ D(R) telle que ∫ ρ = 1. Alors,
si ε est suffisamment petit,
• |Wf (a, t)| > γ seulement lorsqu’il existe k ∈ {1 · · · ,K} tel que (a, t) ∈ Yk :=
{(a, t) / |aφ′k(t)− 1| < ∆}.
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• Pour tout k ∈ {1 · · · ,K} et toute paire (a, t) ∈ Yk telle que |Wf (a, t)| > γ, on
a
|ωˆf (a, t)− φ′k(t)| ≤ γ. (3.13)
• Pour tout k ∈ {1 · · · ,K} il existe une constante C telle que pour tout t ∈ R,∣∣∣∣∣limδ→0
(∫
|ω−φ′
k
(t)|<γ
T δ,γf (ω, t) dω
)
− fk(t)
∣∣∣∣∣ ≤ Cγ. (3.14)
Pour la démonstration de ce théorème, on pourra se référer à [Daubechies 2011].
Ce théorème étend donc le résultat de reconstruction du corollaire 2.4.2 à un support
d’intégration {a / |ωˆf (a, t) − φ′k(t)| < γ}, déterminé grâce à l’opérateur de réallo-
cation ωˆf . Il montre que l’on peut utiliser le synchrosqueezing en deux temps : le
calcul de T γf = limδ→0 T
δ,γ
f fournit une représentation temps-fréquence concentrée,
et l’intégration de cette représentation autour des ridges (équation (3.14)) permet de
reconstruire les modes. On voit que le résultat est plus compliqué et plus faible que
pour le théorème 2.4.2, car l’utilisation de ωˆf fait commettre une erreur supplémen-
taire. Une observation importante est l’hypothèse de faible modulation fréquentielle
|φ′′k(t)| ≤ εφ′k(t), qui est nécessaire dans la mesure où l’on suppose τˆf (a, t) ≈ t. Le
SST convient donc pour des perturbations d’ondes pures, mais pas pour des chirps
linéaires ou exponentiels.
3.3.2 Synchrosqueezing de la TFCT
Établi à l’origine uniquement pour la TOC, le synchrosqueezing n’a pas été clairement
étendu à la TFCT. Notons qu’une approche récente [Thakur 2011] a proposé une
variante du SST appliqué à la TFCT, mais qui ne permet pas la reconstruction
des modes directement. En outre, le théorème d’approximation démontré dans ces
travaux suppose une séparation fréquentielle globale des modes, du type inft φ′k+1(t) >
supt φ
′
k(t). Cette dernière hypothèse est très restrictive, et limite en pratique son
utilisation.
Nous déﬁnissons ici une extension du SST appliqué à la TFCT qui permet la
reconstruction des modes pour des signaux multicomposantes localement séparés.
Notons que cette approche a été présentée dans [Auger 2013], mais sans le théorème
d’approximation.
Définition 3.3.3. Soit ε > 0 et ∆ ∈ (0, 1). On note B∆,ε l’ensemble des signaux
multicomposantes f(t) =
∑K
k=1 fk(t) où
• les fk(t) = Ak(t)e2iπφk(t) vérifient les hypothèses de variations lentes du théo-
rème 2.4.1 : Ak ∈ C1(R)
⋂
L∞(R), φk ∈ C2(R), supt φ′k(t) <∞ et pour tout t,
Ak(t) > 0, φ
′
k(t) > 0, |A′k(t)| ≤ ε et |φ′′k(t)| ≤ ε.
• les fk sont séparés à la résolution ∆ (définition 2.3.3), c’est-à-dire que pour
tout k ∈ {1, · · · ,K − 1} et pour tout t,
φ′k+1(t)− φ′k(t) > 2∆.
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Définition 3.3.4. Soit ρ ∈ D(R) telle que ∫ ρ = 1, γ, δ > 0 et f un signal multi-
composantes, on définit le synchrosqueezing de Fourier de f avec le seuil γ et à la
précision δ par
T δ,γf (ω, t) =
1
g(0)
∫
|Vf (η,t)|>γ
Vf (η, t)
1
δ
ρ
(
ω − ωˆf (η, t)
δ
)
dη. (3.15)
Si on fait tendre δ vers 0, on obtient là encore une transformée réallouée “au
premier ordre” (car τˆf = 0) et basée sur les coeﬃcients, et non sur leur module :
T γf (ω, t) = limδ→0
T δ,γf (ω, t) =
1
g(0)
∫
|Vf (η,t)|>γ
Vf (η, t)δ (ω − ωˆf (η, t)) dη. (3.16)
L’analogue du théorème 3.3.1 pour la TFCT s’énonce comme suit.
Théorème 3.3.2. Soit f ∈ B∆,ε, et ν ∈ (0, 12). Soit une fenêtre g ∈ S(R) telle
que supp g ∈ [−∆,∆], et une fonction ρ ∈ D(R) telle que ∫ ρ = 1. Alors, si ε est
suffisamment petit,
• |Vf (η, t)| > εν seulement lorsqu’il existe k ∈ {1 · · · ,K} tel que (η, t) ∈ Zk :=
{(η, t) / |η − φ′k(t)| < ∆}.
• Pour tout k ∈ {1 · · · ,K} et toute paire (η, t) ∈ Zk telle que |Vf (η, t)| > εν , on
a
|ωˆf (η, t)− φ′k(t)| ≤ εν . (3.17)
• Pour tout k ∈ {1 · · · ,K} il existe une constante C telle que pour tout t ∈ R,∣∣∣∣∣limδ→0
(∫
|ω−φ′
k
(t)|<εν
T δ,γf (ω, t) dω
)
− fk(t)
∣∣∣∣∣ ≤ Cεν . (3.18)
Ce théorème est très proche du cas de la TOC, les principales diﬀérences étant
les hypothèses de faible modulation et de séparation, déjà utilisées dans le théorème
2.4.1. On a par ailleurs remplacé ε
1
3 par εν , ce qui ne change pas le raisonnement.
La démonstration, bien que semblable au cas de la TOC, n’a jamais été publiée sous
ces hypothèses, aussi la présenterons-nous dans l’annexe A.
3.3.3 Illustrations
Avant d’illustrer le fonctionnement du synchrosqueezing, il convient d’étudier sa mise
en oeuvre. Le calcul de ωˆf et le déplacement des coeﬃcients se fait comme dans la
réallocation classique. Pour la reconstruction, les équations (3.14) et(3.18) montrent
que l’on doit intégrer le SST autour du ridge, la longueur de l’intervalle d’intégration
étant de l’ordre de ε
1
3 . En pratique, ε n’étant pas connu, on choisit un paramètre d
à la place. On estime donc le mode fk à partir du SST Tf selon la formule :
fk(t) ≈
∫ φ′k(t)+d
φ′
k
(t)−d
Tf (ω, t) dω. (3.19)
Pour illustrer le fonctionnement du synchrosqueezing, on reprend les signaux-tests
à trois composantes utilisés dans le chapitre précédent (section 2.5). On rappelle que
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le signal-test 1 est une superposition de chirps linéaires et quadratiques, qui est bien
adapté à la TFCT car les modulations fréquentielles ne varient pas beaucoup avec la
fréquence instantanée. Le signal-test 2 en revanche est composé de chirps exponentiels,
dont la modulation φ′′ est proportionnelle à la fréquence instantanée φ′ : il est donc
bien adapté à la TOC. La Figure 3.3 montre ainsi le SST sur ces signaux, pour la
TFCT et la TOC, en comparant avec la réallocation. On observe que lorsque la
pente du ridge φ′′(t) est forte, le résultat du SST est moins concentré que celui donné
par la réallocation. Le reste du temps, le SST semble donner un résultat similaire.
Pour illustrer la spéciﬁcité du SST, nous montrons par ailleurs dans la Figure 3.4
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Figure 3.3 Illustration du synchrosqueezing pour les signaux tests de la section 2.5. En
haut, de gauche à droite : le spectrogramme d’une somme de chirps polynomiaux, son SST
et son spectrogramme réalloué. Ligne du bas : le scalogramme d’une superposition de chirps
exponentiels, son SST et son scalogramme réalloué.
un exemple d’extraction des ridges et de reconstruction des modes. On utilise pour
cela les mêmes signaux, mais en ajoutant un bruit blanc gaussien, de SNR 30 dB.
On observe bien que le bruit se diﬀuse dans les plans TF et TE, et qu’il perturbe le
synchrosqueezing. Le niveau du bruit étant raisonnable, on parvient cependant à
extraire les lignes de crête. Il suﬃt alors de sommer les coeﬃcients au voisinage de
chaque ridge, pour reconstruire les modes. On observe que les résultats sont assez
bons pour la TFCT sur les chirps polynomiaux, puisqu’on parvient à séparer les
modes, en gagnant environ 12 dB par rapport au signal bruité. Les performances
sont un peu moins bonnes pour la TOC sur les chirps exponentiels, notamment
parce que les modes sont intermittents, alors que les ridges sont extraits sur toute la
durée du signal : on obtient donc du bruit supplémentaire dans la reconstruction.
On présentera des résultats numériques plus poussés dans la section 3.6, grâce à une
comparaison de toutes les méthodes.
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Figure 3.4 Illustration de la reconstruction sur des signaux multicomposantes faiblement
bruités. (a) et (b) : TFCT et SST d’une somme de chirps polynomiaux, bruités à SNR = 30 dB.
(c) : le SST avec les ridges estimés. (d) : les trois modes reconstruits, les SNRs valant
respectivement 43, 43 et 41 dB. (e) à (h) : mêmes figures pour la TOC, avec une somme de
chirps exponentiels. Les SNRs valent 36, 34 et 24 dB.
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3.4 Synchrosqueezing oblique
Si le synchrosqueezing oﬀre une solution attrayante pour améliorer la représentation
TF tout en permettant de reconstruire les modes d’un signal, il s’avère bien moins
eﬃcace que la réallocation dès lors que la modulation fréquentielle φ′′ est non
négligeable. Or c’est le cas pour de nombreux signaux naturels, au moins sur certains
intervalles de temps, et c’est souvent pendant ces grandes modulations de fréquence
qu’une bonne localisation est attendue. Comme dans le chapitre 2 pour les ridges,
on tentera de construire un synchrosqueezing du deuxième ordre, qui tienne compte
de la modulation fréquentielle, aﬁn d’obtenir une représentation au moins aussi
concentrée que le fait la réallocation.
Bien que la formalisation du synchrosqueezing soit récente, plusieurs travaux
de recherche se sont attaqués à cet aspect, dont [Li 2012], mais sans résoudre
directement le problème. Dans cet article, il s’agit en eﬀet d’une approche en deux
étapes, utilisant un premier synchrosqueezing, une première estimation des ridges
puis une démodulation, et enﬁn un second SST.
On a vu dans la section précédente que la réallocation tient compte naturellement
du terme de second ordre de la phase, grâce à l’opérateur de décalage temporel.
Mais, si l’on ne travaille plus à temps ﬁxé, on ne peut plus utiliser une intégration
locale en fréquence ou en échelle comme dans le SST classique. L’enjeu est donc ici
d’adapter la formule de reconstruction aux opérateurs de réallocation. Nous allons
ainsi proposer un synchrosqueezing oblique, qui améliore la concentration de la
représentation tout en restant inversible. Nous verrons cependant que cette solution
n’est pas entièrement satisfaisante , ce qui nous amènera à proposer dans la section
3.5 un SST au deuxième ordre diﬀérent, qui réalloue les coeﬃcients en fréquence
seulement, mais en adaptant l’opérateur de réallocation ωˆf .
3.4.1 Principe
Pour la TFCT comme pour la TOC, on dispose d’opérateurs de réallocation qui
localisent parfaitement les chirps linéaires. C’est-à-dire que si h(t) = e2iπφ(t) a une
fréquence instantanée φ′ linéaire, on a partout ωˆh(η, t) = φ′(τˆh(η, t)). Les coeﬃcients
du spectrogramme réalloués en (φ′(τ), τ) sont donc l’ensemble
Iτ = {(η, t) / τˆh(η, t) = τ} = {(η, t) / ωˆh(η, t) = φ′(τ)}. (3.20)
Le but de cette section est de mettre en place une formule de reconstruction de h(τ)
sous forme d’intégrale sur Iτ . Par rapport au synchrosqueezing, l’ensemble Iτ n’est
plus la droite verticale (η, τ), on ne peut donc plus utiliser la formule de Morlet telle
quelle. On va essayer de s’y ramener en utilisant la propriété d’invariance suivante.
Proposition 3.4.1. Soit h un chirp linéaire, c’est-à-dire un mode h(t) = Ae2iπφ(t),
où φ′′ est constante. Alors pour tous η, t, u réels, on a
Vh(η + φ
′′u, t+ u) = Vh(η, t)e2iπu(φ
′(t)+ 1
2
φ′′u).
Démonstration. Rappelons que la TFCT d’un chirp linéaire h s’écrit
Vh(η, t) = h(t)ĝc(η − φ′(t)), avec c(x) = eiπφ′′x2 . (3.21)
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On écrit ensuite
Vh(η + φ
′′u, t+ u) = h(t+ u)ĝc(η + φ′′u− φ′(t+ u))
= h(t+ u)ĝc(η − φ′(t))
= h(t)ĝc(η − φ′(t))e2iπ[φ′(t)u+ 12φ′′u2].
Cela montre que la TFCT d’un chirp linéaire est invariante par translation de
vecteur u · (φ′′, 1), à un facteur de déphasage près. Ce facteur de déphasage dépend de
la distance temporelle de la translation, et de la fréquence instantanée moyenne sur
l’intervalle [t, t+ u]. Cela suggère qu’il est possible de reconstruire le signal au point
τ à partir des valeurs de Iτ , en corrigeant la phase des coeﬃcients. Pour ce faire,
on doit estimer la modulation φ′′. Pour appliquer ultérieurement la méthode à des
perturbations de chirps linéaires, on souhaite estimer localement la modulation φ′′(t).
La prochaine section s’intéresse à cette question, puis déﬁnit le synchrosqueezing
oblique de Fourier.
3.4.2 Estimation locale de la modulation
Commençons par déﬁnir un nouvel opérateur qˆ. On montrera ensuite que c’est une
bonne estimation locale de la modulation fréquentielle φ′′(t).
Définition 3.4.1. Soit f ∈ L2(R). Son opérateur de modulation est défini en tout
point (η, t) où Vh est non nulle et où ∂tτˆh(η, t) 6= 0 par :
qˆf (η, t) =
∂tωˆh(η, t)
∂tτˆh(η, t)
. (3.22)
Proposition 3.4.2. Si h(t) = Ae2iπφ(t) où φ une fonction polynomiale de degré 2,
avec φ′′(t) = φ′′ 6= 0, on a en tout point (η, t) où Vh est non nulle et où ∂tτˆh(η, t) 6= 0,
qˆh(η, t) = φ
′′. (3.23)
De plus, on peut calculer qˆh(η, t) en ces points grâce à la formule suivante :
qˆh = Re
{
1
2iπ
V g
′′
h V
g
h − (V g
′
h )
2
V xgh V
g′
h − V xg
′
h V
g
h
}
, (3.24)
où V g
′′
h et V
xg′
h désignent la TFCT de h utilisant respectivement les fenêtres g
′′(x) et
x 7→ xg′(x).
Démonstration. On commence par écrire les opérateurs de réallocation d’un chirp
linéaire. L’équation (3.21) donne
arg Vh(η, t) = 2πφ(t) + arg ĝc(η − φ′(t)).
D’après la déﬁnition des opérateurs (équation (3.3)), on a donc{
ωˆh(η, t) = φ
′(t)− φ′′u(η − φ′(t))
τˆh(η, t) = t− u(η − φ′(t)),
(3.25)
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où u désigne la fonction u(ξ) = 12π
d
dξ arg ĝc(ξ). En dérivant par rapport à t, il vient{
∂tωˆh(η, t) = φ
′′(1− φ′′u′(η − φ′(t)))
∂tτˆh(η, t) = 1− φ′′u′(η − φ′(t)),
(3.26)
d’où le résultat. Pour le calcul de qˆ, rappelons d’abord que pour tout signal f ,
∂tV
g
f (η, t) = −V g
′
f (η, t) + 2iπηV
g
f (η, t).
Pour alléger les écritures, nous noterons V gh = V
g
h (η, t). L’équation (3.5) donne
∂tωˆh = ∂t
(
η −Re
{
1
2iπ
V g
′
h (η, t)
V gh (η, t)
})
= −Re
{
1
2iπ
∂tV
g′
h V
g
h − V g
′
h ∂tV
g
h
(V gh )
2
}
= −Re
{
1
2iπ
(−V g′′h + 2iπηV g
′
h )V
g
h − V g
′
h (−V g
′
h + 2iπηV
g
h )
(V gh )
2
}
= Re
{
1
2iπ
V g
′′
h V
g
h − (V g
′
h )
2
(V gh )
2
}
.
On a de la même manière
∂tτˆh = ∂t
(
t+Re
{
V xgh (η, t)
V gh (η, t)
})
= 1 +Re
{
∂tV
xg
h V
g
h − V xgh ∂tV gh
(V gh )
2
}
= 1 +Re
{
(−V gh − V xg
′
h + 2iπηV
xg
h )V
g
h − V xgh (−V g
′
h + 2iπηV
g
h )
(V gh )
2
}
= Re
{
V xgh V
g′
h − V xg
′
h V
g
h
(V gh )
2
}
.
3.4.3 Synchrosqueezing oblique
On considère un chirp linéaire h, et sa TFCT en (η, t). Par déﬁnition, la réallocation
déplace le coeﬃcient Vh(η, t) vers le point (ω, τ) = (ωˆh(η, t), τˆh(η, t)). De plus, on
sait d’après le théorème 3.2.1 que ce point (ω, τ) appartient au ridge, c’est-à-dire
que ω = φ′(τ). Par ailleurs, la proposition 3.4.1 montre que
Vh(η, t) = Vh(η, τ + t− τ)
= Vh(η + (τ − t)φ′′, τ)e2iπ(t−τ)(φ′(τ)+
φ′′
2
(t−τ))
= Vh(η + (τ − t)φ′′, τ)e−iπ(τ−t)(2ω−φ′′(τ−t)).
Plutôt que de réallouer |Vh(η, t)|2 comme dans la réallocation du spectrogramme, on
propose de réallouer le coeﬃcient Vh(η, t)e+iπ(τ−t)(2ω−φ
′′(τ−t)) = Vh(η+ (τ − t)φ′′, τ).
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Ce dernier appartient à la droite I ′τ = {(η, τ) / η ∈ R}, on espère ainsi se ramener à
une formule de reconstruction “à la Morlet” (équation (2.27)). La Figure 3.5 illustre
le principe du synchrosqueezing oblique. On se place en un point (ω, τ) du ridge.
L’ensemble des coeﬃcients réalloués vers ce point est Iτ , en rouge. On somme chacun
de ces coeﬃcients, le déphasage permettant de se ramener à une intégration sur
I ′τ , en bleu, de manière à obtenir la formule de reconstruction (2.27). On déﬁnit à
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Figure 3.5 Illustration du synchrosqueezing oblique.
présent le synchrosqueezing oblique.
Définition 3.4.2. Soit f ∈ L2(R), son synchrosqueezing oblique de Fourier (OSST)
est la transformée
T δ,ρf (ω, τ) =
1
g(0)
∫∫
R2
Vf (η, t)e
iπ(2ωˆf (η,t)−qˆf (η,t)(τˆf (η,t)−t))(τˆf (η,t)−t)
1
δ2
ρ
(
ω − ωˆf (η, t)
δ
)
ρ
(
τ − τˆf (η, t)
δ
)
dηdt.
(3.27)
À la limite quand δ → 0, on peut écrire formellement
Tf (ω, τ) =
1
g(0)
∫∫
R2
Vf (η, t)e
iπ(2ω−qˆf (η,t)(τ−t))(τ−t)δ (ω − ωˆf (η, t)) δ (τ − τˆf (η, t)) dηdt.
(3.28)
On retrouve ainsi quasiment la déﬁnition de la réallocation du spectrogramme, sauf
que |Vf (η, t)|2 est remplacé par un coeﬃcient complexe déphasé. Pour reconstruire
un mode, il suﬃt de prendre la valeur de Tf sur son ridge, ce qui revient à faire la
reconstruction habituelle du SST avec d = 0 :
fk(t) ≈ Tf (φ′k(t), t). (3.29)
Il faudrait montrer que ce synchrosqueezing oblique localise et reconstruit parfai-
tement des chirps linéaires, et qu’il reste adapté pour des perturbations de chirps
comme dans le théorème 2.4.3. Par manque de temps, nous ne sommes malheureuse-
ment pas en mesure de présenter de tels résultats théoriques dans cette thèse. Nous
nous contenterons de valider la méthode par des tests numériques, présentés dans la
section 3.6.
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3.4.4 Illustrations
Commençons par tester le synchrosqueezing oblique sur un exemple simple. On
considère un chirp exponentiel, d’amplitude constante :
h(t) = exp
(
60iπe2t
)
.
La Figure 3.6 montre la TFCT, le synchrosqueezing standard et sa variante oblique,
pour diﬀérentes tailles de fenêtre. Il est clair que le SST standard ne parvient
pas à réallouer ce signal de manière satisfaisante, alors que le synchrosqueezing
oblique (formule (3.27)) donne une représentation bien plus concentrée, similaire à
ce que donne la réallocation. Ce phénomène s’accentue lorsque la taille de la fenêtre
(paramètre σ) est grande, car cela rend l’approximation de la phase au premier ordre
encore moins pertinente.
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Figure 3.6 Illustration du synchrosqueezing oblique de Fourier pour un chirp exponentiel.
De gauche à droite : le spectrogramme, le SST standard, le SST oblique. On utilise une
fenêtre gaussienne avec σ = 0.1 (en haut) et σ = 0.03 (en bas).
On obtient donc bien une transformée presque similaire à la réallocation standard,
les opérateurs de réallocation étant identiques. Lorsque l’on tente de reconstruire les
modes, on est cependant confronté à deux diﬃcultés :
• Lorsqu’on a aﬀaire à des perturbations de chirps linéaires comme dans la Figure
3.6, on sait que les opérateurs de réallocation commettent une petite erreur, que
le synchrosqueezing standard compense en eﬀectuant une deuxième intégration
autour du ridge. Cela revient en fait à utiliser un paramètre δ non nul dans
l’équation (3.27). Pour le synchrosqueezing oblique, cette démarche en deux
temps n’est cependant plus possible, car on a modiﬁé la phase des coeﬃcients.
On peut certainement trouver des formules adaptées, qui donneraient une
bonne reconstruction avec un paramètre δ ne tendant pas vers 0, mais ça serait
au détriment de la localisation.
• D’autre part, même pour un chirp linéaire pur la formule (3.29) ne donne
pas une reconstruction parfaite en pratique. En eﬀet, pour calculer le syn-
chrosqueezing oblique on doit intégrer numériquement sur la courbe Iτ , ce qui
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cause des erreurs numériques à cause de la grille de discrétisation. Ce problème
n’apparaît pas dans le synchrosqueezing classique, puisque la courbe Iτ est
dans ce cas la ligne verticale t = τ , qui correspond parfaitement à la grille
discrète.
La Figure 3.7 illustre la reconstruction du synchrosqueezing oblique, sur le chirp
exponentiel de la ﬁgure 3.6. On compare également les résultats avec la réallocation
proposée par Gardner [Gardner 2006]. Dans cette dernière, le déphasage (ωˆ(η, t)−
1
2 qˆ(η, t)) est remplacé par (ωˆ(η, t)+η), sans que cette formule soit expliquée en détail.
Les résultats restent corrects pour des modulations raisonnablement faibles, mais
deviennent franchement mauvais sinon. Dans notre exemple, le mode est reconstruit
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Figure 3.7 Illustration de la reconstruction à partir du SST oblique, sur le signal de
la Figure 3.6. On représente une portion du signal h, ainsi que la reconstruction par SST
oblique et par la méthode de Gardner. Les SNRs respectifs valent 38 et 8 dB.
avec un SNR de 38 pour notre méthode, et de 8 pour celle de Gardner. Si l’on
compare avec le synchrosqueezing standard, les résultats dépendront fortement de la
taille de l’intervalle de régularisation (paramètre d). Si l’on reconstruit directement
sur le ridge (d = 0), on obtient un SNR de 2, si l’on choisit d = 5 on obtient un SNR
de 15. Notons qu’en augmentant d on peut obtenir une précision aussi grande que
l’on veut.
3.5 Synchrosqueezing vertical d’ordre 2
Le synchrosqueezing oblique est une solution naturelle pour faire de la réallocation
inversible. Cependant, on a vu qu’en pratique une bonne reconstruction est incompa-
tible avec une parfaite réallocation, car contrairement au synchrosqueezing classique,
on ne peut pas régulariser a posteriori. Cette section propose une approche diﬀérente,
qui reprend la formule classique du synchrosqueezing, en se contentant de modiﬁer
la déﬁnition de ωˆ, pour prendre en compte de plus fortes modulations. Nous nous
focaliserons sur le cas de la TFCT, une approche similaire pouvant être appliquée à
la TOC. Le principe de ce synchrosqueezing vertical d’ordre 2 (VSST) a été exposé
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brièvement et illustré dans [Auger 2013] pour une fenêtre gaussienne. Nous exposons
ici plus en détail la méthode, pour une fenêtre quelconque.
3.5.1 Cas d’un chirp linéaire
Considérons d’abord le cas d’un chirp linéaire. Si h(t) = Ae2iπφ(t) a une phase
quadratique, les opérateurs de réallocation admettent l’écriture (équation 3.25) :{
ωˆh(η, t) = φ
′(t)− φ′′u(η − φ′(t))
τˆh(η, t) = t− u(η − φ′(t)),
avec u la fonction u(ξ) = 12π
d
dξ arg ĝc(ξ). On retrouve bien la propriété de localisation
des opérateurs, c’est-à-dire que ωˆh = φ′(τˆh) dans tout le plan temps-fréquence. Cette
écriture montre aussi clairement que lorsque φ′′ n’est pas nul, ωˆh(η, t) ne correspond
pas à la fréquence instantanée φ′(t). En revanche, on a facilement
φ′(t) = ωˆh(η, t) + φ′′u(η − φ′(t) = ωˆh(η, t) + (t− τˆh(η, t))φ′′. (3.30)
La proposition 3.4.2 montre qu’il est aisé d’estimer localement la modulation φ′′
grâce à l’opérateur qˆ, on peut donc calculer en pratique une meilleure approximation
de la fréquence instantanée.
3.5.2 Synchrosqueezing vertical d’ordre 2 pour la TFCT
Définition 3.5.1. Soit un signal f ∈ L2(R), on définit sa fréquence instantanée
locale d’ordre 2 par
ω˜f (η, t) =
{
ωˆf (η, t)− qˆf (η, t)(τˆf (η, t)− t) si ∂tτˆf (η, t) 6= 0
ωˆf (η, t) sinon.
On peut à présent déﬁnir rigoureusement le synchrosqueezing d’ordre 2, dénommé
VSST dans la suite.
Définition 3.5.2. Soit un signal f ∈ L2(R). Soit une fonction test ρ ∈ D(R) telle
que
∫
ρ = 1, deux réels γ, δ > 0 et f un signal multicomposantes, on définit le
synchrosqueezing de Fourier de f avec le seuil γ et à la précision δ par
T δ,γf (ω, t) =
1
g(0)
∫
|Vf (η,t)|>γ
Vf (η, t)
1
δ
ρ
(
ω − ω˜(η, t)
δ
)
dη. (3.31)
Avec les résultats de la section précédente sur qˆ, on voit que cette nouvelle
déﬁnition localise parfaitement les chirps linéaires. Par ailleurs, comme la réallocation
s’eﬀectue à t ﬁxé, on peut intégrer en fréquence autour du ridge comme pour le SST
standard, ce qui assurera une bonne reconstruction. Comme ω˜ reste un opérateur local,
on s’attend à ce que le VSST reste bien adapté à des superpositions de perturbations
de chirps linéaires, suﬃsamment séparés en fréquence. On aimerait notamment
obtenir un théorème d’approximation similaire au théorème 3.3.2, mais valable pour
les superpositions de modes AM–FM d’ordre 2. Par manque de temps nous ne
sommes pas encore en mesure de présenter de tels résultats. Notons également que
cette approche s’adapte facilement au cas de la TOC : il suﬃt d’adapter l’opérateur
qˆ. Pour simpliﬁer, le reste de ce chapitre se concentrera cependant sur la TFCT.
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3.5.3 Illustrations
Pour illustrer le fonctionnement du VSST, nous reprenons le chirp exponentiel de la
Figure 3.6. La caractéristique du VSST résidant dans la fréquence instantanée locale
du second ordre ω˜, nous comparons dans la Figure 3.8 les opérateurs ωˆ et ω˜ sur ce
signal. On observe bien que ωˆ dépend fortement de η, puisque les lignes de niveau
dessinent des lignes obliques. En comparaison, ω˜ paraît quasiment indépendant de η.
On trace ensuite les modules du SST et du VSST, qui montrent clairement que la
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Figure 3.8 Ligne du haut : les opérateurs ωˆh(η, t) (à gauche) et ω˜h(η, t) (à droite), pour
un chirp exponentiel. En bas : le SST et le VSST correspondants.
méthode d’ordre 2 fournit un résultat bien mieux localisé. L’intérêt de cette bonne
concentration pour la reconstruction sera développée plus en détail dans la section
suivante.
3.6 Résultats numériques et comparaisons
Cette section présente des résultats numériques comparatifs concernant le SST, la
réallocation, et les extensions oblique (OSST) et verticale (VSST). Pour simpliﬁer,
nous considérerons seulement le cas de la TFCT. Le même type de résultats s’appli-
quera pour le synchrosqueezing et la réallocation de la TOC, avec ses spéciﬁcités. En
particulier, remarquons que lorsqu’on considère des fréquences instantanées élevées, le
SST en ondelettes au premier ordre donne déjà souvent des résultats satisfaisants, car
|φ′′(t)| ≪ φ′(t). Au contraire, lorsqu’on considère les basses fréquences, la modulation
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est moins bien gérée par la TOC que par la TFCT. Nous reprendrons la superposition
de chirps polynomiaux utilisée au chapitre précédent (et en Figure 3.3), que nous
nommerons signal test 1, ainsi qu’une somme de chirps sinusoïdaux représentés dans
la Figure 3.9 (signal test 2). Sur cette ﬁgure, on a représenté la TFCT et les trois
variantes de synchrosqueezing. L’intérêt de ce dernier signal est qu’il comporte de
fortes modulations, et qu’il contient des points pour lesquels φ′′(t) = 0, ce qui peut
potentiellement mettre en échec les méthodes d’ordre 2. En observant ces points sur
la Figure 3.9, on remarque eﬀectivement des zones où la réallocation est localement
assez mauvaise. La présente section étudiera ainsi les résultats comparés de la réallo-
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Figure 3.9 Signal-test 2. De haut en bas et de gauche à droite : la TFCT du signal-test2,
puis ses SST, OSST et VSST.
cation, du SST et de ses extensions obliques et verticale, sur nos deux signaux tests.
On mettra successivement l’accent sur la parcimonie des décompositions, la qualité
de la reconstruction des modes, et enﬁn la gestion du bruit.
3.6.1 Parcimonie des transformées
Une des premières motivations de la réallocation et du synchrosqueezing est de
rendre les représentations TF plus concentrées, et donc plus lisibles, plus facilement
interprétables. Ce caractère étant diﬃcile à évaluer quantitativement, on s’intéresse
ici à évaluer la parcimonie des transformées. Pour cela, on trace dans la Figure
3.10 la décroissance des coeﬃcients normalisés. On observe que les coeﬃcients du
spectrogramme décroissent de manière très lente, alors que pour les quatre autres
transformées, la décroissance est beaucoup plus rapide. Plus intéressant, la ﬁgure
conﬁrme le bon comportement des SST oblique et vertical d’ordre 2, puisque leurs
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Figure 3.10 Décroissance des coefficients pour chaque transformée, sur les signaux-tests 1
(en haut) et 2 (en bas). L’abscisse donne le nombre de coefficients sur la taille N du signal,
c’est-à-dire le nombre moyen de coefficients par ligne du plan TF.
résultats sont quasiment identiques à ceux du spectrogramme réalloué. Si l’on
compare le SST standard et les méthodes du second ordre, on voit clairement que les
secondes sont plus eﬃcaces, donnant en moyenne seulement 4 coeﬃcients non nuls
par temps discret. La décroissance du SST est plus rapide au début, mais présente
une “queue longue”, avec beaucoup de coeﬃcients non négligeables (autour de 5–10%
du maximum).
3.6.2 Reconstruction des modes
Le principal avantage du synchrosqueezing sur la réallocation est son caractère
inversible. Rappelons que pour retrouver les modes avec une bonne précision, il faut
intégrer le SST en fréquence autour des lignes de crête, sur un intervalle de taille 2d
(équation 3.19), d étant du même ordre de grandeur que la modulation φ′′(t). On a
vu que cette approche, qui permet de compenser les approximations des opérateurs
de réallocation, n’est pas valable pour le synchrosqueezing oblique. On comparera
donc dans cette section uniquement les synchrosqueezing “verticaux” d’ordre 1 et
2. Pour cela, on trace en Figure 3.11 les performances de la reconstruction des
signaux-tests, en fonction du paramètre d. Pour supprimer l’inﬂuence du détecteur
de ridges, on utilisera les vraies fréquences instantanées. La Figure 3.11 montre
clairement la supériorité du SST vertical au second ordre : pour d = 0, c’est-à-dire
sans intégration, la précision est déjà 2 à 3 fois plus grande que pour le SST standard.
Et la reconstruction par le SST d’ordre 2 atteint très vite une précision quasi-parfaite,
alors que celle du SST standard ne s’améliore que lentement en fonction de d. On
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remarque par ailleurs, comme dans la ﬁgure précédente, que le signal-test 1 est bien
mieux traité par chacune des méthodes, car il est moins modulé. Enﬁn, si l’on utilise
le SST oblique avec une reconstruction sur le ridge, on obtient des SNRs de 30 et 11.
C’est bien mieux que le résultat du SST avec d = 0, mais d’une moindre précision
que le SST avec un grand paramètre d.
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Figure 3.11 Reconstruction des modes en fonction du paramètre d, qui règle l’intervalle
d’intégration. Les résultats sont exprimés en SNR, pour les signaux-tests 1 (en haut) et 2
(en bas).
3.6.3 Gestion du bruit
On a vu à plusieurs reprises qu’en l’absence de bruit, la reconstruction est d’autant
meilleure que d est grand, car lorsque d tend vers ∞ on se ramène à la formule de
reconstruction exacte (2.27). On intuite assez naturellement que ce n’est plus vrai
lorsque le signal est bruité : d doit être suﬃsamment grand pour sélectionner les
coeﬃcients correspondant au signal, mais assez petit pour éliminer ceux produits par
le bruit. Cette section illustre ce phénomène sur nos deux signaux-tests, en comparant
toujours le SST standard et le SST vertical au second ordre. On commence par
montrer dans la Figure 3.12 l’action du bruit sur la représentation temps-fréquence
de ces signaux multicomposantes. On remarque que dans toutes les représentations,
le bruit perturbe fortement les ridges, sans les faire disparaître pour autant. Si l’on
observe ces transformées en-dehors des ridges, on remarque que le bruit forme sa
propre structure dans le plan TF. Pour la réallocation ou le SST oblique, il semble
ainsi former un pavage polygonal du plan TF, phénomène mis en évidence et analysé
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Figure 3.12 Représentations TF des signaux-tests bruités (SNR = 5 dB). On utilise le
SST standard (a), la réallocation (b), le SST oblique (c) et le SST vertical d’ordre 2 (d)
pour le signal-test 1. Les figures (e) à (h) correspondent au signal-test 2. On utilise une
fenêtre gaussienne avec σ = 0.05 dans tous les cas.
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dans [Flandrin 2012].
Pour analyser l’impact du bruit sur la reconstruction, on trace les mêmes ﬁgures
que dans la section précédente, mais cette fois sur les signaux-tests bruités. La Figure
3.13 montre ainsi la précision de la reconstruction des deux signaux tests en fonction
de d, pour diﬀérents niveaux de bruit. On vériﬁe bien que la reconstruction augmente
avec d au début, puis diminue. Pour le signal-test1, les résultats par le SST standard
et le VSST sont sensiblement les mêmes, alors que le VSST donne de meilleurs
résultats sur le signal-test 2, comportant de plus fortes modulations.
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Figure 3.13 Reconstruction de signaux bruités sur les signaux-tests 1 (gauche) et 2
(droite). De haut en bas : les SNRs d’entrée valent 15, 10 et 5.
Pour comparer ces deux méthodes en situation réelle, nous réalisons une expérience
similaire lorsque les lignes de crête ne sont pas connues. La Figure 3.14 montre
ainsi les performances de reconstruction pour les signaux-tests faiblement bruités
(SNR = 30 dB). Pour le signal-test 1, on observe que les ridges paraissent mieux
détectés sur le VSST, et permettent d’obtenir une reconstruction plus précise lorsque
d est petit. Ce phénomène est accentué pour le signal-test 2, puisque les ridges
du SST standard sont très mal estimés, conduisant à une grosse erreur lors de la
reconstruction.
118
3.7. Conclusion et perspectives
t
η
 
 
0 0.2 0.4 0.6 0.8
0
100
200
300
400
500
ridge 1
ridge 2
ridge 3
t
η
 
 
0 0.2 0.4 0.6 0.8
0
100
200
300
400
500
ridge 1
ridge 2
ridge 3
0 5 10 15 20 25 300
10
20
30
40
50
paramètre d
SN
R 
de
 s
or
tie
 (d
B)
 
 
SST standard
VSST d’ordre 2
t
η
 
 
0 0.2 0.4 0.6 0.8
0
100
200
300
400
500
ridge 1
ridge 2
ridge 3
t
η
 
 
0 0.2 0.4 0.6 0.8
0
100
200
300
400
500
ridge 1
ridge 2
ridge 3
0 5 10 15 20 25 300
10
20
30
40
50
paramètre d
SN
R 
de
 s
or
tie
 (d
B)
 
 
SST standard
VSST d’ordre 2
Figure 3.14 De gauche à droite : ridges calculés d’après le SST standard, ceux obtenus
d’après le SST d’ordre 2, et la qualité de reconstruction pour les deux méthodes en fonction
de d. On utilise les signaux-tests 1 (en haut) et 2 (en bas).
3.7 Conclusion et perspectives
Ce chapitre a présenté de manière uniﬁée le principe de réallocation et le synchros-
queezing, pour la TFCT et pour la TOC. Bien que le SST permette la reconstruction
des modes, on a montré qu’il n’était pas adapté à de fortes modulations fréquentielles,
contrairement à la réallocation. Nous avons proposé deux généralisations du syn-
chrosqueezing qui résolvent ce problème. Le synchrosqueezing oblique est peut-être
l’extension la plus naturelle, car elle s’apparente à une réallocation où l’on change
seulement la valeur des coeﬃcients réalloués. Malheureusement, nous avons vu que
cette approche posait deux problèmes, l’un concernant la discrétisation de la formule
de reconstruction, et l’autre la diﬃculté de prendre en compte des perturbations de
chirps linéaires. Cela nous a amené à une seconde extension du synchrosqueezing,
qui garde la structure “verticale” (à temps ﬁxé), et permet de conserver la formule
de reconstruction à la Morlet. Nous avons montré que ce SST d’ordre 2 consiste
seulement en la redéﬁnition de la fréquence instantanée locale (opérateur ωˆf ), et qu’il
est parfaitement adapté pour des chirps linéaires. Nous avons enﬁn présenté quelques
expériences numériques comparant ces 4 méthodes de réallocation, en insistant sur
la parcimonie des décompositions, la précision de la reconstruction et la gestion du
bruit.
Plusieurs perspectives intéressantes sont soulevées par ce travail, ou concernent
le SST en général. La plus immédiate concerne l’obtention de résultats théoriques
pour le synchrosqueezing d’ordre 2, montrant qu’il est parfaitement adapté à des
perturbations de chirps linéaires. La seconde, d’ordre théorique également, concerne
le cas des signaux bruités. Les théorèmes d’approximation supposent en eﬀet que
les modes sont réguliers, et on peut se demander si le principe du synchrosqueezing
reste valide en présence de bruit, même faible. La ﬁgure 3.4 suggère une réponse
positive, et l’on voit que le bruit perturbe le SST mais d’une manière stable. En
fait, on intuite que les opérateurs de réallocation restent valides “en moyenne” sur
un signal bruité, et qu’ils sont perturbés proportionnellement à la puissance du
bruit. Une étude théorique est à présent nécessaire pour conﬁrmer cette intuition et
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l’observation empirique. Notons que le problème du bruit a été partiellement abordé
dans [Thakur 2012], où les auteurs montrent une certaine stabilité du SST pour de
faibles niveaux de bruits.
Enﬁn, plusieurs perspectives sont amenées naturellement par les applications. On
peut citer ainsi le problème des formes d’onde non harmoniques, qui sont courantes
en pratique (cf. page 25). Une façon de traiter cette situation est de décomposer la
forme d’onde périodique s(t) en sa série de Fourier, puis d’utiliser la linéarité de la
TFCT et de la TOC. La représentation temps-fréquence d’un mode non harmonique
fait donc apparaître plusieurs ridges dans le plan temps-fréquence. Si l’on connaît s,
on peut agréger les diﬀérents ridges pour recomposer le mode. C’est le raisonnement
suivi dans [Wu 2012], qui montre que le SST reste valable dans ce cas, mais ne
donne pas de méthode pour calculer s. Pour ce faire, il semble naturel de se tourner
vers des approches parcimonieuses utilisant des dictionnaires adaptés, comme dans
[Chen 1998]. Un autre problème intéressant en pratique est la gestion des sauts de
fréquence instantanée, qui concerne de nombreux signaux. Pour localiser de tels
signaux, on pourrait imaginer une réallocation tantôt horizontale tantôt verticale,
qui localise ainsi les harmoniques aussi bien que les singularités.
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Transformée en ondelettes et synchrosqueezing monogène
4.1 Introduction et motivation
La notion de fréquence instantanée en dimension supérieure à un est moins intuitive,
mais garde un sens physique certain : par exemple, une onde plane de la forme
A cos(k · x) avec k ∈ R+ ×R possède une amplitude A, et une fréquence instantanée
bidimensionnelle k = (k1, k2). Elle possède de plus une direction de propagation,
et présente ainsi des crêtes orientées, formant des droites dans le plan. Une telle
onde évoluant dans un milieu anisotrope continu sera perturbée, créant ainsi des
modulations d’amplitude, de fréquence et d’orientation : c’est le cas par exemple
pour la houle, la hauteur et la vitesse des vagues variant avec la profondeur. En fait,
le modèle d’ondes modulées, que nous appellerons encore AM–FM, peut décrire de
nombreuses situations physiques, mais aussi des images naturelles. On peut citer
ainsi les franges d’interférences analysées en optique [Larkin 2001], mais aussi des
textures localement parallèles comme des empreintes digitales [Kokkinos 2009], ou
les images bio-médicales [Murray 2012, Elshinawy 2003].
Pour déﬁnir correctement les grandeurs instantanées en dimension 2, on a besoin
d’une extension du signal analytique, proposée dans [Felsberg 2001] et dénommée
signal monogène. Plusieurs approches ont été proposées récemment pour construire
une TOC basée sur ce signal, appelée transformée en ondelettes monogène (TOM)
[Olhede 2009, Unser 2009]. L’intérêt fondamental de la TOM est qu’elle permet de
capturer l’orientation locale d’une image, tout en utilisant une ondelette isotrope,
ce qui simpliﬁe la transformée et réduit notablement l’espace de représentation. Le
coeur de ce chapitre est l’introduction et la formalisation d’une extension naturelle
du synchrosqueezing en dimension 2, qui s’appuie sur la TOM. Ces travaux ont
fait l’objet d’une collaboration avec Marianne Clausel et Valérie Perrier, et ont été
soumis à publication dans [Clausel 2012].
Notons que la recherche de représentations pertinentes en dimension 2 ou plus,
qui prennent en compte l’orientation, l’anisotropie des données, est un vaste domaine
de recherche, présenté de manière détaillée dans [Jacques 2011]. On peut notamment
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citer les travaux pionniers autour de l’analyse de ridges en dimension 2 [Gonnet 1994]
ou l’extraction des fréquences émergentes [Bovik 1992], mais aussi les extensions en
2 dimensions de la décomposition modale empirique [Nunes 2003, Damerval 2005].
Il convient aussi de mentionner une autre généralisation du synchrosqueezing basée
sur des paquets d’ondelettes [Yang 2013], développée indépendamment, mais qui ne
permet ni la reconstruction directe ni l’unicité de la décomposition.
Nous commençons par introduire le signal monogène dans la section 4.2, ainsi que
la TOM en section 4.3. Puis nous étudions dans la section 4.4 la TOM d’une onde
AM–FM, en montrant qu’il est possible de retrouver ses grandeurs instantanées (dé-
modulation). Ensuite, nous déﬁnissons le SST monogène (MSST) dans la Section 4.5,
en établissant un résultat d’approximation pour les images multicomposantes. Enﬁn,
nous traitons brièvement en 4.6 la question de l’implémentation numérique et de
l’application à des images réelles, et présentons quelques expériences numériques
dans le section 4.7. Les preuves sont regroupées dans la section C de l’annexe, pour
faciliter la lecture.
4.2 Transformée de Riesz et signal monogène
4.2.1 Transformée de Riesz
Commençons par déﬁnir les opérateurs de dilatation, de translation et de rotation,
qui nous seront utiles dans tout le chapitre.
Définition 4.2.1. Soit (a, b, α) ∈ R∗+ × R × (0, 2π), on définit les opérateurs de
dilatation Da, de tranlation Tb et de rotation Rα sur L
2(R2) par :
Daf(x) = a
−1f(x/a)
Tbf(x) = f(x− b)
Rαf(x) = f(r
−1
α x),
où rα est la matrice de rotation usuelle
rα =
(
cosα − sinα
sinα cosα
)
. (4.1)
On déﬁnit à présent la transformée de Riesz d’une image.
Définition 4.2.2. Soit f une image de ∈ L2(R2). Sa transformée de Riesz, notée
Rf , est la fonction
Rf =
(
R1f
R2f
)
,
où chaque Rif , i = 1, 2 est définie dans le domaine de Fourier pour presque tout
ξ ∈ R2 par
R̂if(ξ) = −i ξi|ξ| f̂(ξ).
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Une déﬁnition équivalente dans le domaine spatial est
Rif(x) = lim
ε→0
(
1
π
∫
|x−y|>ε
(xi − yi)
|x− y|3 f(y) dy
)
.
Énonçons à présent les principales propriétés de R. On commencera par montrer
que R commute avec les translations et dilatations, et qu’elle admet de bonnes
propriétés vis-à-vis des rotations. On verra également que la transformée de Riesz
est un opérateur unitaire, antisymétrique sur L2(R2). Pour les démonstrations ou
pour de plus amples détails sur la transformée de Riesz, on renvoie le lecteur à
[Stein 1970].
Proposition 4.2.1. La transformée de Riesz commute avec les translations et dila-
tations : pour tout f ∈ L2(R2), a > 0 et b ∈ R2,
RDaf = DaRf et RTbf = TbRf.
Proposition 4.2.2. La transformée de Riesz est orientable, c’est-à-dire que pour
tout f ∈ L2(R2),
Rθ(Rf) = r−1θ R(Rθf) =
(
cos θ R1(Rθf) + sin θ R2(Rθf)
− sin θ R1(Rθf) + cos θ R2(Rθf)
)
. (4.2)
Proposition 4.2.3. Pour tout i ∈ {1, 2}, pour tout f, g ∈ L2(R2) :
< Rif, g >L2(R2)= − < f,Rig >L2(R2) . (4.3)
De plus R21 +R22 = −Id, et on a
< Rf,Rg >L2(R2,R2) =< R1f,R1g >L2(R2) + < R2f,R2g >L2(R2)
=< f, g >L2(R2) (4.4)
4.2.2 Signal Monogène
Déﬁnissons à présent le signal monogène, qui prolonge naturellement le signal analy-
tique en dimension quelconque. Ce concept a été déﬁni à l’origine dans [Felsberg 2001],
et nous verrons comment il permet la déﬁnition de grandeurs instantanées d’une
image.
Définition 4.2.3. Le signal monogène associé à f ∈ L2(R2) est défini par
Mf =
(
f
Rf
)
.
On voit que, à l’instar du signal analytique en dimension 1, le signal mono-
gène ajoute une dimension à celle de l’espace de départ, puisque si f est à valeurs
réelles, Mf est une fonction de R2 dans R3. Les angles d’Euler du signal mono-
gène permettent de le représenter plus naturellement, et de déﬁnir des grandeurs
instantanées.
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Définition 4.2.4. Soit f ∈ L2(R2), on peut lui associer les grandeurs instantanées
suivantes :
• Son amplitude instantanée est définie par
Af (x) = |Mf(x)| =
√
|f(x)|2 + |R1f(x)|2 + |R2f(x)|2. (4.5)
• Sa phase instantanée est définie par
ϕf (x) = arccos
(
f(x)
Af (x)
)
(4.6)
• Son orientation instantanée est définie par
θf (x) =

arccos
(
R1f(x)√
R1f(x)2+R2f(x)2
)
si R2f(x) ≥ 0
2π − arccos
(
R1f(x)√
R1f(x)2+R2f(x)2
)
si R2f(x) < 0
(4.7)
Ces grandeurs instantanées sont simplement les coordonnées sphériques du signal
monogène, de même que l’amplitude et la phase instantanée étaient les coordonnées
polaires du signal analytique en dimension 1. Pour illustrer ces grandeurs instantanées,
considérons l’onde plane f(x) = A0 cos(k · x) avec k = (k1, k2) et k1 > 0. Un rapide
calcul montre que
Rf(x) = A0
(
sin(k · x) k1|k|
sin(k · x) k2|k|
)
= A0
k
|k| sin(k · x).
En notant θ0 = arctan
(
k2
k1
)
et ϕ(x) = k · x, on a immédiatement
Mf(x) =
 A0 cosϕ(x)A0 sinϕ(x) cos θ0
A0 sinϕ(x) sin θ0
 .
On vériﬁe bien que A0, ϕ et θ0 correspondent aux grandeurs instantanées de Mf .
Notons que dans ce cas, θ0 est également l’orientation du vecteur ∇ϕ. Plutôt que
considérer la fréquence vectorielle ϕ, on pourrait aussi bien prendre en compte la
fréquence instantanée scalaire |∇ϕ(x)| = |k|, ainsi que l’orientation θ0.
Comme pour le signal analytique avec les nombres complexes, on peut plonger
Mf dans une algèbre isomorphe à R3, qui permette une écriture naturelle sous forme
d’amplitude et de phase. On peut pour cela utiliser le formalisme des quaternions
proposé dans [Felsberg 2001] et étendre la fonction exponentielle complexe. La section
B de l’annexe récapitule les principales propriétés des quaternions, notamment
l’extension de la fonction exponentielle complexe. Le signal monogène s’écrit alors
Mf = f +R1f i +R2f j ,
où (1, i, j, k) représente la base canonique du corps H des quaternions. On obtient alors
une l’écriture suivante, qui fait apparaître naturellement la phase et l’orientation :
Mf = A eϕnθ = A (cosϕ+ nθ sinϕ) avec nθ = cos θ i + sin θ j ,
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Si l’on reprend le signal monogène associé à une onde plane, il s’écrit
Mf(x) =
(
f(x)
Rf(x)
)
= A0e
(k·x)(cos θ0 i+sin θ0 j) .
Remarque : Notons que cette notation au moyen de l’exponentielle quaternionique
prolonge agréablement l’exponentielle complexe et facilite l’écriture des signaux mo-
nogènes. Mais cela ne représente pas la structure intrinsèque des signaux monogènes,
qui n’ont pas une structure d’algèbre.
4.2.3 Illustrations
Pour illustrer la démodulation d’une image AM–FM en utilisant le signal monogène,
on crée une fonction f(x) = A(x) cos(2πϕ(x)), où A et ∇ϕ varient peu devant
|∇ϕ|. Autrement dit, la fonction f peut être approchée autour du point b par
l’onde pure A(b) cos(2π[ϕ(b) + ∇ϕ(b) · (x − b)]). On calcule le signal monogène
associé à f , et ses grandeurs instantanées déﬁnies en 4.2.4. On voit clairement sur la
Figure 4.1 que l’amplitude, la fréquence instantanée et l’orientation correspondent
aux variations locales de l’image. On remarque des petites perturbations, pour
l’amplitude notamment, dues au fait que f n’est pas exactement une onde pure.
Notons que lorsque les modulations sont plus fortes, ou surtout lorsque plusieurs
composantes sont superposées, les grandeurs instantanées n’ont plus de sens physique.
C’est pourquoi on introduit, dans la suite de ce chapitre, la transformée en ondelettes
monogène.
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Image f Amplitude
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fréquence instantanée horizontale
 
 
0
5
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40
Fréquence instantanée verticale
 
 
0
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Fréquence instantanée scalaire
 
 
0
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10
15
20
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35
40
Orientation
Figure 4.1 Illustration des grandeurs instantanées associées au signal monogène.
4.3 Transformée en ondelettes monogène
On a vu au chapitre précédent que la transformée en ondelettes analytique permet
de traiter indiﬀéremment un signal réel ou complexe, pourvu que l’on s’intéresse
uniquement à sa partie analytique. Cette section déﬁnit la transformée en ondelettes
monogène, et montre que l’on peut suivre à peu près le même raisonnement. On
commencera par rappeler la déﬁnition de la TOC en deux dimensions dans la
section 4.3.1. On présentera ensuite en section 4.3.2 les principales propriétés de la
TOC monogène, introduite dans [Unser 2009, Olhede 2009]. On montrera notamment
que pour toute image réelle f , les coeﬃcients de la TOC du signal monogène Mf
sont liés aux coeﬃcients de la TOC monogène de f (Proposition 4.3.1).
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4.3.1 TOC bidimensionnelle
On présente ici rapidement la TOC bidimensionnelle, introduite dans [Murenzi 1990].
Une fonction ψ ∈ L2(R2) est dite admissible si
Cψ = (2π)
2
∫
R2
|ψ̂(ξ)|2
|ξ|2 dξ < +∞ (4.8)
On considère la famille {ψa,α,b}(a,α,b)∈R∗+×(0,2π)×R2 déﬁnie par ψa,α,b = TbRαDaψ. La
transformée en ondelettes de f ∈ L2(R2) est déﬁnie par :
Wf (a, α, b) =
∫
R2
f(x) ψa,α,b(x)
∗ dx .
Si l’ondelette est isotrope, ces coeﬃcients ne dépendent plus de α, on notera alors
Wf (a, b) = Wf (a, 0, b) et ψa,b = ψa,0,b. Le théorème de reconstruction montre que
toute fonction f s’écrit sous la forme
f(x) =
2π
Cψ
∫
b∈R2
∫
α∈(0,2π)
∫
a∈(0,+∞)
Wf (a, α, b) ψa,α,b(x)
da
a3
dα db , (4.9)
au sens de la convergence dans L2(R2). Lorsque l’ondelette est isotrope, cela s’écrit
f(x) =
1
Cψ
∫
b∈R2
∫
a∈(0,+∞)
Wf (a, b) ψa,b(x)
da
a3
db .
Comme dans le cas de la dimension 1, on dispose également de la formule de
reconstruction de Morlet, sur laquelle sera basée le synchrosqueezing. Dans le cas
isotrope, elle s’écrit
f(x) =
2π
C˜ψ
∫ +∞
0
Wf (a, x)
da
a2
avec C˜ψ =
∫
R2
ψ̂(ξ)∗
|ξ|2 dξ . (4.10)
Définition 4.3.1. Soit f ∈ L2(R2), on définit la TOC du signal monogène F =
Mf = f +R1f i +R2f j par
WF = Wf +WR1f i +WR2f j =
 WfWR1f
WR2f
 .
4.3.2 Transformée en ondelettes monogène
Nous présentons à présent la TOC monogène telle que déﬁnie dans [Olhede 2009]. On
considère pour cela une ondelette réelle admissible ψ ∈ L2(R2) et on note ψ(M) =Mψ
l’ondelette monogène associée. On vériﬁe facilement que ψ(M) : R2 → R3 est aussi
une ondelette admissible, car chacune de ses composantes vériﬁe la relation (4.8).
On peut à présent déﬁnir la transformée en ondelettes monogène (TOM).
Définition 4.3.2. Soit f ∈ L2(R2). La transformée en ondelettes monogène (TOM)
de f est définie par
W
(M)
f (a, α, b) =
∫
R2
f(x) ψ
(M)
a,α,b(x) dx , (4.11)
où pour tout (a, α, b) ∈ (0,+∞)× (0, 2π)× R2, ψ(M)a,α,b = TbRαDa(Mψ).
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Remarque : Pour tout (a, α, b), W (M)f (a, α, b) est un vecteur de Cliﬀord, et peut
être noté W (M)f (a, α, b) = Wf (a, α, b) +W
(1)
f (a, α, b) i +W
(2)
f (a, α, b) j où l’on note,
pour i = 1, 2,
W
(i)
f (a, α, b) =
∫
R2
f(x) (TbRαDaRiψ)(x) dx .
On renvoie le lecteur à l’Annexe B pour plus de détails sur cette notation. La
proposition suivante précise la relation entre la TOM d’une image réelle et la TOC
de son signal monogène.
Proposition 4.3.1. Soit f ∈ L2(R2) et F =Mf son signal monogène. Alors pour
tout (a, α, b) ∈ (0,+∞)× (0, 2π)× R2
WF (a, α, b) =
(
1 0
0 −rα
)
W
(M)
f (a, α, b) . (4.12)
Démonstration. Cette proposition est une conséquence directe des propriétés de la
transformée de Riesz. On montre la relation équivalente suivante :
W
(M)
f (a, α, b) =
(
1 0
0 −r−1α
)
WF (a, α, b) ,
Par déﬁnition de la TOM, on a
W
(M)
f (a, α, b) =
∫
R2
f(x) TbRαDa(Mψ)(x) dx .
La transformée de Riesz est invariante par translation et dilatation, et “orientable”
(Propositions 4.2.1 et 4.2.2). On a donc
TbRαDa(Rψ) = r−1α R(ψa,α,b) .
Ainsi, ∫
R2
f(x) TbRαDa(Rψ)(x) dx = r−1α
∫
R2
f(x) R(ψa,α,b)(x) dx . (4.13)
On utilise à présent le fait que R est un opérateur antisymétrique unitaire (Proposi-
tion 4.2.3) :∫
R2
f(x)R(ψa,α,b)(x) dx =
(
< f,R1(ψa,α,b) >L2(R2)
< f,R2(ψa,α,b) >L2(R2)
)
= −
∫
R2
(Rf)(x) ψa,α,b(x) dx .
(4.14)
Les équations (4.13) et (4.14) prouvent la proposition.
Considérons maintenant le cas d’une ondelette réelle isotrope ψ. Cela inclut toutes
les ondelettes radiales obtenues à partir des familles d’ondelettes en dimension 1,
notamment l’ondelette de Morlet ou les ondelettes de Morse généralisées (cf. section
2.2.2 page 60). L’équation (4.12) se simpliﬁe de la manière suivante :
WF (a, b) =
(
1 0
0 −rα
)
W
(M)
f (a, α, b) =
(
1 0
0 −rα
) Wf (a, b)W (1)f (a, α, b)
W
(2)
f (a, α, b)

=
 Wf (a, b)− cosα W (1)f (a, α, b) + sinα W (2)f (a, α, b)
− sinα W (1)f (a, α, b)− cosα W (2)f (a, α, b)
 .
(4.15)
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En pratique, il est plus simple d’imposer α = 0. On obtient alors
WF (a, b) =
(
1 0
0 −Id
)
W
(M)
f (a, 0, b) . (4.16)
4.4 Analyse par ondelettes d’un mode AM–FM
Dans cette section, on considère un mode AM–FMmonogène de la forme A(x)eϕ(x)n(x),
et on analysera sa transformée en ondelettes. On montrera que comme dans le cas de
la dimension 1, pourvu que les fonctions A,ϕ et n varient lentement, la transformée
en ondelettes de ce mode dessine un ridge dans le plan espace-échelle. On verra qu’il
est possible de localiser ce ridge, et ainsi d’estimer son amplitude, sa fréquence et son
orientation instantanées. On commencera par donner une déﬁnition de ces modes
monogènes, que l’on appelera IMMF pour Intrinsic Monogenic Mode Function.
Définition 4.4.1. Soit ε > 0. Un mode monogène (IMMF) de précision ε et de
régularité σ > 0 est une fonction F ∈ B˙−σ∞,1(R2,H) de la forme
F (x) = A(x)eϕ(x)nθ(x) avec nθ(x) = cos(θ(x))i + sin(θ(x))j , (4.17)
où A > 0 et A, θ ∈ C1(R2) ∩ L∞(R2), ϕ ∈ C2(R2). La fonction A est appelée
l’amplitude de F , ϕ sa phase scalaire et nθ son orientation locale.
On suppose que ϕ possède des dérivées bornées d’ordre 1 et 2 :
∀i ∈ {1, 2}, 0 < inf
x∈R2
|∂xiϕ(x)| ≤ sup
x∈R2
|∂xiϕ(x)| <∞ , (4.18)
M = max
i1,i2=1,2
sup
x∈R2
∣∣∣∂2xi1xi2ϕ(x)∣∣∣ <∞ . (4.19)
On suppose en outre que A, θ,∇ϕ sont à variations lentes par rapport à ∇ϕ, c’est-à-
dire que pour i = 1, 2
∀x ∈ R2,max (|∂xiA(x)|, |∂xiθ(x)|) ≤ ε|∂xiϕ(x)| . (4.20)
et
∀x ∈ R2, max
i1,i2=1,2
∣∣∣∂2xi1xi2ϕ(x)∣∣∣ ≤ ε|∇ϕ(x)| . (4.21)
Remarque 4.4.1. Remarquons que dans la suite, on considère des fonctions qui ne
sont pas dans L2. Dans ce cas, les formules de reconstruction (4.9) et (4.10) ne sont
plus forcément valables (cf. Appendix B de [Jaffard 2001]). On a donc besoin d’une
hypothèse supplémentaire pour s’assurer de la convergence de
∫ +∞
0 WF (a, b)
da
a2
. Par
ailleurs, nous allons contrôler ∫ +∞
a0
|WF (a, b)|da
a2
pour tout a0 > 0.
L’hypothèse supplémentaire F ∈ B˙−σ∞,1(R2,H) pour σ > 0 est équivalente à la condition
suivante sur la transformée en ondelettes (cf. [Triebel 1978]) :
‖F‖B˙−σ
∞,1
=
∫ ∞
0
sup
b∈R2
|WF (a, b)| da
a2−σ
< +∞ . (4.22)
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On en déduit alors que pour tout a0 > 0 :
sup
b∈R2
∫ ∞
a0
|WF (a, b)|da
a2
= sup
b∈R2
∫ ∞
a0
|WF (a, b)| 1
aσ
da
a2−σ
≤ a−σ0 ‖F‖B˙−σ
∞,1
(4.23)
Par hypothèse, F ∈ C1(R2,H) et ∇F est bornée. La définition de la TOC implique
|WF (a, b)| ≤ a2‖∇F‖L∞‖xψ‖L1 , ∀b ∈ R2
ce qui montre que pour tout a0 > 0
sup
b∈R2
∫ a0
0
|WF (a, b)|da
a2
<∞ . (4.24)
Ceci assure l’existence de l’intégrale
∫ +∞
0 WF (a, b)
da
a2
.
On aimerait estimer l’amplitude et la fréquence instantanée d’une IMMF. On a
besoin pour cela des hypothèses suivantes sur l’ondelette mère :
Hypothèses (W)
1. l’ondelette ψ est à valeurs réelles, isotrope.
2. ψ ∈W 1,1(R2).
3. Les premiers moments positifs de ψ et ∇ψ sont ﬁnis, i.e.
sup
n∈{1,2,3}
In <∞, sup
n∈{1,2,3}
I ′n <∞ ,
où pour tout n > 0
In =
∫
R2
|x|n|ψ(x)|dx , I ′n =
∫
R2
|x|n|∇ψ(x)|dx . (4.25)
Commençons par analyser le cas d’une onde monogène pure.
Lemme 4.4.1. Soit F une IMMF de la forme F (x) = A0e
(k·x)nθ avec k = (k1, k2) ∈
R2, A0 ∈ R∗+, θ ∈ R, et soit ψ une ondelette réelle isotrope de W 1,1(R2).
La TOC de F est donnée par
WF (a, b) = A0aψ̂(ak) (cos(k · b) + sin(k · b)(cos θ i + sin θ j)) = aψ̂(ak)
(
A0e
(k·b)nθ
)
(4.26)
et l’on a pour i = 1, 2 :
∂biWF (a, b) = kinθ
(
aψ̂(ak)
)(
A0e
(k·b)nθ
)
. (4.27)
Les vecteurs k et nθ peuvent être calculés par les relations suivantes :
k1nθ = ∂b1WF (a, b)× (WF (a, b))−1 ,
k2nθ = ∂b2WF (a, b)× (WF (a, b))−1 .
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Démonstration. Par déﬁnition, l’ondelette étant réelle isotrope,
WF (a, b) = a
−1
∫
R2
F (x)ψ
(
x− b
a
)
dx = a
∫
R2
F (au+ b)ψ(u)du
Un calcul simple mène à
WF (a, b) = aA0

∫
R2
cos(k · (au+ b))ψ(u)du
cos θ
∫
R2
sin(k · (au+ b))ψ(u)du
sin θ
∫
R2
sin(k · (au+ b))ψ(u)du

= A0aψ̂(ak)
 cos(k.b)sin(k.b) cos(θ)
sin(k.b) sin(θ)

= aψ̂(ak)F (b) ,
où l’on a utilisé ψ̂(−ak) = ψ̂(ak), l’ondelette étant isotrope.
À présent, comme ψ ∈W 1,1(R2) et F ∈ L∞(R2), on a :
∂biWF (a, b) = a
−1
∫
R2
F (x)∂bi
[
ψ
(
x− b
a
)]
dx = −a−2
∫
R2
F (x)(∂xiψ)
(
x− b
a
)
dx .
Un calcul similaire, utilisant ∂̂xiψ(ξ) = iξiψ̂(ξ), ∀ξ = (ξ1, ξ2), et l’isotropie de ψ,
donne
∂biWF (a, b) = A0akiψ̂(ak)
 − sin(k.b)cos(k.b) cos(θ)
cos(k.b) sin(θ)
 = akiψ̂(ak) nθF (b) ,
car
nθF (b) = A0nθ(cos(k · b) + nθ sin(k · b)) = − sin(k · b) + nθ cos(k · b)A0.
Cela fournit (4.27), et conclut la preuve.
Remarquons que, plus généralement, si F (x) = A0e(k·x+α)nθ , (α ∈ R) :
WF (a, b) = A0aψ̂(ak)e
(k·b+α)nθ = aψ̂(ak) F (b) (4.28)
∂biWF (a, b) = akiψ̂(ak) nθF (b) (4.29)
Les équations (4.26) et (4.27) peuvent s’étendre dans le cas général des IMMF,
modulées en amplitude, fréquence et orientation (4.17).
Proposition 4.4.1. Soit ψ une ondelette vérifiant (W) et F une IMMF de précision
ε et de régularité σ > 0, de la forme(4.17). Pour tout (a, b) ∈ R∗+ × R2, on a
1.
WF (a, b) = aψ̂(a∇ϕ(b))
(
A(b)eϕ(b)n(b)
)
+ εa2R1(a, b) ,
avec
|R1(a, b)| ≤ I1(
√
2A(b) + 1)|∇ϕ(b)|+ aI2A(b)
(|∇ϕ(b)|+√2M) /2
+aI2M/2 + a
2I3A(b)M/6 .
(4.30)
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2.
∂biWF (a, b) = ∂biϕ(b)nθ(b)
(
aψ̂(a∇ϕ(b))
)(
A(b)eϕ(b)nθ(b)
)
+ εaR2(a, b) ,
avec
|R2(a, b)| ≤ A(b)
(
a |∇ϕ(b)| I ′2/2 + a2MI ′3/6
)
+
(√
2A(b) + 1
)
(|∇ϕ(b)|I ′1 + aMI ′2/2) .
(4.31)
Remarque 4.4.2. Rappelons que dans le cas isotrope, WF (a, b) et W
(M)
f (a, α, b)
sont reliés par la relation (4.15). La proposition ci-dessus précise donc le résultat de
[Metikas 2007] et [Olhede 2009], en donnant une borne sur l’erreur d’approximation.
Démonstration. On se reportera à la section C.1 de l’annexe.
Déﬁnissons à présent les opérateurs de fréquence instantanée.
Définition 4.4.2. On définit les opérateurs Λ1 et Λ2 par
Λ1(a, b) = ∂b1WF (a, b)× (WF (a, b))−1 , (4.32)
Λ2(a, b) = ∂b2WF (a, b)× (WF (a, b))−1 .
Ces deux vecteurs vont fournir une approximation de ∂biϕ(b)nθ(b) pour une IMMF
F de la forme (4.17), comme le montre le résultat suivant.
Théorème 4.4.1. Soit F une IMMF de précision ε > 0 et de régularité σ > 0 de la
forme (4.17). Soit une ondelette ψ vérifiant (W), considérons (a, b) ∈ R∗+ × R2 tels
que
|WF (a, b)| > εν pour un certain ν ∈ (0, 1/2) .
Alors pour i = 1, 2 :
|Λi(a, b)− ∂biϕ(b)nθ(b)| ≤ ε1−νa (|R2(a, b)|+ a|R1(a, b)| |∇ϕ(b)|) (4.33)
où R1, R2 sont définis dans les équations (4.30) et (4.31). En outre, pour tout a0 > 0,
il existe ε0 > 0 tel que, pour tout (a, b) ∈ (0, a0)× R2 et tout 0 < ε ≤ ε0 :
|Λi(a, b)− ∂biϕ(b)nθ(b)| ≤ εν (4.34)
Démonstration. La preuve est fournie dans la Section C.2 de l’annexe.
Comme cos(ϕ(x)) = cos(−ϕ(x)), la déﬁnition de la fréquence instantanée ∇ϕ est
ambigüe, dans la mesure où ϕ peut être remplacée par −ϕ. Pour lever cette ambigüité,
on suppose couramment que la première composante de la fréquence instantanée
est positive [Murray 2012]. Sous cette hypothèse, on peut estimer l’amplitude et la
fréquence instantanée d’une IMMF.
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Proposition 4.4.2. On reprend les notations et les hypothèses du théorème 4.4.1.
On suppose de plus que :
∀x ∈ R2, ∂x1ϕ(x) > 0 .
Alors pour tout i = 1, 2, et (a, b) ∈ (0, a0)× R :
|∂b1ϕ(b)− |Λ1(a, b)|| ≤ εν . (4.35)
et
|∂b2ϕ(b)− |Λ2(a, b)| sgn(Re(∂b1WF (a, b) ∂b2WF (a, b)))| ≤ εν . (4.36)
Démonstration. La preuve est détaillée dans la section C.3.
4.5 Synchrosqueezing monogène
Cette section traite le cas de la superposition d’IMMFs séparées. On commencera
par déﬁnir cette notion de séparation, puis l’on montrera comment de tels signaux
peuvent être démodulés et reconstruits en utilisant le synchrosqueezing monogène.
Définition 4.5.1. Une fonction F : R2 → H est une superposition d’IMMFs séparées
de régularité σ > 0, précision ε > 0 et séparation d > 0, s’il existe un entier L tel
que
F (x) =
L∑
ℓ=1
Fℓ(x) , (4.37)
où toutes les Fℓ sont des IMMFs de régularité σ et précision ε de la forme (4.17) :
Fℓ(x) = Aℓ(x) e
ϕℓ(x)nθℓ(x) , et qui vérifient pour tout x, ℓ > ℓ′ et i ∈ {1, 2} :
|∂xiϕℓ(x)| > |∂xiϕℓ′(x)| , (4.38)
et ∣∣∂xiϕℓ(x)nθℓ(x) − ∂xiϕℓ′(x)nθℓ′ (x)∣∣ ≥ d [|∂xiϕℓ(x)|+ |∂xiϕℓ′(x)|] . (4.39)
L’ensemble de ces fonctions sera noté Aε,σ,d.
On peut à présent déﬁnir le synchrosqueezing monogène (MSST) de toute fonction
F appartenant à Aε,σ,d.
Définition 4.5.2. Soit ψ une ondelette vérifiant (W), et telle que
supp(ψ̂) ⊂ {ξ ∈ R2 ; 1−∆ ≤ |ξ| ≤ 1 + ∆} ,
avec
∆ <
d
2(1 + d)
. (4.40)
Soit h ∈ D(R) telle que ∫
R
h(x)dx = 1. Soit δ > 0, ν ∈ (0, 12), et ε > 0. Soit
F ∈ Aε,σ,d, on définit son synchrosqueezing monogène (MSST) pour tout (b, k, n) ∈
R2 × R2 × S1 (S1 étant la sphère unité de R2) par
Sδ,νF,ε(b, k, n) =
∫
Aε,F (b)
WF (a, b)
1
δ2
h
(
k1 − Re(n Λ1(a, b))
δ
)
h
(
k2 − Re(n Λ2(a, b))
δ
)
da
a2
,
(4.41)
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avec
Aε,F (b) = {a ∈ R+ ; |WF (a, b)| > εν} ,
et où Λ1(a, b), Λ2(a, b) sont définis dans l’équation (4.32).
On peut à présent énoncer notre résultat principal.
Théorème 4.5.1. On reprend les notations de la définition 4.5.2. Soit F ∈ Aε,σ,d
et ν ∈ (0, 1/(2 + 4/σ)). Si ε > 0 est suffisamment petit, les résultats suivants sont
vérifiés :
• |WF (a, b)| > εν seulement s’il existe ℓ tel que
(a, b) ∈ Zℓ = {(a, b), |a|∇ϕℓ(b)| − 1| < ∆} . (4.42)
• Pour tout ℓ = {1, · · · , L} et tout couple (a, b) ∈ Zℓ vérifiant |WF (a, b)| > εν ,
on a pour i = 1, 2 :
|Λi(a, b)− ∂iϕℓ(b)nθℓ(b)| ≤ εν .
• Enfin pour tout ℓ ∈ {1, · · · , L}, il existe C > 0, tel que pour tout b ∈ R2
lim
δ→0
∣∣∣∣∣ 1C˜ψ
∫
S1
∫
Bℓ(ε˜,n,b)
Sδf,ε(b, k, n)dkdn−Aℓ(b)eϕℓ(b)nθℓ(b)
∣∣∣∣∣ ≤ ε˜ .
où l’on a noté ε˜ = εν , Bℓ(ε˜, n, b) = {k ∈ R2 ; maxi |kin− ∂biϕℓ(b)nθℓ(b)| ≤ ε˜},
et C˜ψ est défini en (4.10).
Démonstration. La preuve se trouve dans la section C.4 de l’annexe.
4.6 Mise en oeuvre
4.6.1 Discrétisation du SST monogène
Comme pour le cas de la dimension 1, on commence par discrétiser les variables, en
construisant des ensembles A, K, O pour les échelles a, les fréquences normalisées
(k1, k2), et les orientations θ. On utilise une échelle logarithmique pour a et k, en
utilisant nv coeﬃcients par octave : A = {2j/nv}j=0···na−1. On doit ensuite calculer la
TOC discrète du signal monogène WF (a, b), ainsi que les estimations des fréquences
instantanées Λ1(a, b) et Λ2(a, b) déﬁnies par l’équation (4.32). Pour cela, comme dans
le cas du SST 1D ou de la réallocation, on fait porter la dérivation sur l’ondelette,
en écrivant pour i = 1, 2 :
∂biWf (a, b) =
∫
R2
f(x)∂biψa,b(x) dx,
les autres composantes ∂biWR1f (a, b) et ∂biWR2f (a, b) étant calculées de la même
manière. Le synchrosqueezing monogène consiste alors à réallouer la TOC. Étant
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donné un seuil γ, et en notant ∆k la résolution fréquentielle, on écrit pour tout
a ∈ A, (k1, k2) ∈ K2, θ ∈ O :
SF,γ(b, k1, k2, nθ) =
log(2)
nv
∑
a∈A tels que


|WF (a, b)| > γ
|k1 − Re(Λ1(a, b) nθ)| ≤ ∆k12
|k2 − Re(Λ2(a, b) nθ)| ≤ ∆k22
WF (a, b)
a
. (4.43)
Le terme log(2)anv vient de la mesure
da
a2
de l’équation (4.41), car nous considérons
des échelles logarithmiques. Notons que si l’on utilise des échelles de fréquence
logarithmiques, la résolution ∆k dépend de la valeur de k.
4.6.2 Synchrosqueezing monogène isotrope
Ce MSST discret est relativement simple à calculer, mais pose des problèmes d’inter-
prétation, car il donne une représentation dépendant de 5 variables réelles. Ce grand
nombre de variables nuit à la lisibilité, et rend les étapes d’analyse et de traitement
(détection des ridges, reconstruction) plus coûteuses. Pour diminuer le nombre de va-
riables, remarquons que si un signal multicomposantes monogène vériﬁe la condition
de séparation de l’équation (4.38), alors pour tout ℓ > ℓ′ les fréquences instantanées
vériﬁent |∇ϕℓ(x)| > |∇ϕℓ′(x)|. Ainsi, les superpositions d’IMMFs considérées dans le
MSST ont des normes du vecteur fréquence instantanée séparées. Au lieu de réallouer
la TOM en fonction de la fréquence vectorielle et de l’orientation, on peut donc
considérer seulement |(k1, k2)|. Cela nous amène à déﬁnir le MSST discret isotrope,
déﬁni pour tout a ∈ A and k ∈ K par :
SF,γ(b, k) =
log(2)
nv
∑
a∈A s.t.


|WF (a, b)| > γ∣∣∣k −√|Λ1(a, b)|2 + |Λ2(a, b)|2∣∣∣ ≤ ∆k2
WF (a, b)
a
.
(4.44)
Le coeﬃcient SF,γ(b, kp) contient donc tous lesWF (a, b) dont la “fréquence instantanée
isotrope“
√|Λ1(a, b)|2 + |Λ2(a, b)|2 est proche de la valeur de k. Ce MSST isotrope
réduit clairement la complexité de la représentation, puisqu’il ne dépend plus que
de trois variables réelles : la position et la fréquence scalaire. Remarquons qu’on ne
perd pas pour autant d’information : l’anisotropie locale des IMMFs, c’est-à-dire
leur orientation, est alors donnée par la direction du vecteur fréquence instantanée.
Dans les exemples de ce chapitre nous mettrons en oeuvre cette implémentation, en
utilisant par ailleurs l’ondelette de Morlet anisotrope de paramètres µ > 0 et σ > 0,
déﬁnie dans le domaine de Fourier par :
ψˆµ,σ(ξ) = exp(−π2σ(|ξ| − µ)2) . (4.45)
4.6.3 Cas d’une superposition d’ondes réelles
Une dernière question pratique concerne la forme des signaux. Le théorème 4.5.1
suppose que le signal est une somme d’IMMFs, c’est-à-dire un signal vivant dans
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R3. Or en pratique, on dispose d’une image f à valeurs réelles. Remarquons qu’on a
le même problème en une dimension, lorsque l’on considère des modes réels de la
forme h(t) = A(t) cos(2πφ(t)), alors que le théorème d’approximation 3.3.1 suppose
des IMFs complexes de la forme A(t)e2iπφ(t). En fait, cela ne change pas grand
chose, car le coeur du théorème montre que sous les hypothèses de variations lentes,
A(t)e2iπφ(t) peut être approximée au point x par l’onde pure A(x)e2iπ[φ(x)+φ
′(x)(t−x)].
Cette dernière étant analytique, il est équivalent de considérer uniquement sa partie
réelle.
Dans le cas monogène, si l’on dispose d’une IMF réelle f(x) = A(x) cos(φ(x)),
on peut lui associer l’IMMF
m(x) = A(x)eϕ(x)nθ(x) avec nθ =
∂x1ϕ
|∇ϕ| i +
∂x2ϕ
|∇ϕ| j. (4.46)
On peut vériﬁer que la fonction θ(x) vériﬁe les conditions lentes, ce qui fait que
la fonction m est une IMMF au sens de la déﬁnition 4.4.1. On a alors toutes les
hypothèses pour appliquer le théorème 4.5.1 à la partie réelle de m.
4.7 Expériences numériques
4.7.1 Représentation d’une image à trois composantes
On illustre dans cette section l’intérêt du MSST pour la représentation d’un signal
multicomposantes synthétique en 2 dimensions. On considère le signal-test f =
f1 + f2 + f3, les modes étant déﬁnis par :
f1(x, y) = e
−10((x−0.5)2+(y−0.5).2)) sin(10π(x2 + y2 + 2(x+ 0.2y))
f2(x, y) = 1.2 sin(40π(x+ y))
f3(x, y) = cos(2π(70x+ 20x
2 + 50y − 20y2 − 41xy))
(4.47)
On calcule sa TOMWF et son MSST isotrope SF . Rappelons que la transformée |WF |
dépend de trois variables scalaires x, y et a, alors que |SF | dépend de x, y et k. Comme
ces deux transformées sont de dimension 3, leur visualisation sous forme d’image,
le niveau de gris codant l’amplitude, n’est plus possible. On proposera ici deux
visualisations dans le domaine espace-fréquence ; la première est une représentation
volumique, représentant SF ou WF comme un nuage de points, dont la densité et
la couleur sont proportionnelles au module de la transformée. La seconde est une
représentation d’un plan de l’espace fréquence, pour une droite ax + by + c ﬁxée.
Cette dernière représentation est comparable à une représentation TF classique, ce
qui facilite la comparaison. La Figure 4.2 suivante montre ces deux visualisations de
WF et SF pour le signal-test de l’équation (4.47). Il est clair que le MSST est bien
plus concentré, facilitant l’analyse et l’interprétation du signal.
Remarquons que les Figures 4.2(f) et (h) sont semblables à la TOC et au SST
du signal monodimensionnel x 7→ f(x, 0.5). L’avantage du MSST par rapport au
SST 1-dimensionnel réalisé sur les lignes ou les colonnes de l’image réside dans sa
capacité à retrouver l’orientation locale.
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Figure 4.2 (a) : L’image-test de l’équation (4.47). (b,c,d) : ses trois composantes. (e,f) :
la TOM |WF | représentée comme une densité volumique, et une coupe bidimensionnelle
pour y = 0.5 fixé. (g,h) : mêmes visualisations pour le MSST |SF |.
4.7.2 Décomposition et Démodulation
Une fois le MSST calculé, l’étape clé est l’estimation des fréquences instantanées
isotropes de chaque mode |∇ϕℓ(b)|, qui forment les ridges du MSST. Comme dans
le cas 1D, c’est un problème diﬃcile pour lequel aucun algorithme optimal n’est
disponible. On se contentera, comme aux chapitres précédents, d’utiliser un algorithme
heuristique (cf. section 2.3.2), qui founit une approximation kˆℓ(b) de |∇ϕℓ(b)|. Comme
dans le SST standard, on peut ensuite reconstruire l’IMMF Fℓ, en intégrant localement
en fréquence :
F˜ℓ(b) ≈
∑
kˆℓ(b)−κ≤k≤kˆℓ(b)+κ
SF,γ(b, k) , (4.48)
où la taille κ du support d’intégration doit être de l’ordre de grandeur de εν (cf.
théorème 4.5.1). On choisira en pratique κ = 5∆k. Pour évaluer la qualité de la
reconstruction, nous comparons le mode réel fℓ avec la reconstruction Re{F˜ℓ} en
calculant l’erreur quadratique normalisée
MSE(F˜ℓ) =
‖Re{F˜ℓ} − fℓ‖
‖fℓ‖ . (4.49)
On représente la partie réelle de chaque IMMF obtenue par reconstruction du MSST
dans la Figure 4.3, en indiquant la MSE correspondante. Bien que notre détecteur
de ridge soit assez naïf, on parvient à retrouver les trois modes avec une grande
précision.
4.7.3 Illustrations sur des images réelles
Nous aimerions montrer ici l’intérêt du MSST pour traiter des images réelles, qui ne
sont pas exactement des superpositions séparées d’IMMFs, mais contiennent quand
même des motifs périodiques orientés. La ﬁgure 4.4(a) montre l’image Lenna, à
laquelle on a ajouté une composante oscillante. Un synchrosqueezing monogène nous
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Figure 4.3 Les modes reconstruits d’après le MSST, pour le signal-test de l’équation
(4.47). Les erreurs normalisées valent respectivement 0.03, 0.06 et 0.05. Nous avons utilisé
l’ondelette de Morlet anistrope ψµ,σ définie en (4.45), avec σ = 2 et µ = 1.
permet d’extraire le mode oscillant, et de reconstruire grossièrement l’image originale.
Ce type de tests a été utilisé dans [Unser 2009] pour illustrer la transformée en
ondelettes monogène, mais avec une modulation d’amplitude (le motif oscillant est
multiplié à l’image originale). Remarquons que l’image reconstruite contient de forts
artefacts, les angles et contours ne semblant pas correctement reproduits. En eﬀet,
les contours, en tant que singularités, se retrouvent dans toutes les échelles de la
TOM, et retirer une bande dans cette TOM, comme le fait notre extraction de mode,
les impacte forcément.
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Figure 4.4 Illustration de l’extraction de mode avec une image réelle. (a) : image d’entrée,
somme de Lenna et d’un motif oscillant. (b) : le mode oscillant extrait d’après le MSST. Les
paramètres sont les mêmes que dans la Figure 4.3, l’erreur normalisée vaut 0.12. (c) : Le
résidu, approximation de l’image originale Lenna.
Nous réalisons un autre test sur une image naturelle ressemblant à une IMF :
une empreinte digitale. La Figure 4.5 montre une empreinte digitale, la visualisation
volumique de son synchrosqueezing monogène, et le mode principal reconstruit.
On voit clairement que, malgré une image de faible qualité, et qui comporte de
nombreuses singularités, le MSST parvient à bien capturer l’information fréquentielle.
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Figure 4.5 Analyse d’une empreinte digitale par MSST. (a) : l’image originale, (b) : la
visualisation volumique de son MSST, (c) : la reconstruction du mode principal.
4.8 Conclusion
Nous avons présenté brièvement dans ce chapitre l’intérêt potentiel des méthodes
espace-fréquence pour l’analyse d’image. Nous avons présenté la notion de signal
monogène en utilisant le formalisme des quaternions, qui prolonge le concept de
signal analytique complexe en dimension 1. Nous avons ensuite introduit le synchros-
queezing monogène en deux dimensions, en montrant qu’il représente de manière
compacte des sommes d’ondes monogènes modulées (IMMFs), tout en permettant
leur démodulation et leur reconstruction.
On se convaincra aisément que les autres outils temps-fréquence discutés dans
cette thèse, notamment l’analyse de ridges et la réallocation, peuvent se généraliser
en dimension supérieure grâce au formalisme du signal monogène. De même, la prise
en compte des fortes modulations fréquentielles exposée dans les chapitres 2 et 3
doit se transposer aisément en dimension supérieure. Toutefois, les représentations
espace-fréquence en dimension 2 ou plus sont moins intuitives, car moins facilement
visualisables. Une prochaine étape importante sera la mise en oeuvre d’applications
concrètes basées sur le MSST, les ridges monogènes ou les transformées monogènes
réallouées, ce qui nécessitera une optimisation des calculs, notamment pour limiter
la quantité de données produites par ces représentations.
Il serait par ailleurs intéressant de comparer notre synchrosqueezing monogène
avec les diﬀérentes extensions de l’EMD en dimension 2. On remarque immédiatement
que la plupart des extensions actuelles [Damerval 2005, Nunes 2003] considèrent des
IMFs non orientées, similaires à des produits tensoriels de cosinus. Notre déﬁnition
des IMMFs au contraire suppose qu’elles forment des lignes de crête localement
parallèles, et ne comportent donc pas d’extrema isolés, mais des lignes de niveau
lisses. Cela suggère une nouvelle extension de l’EMD en dimension 2 fondée sur ces
critères, adaptée à l’analyse d’ondes planes modulées.
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Conclusion
Nous avons étudié tout au long de cette thèse diﬀérentes classes de méthodes pour
l’analyse des signaux multicomposantes, reposant sur diﬀérentes caractérisations de
ces signaux. L’EMD se focalise ainsi sur la symétrie des enveloppes de chaque mode,
alors que les décompositions basées sur la TFCT ou la TOC s’intéressent à leur
structure en ridges dans les plans TF ou TE, la réallocation et le synchrosqueezing se
concentrant quant à elles sur la qualité de la représentation. Pour chaque approche,
nous avons proposé des variantes ou des généralisations qui améliorent les résultats,
renforcent le cadre théorique ou étendent le domaine d’application des décompositions.
L’analyse de signaux multicomposantes par de telles méthodes permet la mise en
oeuvre d’applications classiques de traitement du signal, dont certaines ont été
présentées dans cette thèse : cela inclut l’estimation des grandeurs instantanées, la
séparation des modes ou le débruitage.
L’évaluation globale et la comparaison des diﬀérentes décompositions n’est pas
aisée, car leurs performances dépendent grandement des applications et des types
de signaux considérés. On a vu cependant au cours de ce travail plusieurs critères
quantitatifs : évaluer la parcimonie renseigne sur la qualité de la représentation, et
l’on peut facilement calculer les performances de démodulation et de reconstruction
pour des signaux multicomposantes synthétiques. Pour comparer les diﬀérentes
méthodes de manière plus générale, nous retiendrons les conclusions suivantes, qui
dépendent de critères plus qualitatifs.
• Qualité de la représentation : si l’objectif est la visualisation de cartes
temps-fréquence concentrées à partir de signaux multicomposantes, les mé-
thodes basées sur la réallocation semblent les plus eﬃcaces. Si l’on souhaite
par ailleurs reconstruire directement des modes, le synchrosqueezing du second
ordre de la section 3.5 semble parfaitement adapté.
• Débruitage de signaux : plusieurs tests sur des signaux bruités ont illustré
au chapitre 1 les inconvénients de l’EMD pour l’analyse de signaux bruités.
Diﬀérentes méthodes permettent de contourner le problème, grâce à des post-
Chapitre 4. Transformée en ondelettes et synchrosqueezing monogène
traitements, des répétitions aléatoires (EEMD) ou une meilleure détection
des extrema (EMD-NI), mais aucune n’est pleinement satisfaisante. L’EMD
semble bien adaptée pour traiter le bruit en moyenne, mais reste trop instable
pour donner de bons résultats de débruitage. Un phénomène similaire apparaît
pour le SST ou la réallocation : la structure du bruit est bien mise en valeur,
mais cela perturbe fortement les ridges. De ce point de vue, les méthodes
de reconstruction par intégration locale développées au chapitre 2 semblent
clairement les plus eﬃcaces.
• Adaptativité et généralité : toutes les méthodes discutées dans cette thèse
sont adaptatives, dans le sens où elles s’adaptent aux variations du contenu
fréquentiel, aux modulations. Mais l’EMD possède deux caractéristiques qui
la rendent plus générale que les autres méthodes. D’une part, elle gère naturel-
lement des formes d’onde non harmoniques (provenant de phénomènes non
linéaires), pourvu qu’elles possèdent exactement un maximum et un minimum
par période. D’autre part, l’EMD ne nécessite aucun paramétrage, les valeurs
par défaut du critère d’arrêt fonctionnant dans quasiment tous les cas.
• Incertitude et séparation : on a vu que l’EMD ne permet pas de séparer
deux modes qui ont des fréquences instantanées trop proches, car sa résolution
fréquentielle dépend de la détection des extrema. Dans cette optique, l’EMD-
NI oﬀre une alternative intéressante, qui augmente cette résolution grâce à
une meilleure détection des extrema. Pour les méthodes temps-fréquence, on
ajuste facilement la résolution fréquentielle en choisissant la taille de la fenêtre
d’analyse. On peut ainsi séparer deux modes arbitrairement proches, pourvu
que leurs modulations soient suﬃsamment faibles.
• Détection des modes et démodulation : c’est sûrement le point le plus
diﬃcile à évaluer. Chaque méthode fonctionne correctement sur des superposi-
tions idéales d’ondes modulées, bien séparées en fréquence. On a vu comment
les alternatives proposées dans cette thèse améliorent les résultats sur de
tels signaux par rapport aux méthodes originelles. Pour les méthodes temps-
fréquence, l’intérêt de considérer un développement d’ordre 2 pour prendre en
compte la modulation fréquentielle a été clairement démontré. Concernant le
choix de la classe de méthode (EMD, ridges, SST), il dépend fortement des ca-
ractéristiques des modes. Pour des signaux réels possédant des intermittences,
des singularités, et dégradés par du bruit, la comparaison entre ces méthodes
est diﬃcile, car les performances dépendent fortement du détecteur de ridges
utilisé.
• Caractère bien posé de la méthode : comme on l’a vu, l’EMDOS ne
résout pas tous les problèmes théoriques soulevés par l’EMD. Si l’on s’intéresse
à la représentation TF, les méthodes temps-fréquence des chapitres 2 et 3
restent bien mieux formalisées. Pour l’extraction des modes en revanche, on
ne dispose pas de garanties théoriques sur le détecteur de ridges.
• Facilité d’utilisation : c’est un point important, qui explique en partie le
succès de l’EMD. Cette dernière repose en eﬀet sur un algorithme simple
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et des concepts intuitifs, la symétrie des enveloppes et la moyenne locale.
Nécessitant en outre peu de paramétrage, elle peut être facilement testée dans
de nombreuses situations. Les autres méthodes restent plus compliquées en
terme de compréhension, de temps de calcul ou de paramétrage.
• Compression de signaux ou d’images : bien que non traitée ici, cette
application semble assez naturelle. Par déﬁnition, un mode AM–FM a en eﬀet
une amplitude et une fréquence instantanée qui varient faiblement par rapport
à sa fréquence centrale. Ces grandeurs peuvent ainsi être échantillonnées à une
cadence bien plus lente que la fréquence de Nyquist du signal lui-même. Dans
cette optique, toutes les méthodes évoquées ici semblent intéressantes.
Perspectives
Les diverses méthodes étudiées dans cette thèse reﬂètent la richesse des approches
permettant l’analyse locale multiéchelle des variations des signaux. Cela tient à la
diversité des points de vue, des applications, et comme souvent à la présence de
diﬀérentes communautés scientiﬁques concernées. Pour conclure cette thèse, on se
propose ici d’évoquer de manière non exhaustive les principales perspectives. On
commencera par les développements qui nous paraissent importants à court terme,
pour ensuite proposer deux pistes plus globales.
Des résultats théoriques pour le synchrosqueezing d’ordre 2
Comme remarqué dans le chapitre 3, les deux généralisation du SST adaptées aux
fortes modulations fréquentielles ne sont pas étayées par des résultats théoriques. On
aimerait pourtant disposer d’un résultat similaire aux théorèmes 3.3.2 et 3.3.1, mais
prenant en compte des superpositions de chirps linéaires. Dans le cas du synchros-
queezing oblique, on pourrait déjà montrer qu’il fournit une représentation inversible
idéale pour les chirps linéaires. Le cas des perturbations de chirps semble cependant
diﬃcile à traiter, car il faudrait alors s’assurer que les domaines d’intégration Iτ
sont tous disjoints lorsque τ varie. En ce qui concerne le synchrosqueezing vertical
d’ordre 2, l’objectif semble assez raisonnable, dans la mesure où l’on dispose déjà
des théorèmes 2.4.3 et 2.4.4 pour un seul mode. Le cas multicomposantes ne devrait
pas poser de problèmes insurmontables, quitte à supposer une condition forte de
séparation fréquentielle.
Mise en oeuvre et applications du synchrosqueezing monogène
Le chapitre 4 donne un cadre théorique clair au synchrosqueezing monogène, mais
ne présente pas d’applications réelles de cette transformée. Une étude ultérieure
devra montrer l’intérêt du MSST pour l’analyse de certains types d’images, en le
comparant à la TOM ou bien aux décompositions discrètes comme la “dual-tree
wavelet transform” [Selesnick 2005]. Le principal obstacle à cette mise en oeuvre est
la nécessité de disposer d’un détecteur de ridges eﬃcace, adapté à la dimension 2 et
à la nature parcimonieuse du synchrosqueezing.
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Le problème de l’estimation des ridges
En fait, le problème de l’estimation des ridges est un point crucial, également en
dimension 1, qui empêche de comparer toutes les diﬀérentes méthodes. Par exemple,
s’il est clair que la réallocation fournit une représentation plus compacte des signaux
multicomposantes, l’estimation des ridges à partir d’une transformée réallouée avec
notre algorithme naïf n’est pas toujours meilleure que l’estimation directe à partir
de la transformée non réallouée. En eﬀet, la réallocation concentre la représentation,
mais la rend en même temps irrégulière, alors que la régularité de la TFCT ou de la
TOC peut être exploitée lors de la détection des ridges. Il nous paraît donc important
de construire un détecteur de ridges bien adapté aux représentations réallouées. On
pourrait pour cela se tourner vers des approches plus “discrètes”, comme l’estimation
de variétés à partir d’un nuage de points, ou bien vers des approches de traitement
d’image comme les contours actifs, déjà parfois utilisées [Terrien 2008].
Résultats d’estimation
Un problème lié est la gestion du bruit. Alors que la TOC ou la TFCT d’un signal
bruité sont bien connues, la structure de leur transformée réallouée n’a pas été clai-
rement étudiée, empêchant la mise au point d’un détecteur de ridge robuste pour les
transformées réallouées. On souhaiterait disposer de résultats d’estimation, similaires
aux théorèmes 3.3.2 et 3.3.1 mais pour des signaux aléatoires. Cela ouvrirait la voie
également à l’étude des processus aléatoires utilisant des transformées réallouées.
La comparaison avec les approches parcimonieuses
Enﬁn, une perspective qui nous semble particulièrement importante est la comparai-
son avec les approches par dictionnaire. Ces dernières années, avec le développement
des algorithmes de programmation convexe, cette classe de méthodes a été utilisée avec
succès dans de nombreux domaines, y compris pour des applications traditionnelles
des méthodes temps-fréquence. Pour ne citer qu’un exemple, la détection des chirps
émis par les ondes gravitationnelles fait actuellement l’objet de deux expériences
internationales, qui utilisent des approches par poursuite de dictionnaires de chirplets
[Candes 2008, Chassande-Mottin 2006]. Mais dans de telles approches, la modula-
tion fréquentielle φ′′(t) est codée nécessairement dans les atomes du dictionnaire,
alors qu’elle est prise en compte naturellement dans les méthodes temps-fréquence
traditionnelles.
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Annexes
A Synchrosqueezing de Fourier
Démontrons le théorème 3.3.2, pour le synchrosqueezing de la TFCT. On suivra
globalement les étapes de la preuve dans [Daubechies 2011] : on s’intéresse d’abord
aux estimations de Vf , de ωˆf , puis on montre la validité de ces approximations à εν
près, dans chaque bande Zk. La preuve est plus simple que dans le cas de la TOC,
car les bornes d’erreur sont uniformes en la fréquence η.
Lemme A.1. Soit f ∈ B∆,ε, on a pour tout (η, t) ∈ R2,∣∣∣∣∣Vf (η, t)−
K∑
k=1
fk(t)gˆ(η − φ′k(t))
∣∣∣∣∣ ≤ εΓ1(t),
avec Γ1(t) = KI1 + πI2
∑K
k=1Ak(t), et les In sont les “moments positifs” In =∫
R
|x|n|g(x)| dx.
Démonstration. Il suﬃt d’utiliser le théorème d’approximation 2.4.1 sur chaque mode
fk, en se servant de la linéarité de la TFCT.
On approche à présent ∂tVf de la même manière.
Lemme A.2. Soit f ∈ B∆,ε, on a pour tout (η, t) ∈ R2,∣∣∣∣∣∂tVf (η, t)− 2iπ
K∑
k=1
fk(t)φ
′
k(t)gˆ(η − φ′k(t))
∣∣∣∣∣ ≤ ε (Γ2(t) + 2π|η|Γ1) , (50)
avec Γ2(t) = KI
′
1 + πI
′
2
∑K
k=1Ak(t), et les I
′
n sont les “moments positifs” de g
′ :
I ′n =
∫
R
|x|n|g′(x)| dx.
Démonstration. Remarquons tout d’abord que, comme f ∈ L∞(R)⋂ C1(R) et g ∈
S(R), ∂tVf est bien déﬁnie, et l’on peut dériver sous l’intégrale. On obtient :
∂tVf (η, t) = −
∫
R
f(τ)g′(τ − t)e−2iπη(τ−t) dτ + 2iπηVf (η, t).
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Comme g′ est aussi dans S(R), on peut appliquer le lemme A.1 au premier terme de
cette équation, ce qui donne∣∣∣∣∫
R
f(τ) g′(τ − t)e−2iπη(τ−t) dτ −
K∑
k=1
fk(t)ĝ′(η − φ′k(t))
∣∣∣∣∣ ≤ εΓ2(t). (51)
On écrit alors :
K∑
k=1
fk(t)ĝ′(η − φ′k(t)) = 2iπ
K∑
k=1
fk(t)(η − φ′k(t))gˆ(η − φ′k(t)). (52)
On a donc :∣∣∣∣∣∂tVf (η, t)− 2iπ
K∑
k=1
fk(t)φ
′
k(t)gˆ(η − φ′k(t))
∣∣∣∣∣ ≤ εΓ2(t)+2π|η|
∣∣∣∣∣Vf (η, t)−
K∑
k=1
fk(t)gˆ(η − φ′k(t))
∣∣∣∣∣ ,
Il suﬃt d’appliquer le Lemme A.1, et l’on obtient la majoration souhaitée (50).
On s’intéresse à présent à la séparation des modes, et à la valeur de Vf loin des
ridges.
Lemme A.3. Si ε est assez petit, |Vf (η, t)| > εν seulement s’il existe 1 ≤ k ≤ K tel
que (η, t) ∈ Zk, où les ensembles Zk sont les bandes du plan temps-fréquence définies
par |η − φ′k(t)| < ∆.
Démonstration. On suppose que ε est suﬃsamment petit, c’est-à-dire que pour tout
t,
ε ≤ Γ1(t)
−1
1−ν . (53)
Remarquons qu’un tel ε > 0 existe, car Γ1 est borné par KI1 + π
∑
k ‖Ak‖∞ I2. Si
(η, t) 6∈ ⋃Kk=1 Zk, le Lemme A.1 donne
|Vf (η, t)| ≤ εΓ1(t) ≤ εν .
Par contraposée, on a donc montré que si |Vf (η, t)| > εν , il existe au moins un k tel
que (η, t) ∈ Zk. Remarquons également que par l’hypothèse de séparation, les Zk
sont disjoints, l’entier k est donc unique.
On s’intéresse à présent à l’approximation de l’opérateur ωˆf .
Lemme A.4. Soit 1 ≤ k ≤ K et (η, t) tels que |η − φ′k(t)| < ∆ et |Vf (η, t)| > εν .
Alors,
|ωˆf (η, t)− φ′k(t)| ≤
[
(2φ′k(t) + ∆)Γ1(t) +
1
2π
Γ2(t)
]
ε1−ν .
Démonstration. On écrit
|ωˆf (η, t)− φ′k(t)|
≤
∣∣∣∣∂tVf (η, t)− 2iπφ′k(t)fk(t)gˆ(η − φ′(t))2iπVf (η, t)
∣∣∣∣+ ∣∣∣∣φ′k(t)(fk(t)gˆ(η − φ′k(t))− Vf (η, t))Vf (η, t)
∣∣∣∣
≤ εΓ2(t) + 2π|η|εΓ1(t)
2πεν
+ φ′k(t)
εΓ1(t)
εν
≤
[
(|η|+ φ′k(t))Γ1(t) +
1
2π
Γ2(t)
]
ε1−ν .
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On a utilisé les Lemmes A.1 et A.2 pour majorer le numérateur de chaque terme,
en remarquant que seul le terme en fk est non nul (Lemme A.3). Il suﬃt ensuite
d’écrire |η| ≤ φ′k(t) + ∆, pour conclure.
Les lemmes A.3 et A.4 correspondent aux 2 premières assertions du théorème
3.3.2. On peut à présent démontrer le dernier point de ce théorème, qui concerne la
reconstruction des modes. On va montrer que pour tout k ∈ {1 · · · ,K} il existe une
constante C telle que pour tout t ∈ R,∣∣∣∣∣limδ→0
(∫
|ω−φ′
k
(t)|<εν
T δ,ε
ν
f (ω, t) dω
)
− fk(t)
∣∣∣∣∣ ≤ Cεν . (54)
Démonstration. Soit t ∈ R ﬁxé, on écrit :
lim
δ→0
∫
|ω−φ′
k
(t)|<εν
T δ,ε
ν
f (ω, t) dω
= lim
δ→0
∫
|ω−φ′
k
(t)|<εν
1
g(0)
∫
|Vf (η,t)|>εν
Vf (η, t)
1
δ
ρ
(
ω − ωˆf (η, t)
δ
)
dηdω (55)
= lim
δ→0
∫
|Vf (η,t)|>εν
1
g(0)
Vf (η, t)
∫
|ω−φ′
k
(t)|<εν
1
δ
ρ
(
ω − ωˆf (η, t)
δ
)
dωdη (56)
=
1
g(0)
∫
|Vf (η,t)|>εν
Vf (η, t) lim
δ→0
∫
|ω−φ′
k
(t)|<εν
1
δ
ρ
(
ω − ωˆf (η, t)
δ
)
dωdη (57)
=
1
g(0)
∫
{|Vf (η,t)|>εν}
⋂{|ωˆf (η,t)−φ′k(t)|<εν}
Vf (η, t) dη, (58)
où l’on utilise le théorème de Fubini pour l’équation (56) et le théorème de convergence
dominée pour (57). En eﬀet, le lemme A.3 montre que l’ensemble {η / |Vf (η, t)| > εν}
est inclus dans l’ensemble borné
⋃
k Zk(t), où Zk(t) = (φ
′
k(t)−∆, φ′k(t) + ∆). Par
ailleurs, toutes les fonctions sont bornées, donc intégrables. Pour l’équation (58), on
utilise à nouveau le théorème de convergence dominée sur cette approximation de
l’unité.
On aimerait à présent montrer que l’intervalle d’intégration de l’équation (58),
que l’on notera X = {|Vf (η, t)| > εν}
⋂{|ωˆf (η, t)−φ′k(t)| < εν}, est égal à l’ensemble
suivant :
Y = {|Vf (η, t)| > εν}
⋂
{|η − φ′k(t)| < ∆}.
Remarquons d’abord que si η vériﬁe |Vf (η, t)| > εν , le lemme A.3 montre qu’il existe
un unique l tel que |η − φ′l(t)| < ∆. Si l 6= k, on peut écrire
|ωˆf (η, t)− φ′k(t)| ≥ |φ′l(t)− φ′k(t)| − |ωˆf (η, t)− φ′l(t)|
≥ 2∆− εν ,
par le Lemme A.4. Si ε est suﬃsament petit, i.e. s’il vériﬁe
εν < ∆, (59)
on obtient |ωˆf (η, t) − φ′k(t)| > εν . Cela montre que X ⊂ Y . Réciproquement, si
η ∈ Y , le Lemme A.4 montre que
|ωˆf (η, t)− φ′k(t)| ≤
[
(2φ′k(t) + ∆)Γ1(t) +
1
2π
Γ2(t)
]
ε1−ν .
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Si ε est suﬃsamment petit, c’est-à-dire q’il vériﬁe pour tout t et tout k :
ε <
[
(2φ′k(t) + ∆)Γ1(t) +
1
2π
Γ2(t)
] −1
1−2ν
, (60)
alors par le lemme A.3, on a :
|ωˆf (η, t)− φ′k(t)| ≤
[
(2φ′k(t) + ∆)Γ1(t) + Γ2(t)
]
ε1−ν < εν .
On obtient bien l’égalité des ensembles, X = Y .
Finalement, on peut majorer l’erreur de reconstruction de la manière suivante :∣∣∣∣∣limδ→0
(∫
|ω−φ′
k
(t)|<εν
T δ,γf (ω, t) dω
)
− fk(t)
∣∣∣∣∣
=
∣∣∣∣∣ 1g(0)
∫
{|Vf (η,t)|>εν}
⋂{|η−φ′
k
(t)|<∆}
Vf (η, t) dη − fk(t)
∣∣∣∣∣
=
∣∣∣∣∣ 1g(0)
∫
{|η−φ′
k
(t)|<∆}
Vf (η, t) dη − fk(t)− 1
g(0)
∫
{|η−φ′
k
(t)|<∆}⋂{|Vf (η,t)|≤εν}
Vf (η, t) dη
∣∣∣∣∣
≤
∣∣∣∣∣ 1g(0)
∫
{|η−φ′
k
(t)|<∆}
Vf (η, t) dη − fk(t)
∣∣∣∣∣+ 2∆g(0)εν
≤
∣∣∣∣∣ 1g(0)
∫
{|η−φ′
k
(t)|<∆}
fk(t)gˆ(η − φ′k(t)) dη − fk(t)
∣∣∣∣∣
+
1
g(0)
∫
{|η−φ′
k
(t)|<∆}
∣∣Vf (η, t)− fk(t)gˆ(η − φ′k(t))∣∣ dη + 2∆g(0)εν
≤ 0 + 2∆
g(0)
εΓ1(t) +
2∆
g(0)
εν .
L’hypothèse ε assez petit de l’équation (53) donne enﬁn :∣∣∣∣∣limδ→0
(∫
|ω−φ′
k
(t)|<εν
T δ,γf (ω, t) dω
)
− fk(t)
∣∣∣∣∣ ≤ 4∆g(0)εν .
Ceci conclut la preuve du théorème 3.3.2, la constante C valant 4∆g(0) , ne dépendant
pas de t.
Remarque : Cette preuve explicite les conditions sur ε, qui doit ainsi vériﬁer les
relations (53), (59) et (60). Si l’on considère une superposition de modes réels de
la forme fk(t) = A(t) cos(2πφk(t)) et que l’on adapte la reconstruction en prenant
2 fois la partie réelle, cette preuve reste valable, pourvu que
⋃
k Zk ⊂ R+. Ceci est
vériﬁé si toutes les fréquences instantanées φ′k sont supérieures à ∆.
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B Calcul dans le corps des quaternions
Dans cette section, nous introduisons rapidement l’algèbre des quaternions H, leurs
propriétés et les moyens de calculer. On pourra trouver une présentation plus détaillée
par exemple dans [Sudbery 1979].
H est l’espace vectoriel de dimension 4 engendré par {1, i, j, k}, c’est-à-dire que tout
quaternion s’écrit q = q0 + q1i + q2j + q3k, où le produit d’algèbre est déﬁni par
i2 = j2 = k2 = −1 et ij = −ji = k, jk = −kj = i, ki = −ik = j.
Étant donné un quaternion q = q0 + q1i + q2j + q3k, on déﬁnit :
• sa partie réelle : Re(q) = q0,
• sa partie vectorielle : Vect(q) = (q1, q2, q3) ∈ R3.
Si Re(q) = 0, q = q1i + q2j + q3k est dit quaternion pur.
Le conjugé du quaternion q est q = q0 − q1i− q2j− q3k, et sa norme (son module)
est déﬁni par :
|q| =
√
qq =
√
q20 + q
2
1 + q
2
2 + q
2
3
Pour tout (q, q′) ∈ H2,
qq′ = q′ q et |qq′| = |q| |q′| .
Par ailleurs, les quaternions sont une algèbre à division, c’est-à-dire que tout quater-
nion non nul admet un inverse :
q−1 =
q
|q|2 . (61)
Remarquons que l’on a q−1 = q|q|2 = (q)
−1. L’ensemble des quaternions unitaires
{q ∈ H ; |q| = 1} sera noté S3.
La fonction exponentielle s’étend sur H par
exp : q 7→ eq =
+∞∑
ℓ=0
qℓ
ℓ!
,
qui converge car exp(|q|) converge. En utilisant cette fonction exponentielle, on voit
que tout quaternion de S3 (|q| = 1) tel que V ect(q) 6= 0 peut s’écrire sous la forme :
q = (cosϕ+n sinϕ) = eϕn avec n =
V ect(q)
|V ect(q)| , cosϕ = Re(q) et sinϕ = |V ect(q)|
(62)
ce qui donne une extension de l’exponentielle complexe. Remarquons que la propriété
eµeν = eµ+ν n’est plus satisfaite, les quaternions n’étant pas commutatifs. La forme
polaire d’un quaternion q est donc donnée par :
q = |q| (cosϕ+ n sinϕ) = |q| eϕn (63)
où n est un quaternion unitaire pur : n = a i + b j + c k avec a2 + b2 + c2 = 1, et
ϕ ∈ R. Si (ϕ, n) ∈ R× S3 vériﬁe (63), on dit que ϕ est l’argument scalaire de q, et
que n est son orientation vectorielle.
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Un quaternion de la forme q = q0+ q1i + q2j avec (q0, q1, q2) ∈ R3 (q4 = 0) est appelé
vecteur de Cliﬀord. Remarquons que si q = a0 + a1i + a2j et q′ = a′0 + a
′
1i + a
′
2j avec
(a0, a1, a2), (a
′
0, a
′
1, a
′
2) ∈ R3, alors
qq′ = q′ × q . (64)
Dans ce cas, l’orientation vectorielle de q s’écrit :
n = ai + bj avec a2 + b2 = 1 .
Il existe alors θ ∈ R tel que n = cos θ i + sin θ j. Notamment, q admet la forme
polaire
q = |q| (cosϕ+ sinϕ cos θ i + sinϕ sin θ j) = |q| eϕ(cos θi+sin θj) . (65)
Si (ϕ, θ) ∈ R2 vériﬁe (65), on dit que ϕ est l’argument scalaire de q et que θ est
son orientation scalaire. On remarque que ϕ et θ sont également les angles d’Euler
associés au vecteur
q0q1
q2
 ∈ R3.
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C Preuves du Chapitre 4
C.1 Preuve de la Proposition 4.4.1
Nous démontrons la Proposition 4.4.1 en plusieurs étapes.
Un résultat préliminaire
On a d’abord besoin du résultat suivant :
Lemme C.1. Supposons que F est une IMMF de précision ε de la forme (4.17).
Pour tout y, h ∈ R2 on a les estimations suivantes :
|A(y + h)−A(y)| ≤ ε
(
|h||∇ϕ(y)|+ |h|2M
2
)
, (66)
| cos θ(y + h)− cos θ(y)| ≤ ε
(
|h||∇ϕ(y)|+ |h|2M
2
)
, (67)
| sin θ(y + h)− sin θ(y)| ≤ ε
(
|h||∇ϕ(y)|+ |h|2M
2
)
, (68)
|∇ϕ(y + h)−∇ϕ(y)| ≤ ε
(
|h||∇ϕ(y)|+ |h|2M
2
)
, (69)
où M est la constante définie en (4.19).
Démonstration. On démontrera seulement l’inégalité (66), les autres estimations
étant obtenues de la même manière. Observons que :
A(y + h)−A(y) =
∫ 1
0
∇A(y + th) · h dt
par hypothèse (4.20), ∇A varie faiblement devant ∇ϕ, et donc :
|A(y + h)−A(y)| ≤ ε|h|
∫ 1
0
|∇ϕ(y + th)|dt
par le théorème de Taylor-Lagrange, on a pour tout t :
|∇ϕ(y + th)| ≤ |∇ϕ(y)|+ |∇ϕ(y + th)−∇ϕ(y)|
≤ |∇ϕ(y)|+ t|h|max
i1,i2
(
sup
y∈R2
|∂2xi1 ,xi2ϕ(y)|
)
≤ |∇ϕ(y)|+Mt|h| ,
en utilisant (4.19) sur les dérivées partielles d’ordre 2 de ϕ. Pour résumer,
|A(y+h)−A(y)| ≤ ε|h|
∫ 1
0
|∇ϕ(y)|dt+εM |h|2
∫ 1
0
tdt ≤ ε
(
|h||∇ϕ(y)|+M |h|
2
2
)
.
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Preuve de la Proposition 4.4.1
Preuve du point (1) de la Proposition 4.4.1
Par déﬁnition de la TOC de F ,
WF (a, b) =
∫
R2
A(x)eϕ(x)nθ(x)a−1ψ
(
x− b
a
)
dx .
On décompose cette expression en trois termes :
WF (a, b) = a
−1A(b)
∫
R2
eϕ(x)nθ(b)ψ
(
x−b
a
)
dx
+a−1A(b)
∫
R2
[
eϕ(x)nθ(x) − eϕ(x)nθ(b)
]
ψ
(
x−b
a
)
dx
+a−1
∫
R2
[A(x)−A(b)] eϕ(x)nθ(x)ψ (x−ba ) dx .
(70)
Remarquons que
ϕ(x) = ϕ(b) +∇ϕ(b) · (x− b) +
∫ 1
0
[∇ϕ(b+ t(x− b))−∇ϕ(b)] · (x− b)dt . (71)
On pose u = x−ba et on utilise l’équation (4.28) avec k = ∇ϕ(b). On en déduit :
a−1
∫
R2
e(ϕ(b)+∇ϕ(b)·(x−b))nθ(b)ψ
(
x− b
a
)
dx = eϕ(b)nθ(b) aψ̂(a∇ϕ(b)) . (72)
En combinant les équations (96), (71) et (72), il vient :
WF (a, b)− aψ̂(a∇ϕ(b))
(
A(b) eϕ(b)nθ(b)
)
= A(b)
∫
R2
e(ϕ(b)+∇ϕ(b)·(x−b))nθ(b)
(
enθ(b)
∫ 1
0 [∇ϕ(b+t(x−b))−∇ϕ(b)]·(x−b)dt − 1
)
a−1ψ
(
x− b
a
)
dx
+A(b)
∫
R2
[
eϕ(x)nθ(x) − eϕ(x)nθ(b)
]
a−1ψ
(
x− b
a
)
dx
+
∫
R2
[A(x)−A(b)] eϕ(x)nθ(x)a−1ψ
(
x− b
a
)
dx .
Donc ∣∣∣WF (a, b)− aψ̂(a∇ϕ(b))(A(b) eϕ(b)nθ(b))∣∣∣
≤ a−1A(b)
∫
R2
∣∣∣e[∫ 10 [∇ϕ(b+t(x−b))−∇ϕ(b)]·(x−b)dt]nθ(b) − 1∣∣∣ ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
+a−1A(b)
∫
R2
∣∣∣eϕ(x)nθ(x) − eϕ(x)nθ(b)∣∣∣ ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
+a−1
∫
R2
|A(x)−A(b)|
∣∣∣∣ψ(x− ba
)∣∣∣∣ dx .
On majore à présent les trois termes :
a−1A(b)
∫
R2
∣∣∣e[∫ 10 ([∇ϕ(b+t(x−b))−∇ϕ(b)]·(x−b))dt]nθ(b) − 1∣∣∣ ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ a−1A(b)
∫
R2
[∫ 1
0
|(∇ϕ(b+ t(x− b))−∇ϕ(b)) · (x− b)| dt
] ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx .
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En utilisant l’inégalité (69) avec y = b et h = t(x− b), on obtient :
a−1A(b)
∫
R2
[∫ 1
0
|(∇ϕ(b+ t(x− b))−∇ϕ(b)) · (x− b)| dt
] ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ εa−1A(b)
∫
R2
[∫ 1
0
(|t||x− b|2 |∇ϕ(b)|+M |t|2 |x− b|
3
2
)dt
] ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ εa−1A(b)
∫
R2
[ |x− b|2
2
|∇ϕ(b)|+M |x− b|
3
6
]
·
∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ εA(b)
(
a3
2
|∇ϕ(b)| I2 + a
4
6
MI3
)
(73)
où l’on a posé u = x−ba dans la dernière intégrale.
Pour le deuxième terme, comme
eϕ(x)nθ(x) − eϕ(x)nθ(b) = sin(ϕ(x))(nθ(x) − nθ(b)) ,
on a :
a−1A(b)
∫
R2
∣∣∣eϕ(x)nθ(x) − eϕ(x)nθ(b)∣∣∣ ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ a−1A(b)
∫
R2
∣∣nθ(x) − nθ(b)∣∣ ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ εa−1A(b)
√
2
∫
R2
(
|x− b||∇ϕ(b)|+ |x− b|2M
2
) ∣∣∣∣ψ(x− ba
)∣∣∣∣ dx
≤ εa2A(b)
√
2
∫
R2
(
|u||∇ϕ(b)|+ a|u|2M
2
)
|ψ(u)|du
≤ εA(b)
√
2
(
a2|∇ϕ(b)|I1 + a3M
2
I2
)
(74)
Finalement, en utilisant (66), on majore de la même manière le dernier terme :
a−1
∫
R2
|A(x)−A(b)|
∣∣∣∣ψ(x− ba
)∣∣∣∣ dx ≤ ε (a2|∇ϕ(b)|I1 + a3M2 I2
)
. (75)
En combinant les équations (73, 74 et 75), on obtient :
|WF (a, b) −aψ̂(a∇ϕ(b))A(b)eϕ(b)nθ(b)
∣∣∣
≤ εa2A(b)
((
a
2
|∇ϕ(b)| I2 + a
2
6
MI3
)
+
√
2
(
|∇ϕ(b)|I1 + aM
2
I2
))
+ εa2
(
|∇ϕ(b)|I1 + aM
2
I2
)
ce qui donne (4.30).
Preuve du point (2) de la 4.4.1
Comme A ∈ L∞(R2) et ψ ∈W 1,1(R2), on a :
∂biWF (a, b) = −
∫
R2
A(x)eϕ(x)nθ(x)a−2∂xiψ
(
x− b
a
)
dx .
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Comme précédemment, nous séparons cette expression en trois termes :
∂biWF (a, b) = −a−2A(b)
∫
R2
eϕ(x)nθ(b)∂xiψ
(
x−b
a
)
dx
−a−2A(b) ∫
R2
(
eϕ(x)nθ(x) − eϕ(x)nθ(b)) ∂xiψ (x−ba ) dx
−a−2 ∫
R2
[A(x)−A(b)] eϕ(x)nθ(x)∂xiψ
(
x−b
a
)
dx
(76)
Nous utilisons à nouveau les équations (71) et (4.28) avec k = ∇ϕ(b), ce qui donne :
−a−2
∫
R2
e(ϕ(b)+∇ϕ(b)·(x−b))nθ(b)∂xiψ
(
x− b
a
)
dx = eϕ(b)nθ(b) ∂biϕ(b)nθ(b) aψ̂(a∇ϕ(b)) .
(77)
Ainsi, on en déduit∣∣∣∂biWF (a, b)− ∂biϕ(b)nθ(b) (aψ̂(a∇ϕ(b)))(A(b)eϕ(b)nθ(b))∣∣∣
≤ a−2A(b)
∫
R2
∣∣∣e(∫ 10 [∇ϕ(b+t(x−b))−∇ϕ(b)]·(x−b)dt)nθ(b) − 1∣∣∣ ∣∣∣∣∂xiψ(x− ba
)∣∣∣∣ dx
+a−2A(b)
√
2
∫
R2
∣∣nθ(x) − nθ(b)∣∣ ∣∣∣∣∂xiψ(x− ba
)∣∣∣∣ dx
a−2
∫
R2
|A(x)−A(b)|
∣∣∣∣∂xiψ(x− ba
)∣∣∣∣ dx
Une approche similaire au point (1) donne la borne suivante :∣∣∣∂biWF (a, b)− ∂biϕ(b)nθ(b) (aψ̂(a∇ϕ(b)))(A(b)eϕ(b)nθ(b))∣∣∣
≤ εA(b)
(
a2
2
|∇ϕ(b)| I ′2 +
a3
6
MI ′3
)
+εA(b)
√
2
(
a|∇ϕ(b)|I ′1 + a2
M
2
I ′2
)
+ε
(
a|∇ϕ(b)|I ′1 + a2
M
2
I ′2
)
ce qui conduit à l’estimation (2) de la Proposition 4.4.1, avec :
|R2(a, b)| ≤ A(b)
(
a
2
|∇ϕ(b)| I ′2 +
a2
6
MI ′3
)
+
(√
2A(b) + 1
)(
|∇ϕ(b)|I ′1 + a
M
2
I ′2
)
.
C.2 Preuve du théorème 4.4.1
Démontrons à présent le théorème 4.4.1. Pour i = 1, 2, on a par déﬁnition :
Λi(a, b) = (∂biWF (a, b)) (WF (a, b))
−1 .
Posons B = aψ̂(a∇ϕ(b))
(
A(b)eϕ(b)nθ(b)
)
. La proposition 4.4.1 implique :
|WF (a, b)−B| ≤ εa2 |R1(a, b)| , (78)
et
|∂biWF (a, b)− ∂biϕ(b)nθ(b)B| ≤ εa |R2(a, b)| , (79)
où R1(a, b) et R2(a, b) vériﬁent respectivement les inégalités (4.30) et (4.31). On a
donc pour i = 1, 2 :
Λi(a, b)−∂biϕ(b)nθ(b) =
[
∂biWF (a, b)− ∂biϕ(b)nθ(b)B + ∂biϕ(b)nθ(b)(B −WF (a, b))
]
[WF (a, b)]
−1 .
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En utilisant les équations (78) et (79), il vient :
|Λi(a, b)− ∂biϕ(b)nθ(b)| ≤ ε
[
a|R2(a, b)|+ a2|R1(a, b)||∂biϕ(b)|
] |WF (a, b)|−1 .
Par hypothèse, |WF (a, b)| > εν pour tout (a, b), ce qui donne (4.33). La dernière
estimation (4.34) vient du fait que pour tout a0 > 0
sup
(a,b)∈(0,a0)×R
(
a|R2(a, b)|+ a2|R1(a, b)||∇ϕ(b)|
)
<∞ .
Comme ν ∈ (0, 1/2), il existe un ε0 > 0 dépendant de a0 tel que pour tout 0 < ε ≤ ε0,
a|R2(a, b)|+ a2|R1(a, b)||∇ϕ(b)| ≤ ε2ν−1 ,
ce qui équivaut à
ε1−ν
(
a|R2(a, b)|+ a2|R1(a, b)||∇ϕ(b)|
) ≤ εν .
Cette dernière inégalité, ainsi que (4.33), montrent (4.34).
C.3 Preuve de la Proposition 4.4.2
La preuve de la Proposition 4.4.2 repose sur le Théorème 4.4.1 et sur le Lemme
suivant :
Lemme C.2. Soit F une IMMF de précision ε > 0. Si ε > 0 est suffisamment petit,
le signe de Re(∂b1WF (a, b)∂b2WF (a, b)) est le même que celui de ∂b1ϕ(b)∂b2ϕ(b).
Démonstration. Observons tout d’abord que le Théorème 4.4.1 implique que pour
tout (a, b) :
Λ1(a, b) = ∂b1ϕ(b)nθ(b) +O(ε
ν)
Λ2(a, b) = ∂b2ϕ(b)nθ(b) +O(ε
ν)
Alors,
Λ1(a, b)Λ2(a, b) = ∂b1ϕ(b)∂b2ϕ(b) +O(ε
ν) . (80)
Donc, pour ε > 0 assez petit, le signe de Λ1(a, b)Λ2(a, b) est celui de ∂b1ϕ(b)∂b2ϕ(b).
Pour terminer la preuve, nous établissons un rapport entre Λ1(a, b)Λ2(a, b) et
∂b1WF (a, b)∂b2WF (a, b). Remarquons d’abord que la déﬁnition des vecteurs de Clif-
ford Λ1(a, b),Λ2(a, b) (équation (4.32)) implique :
Re
(
Λ1(a, b)Λ2(a, b)
)
= Re
(
∂b1WF (a, b) (WF (a, b))
−1∂b2WF (a, b) (WF (a, b))−1
)
.
(81)
On utilise le fait que ∂biWF (a, b) et WF (a, b) sont tous deux des vecteurs de Cliﬀord.
En appliquant l’égalité (64) avec q = ∂b2WF (a, b) et q
′ = (WF (a, b))−1, il vient :
∂b2WF (a, b) (WF (a, b))
−1 = (WF (a, b))−1 × ∂b2WF (a, b) .
En utilisant l’équation (81), il vient
Re
(
Λ1(a, b)Λ2(a, b)
)
= Re
(
∂b1WF (a, b) ∂b2WF (a, b)
)
|WF (a, b)|−2 . (82)
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L’équation (80) devient alors
Re
(
∂b1WF (a, b) ∂b2WF (a, b)
)
|WF (a, b)|2 = ∂b1ϕ(b)∂b2ϕ(b) +O(ε
ν) ,
ce qui implique que Re
(
∂b1WF (a, b) ∂b2WF (a, b)
)
et ∂b1ϕ(b)∂b2ϕ(b) ont le même
signe pour ε > 0 suﬃsamment petit.
Démontrons à présent la Proposition 4.4.2.
Preuve de la Proposition 4.4.2
Le Théorème 4.4.1 montre directement que pour tous i = 1, 2 et (a, b) considérés :
||Λi(a, b)| − |∂biϕ(b)|| ≤ εν .
Comme ∂b1ϕ(b) est supposé toujours positif, on obtient (4.35). Comme par ailleurs
∂b2ϕ(b) et ∂b1ϕ(b)∂b2ϕ(b) ont même signe, le Lemme C.2 implique (4.36).
C.4 Preuve du Théorème 4.5.1
On démontrera le Théorème 4.5.1 en plusieurs étapes.
Lemme C.3. Soit F une fonctions de Aε,d. Pour tout (a, b), il y a au plus un
ℓ ∈ {1, · · · , L} tel que
|a|∇ϕℓ(b)| − 1| < ∆ . (83)
Remarque C.1. La Condition (83) est nécessaire pour avoir ψ̂(a∇ϕℓ(b)) 6= 0. Le
Lemme C.3 montre ensuite qu’il y a au plus un ℓ tel que ψ̂(a∇ϕℓ(b)) 6= 0. Ainsi,
chacune des deux sommes suivantes contient en chaque point au plus un terme :
L∑
ℓ=1
Aℓ(b) e
ϕℓ(b)nθℓ(b) aψ̂(a∇ϕℓ(b)) ,
et
L∑
ℓ=1
Aℓ(b) e
ϕℓ(b)nθℓ(b) aψ̂(a∇ϕℓ(b))∂iϕℓ(b)nθℓ(b) ,
Démonstration. On suit le même raisonnement que dans [Daubechies 2011]. Suppo-
sons qu’il existe (ℓ1, ℓ2) qui vériﬁent la condition (83) avec ℓ1 < ℓ2. On a alors pour
j = 1, 2,
a−2(1−∆)2 <
∣∣∣∣∂ϕℓj (b)∂x1
∣∣∣∣2 + ∣∣∣∣∂ϕℓj (b)∂x2
∣∣∣∣2 < a−2(1 + ∆)2 ,
ce qui entraîne∣∣∣∣∂ϕℓ1(b)∂x1
∣∣∣∣2 + ∣∣∣∣∂ϕℓ1(b)∂x2
∣∣∣∣2 + ∣∣∣∣∂ϕℓ2(b)∂x1
∣∣∣∣2 + ∣∣∣∣∂ϕℓ2(b)∂x2
∣∣∣∣2 > 2a−2(1−∆)2 ,
et ∣∣∣∣∂ϕℓ2(b)∂x1
∣∣∣∣2 + ∣∣∣∣∂ϕℓ2(b)∂x2
∣∣∣∣2 − ∣∣∣∣∂ϕℓ1(b)∂x1
∣∣∣∣2 − ∣∣∣∣∂ϕℓ1(b)∂x2
∣∣∣∣2 < 4a−2∆ .
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De plus, par hypothèse (4.38), pour tout i = 1, 2,∣∣∣∣∂ϕℓ2(b)∂xi
∣∣∣∣2−∣∣∣∣∂ϕℓ1(b)∂xi
∣∣∣∣2 ≥ ∣∣∣∣∂ϕℓ2(b)∂xi
∣∣∣∣2−∣∣∣∣∂ϕℓ2−1(b)∂xi
∣∣∣∣2 ≥ d [∣∣∣∣∂ϕℓ2(b)∂xi
∣∣∣∣+ ∣∣∣∣∂ϕℓ2−1(b)∂xi
∣∣∣∣]2 .
où l’on a utilisé l’hypothèse(4.39) :
||∂xiϕℓ2(x)| − |∂xiϕℓ2−1(x)|| ≥
∣∣∂xiϕℓ2(x)nθℓ(x) − ∂xiϕℓ2−1(x)nθℓ′ (x)∣∣
≥ d [|∂xiϕℓ2(x)|+ |∂xiϕℓ2−1(x)|] .
L’inégalité classique (u+ v)2 ≥ u2 + v2, valable pour u, v ≥ 0, montre que∣∣∣∣∂ϕℓ2(b)∂xi
∣∣∣∣2 − ∣∣∣∣∂ϕℓ1(b)∂xi
∣∣∣∣2 ≥ d
[∣∣∣∣∂ϕℓ2(b)∂xi
∣∣∣∣2 + ∣∣∣∣∂ϕℓ1(b)∂xi
∣∣∣∣2
]
.
En sommant sur i = 1, 2 il vient :
4a−2∆ > 2da−2(1−∆)2 ≥ 2da−2(1− 2∆) ,
c’est-à-dire
∆ > d/ [2(1 + d)] .
ce qui mène à une contradiction.
Lemme C.4. Soit F une superposition d’IMMFs de précision ε et d-séparées de la
forme (4.37). Pour tout (a, b) ∈ R∗+ × R2,∣∣∣∣∣WF (a, b)− a
L∑
ℓ′=1
ψ̂(a∇ϕℓ(b))
(
Aℓ(b) e
ϕℓ(b)nθℓ(b)
)∣∣∣∣∣ ≤ εa2Γ1(a, b) .
avec
Γ1(a, b) = I1
∑L
ℓ=1(
√
2Aℓ(b) + 1) |∇ϕℓ(b)|+ a I22
[∑L
ℓ=1Aℓ(b) (|∇ϕℓ(b)|+Mℓ)
]
+a I22
∑L
ℓ=1Mℓ + a
2 I3
6
∑L
ℓ=1Aℓ(b)Mℓ .
(84)
(In est défini dans (4.25)). En particulier,
• Si pour ℓ0 ∈ {1, · · · , L}
|a|∇ϕℓ0(b)| − 1| < ∆ . (85)
alors ∣∣∣WF (a, b)− aψ̂(a∇ϕℓ0(b))Aℓ0(b) eϕℓ0 (b)nθℓ0 (b)∣∣∣ ≤ εa2Γ1(a, b) . (86)
• S’il existe ℓ ∈ {1, · · · , L} pour lequel la condition (85) n’est pas vérifiée, alors
|WF (a, b)| ≤ εa2Γ1(a, b) . (87)
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Démonstration. Par hypothèse, F s’écrit
F =
L∑
ℓ=1
Aℓe
ϕℓnℓ ,
où pour chaque ℓ, Fℓ = Aℓeϕℓnℓ est une IMMF de précision ε. La Proposition 4.4.1
appliquée successivement à F1, · · · , FL et la linéarité de la TOC entraînent :∣∣∣∣∣WF (a, b)− a
L∑
ℓ=1
ψ̂(a∇ϕℓ(b))Aℓ(b) eϕℓ(b)nθℓ(b)
∣∣∣∣∣ ≤ εa2Γ1(a, b) .
Le reste de la preuve vient de la remarque C.1, qui montre que sous l’hypothèse (85),
la somme
L∑
ℓ=1
Aℓ(b) e
ϕℓ(b)nθℓ(b) aψ̂(a∇ϕℓ(b)) ,
se ramène à Aℓ0(b) e
ϕℓ0 (b)nθℓ0 (b) aψ̂(a∇ϕℓ0(b)), et 0 si la condition (85) n’est jamais
vériﬁée.
Lemme C.5. Soit F une superposition d’IMMFs de précision ε et d-séparées. Pour
tous a, b tels que
|a|∇ϕℓ(b)| − 1| < ∆ , (88)
on a pour i = 1, 2 :∣∣∣∂biWF (a, b)− a∂iϕℓ(b)nθℓ(b)ψ̂(a∇ϕℓ(b))(Aℓ(b)eϕℓ(b)nθℓ(b))∣∣∣ ≤ εaΓ2(a, b) , (89)
avec
Γ2(a, b) = I
′
1
∑L
ℓ=1 |∇ϕℓ(b)|(
√
2Aℓ(b) + 1) + a
I′2
2
∑L
ℓ=1
(
Mℓ +Aℓ(b)(
√
2Mℓ + |∇ϕℓ(b)|)
)
+ a2
I′3
6
∑L
ℓ=1Aℓ(b) Mℓ
(90)
(I ′n étant défini en (4.25)).
Démonstration. Comme pour le Lemme C.4, F s’écrit F =
∑L
ℓ=1Aℓe
ϕℓnℓ , où chaque
Fℓ = Aℓe
ϕℓnℓ est une IMMF de précision ε. La Proposition 4.4.1 appliquée successi-
vement aux F1, · · · , FL ainsi que la linéarité de la TOC entraînent :∣∣∣∣∣∂biWF (a, b)− a
L∑
ℓ′=1
∂iϕℓ′(b)nθℓ′ (b)ψ̂(a∇ϕℓ′(b))
(
Aℓ′(b)e
ϕℓ′ (b)nθℓ′ (b)
)∣∣∣∣∣ ≤ εaΓ2(a, b) .
La remarque C.1 montre que sous la condition (85), la somme
L∑
ℓ′=1
∂iϕℓ′(b)nθℓ′ (b)ψ̂(a∇ϕℓ′(b))
(
Aℓ′(b)e
ϕℓ′ (b)nθℓ′ (b)
)
,
se ramène à ∂iϕℓ(b)nθℓ(b)ψ̂(a∇ϕℓ(b))
(
Aℓ(b)e
ϕℓ(b)nθℓ(b)
)
.
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Lemme C.6. Soit F une superposition d’IMMFs de précision ε > 0 et d-séparées.
Soit ℓ ∈ {1, · · · , L}. pour tous a, b tels que
|a|∇ϕℓ(b)| − 1| < ∆ , (91)
on a pour i = 1, 2
|Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| ≤ aε1−ν (Γ2(a, b) + a|∇ϕℓ0(b)|Γ1(a, b)) . (92)
Démonstration. La preuve est similaire à celle du Théorème 4.4.1, en remplaçant les
majorations (78) et (79) par (86) et (89) respectivement.
On peut à présent démontrer le Théorème 4.5.1.
Preuve du Théorème 4.5.1
Pour cette preuve, nous introduisons les notations suivantes :
amin =
1−∆
maxℓ∈{1,··· ,L} supb∈R2(|∇ϕℓ(b)|)
, amax =
1 +∆
minℓ∈{1,··· ,L} infb∈R2(|∇ϕℓ(b)|)
.
Par hypothèse sur les phases ϕℓ, amin et amax sont toutes deux ﬁnies et positives.
Pour tout ℓ ∈ {1, · · · , L}, ε˜ > 0, b ∈ R2 et n ∈ S1, on déﬁnit également :
Bℓ(ε˜, n, b) = {k ∈ R2 ; max
i
|kin− ∂biϕℓ(b)nθℓ(b)| ≤ ε˜} .
On montre à présent le Théorème 4.5.1. Posons ε˜ = εν et ﬁxons ℓ ∈ {1, · · · , L}.
Montrons d’abord que
limδ→0
∫
S1
∫
Bℓ(ε˜,n,b) S
δ,ν
F,ε(b, k, n)dkdn
= 2π
∫
Aε,F (b)∩{a;maxi |Λi(a,b)−∂biϕℓ(b)nθℓ(b)|<ε˜}
a−2WF (a, b)da .
(93)
par déﬁnition de Sδ,νF,ε, on a∫
S1
∫
Bℓ(ε˜,n,b)
Sδ,νF,ε(b, k, n)dkdn
=
∫
S1
∫
Bℓ(ε˜,n,b)
(∫
Aε,F (b)
WF (a, b)δ
−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
da
a2
)
dkdn .
On utilise le théorème de Fubini. Remarquons que :∫
S1
∫
Bℓ(ε˜,n,b)
∫
Aε,F (b)
∣∣∣∣∣WF (a, b)δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)∣∣∣∣∣ daa2 dkdn
≤
∫
Aε,F (b)
a−2|WF (a, b)|
∫
S1
∫
R2
δ−2
2∏
i=1
∣∣∣∣h(ki − Re(Λi(a, b) n)δ
)∣∣∣∣ dkdnda
≤ 2π‖h‖2L1(R)
∫
Aε,F (b)
a−2|WF (a, b)|da < +∞ ,
où la dernière inégalité vient du fait que F est une somme ﬁnie d’IMMFs Fℓ, dont
les coeﬃcients vériﬁent (4.23) et (4.24) (cf. Remarque 4.4.1 pour plus de détails). Le
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théorème de Fubini donne :∫
S1
∫
Bℓ(ε˜,n,b)
Sδ,νF,ε(b, k, n)dkdn
=
∫
Aε,F (b)
a−2WF (a, b)
(∫
S1
∫
Bℓ(ε˜,n,b)
δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
dkdn
)
da .
Comme l’intégrande est majorée par :∣∣∣∣∣a−2WF (a, b)
(∫
S1
∫
Bℓ(ε˜,n,b)
δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
dkdn
)∣∣∣∣∣ ≤ 2π‖h‖2L1(R)a−2|WF (a, b)| ,
qui appartient à L1(Aε,F (b)), on peut appliquer le théorème de convergence dominée.
Finalement,
lim
δ→0
∫
S1
∫
Bℓ(ε˜,n,b)
Sδ,νF,ε(b, k, n)dkdn
=
∫
Aε,F (b)
a−2WF (a, b)
(
lim
δ→0
∫
S1
∫
Bℓ(ε˜,n,b)
δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
dkdn
)
da
=
∫
Aε,F (b)
a−2WF (a, b)
(
lim
δ→0
∫
S1
∫
Bℓ(ε˜,n,b)∩B′ (δR,n,b)
δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
dkdn
)
da
où l’on pose B′(δR, n, b) = {k ∈ R2 ; maxi |kin− Λi(a, b)| ≤ δR}, avec R la borne
du support de h. Remarquons à présent que, si maxi |Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| > ε˜,
alors pour δ assez petit
Bℓ(ε˜, n, b) ∩ B′(δR, n, b) = ∅ ,
la limite ci-dessus valant alors 0. Par ailleurs, si maxi |Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| < ε˜,
pour δ suﬃsamment petit on a :
Bℓ(ε˜, n, b) ∩ B′(δR, n, b) = B′(δR, n, b) ,
et
lim
δ→0
∫
S1
∫
B′(δR,n,b)
δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
dkdn
= lim
δ→0
∫
S1
∫
R2
δ−2
2∏
i=1
h
(
ki − Re(Λi(a, b) n)
δ
)
dkdn
= 2π ,
où la dernière inégalité vient de l’hypothèse
∫
R
h = 1. On en déduit l’égalité (93).
Observons à présent que pour tout ε > 0 suﬃsamment petit, il existe a0 ≥ amax
tel que
2π ‖F‖B˙−σ
∞,1
a−σ0 ≤ εν et sup
(a,b)∈(0,a0)×R2
ε1−νa (Γ2(a, b) + a|∇ϕℓ(b)|Γ1(a, b)) ≤ εν .
(94)
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En eﬀet, par déﬁnition de Γ1(a, b),Γ2(a, b) (équations (84) et (90)), il existe CΓ > 0
ne dépendant pas de a0 tel que
sup
(a,b)∈(0,a0)×R2
a (Γ2(a, b) + a|∇ϕℓ(b)|Γ1(a, b)) ≤ CΓa40 .
Cela montre que pour démontrer (94), il suﬃt de trouver a0 tel que
amax ≤
(
2π ‖F‖B˙−σ
∞,1
ε−ν
)1/σ ≤ a0 ≤ (C−1Γ ε2ν−1)1/4 . (95)
Comme ν < 1/(2 + 4/σ), on en déduit que ε(2ν−1)/4/ε−ν/σ tend vers ∞ lorsque
ε→ 0. Ainsi, pour ε assez petit, il existe a0 ≥ amax vériﬁant (95). Jusqu’à la ﬁn de
la démonstration, nous ﬁxerons un tel a0.
Nous séparons à présent l’intégrale de l’équation (93) en deux termes :
limδ→0
∫
S1
∫
Bℓ(ε˜,n,b) S
δ,ν
F,ε(b, k, n)dkdn
= 2π
∫
Aε,F (b)∩{a∈(0,a0);maxi |Λi(a,b)−∂biϕℓ(b)nθℓ(b)|<ε˜}
WF (a, b)
da
a2
+ 2π
∫
Aε,F (b)∩{a≥a0; maxi |Λi(a,b)−∂biϕℓ(b)nθℓ(b)|<ε˜}
WF (a, b)
da
a2
.
(96)
Rappelons que comme F est une superposition d’IMMFs, l’inégalité (4.23) est
vériﬁée pour un σ > 0 (cf. Remarque 4.4.1). On a donc pour tout a0 vériﬁant (94) :
I˜ = 2π
∫
Aε,F (b)∩{a≥a0; maxi |Λi(a,b)−∂biϕℓ(b)nθℓ(b)|<ε˜}
WF (a, b)
da
a2
≤ 2π ∫ +∞a0 |WF (a, b)|daa2 ≤ 2π ‖F‖B˙−σ∞,1a−σ0 ≤ ε˜ . (97)
Considérons à présent l’intégrale
2π
∫
Aε,F (b)∩{a∈(0,a0);maxi |Λi(a,b)−∂biϕℓ(b)nθℓ(b)|<ε˜}
WF (a, b)
da
a2
,
et montrons que sous la condition (94),
Aε,F (b) ∩ {a ∈ (0, a0), max
i
|Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| < ε˜}
= Aε,F (b) ∩ {a ∈ (0, a0); |a|∇ϕℓ(b)| − 1| < ∆} .
(98)
Supposons tout d’abord que a ∈ Aε,F (b) ∩ {a ∈ (0, a0); |a|∇ϕℓ(b)| − 1| < ∆}.
Comme |a|∇ϕℓ(b)| − 1| < ∆, le Lemme C.6 et l’hypothèse (94) entraînent
max
i
|Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| ≤ aε1−ν (Γ2(a, b) + a|∇ϕℓ(b)|Γ1(a, b)) ≤ ε˜ ,
c’est-à-dire a ∈ {a ∈ (0, a0), maxi |Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| < ε˜}.
Inversement, supposons que a ∈ Aε,F (b)∩{a ∈ (0, a0); maxi |Λi(a, b)−∂biϕℓ(b)nθℓ(b)| <
ε˜}. Comme a ∈ Aε,F (b), |WF (a, b)| > ε˜, par le Lemme C.4 il existe un ℓ′ ∈ {1, · · · , L}
tel que |a|∇ϕℓ′(b)| − 1| < ∆ (sinon, (94) et (87) mèneraient à une contradiction). De
plus, remarquons que si ℓ′ 6= ℓ, on a
max
i
|Λi(a, b)−∂biϕℓ(b)nθℓ(b)| ≥ |∂biϕℓ(b)nθℓ(b)−∂biϕℓ′(b)nθℓ′ (b)|−maxi |Λi(a, b)−∂biϕℓ′(b)nθℓ′ (b)|
Comme ci-dessus, le Lemme C.6 et l’hypothèse (94) entraînent alors
max
i
|Λi(a, b)− ∂biϕℓ′(b)nθℓ′ (b)| ≤ ε˜ .
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Ainsi, on obtient
max
i
|Λi(a, b)− ∂biϕℓ(b)nθℓ(b)| ≥ d [|∂biϕℓ(b)|+ |∂biϕℓ′(b)|]− ε˜
≥ ε˜ ,
pourvu que ε soit assez petit, plus précisément que
ε ≤
(
d
2
[|∂biϕℓ(b)|+ |∂biϕℓ′(b)|]
) 1
ν
i.e. d [|∂biϕℓ(b)|+ |∂biϕℓ′(b)|] ≥ 2ε˜, ∀ℓ, ℓ′, ∀i
(99)
On aura donc nécessairement ℓ = ℓ′, et donc a ∈ Aε,F (b)∩ {a ∈ (0, a0), |a|∇ϕℓ(b)| −
1| < ∆}.
En outre, on a
2π
∫
Aε,F (b)∩{a∈(0,a0),|a|∇ϕℓ(b)|−1|<∆}
WF (a, b)a
−2da
= 2π
∫
{a∈(0,a0), |a|∇ϕℓ(b)|−1|<∆}
WF (a, b)a
−2da
− 2π
∫
{a∈(0,a0),|a|∇ϕℓ(b)|−1|<∆}\Aε,F (b)
WF (a, b)a
−2da ,
avec |I˜| ≤ ε˜. En utilisant les équations (96) et (97), on en déduit
∣∣∣∣∣limδ→0 1C˜ψ
∫
S1
∫
Bℓ(ε˜,n,b)
Sδ,νF,ε(b, k, n)dkdn−Aℓ(b)eϕℓ(b)nθℓ(b)
∣∣∣∣∣
≤
∣∣∣∣∣ 2πC˜ψ
∫
{a∈(0,a0),|a|∇ϕℓ(b)|−1|<∆}
WF (a, b)a
−2da−Aℓ(b)eϕℓ(b)nθℓ(b)
∣∣∣∣∣
+
∣∣∣∣∣ 2πC˜ψ
∫
{a∈(0,a0),|a|∇ϕℓ(b)|−1|<∆}\Aε,F (b)
WF (a, b)a
−2da
∣∣∣∣∣+ ε˜ .
Remarquons que le domaine {a ∈ (0, a0), |a|∇ϕℓ(b)| − 1| < ∆} est borné inférieure-
ment par amin, qui dépend seulement de F . par ailleurs, si a 6∈ Aε,F (b), l’inégalité (87)
est vériﬁée. Ainsi,
∣∣∣∫{a∈(0,a0), |a|∇ϕℓ(b)|−1|<∆}\Aε˜,F (b)WF (a, b)a−2da∣∣∣ ≤ ε ∣∣∣∫ a0amin [supa∈(0,a0) a2Γ1(a, b)] a−2da∣∣∣
≤ ε
[
supa∈(0,a0) a
2Γ1(a, b)
]
a−1min
≤ ε1−ν
[
supa∈(0,a0) a
2Γ1(a, b)
]
a−1min
≤ Cε˜ ,
(100)
où C = (amin infb∈R2 |∇ϕℓ(b)|)−1. La dernière inégalité vient de l’hypothèse (94),
valable pour ε > 0 assez petit. En utilisant aussi l’équation (86) du lemme C.4 , on
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obtient∣∣∣∣∣limδ→0 2πC˜ψ
∫
S1
∫
Bℓ(ε˜,n,b)
Sδ,νF,ε(b, k, n)dkdn−Aℓ(b)eϕℓ(b)nθℓ(b)
∣∣∣∣∣
≤
∣∣∣∣∣ 2πC˜ψ
∫
{a∈(0,a0), |a|∇ϕℓ(b)|−1|<∆}
(
aψ̂(a∇ϕℓ(b))Aℓ(b)eϕℓ(b)nθℓ(b)
)
a−2da−Aℓ(x)eϕℓ(x)nθℓ(x)
∣∣∣∣∣
+
∣∣∣∣∣ 2πC˜ψ
∫
{a∈(0,a0), |a|∇ϕℓ(b)|−1|<∆}
(εa2Γ1(a, b))a
−2da
∣∣∣∣∣+ (C + 1)ε˜ .
Pour conclure, observons que le premier terme du membre de droite s’annule. En eﬀet,
l’ondelette réelle est isotrope, et pour tout b ∈ R2, a → ψ̂(a∇ϕℓ(b)) est supporté
dans (0, amax). Comme a0 ≥ amax, on a ainsi :∫
{a∈(0,a0),|a|∇ϕℓ(b)|−1|<∆}
ψ̂(a∇ϕℓ(b))da
a
=
∫
R
ψ̂(a∇ϕℓ(b))da
a
=
1
2π
∫
R2
ψ̂(ξ)
|ξ|2 dξ =
C˜ψ
2π
,
où C˜ψ est déﬁni en (4.10). Le second terme peut être majoré par le même raisonnement
que dans l’inégalité (100). On obtient enﬁn le théorème 4.5.1.
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Résumé
Les superpositions d’ondes modulées en amplitude et en fréquence (modes AM–FM) sont couramment
utilisées pour modéliser de nombreux signaux du monde réel : cela inclut des signaux audio (musique,
parole), médicaux (ECG), ou diverses séries temporelles (températures, consommation électrique). L’ob-
jectif de ce travail est l’analyse et la compréhension ﬁne de tels signaux, dits "multicomposantes" car ils
contiennent plusieurs modes. Les méthodes mises en oeuvre vont permettre de les représenter eﬃcace-
ment, d’identiﬁer les diﬀérents modes puis de les démoduler (c’est-à-dire déterminer leur amplitude et
fréquence instantanée), et enﬁn de les reconstruire. On se place pour cela dans le cadre bien établi de
l’analyse temps-fréquence (avec la transformée de Fourier à court terme) ou temps-échelle (transformée
en ondelettes continue). On s’intéressera également à une méthode plus algorithmique et moins fondée
mathématiquement, basée sur la notion de symétrie des enveloppes des modes : la décomposition modale
empirique.
La première contribution de la thèse propose une alternative au processus dit “de tamisage” dans la
décomposition modale empirique, dont la convergence et la stabilité ne sont pas garanties. À la place, une
étape d’optimisation sous contraintes ainsi qu’une meilleure détection des extrema locaux du mode haute
fréquence garantissent l’existence mathématique du mode, tout en donnant de bons résultats empiriques.
La deuxième contribution concerne l’analyse des signaux multicomposantes par la transformée de Fourier à
court terme et à la transformée en ondelettes continues, en exploitant leur structure particulière “en ridge”
dans le plan temps-fréquence. Plus précisément, nous proposons une nouvelle méthode de reconstruction
des modes par intégration locale, adaptée à la modulation fréquentielle, avec des garanties théoriques. Cette
technique donne lieu à une nouvelle méthode de débruitage des signaux multicomposantes. La troisième
contribution concerne l’amélioration de la qualité de la représentation au moyen de la “réallocation” et
du “synchrosqueezing”. Nous prolongeons le synchrosqueezing à la transformée de Fourier à court terme,
et en proposons deux extensions inversibles et adaptées à des modulations fréquentielles importantes, que
nous comparons aux méthodes originelles. Une généralisation du synchrosqueezing à la dimension 2 est
enﬁn proposée, qui utilise le cadre de la transformée en ondelettes monogène.
Abstract
Many signals from the physical world can be modeled accurately as a superposition of amplitude-
and frequency-modulated waves. This includes audio signals (speech, music), medical data (ECG) as
well as temporal series (temperature or electric consumption). This thesis deals with the analysis of such
signals, called multicomponent because they contain several modes. The techniques involved allow for the
detection of the diﬀerent modes, their demodulation (ie, determination of their instantaneous amplitude
and frequency) and reconstruction. The thesis uses the well-known framework of time-frequency and
time-scale analysis through the use of the short-time Fourier and the continuous wavelet transforms.
We will also consider a more recent algorithmic method based on the symmetry of the enveloppes : the
empirical mode decomposition.
The ﬁrst contribution proposes a new way to avoid the iterative “Sifting Process” in the empirical
mode decomposition, whose convergence and stability are not guaranteed. Instead, one uses a constrained
optimization step together with an enhanced detection of the local extrema of the high-frequency mode.
The second contribution analyses multicomponent signals through the short-time Fourier transform
and the continuous wavelet transform, taking advantage of the “ridge” structure of such signals in the
time-frequency or time-scale planes. More precisely, we propose a new reconstruction method based
on local integration, adapted to the local frequency modulation. Some theoretical guarantees for this
reconstruction are provided, as well as an application to multicomponent signal denoising. The third
contribution deals with the quality of the time-frequency representation, using the reassignment method
and the synchrosqueezing transform : we propose two extensions of the synchrosqueezing, that enable
mode reconstruction while remaining eﬃcient for strongly modulated waves. A generalization of the
synchrosqueezing in dimension 2 is also proposed, based on the so-called monogenic wavelet transform.
