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Recently the interest in realizing topological phases by artificial systems has been actively broad-
ened into 4D topological phases. Here we present a faithful realization of 4D topological insulator
with time-reversal symmetry in class AI, using electric circuits with periodic connectivity in four
dimensions. The experimental realizability is strongly supported by a software simulation of the
electric circuit, where the double Weyl boundary states as the characteristic of the topological
phase are in precise agreement with the theoretical prediction. Compared with existing schemes for
realizing high-dimensional topological phases by low-dimensional systems with some synthetic di-
mensions, all of four dimensions are faithfully emulated on an equal footing, making the Weyl states
on boundaries along all directions experimentally accessible. Moreover, the time-reversal symmetry
permitting the topological phase is intrinsic for the electric circuit described by the Kirchhoff equa-
tions, rather than various simulation schemes for 2D and 3D topological insulators in class AII with
finite-tunings for time-reversal symmetry.
I. INTRODUCTION
Topological insulators and superconductors, and later
on topological (semi)metals and nodal superconductors,
have been one of most fruitful fields in condensed mat-
ter physics during the last decade [1–6], and in the re-
cent years it is still rapidly growing and even has been
broadening its influence fundamentally into other fields,
such as cold atoms [7–12], and those seemingly quite afar
from condensed matter physics, including photonics [13–
16], phononics [17–19], mechanical systems [20], and even
very recently electric circuit system [21–32]. The under-
lying reason for such far-ranging applications of a con-
densed matter theory lies in its core, which is now for-
malized as topological band theory charactering topolog-
ical properties of all band theories. One of major tri-
umphs in the development of topological band theory is
the ten-fold classification of topological insulators and
superconductors [4, 33–35], which was then followed by
various topological classifications for both gapped and
gapless band theories with various symmetries [36–38].
The topological classification provides a unification of
all gapped topological phases protected by time-reversal
and/or particle-hole symmetries, which includes the well-
known time-reversal (T )-invariant 2D and 3D topological
insulators in class AII, and T -broken Chern insulators in
class A. T -invariant 2D and 3D TIs are arguably the most
celebrated ones in the family of topological electronic ma-
terials. The main reason is that it exploits an intrinsic
symmetry of all electron systems with no magnetic order,
namely T -symmetry with T 2 = −1 for spin- 12 particles
like electrons.
When applying the ten-fold topological classification
table to artificial systems like photonic and phononic
crystals, and electric-circuit arrays, one may expect to
find prominent topological phases in class AI in the spirit
of electronic materials, since all such artificial system has
their intrinsic T -symmetry satisfying T 2 = 1. However,
unfortunately all physical dimensions host no topological
phases according to the classification table [35]. Thus,
most such kind of works virtually relegate their purpose
as to artificially simulate topological models of electrons
in class A or AII by utilizing the high tunability of these
systems. While such researches are fascinating in some
sense, these fine-tuned topological phases are not at all
physically stable because of the delicately tuned sym-
metry condition, although they are supposed to be so
as topological phases. To exploit the intrinsic protec-
tion from the natural T -symmetry with T 2 = 1, one has
to go up at least to 4 dimensions. On the other hand,
recently 4D topological phases have been simulated by
using some synthetic dimensions in addition to physical
dimensions [39–44], which nevertheless should be distin-
guished from a real 4D topological systems in real space.
In this article, we present a faithful emulation of 4D
topological phases in class AI by electric circuits with
periodic connectivity in four dimensions, which is pre-
cisely confirmed by software simulations for the experi-
mental realizability. Similar to the BdG Hamiltonian has
particle-hole symmetry by construction, the analogue of
Hamiltonian in the Kirchoff equations for the electric cir-
cuit have the built-in time-reversal symmetry T = Kˆ for
class AI, since all variables are real numbers in the ideal
case. Furthermore, all four dimensions are genuinely sim-
ulated by lattice connectivity, rather than using internal
parameters or periodic pumping like aforementioned sim-
ulations. Particularly, given a 4D lattice of electric cir-
cuit, we can always project it into a 2D plane, leading
to a 2D electric circuit, which is equivalent to the 4D
electric circuit provided all devices are correspondingly
connected by ideal wires.
Beside it is the first time that a topological phase in
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2class AI is realized, the 4D topological insulator is in-
teresting in its own right. Historically, realizing Weyl
fermions with a given chirality on domain walls, such
as 3D boundary, was first considered in lattice gauge
theory of high energy physics [45, 46], and then in con-
densed matter, where 4D Chern insulators in class AII
were discovered as ancestor topological phase for 3D and
2D topological insulators [47, 48]. However, by very
deep topological reasons, the 4D topological insulator
in class AI exhibits a distinguished topological property
[35], namely, that the second Chern number is always an
even integer, which leads to no descendant 2D and 3D
topological insulators, but to even flavors of chiral Weyl
fermions with single chirality on the 3D boundary.
II. THE 4D MODEL HAMILTONIAN
We start with the construction of a Dirac model of 4D
topological insulator in class AI, and the corresponding
topological invariant, the second Chern number. A lat-
tice version of the 4D Dirac model is in general given
as
H(k) =
5∑
a=0
fa(k)γa. (1)
Here fa(k) are real functions of the quasi-momentum
k = (k1, k2, k3, k4) in the 4D Brillouin zone, γ0 = 14 and
γi with i = 1, 2, · · · , 5 are five 4 × 4 gammma matrices,
whose representation is chosen as γ1,2,3 = σ1,2,3⊗τ1, γ4 =
σ0⊗τ2, γ5 = σ0⊗τ3 with σα and τα two sets of the Pauli
matrices, satisfying the Clifford algebra {γi, γj} = 2δij .
Time-reversal symmetry T = Kˆ requires that H∗(k) =
H(−k), which implies f0,1,3,5 (f2,4) are even (odd) func-
tions under k → −k. We want to find appropriate func-
tions fa(k), such that on one hand it gives rise to the
most basic 4D topological phases in class AI, namely,
with the second Chern number being equal to ±2, and
on the other hand they should be as simple as possible
for the feasibility of electric-circuit realization. The func-
tions we adopt are given as f0(k) = −t cos(k2+k3), and
f1(k) = −t(1 + cos k1 + cos k2), f2(k) = t(sin k1 + sin k2),
f3(k) = −t(1 + cos k3 + cos k4), f4(k) = t(sin k3 + sin k4),
and f5(k) = m−t cos(k2+k3), similar to a previous model
introduced in a general context [49]. Since the term f0(k)
only affects the global energy at each k from the energy
spectrum E(k) = f0(k)±
√∑5
a=1 f
2
a (k), rather than the
topological property, it is so chosen mainly for realization
convenience as we shall see.
The topology of the gapped 4D AI class system
is characterized by the second Chern number C2 =
− 14pi2
∫
d4kijkltrFijFkl with F being the Berry curva-
ture of two valence bands. For the Dirac model, the sec-
ond Chern number can be nicely simplified as the wind-
ing number of fˆ = f/|f | from the 4D BZ to the 4D unit
Figure 1. Topological properties of the 4D model
Hamiltonian. a, The second Chern number C2 as a func-
tion of m (in unit of t). For −t/2 < m < t, the system
takes nonzero C2 = −2. b, The band structures for a slab in
the r1 direction, with m = 0. The k-line in the (k2, k3, k4)
space is chosen to cross w1 points and along k2 direction. The
bulk part of the band structure (gray) are obtained by pro-
jecting the eigenvalues of Hamiltonian (1) with k1 = [0, 2pi].
The surface states (red dots) are the eigenvalues of the sur-
face Hamiltonian (3) in the range of k2 ∈ 2pi(1/3, 2/3) that
between the two vertical lines (blue dashed lines). c and d,
The bulk band structures and the surface Weyl states along
k3 and k4 direction. The surface states appears in the whole
range of k3,4 ∈ [0, 2pi].
sphere S4 [48]
C2 =
3
8pi3
∫
d4k µνλρσ fˆµ∂k1 fˆν∂k2 fˆλ∂k3 fˆρ∂k4 fˆσ, (2)
where µνλρσ is the rank-5 Levi-Civita symbol with
µ, ν, λ, ρ, σ = 1, 2, · · · , 5, and repeated indices are
summed over. Straightforward calculation gives that
C2 = −2 if −t/2 < m < t and otherwise C2 = 0 as
shown in fig.1 a (The details are give in Appendix A).
According to the general theory of bulk-boundary cor-
respondence of topological insulators, nontrivial second
Chern number leads to boundary Weyl fermions. More
explicitly, if C2 = n > 0 (C2 = n < 0) there are |n| fla-
vors of left-handed (right-handed) Weyl fermions residing
on any 3D boundary oriented in agreement with the ori-
entation of the 4D TI. For boundaries with orientation
opposite to that of the bulk, the chirality is inversed ac-
cordingly. We consider a 3D boundary perpendicular to
the r1-axis, putting the semi-infinite system in the region
3with r1 > 0, and for simplicity set m = 0 in the topo-
logically nontrivial phase with C2 = −2. For the Dirac
model (1) the boundary effective theory can be derived
analytically as [50]
Hs(k˜) = f0(k˜)σ0 − f3(k˜)σ1 + f4(k˜)σ2 + f5(k˜)σ3, (3)
where k˜ = (k2, k3, k4) are quasi-momenta of the bound-
ary BZ, and the functions f0,3,4,5 are those defined in
eq.(1), depending only on k˜. Hs(k˜) corresponds to
boundary states only when 0 < 1 + cos k2 < 1/2, namely
in the region k2 ∈ (2pi/3, 4pi/3) and k3,4 ∈ [0, 2pi]. We are
abusing of notation, since the Pauli matrices in eq.(3)
should not be confused with those in eq.(1). Here σα
acts in the sub-lattices c and d, with the convention that
the γ matrices acts in the spinor Ψ† = (ψ†a, ψ
†
b , ψ
†
c , ψ
†
d).
From the boundary spectrum E(k˜) = f0 ±
√∑5
a=3 f
2
a ,
it is easy to see there are two Weyl points in the 3D
boundary BZ located at w1 = 2pi(5/12, 1/3,−1/3) and
w2 = 2pi(−5/12,−1/3, 1/3). Please find more details in
Appendix B. Since the two Weyl points are related by T
symmetry, they have the same chirality, right-handedness
as being carefully examined, which is in accordance with
the general theory of bulk-boundary correspondence in-
troduced above. The bulk-boundary correspondence of
the Dirac model (1) are also studied numerically in a slab
geometry with the r1 being confined, and the resultant
band structures are presented in fig.1 c-d, where the gray
parts are for bulk states and the red color are the surface
Weyl states.
III. TIGHT-BINDING MODEL AND CIRCUIT
LATTICE
Before discussing the realization of the 4D Dirac model
(1) in a circuit system, we first examine eq.(1) in real
space, and then give the correspondences between a tight-
binding model and a circuit system, which is helpful
for the construction of the circuit lattice. Carrying out
the Fourier transformation on Hamiltonian (1) from mo-
mentum space to real space, we obtain the tight-binding
model with the onsite energy a,b,c,d = onsite and the fol-
lowing six nonzero hopping parameters tab = tbc = tad =
taa = tcc = −tcd = −t, with the hopping vectors given as
Rad = Rbc = {(0, 0, 0, 0), (1, 0, 0, 0), (0, 1, 0, 0)}, Rab =
−Rcd = {(0, 0, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}, and Raa =
Rcc = {(0, 1, 1, 0), (0,−1,−1, 0)}, where (r1, r2, r3, r4) is
the shorthand for the vector (r1r1, r2r2, r3r3, r4r4) in the
4D space. This tight-binding model can correspond to a
circuit lattice as proved in Appendix C. We list the cor-
respondence rules as follows. The sites in a tight-binding
model correspond to the nodes in a circuit lattice. The
coupling parameters tij between sites i, j in tight bind-
ing model correspond to the capacitor Cij that connect-
ing nodes i and j with the relation tij = −Cij . The
onsite energy i in tight-binding model corresponds to
the summation of all the capacitors connecting to node
i with the relation of i =
∑
j Cij . The wave function
of the tight-binding model corresponds to the voltage on
the nodes of the circuit lattice. The eigenvalue of the
tight-binding model ε corresponds to the resonance fre-
quency ω of the circuit lattice with the relation ε = ω−2.
With these correspondences, the 4D circuit lattice is con-
structed as shown in fig.2, where the 4D circuit lattice is
projected onto a 2D plane. One reason for that we can
construct a circuit with 4D connections on a 2D plane
is the using of the Born-von Karman periodic boundary
condition, which makes the lattice size along each direc-
tion is finite. Therefore we can construct sub-circuits in
the r3 and r4 space on finite planes as shown in fig.2
a. Then we arrange these sub-circuits on a larger plane
that spanned on the r1 and r2 space as shown in fig.2
e. The inter and intra connections on these sub-circuits
form the four-dimensional connections on the 2D plane.
On the other hand, the property of a circuit lattice de-
pends only on how the devices are connected, regard-
less of the shape of circuit lattice. Therefore we can
project the 4D circuit lattice into a 2D plane and not
change its properties. These properties make the cir-
cuit lattice can be used to realize topological states in
high dimensions. The details for constructing the cir-
cuit lattice and the choosing of parameters for the de-
vices are given in Appendix C. According to the Kirch-
hoff current law, the current equations can be written
with the similar form as the Hamiltonian (1). The co-
efficients are given as f1(k) = −C(1 + cos k1 + cos k2),
f2(k) = C(sin k1+sin k2), f3(k) = −C(1+cos k3+cos k4),
f4(k) = C(sin k3 + sin k4), f5(k) = m − C cos(k2 + k3),
and f0(k) = 0 − C cos(k2 + k3), m = Ca0−Cb0+2C2 and
0 =
Ca0+Cb0
2 + 7C. Therefore, by choosing proper pa-
rameters of capacitors Ca0 and Cb0, one can obtain the
topologically nontrivial state in the circuit system.
IV. SIMULATION RESULTS
In this section, we show the band-structure-like disper-
sions for the resonance frequency of the circuit lattice by
performing the time domain transient simulations, which
can be used to determine the topological nature of the
circuit lattice. The parameters for the devices in the cir-
cuit lattice are set as C = 1µF , Ca0 = 1C, Cb0 = 3C,
Cc0 = 7C, Cd0 = 9C, R = 1MΩ, and L = 1µH. The
ideal operation amplifiers are used in our transient sim-
ulations. The simulation parameters are given in Ap-
pendix E. This choice of parameters gives m = 0 and
leads to a C2 = −2 phase.
Performing the time domain transient simulation, we
get the voltage v(t,R, α), where R is the index for lat-
tice, α is the index for the four nodes in each unit cell,
and t is the time. Take periodical boundary conditions
4Figure 2. The 4D circuit lattice realized on a 2D plane. a, The sub-circuit lattice contains 3×3 unit cells in the (r3,r4)
space, which contains the capacitors connecting a-b, b-c, c-d and d-a nodes separated by vector (0, 0, 0, 0), the connections
between a-b nodes separated by vectors (0, 0, 1, 0), (0, 0, 0, 1), and the connections between c-d nodes separated by vectors
(0, 0,−1, 0), (0, 0, 0,−1). The dark blue rectangle indicate a unit cell with a, b, c, d nodes. The black dots indicate the nodes of
the circuit lattice, which are connected to ground through the parallel connected inductor and capacitor as given in b. The red
solid line between two nodes indicate a capacitor with capacitance C and the dashed line indicate a capacitor with capacitance
−C as indicate in c. The Born-von Karman periodic boundary condition is implemented by connecting the nodes on the right
(top) edge to the corresponding nodes on the left (bottom) edge. The black squares with the same label indicate these nodes
are equipotential nodes. For the labels αij, α = a, b, c, d is the nodes index, i is the lattice index for the r3 direction and j is
the lattice index for the r4 direction. In order to facilitate the connections in (r1, r2) space, we lead the nodes to the edge
of the block by wires. The wires are not shown in order to make the figure clear and concise. d, The two ports sub-circuit
behaves as a capacitor with −C capacitance. The details of the sub-circuit are given in Appendix D. e, The circuit lattice with
3× 2 blocks in the (r1, r2) space, with the capacitors connections a-d and b-c nodes separated by vectors (1, 0, 0, 0), (0, 1, 0, 0),
and the connections between a-a and c-c nodes that separated by vectors (0,±1,±1, 0) is schematized. The black lines indicate
wires and the red solid lines have the same meaning as given in c. The small blue square at the the lines crossing points means
these lines are connected, without the blue square means the lines are not connected. For the label ij in the center of each
block, i (j) is the lattice index for the r1 (r2) direction.
in r1,2,3,4 directions, carrying out the Fourier transforma-
tion we obtain the voltage v(ω,k, α) in the momentum
space k and the frequency domain ω. The bulk band
structures extracted from v(ω,k, α) are shown in fig.3 a
and b, where the simulation results (gray points) are in
good agreement with the band dispersion from the model
Hamiltonian (1) (red dashed line).
In order to investigate the surface states, we choose
the open boundary conditions in the r1 direction by re-
moving the capacitors that connecting a (b) nodes on the
top edge and d (c) nodes on the bottom edge in fig.2 e.
Recalling that the onsite energy of a node is equal to the
summation of capacitance of all the capacitors that con-
necting to this node. Therefore the removing of edge ca-
pacitors makes the onsite energy of a, b nodes on the top
edge and c, d nodes on the bottom edge lower than the
onsite energy of the bulk nodes. To make the simulation
results compared with the results from the tight-binding
model, we add extra capacitors with capacitance C to
connect each top a, b nodes and bottom c, d nodes to
the ground, that make the onsite energy of these nodes
is the same as the bulk nodes. The voltage v(t,R, α) are
obtained by performing the transient simulation. The
periodical boundary conditions remain for the r2,3,4 di-
rections, therefore carrying out Fourier transformation
on r2,3,4 and t gives v(ω,R1, k˜, α), where R1 is lattice
index in the r1 direction and k˜ = (k2, k3, k4). The sim-
ulations are performed for a slab structure with 9 layers
in the r1 direction and the pulse source is connected at
the (1,1,1,1) cell on the bottom edge.
5Figure 3. The band dispersion for the 4D circuit lattice with PBC and OBC. a, The bulk bands dispersion along k1
direction for the PBC. The dispersion obtained from simulation (gray) are compared with the results from model Hamiltonian
(red dashed line). b, The bulk band dispersion along k2 direction. c, The voltage intensity of the bottom four layers on all
the four types of nodes. The k-line are chossing cross the w1 point and along k2 direction. Two vertical lines (blue lines)
with k2 = 2pi/3 and k2 = 4pi/3 are the boundary of the existence interval of the surface states. The in-gap Weyl states (grey)
appear between this two vertical lines and in good agreement with the results from model calculations (red dashed line). d,
The voltage intensity from the 5th layer to the top edge layer. The surface Weyl states disappear since the pulse source adding
at the bottom edge can not excite the surface Weyl states on the top edge. This results demonstrate the local nature of the
surface states. e and f, The voltage intensity on the bottom four layers on the a, b and c, d nodes, respectively. The surface
states disappear on the a, b nodes and appear on the c, d nodes, which consistent with the results form model calculations. g
and h, The bands dispersion along k3 and k4 directions. The linear crossing structure of the surface states along k2, k3, and
k4 directions demonstrate the w1 point is a 3D Weyl point.
The surface band structure with k line crossing the
Weyl point w1 along k2, k3, k4 direction are listed in
fig.3 c-h. The intensity of the voltage on the bottom four
layers
∑4
R1=1
∑4
α=1 v(ω,R1, k2, k3, k4, α) along k2 direc-
tion is shown in fig.3 c, where the surface Weyl states
(gray dots) appear in the gap of the band structure and
are in good agreement with the results from model calcu-
lations (red dashed lines). The intensity of voltage for the
fifth layer to the top layers
∑9
R1=4
∑4
α=1 v(ω,R1, k˜, α) is
given in fig.3 d, where the surface Weyl states disappear.
This result demonstrates the local nature of the Weyl
states in the r1 direction, therefore the pulse source on
the bottom edge can not excite the Weyl surface states lo-
cated on the top edge. Furthermore, we have proved that
the surface states only locate on c and d nodes. There-
fore, the intensity of voltage
∑4
R1=1
∑4
α=3 v(ω,R1, k˜, α)
on the c and d nodes of the bottom four layers, the
Weyl surface states appear in fig.3 e, but disappear for∑4
R1=1
∑2
α=1 v(ω,R1, k˜, α) on a and b nodes as shown in
fig.3 f. The band dispersion crossing w1 point along k3
and k4 directions are shown in fig.3 g and h, respectively.
In fig.3, the vertical axis are plotted as 1/(ω2L), in order
to correspond to the eigenvalues of the Hamiltonian (1).
The frequency ω for the bulk and surface states are in
the range of 200kHz to 700kHz, which is easy to probe
experimentally.
For the open boundary condition case, if we remove
the capacitors that are connecting the a (b) nodes on the
top edge and d (c) nodes on the bottom edge but not
repair these two edges by adding capacitors, the surface
onsite energy on these nodes will be different to bulk
nodes. However, the changes of surface onsite energy
only shift the positions of Weyl points in momentum
and frequency space but do not make them disappear,
for the Weyl points can only disappear by the annihila-
tion of pairs with opposite topological charges. In the
4D topological system, the surface Weyl points with the
same topological charges locate on one surface and the
6opposite topological charged Weyl points are spatially
separated on the other surface. Therefore the 4D surface
Weyl points are very stable.
V. CONCLUSIONS
In conclusion, We have given the minimal model for
the 4D AI class topological states and proposed a realistic
circuit system to realize this states. We have performed
simulations for our circuit system, the results form which
are in good agreement with the results from the model
calculations. In our proposal, all the four dimensions are
realized through lattice connectivity, rather than using
the synthetic dimensions, and the principles of our setup
could also be extended to realize five or six dimensional
topological systems. Realizing the 4D systems in circuit
system will provide a realistic physical platform to study
the physics in higher dimension, and open up the possi-
bility of introducing the topological properties into the
integrated circuit field.
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Appendix A: The second Chern number
The change of second Chern number always accom-
pany the gap close and reopen process, that happen-
ing near the Dirac points. Assuming f5 = 0, there
are four Dirac points, located at D1 :
2pi
3 (−1, 1,−1, 1),
D2 :
2pi
3 (1,−1, 1,−1), D3 : 2pi3 (−1, 1, 1,−1) and D4 :
2pi
3 (1,−1,−1, 1) in the 4D BZ. Here, we calculate the
changes of second Chern number near the first Dirac
point as tuning the mass term. Expanding fi(k), i =
1, 2, 3, 4, 5 at D1 =
2pi
3 (1,−1, 1,−1) Dirac point, one ob-
tain f1 = −
√
3
2 t(k1 − k2), f2 = − t2 (k1 + k2), f3 =
−
√
3
2 t(k3 − k4), f4 = − t2 (k3 + k4), and f5 = m− t up to
the first order of k. Take these fi into eq.(2), we get
C2 =
3
8pi3
∫
d4kαβγητ
fα∂k1fβ∂k2fγ∂k3fη∂k4fτ
f5
=
3
8pi3
∫
d4k
1
f5
∣∣∣∣∣∣∣∣∣∣
f1 f2 f3 f4 f5
∂k1f1 ∂k1f2 ∂k1f3 ∂k1f4 ∂k1f5
∂k2f1 ∂k2f2 ∂k2f3 ∂k2f4 ∂k2f5
∂k3f1 ∂k3f2 ∂k3f3 ∂k3f4 ∂k3f5
∂k4f1 ∂k4f2 ∂k4f3 ∂k4f4 ∂k4f5
∣∣∣∣∣∣∣∣∣∣
=
9
32pi3
(m− t)t4
∫
d4k
1
f5
=
sign(m− t)
2
. (A1)
The changes of the second Chern number are the same
for the D1 and D4 due to the time-reversal symme-
try. Near the Dirac points D2,3, we obtain that C2 =
− sign(2m+t)2 [2]. Therefore the change of the second
Chern number should be ∆C2 = −2 as we increasing
the mass m passing through m = −t/2 and ∆C2 = 2 as
m passing through m = t. On the other hand, if the value
of mass term is negative or positive infinity, the hopping
terms in f1,2,3,4,5 of Hamiltonian (1) can be neglected
and only the mass term in f5 ∼ diag(m,−m,m,−m)
remains, which lead to that the quasi-particles are lo-
cated at −|m| energy sites and the system behaves like
an atomic insulator with topological number C2 = 0.
Therefore, we obtain the results that the 4D system stay
in topologically nontrivial states with the second Chern
number C2 = −2 if −t/2 < m < t.
Appendix B: Surface Weyl states
We consider the system terminated in the r1 direction
and investigate the surface states on the surface perpen-
dicular to r1. Following the method given in [50], we
write the bulk Hamiltonian (1) in a formula as
H = Ψ†k[h(k) · Γ]Ψk, (B1)
8where Ψk is a vector of quasi-particle annihilation oper-
ators,
h(k) = b0 + be−ik1 + b∗eik1
= b0 + 2br cos k1 + 2b
i sin k1, (B2)
b0 = (−t(1 + cos k2), t sin k2, d3, d4, d5), br =
(−t/2, 0, 0, 0, 0) and bi = (0, t/2, 0, 0, 0) are the real and
imaginary components of the vector b, respectively. b0
can be decomposed into the components b0⊥ and b
0
‖,
where b0⊥ is normal to the plane spanned by (b
r, bi) and
b0‖ lies with in the plane. Then we can define
h‖(k) = b0‖ + 2b
r cos k1 + 2b
i sin k1, (B3)
as the projection of h(k) on the the {br, bi} plane. h(k)
is on a plane that is offset form the plane containing
h‖(k) by the vector b0⊥.
For a fixed parallel momentum k˜ = (k2, k3, k4), h‖(k)
traces out a ellipse in the (br, bi) plane. As proved in [50],
the system has midgap edge states if and only if h‖(k)
encloses the origin. The energy of the edge states is given
by the distance of b0⊥ vector. According to this proof,
we obtain that the edge states exist if and only if 0 <
1+cos k2 < 1/2, which gives that the edge states appears
in the 3D BZ with k2 ∈ (2pi/3, 4pi/3) and k3,4 ∈ (0, 2pi),
with the energies given as Es± = ±|b0⊥|.
In order to compute the effective Hamiltonian for sur-
face states, we first define the projector onto the surface
states
P± =
1
4
(1± Γ⊥)(1− iΓxΓy) (B4)
where P± are projectors that project states onto the sur-
face states with energy Es±, Γx = vˆ1 ·Γ, Γy = vˆ2 ·Γ and
Γ⊥ = vˆ⊥ · Γ. vˆ1 = (1, 0, 0, 0, 0) and vˆ2 = (0,−1, 0, 0, 0)
are unit vectors as a coordinate basis of the plane spanned
by {br, bi}. Therefore the effective surface Hamiltonian
is
Hs = Es+P+ + Es−P−
= |b0⊥|Γ⊥
1 + iΓ1Γ2
2
= b0⊥ · ΓPs
= (f1Γ1 + f2Γ2 + f5Γ5)Ps (B5)
where Ps = (1+iΓ1Γ2)/2 = diag(0, 0, 1, 1). Therefore the
effective surface Hamiltonian can be written as a two-by-
two Hamiltonian
Hs2×2 = −f3σ1 + f4σ2 + f5σ3, (B6)
with the basis, in terms of the basis of H, (0, 0, 1, 0) and
(0, 0, 0, 1). The coefficients f3,4,5 are given in the main
text, which are functions of k˜. Now its easy to calcu-
late the Weyl point on the surface. The Weyl points are
the gap closing points of Hs2×2 that are given by solving
f3(k˜) = 0, f4(k˜) = 0 and f5(k˜) = 0 with the constrain
k2 ∈ (2pi/3, 4pi/3). Two Weyl points are computed to
locate at 2pi(5/12, 1/3,−1/3) and 2pi(−5/12,−1/3, 1/3)
that are related by time reversal symmetry.
To calculate the chirality of the Weyl point w1, we ex-
pand the effective surface Hamiltonian around the Weyl
point w1. The Hamiltonian reads Hw1 =
∑
i,j kiaijσj up
to the first order of k, where i, j = 1, 2, 3 and the matrix a
connecting the space σ and momentum space k are given
as a11 = 0, a12 = 0, a13 = −1, a21 =
√
3/2, a22 = −1/2,
a23 = −1, a31 = −
√
3/2, a32 = −1/2, a33 = 0. The chi-
rality χ of the Weyl points equals the sign of the deter-
minant of matrix a computed as χ = sign(Det(a)) = +1
for the w1 point. The Weyl point at w2 has the same
chirality due to the time reversal symmetry.
Appendix C: Circuit systems
In this section, we show the correspondence between
the tight-binding lattice model and our proposed circuit
lattice. According to the Kirchhoff current law, the cur-
rents flowing through the (a, b, c, d) nodes in a unit cell
are given as
Ia =
∑
αi
jωCa,αi(v(Rαi)− v(a))− v(a)(jωCa0 + 1
jωL
),
Ib =
∑
βi
jωCb,βi(v(Rβi)− v(b))− v(b)(jωCb0 + 1
jωL
),
Ic =
∑
γi
jωCc,γi(v(Rγi)− v(c))− v(c)(jωCc0 + 1
jωL
),
Id =
∑
δi
jωCd,δi(v(Rδi)− v(d))− v(d)(jωCd0 + 1
jωL
),
(C1)
where Iτ with τ = a, b, c, d is the current that flow
through node τ , v(τ) and v(Rαi) are voltage at node
τ and node α that separated by vector Rαi, ω is the
resonance frequency of the circuit lattice, Cτ,αi are ca-
pacitors connecting nodes τ and α. The voltage of the
ground is set to zero. Considering the current conserva-
tion at each node, namely, the summation of the inflow
and outflow currents at every node are zero, eq.(C1) can
be simplified, and rewrite as follows
(
∑
i
Ca,αi + Ca0)va −
∑
i
Ca,αiv(Rαi) =
1
ω2L
va,
(
∑
i
Cb,βi + Cb0)vb −
∑
i
Cb,βiv(Rβi) =
1
ω2L
vb,
(
∑
i
Cc,γi + Cc0)vc −
∑
i
Cc,γiv(Rγi) =
1
ω2L
vc,
(
∑
i
Cd,δi + Cd0)vd −
∑
i
Cd,δiv(Rδi) =
1
ω2L
vd. (C2)
9The parameters of the electronic device are set to make
the circuit system has transform invariant symmetry in
r1,2,3,4 directions, therefore the voltage on the nodes sat-
isfies the Bloch theorem, that gives v(τ+R) = eik·Rv(τ),
where τ = a, b, c, d, and R is for lattice index. As shown
in Fig.2, the vectors in eqs (C1) and (C2) are chosen as
Rαi = { (0, 0, 0, 0)d, (1, 0, 0, 0)d, (0, 1, 0, 0)d, (0, 0, 0, 0)b,
(0, 0, 1, 0)b, (0, 0, 0, 1)b, (0, 1, 1, 0)a, (0,−1,−1, 0)a},
Rβi = { (0, 0, 0, 0)c, (1, 0, 0, 0)c, (0, 1, 0, 0)c, (0, 0, 0, 0)a,
(0, 0,−1, 0)a, (0, 0, 0,−1)a}, Rγi = { (0, 0, 0, 0)b,
(−1, 0, 0, 0)b, (0,−1, 0, 0)b, (0, 0, 0, 0)d, (0, 0,−1, 0)d,
(0, 0, 0,−1)d, (0, 1, 1, 0)c, (0,−1,−1, 0)c}, and Rδi =
{ (0, 0, 0, 0)a, (−1, 0, 0, 0)a, (0,−1, 0, 0)a, (0, 0, 0, 0)c,
(0, 0, 1, 0)c, (0, 0, 0, 1)c}, where the subscript is for node
index. Therefore we can write eqs.(C2) in the momentum
space in a matrix form given as
Haa Hab Hac Had
Hbb Hbc Hbd
Hcc Hcd
† Hdd


va(k)
vb(k)
vc(k)
vd(k)
 = 1ω2L

va(k)
vb(k)
vc(k)
vd(k)
 ,
(C3)
where Haa = Ca0 + 8C−Ccos(kx+k2), Hbb = Cb0 + 6C,
Hcc = Cc0 + 2C − Ccos(kx + k2), Hdd = Cd0, Hab =
−C(1 + eik3 + eik4), Hac = 0, Had = Hbc = −C(1 +
eik1 + eik2), Hbd = 0, Hcd = C(1 + e
−ik3 + e−ik4), where
the parameters of capacitor are choosing as Cab = Cbc =
Cad = −Ccd = C, Cc0 = Ca0 + 6C and Cd0 = Cb0 + 6C.
Then we can rewrite the matrix in the left hand side
of eq.(C3) in terms of the Γ matrices, with the coeffi-
cients given as f1(k) = −C(1 + cos k1 + cos k4), f2(k) =
C(sin k1+sin k2), f3(k) = −C(1+cos k3+cos k4), f4(k) =
C(sin k3 + sin k4), f5(k) =
Ca0−Cb0+2C
2 − Ccos(k2 + k3),
f0(k) =
Ca0+Cb0+14C
2 − Ccos(k2 + k3). Comparing with
Hamiltonian (1) in main text, we find the correspon-
dences between the circuit lattice and the tight-binding
lattice model, which are lists below. The capacitance
C corresponds to the hopping parameters t, the volt-
age vα corresponds to the wave function and the fre-
quency ω is corresponds to the eigenvalues. The mass
term, now characterized by m = (Ca0 − Cb0)/2 + C,
can be tuned by changing Ca0 and Cb0. As discussed
in the main text, the system is topologically nontrivial
for −t/2 < m < t. We choose m = 0 for an example,
which gives Cb0 = Ca0 + 2C, making the system in the
C2 = −2 phase.
With above correspondence, now we construct the cir-
cuit lattice to realize the topological states as discussed
in the main text. We first consider the connections in the
(r3,r4) space. The capacitors connecting the nodes sep-
arated by Rab and Rcd vectors are placed on this plane.
Choosing the Born-von Karman periodic boundary con-
dition (PBC) for the circuit lattice, the voltage on the
nodes satisfies v(R+Niri, α) = v(R, α), where R is the
lattice index, α is the node index, and i runs over the
dimensions of the 4D space. With the PBC in the r3-r4
Figure 4. The designed capacitor with −C capacitance.
a, The sub-circuit to realize the −C capacitor. Four operation
amplifier are used, where the OP3 and OP4 are used as voltage
follower. b, The same as a, but removing OP3 and OP4. If R
is big enough, this circuit is approximately equal to the circuit
in a. c, The simulation results for the circuit in a. The voltage
at node A are plotted with blue solid line and the current
flow out node A is plotted with red circle line . The pink
dashed line is the current for a +C capacitor connecting to
same voltage source. From the simulated V-I properties of the
circuit, the sub-circuit behaves as a capacitor with negative
capacitance, which is consistent with the analysis results in
the text.
space, the a, d nodes on the right (top) edge are con-
nected to the b, c nodes on the left (bottom) edge, and
the electronic devices are placed on a finite block with
cyan color as shown in fig.2 a. In order to make its conve-
nient for the connections in r1 and r2 directions, we lead
all nodes to the edge of the block. The small black solid
squares with the same label denote they are equipoten-
tial points connecting by wires. The wires are not shown
in fig.2 a to make the figures concise. Recalling that the
hopping parameters tcd have opposite sign comparing to
other hopping parameters, which leads to the capacitors
connecting c-d nodes have opposite sign compare to other
capacitors. Here we chose the capacitors Ccd with neg-
ative capacitance. In fig.2 a, the positive capacitors are
indicated by red solid line while the negative capacitors
are indicated by red dashed lines. The sub-circuit to re-
alize the negative capacitor is given in fig.2 d, and we will
prove it later. With the circuit block given in fig.2 a, the
connections in r1 and r2 space are schematically shown
in fig.2 e. The capacitors that connecting the a-d, b-c,
a-a, and c-c nodes separated by distance of Rad, Rbc,
Raa, and Rcc are indicated with red solid line. The black
lines indicate the wires, and the the small blue square at
the lines crossing point means these lines are connected,
lines with no square means that they are not connected.
Experimentally, we can use the multi-layer board and
put the lines on different layers to avoid the connection
between them.
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Appendix D: Negative capacitance
. As discussed in the main text, capacitors in the cir-
cuit lattice connecting nodes c-d are choosing to have
negative capacitance. Here we design a two-port device,
whose I-V properties behaves as a capacitor with nega-
tive capacitance. The circuit diagram is shown in fig.4 a,
where the operation amplifiers, indicate by the triangle
shape, are used. For an ideal operational amplifier, there
is no voltage across its inputs. Therefore the input termi-
nals V+ and V− behave like a short circuit. But this kind
of short is virtual, different from a real one, and draws
no current because of the infinite impedance between the
two inputs. We assume the voltage at A and B nodes
are V2 and V1, respectively. The voltage on the other
nodes are marked as shown in fig.4 a. Some nodes have
the same voltage as A or B nodes for the virtual short
property between +, − nodes of the operation amplifiers.
Then according to the Kirchhoff’s current law, we obtain
the current outflow the A nodes and inflow the B nodes
are given as
i1 =jωC(Vo2 − V1),
i2 =jωC(V2 − Vo1). (D1)
For the currents in the internal branch, we get
(Vo1 − V2)/R =(V2 − V1)/R,
(V1 − Vo2)/R =(V2 − V1)/R. (D2)
which lead to V2 − Vo1 = −(V2 − V1) and Vo2 − V1 =
−(V2 − V1). Taking these relations in to eqs.(D1), we
have
i1 = i2 = −jωC(V2 − V1). (D3)
Comparing to a positive valued capacitor, the I-V rela-
tion of which satisfies I/V = jωC. Therefore the above
result shows that the two-port device given in fig.4 a,
whose I-V properties behaves as a capacitor with nega-
tive capacitance −C.
The circuit in fig.4 b can be simplified as given in
fig.4 c, where two operational, OP3and OP4, working
as a voltage follower are removed. In this case, we have
i11 =jωC(V2 − Vo1),
i12 =(V2 − V1)/R,
i21 =(V2 − V1)/R,
i22 =jωC(Vo2 − V1). (D4)
The currents in the internal branch satisfy the relations
given in eq.(D2). With above equations we get
I1 =i11 + i12 = (V2 − V1)( 1
R
− jωC),
I2 =i21 + i22 = (V2 − V1)( 1
R
− jωC). (D5)
Therefore, if R is large enough, we have I1 = I2 ≈
−jωC(V2 − V1), getting the same result as given in
eq.(D3). The simulation result for the circuit in fig.4 a
is shown in fig.4 c, which is consistent with the analysis
result.
Appendix E: Simulation details
We perform the simulations of the circuit lattice by
using the LTspice software. In order to obtain the reso-
nance frequency of the circuit lattice, we probe the volt-
age v(t,R, α) at every nodes as function of time, and
then extract the frequency information from v(ω,k, α)
which obtained by Fourier transform of v(t,R, α). In or-
der to excite the voltage signals at each node, we use a
pulse source connecting at the four nodes in the (1,1,1,1)
unit cell and remove it after the voltage at each nodes
starting to oscillate. Then we collect the voltage data
v(t,R, α). The parameters of the pulse source are set-
ting as pulse(Vinitial = 0,Von = 1V ,Vdelay = 0us,Vrise =
1us,Vfall = 1us,Ton = 1us,Tperiod = 4us), where Vinitial
is the voltage when the pulse is not on, Von is the value
when the pulse is fully turned on, Tdelay is the time de-
lay, Trise is the rise time of the pulse, Tfall is the fall
time of the pulse, Ton is the pulse width, Tperiod is the
period of the pulse. The ideal operational amplifier are
used in the sub-circuit for negative value capacitors. The
pulse voltage source are connected at the four nodes in
the (1, 1, 1, 1) lattice and removed after 100µs when the
whole system is activated. The parameters for transient
analysis are set as tran(tstep = 5µs, tstop = 2ms), which
save the voltage at every nodes every 5µs to 2ms. After
the v(t,R, α) data are obtained, we can extract the band
dispersion as discussed in the main text .
