Abstract. Purpose: Completely labeled datasets of pathology slides are often difficult and time consuming to obtain. Semi-supervised learning methods are able to learn reliable models from small number of labeled instances and large quantities of unlabeled data. In this paper, we explored the potential of clustering analysis for semi-supervised support vector machine (SVM) classifier. Method: A clustering analysis method was proposed to find regions of high density prior to finding the decision boundary using a supervised SVM and was compared with another state-of-the-art semi-supervised technique. Different percentages of labeled instances were used to train supervised and semi-supervised SVM learners from an image dataset generated from 50 whole-mount images (8 patients) of breast specimen. Their cross-validated classification performances were compared with each other using the area under the ROC curve measure. Result: Our proposed clustering analysis for semisupervised learning was able to produce a reliable classification model from small amounts of labeled data. Comparing the proposed method in this study with a well-known implementation of semi-supervised SVM, our method performed much faster and produced better results.
Introduction
In traditional and state-of-the-art pathology image classification, ground-truth images are manually or semi-manually labeled by a pathologist. A classification function is then trained using the ground-truth images and their labels to find a hyper plane that separates between different image class types. This classification approach belongs to the family of supervised learning in which it is assumed that the labels of all training cases are known. However, labeled instances are often expensive, time consuming, or difficult to obtain. This issue is even more crucial in case of pathology images since they require the effort of experienced human annotators who need to spend much of their time paying attention to highly subjective microscopic details. These details include but are not limited to the texture, morphology, and topology of different tissue components that are present in pathology images. In contrast to supervised learning, which only considers labeled data, semi-supervised learning (SSL) methods work with both labeled and unlabeled instances [3] . Unlabeled instances are often easier to obtain and require lesser human effort to generate. Therefore with SSL, it is possible to use large amounts of unlabeled instances together with a few labeled ones to train a classifier. In this paper, we aim to explore the potential of semi-supervised image classification in the context of triaging breast whole slide images. We also propose a new technique that works by analyzing clusters of labeled and unlabeled instance points in the feature space to find areas of high density and guide the learning method to find decision boundaries that passes through the low density regions.
Related Works
Semi-supervised learning techniques have previously been integrated with some medical applications to improve classification performances of partially labeled datasets [10, 12] but the domain is not yet well explored in the pathology image analysis field. In order to make the most use of the unlabeled data, all semi-supervised methods assume the underlying distribution of data to have some structure [3] . Among the assumptions used in semi-supervised learning, smoothness and cluster assumptions seem to provide the basis for most of the state-of-the-art techniques [6] . The primary objective of these two assumptions are to ensure that decision boundaries pass through low density rather than high density regions of data instances in the feature space.
Depending on the learning problem in hand, there are many classification functions and methods available. Support vector machine (SVM) classifiers have been shown to be efficient and reliable and to date are one of the most widely used in pathology image classification literature. Semi-supervised SVM on the other hand extends the concept of traditional SVM to include the ability to learn from partially labeled datasets while maintaining accuracy. The idea is to virtually examine all possible label combinations of unlabeled data points along the path that minimizes an objective function and finds low density regions that the decision boundary could potentially pass [4, 7, 11, 13] . There have been many implementations of the objective function optimization which are often lengthy and time inefficient for large datasets for which the reader is invited to see [5] for a review and performance comparison.
Recently, there are attempts to replace the lengthy objective function optimization process of semi-supervised SVMs by cluster analysis [6] [8] . The idea is to first find high density regions (clusters) in feature space through clustering methods and then clusters are passed to standard supervised SVM to find a separating decision boundary that passes through low density regions. In this study, we focus on exploring the potential of semi-supervised learning extension of SVM classifier by proposing a semi-supervised learning method that relies on clustering analysis of instance points in the feature space. To validate the performance of the proposed method with other state-of-the-art techniques, we have applied them to triage (or classify) pathology image patches of breast to clinically relevant or irrelevant.
Image Dataset and Data Collection
We used whole-mount H&E stained digital pathology slides (n = 50) from breast lumpectomy specimens of 8 patients. They were scanned at 5X (2 µm/pixel) magnification scale by a TissueScope scanner (Huron Technologies International Inc., Waterloo, Canada). Clearly irrelevant regions (fat and background) were removed from image slides using a simple image thresholding. Patches of 512 × 512 pixels (corresponding to an approximate area of 1 mm 2 ) were collected from each thresholded slide by overlaying a grid of uniformly spaced boxes on tissue regions ( Fig. 1) . The locations of overlaid boxes were randomized by their starting point on the tissue area. The horizontal and vertical distances between pairs of grid boxes were 1000 and 500 pixels respectively. A graphical user interface (GUI) was developed in collaboration with a pathologist to capture the biological information within every ROI. The interface allowed the expert pathologist to scroll through the images and evaluate the presence of diagnostically relevant information within every 512 × 512 pixel patch. In this study, diagnostically relevant regions may include areas of cancers, atypias, microcalcifications and lymphocytic vascular invasion; and irrelevant regions may include the presence of any other structure not included for relevant regions. The collaborating pathologist reviewed more than 2300 image patches (corresponding to 8 patient cases) randomized by their case identification number using the GUI. 
Methodology
The goal in pathology region triaging is to automatically identify diagnostically important (or relevant) regions from digital slides. We do this by finding appropriate texture representations that helps in defining present structures within image patches.
Texture Feature Extraction from Patches
Image patches were converted from RGB to Lab color space and the luminance channel was kept for texture analysis. The luminance channel was divided into optimum non-overlapping smaller tiles (32 × 32 pixels) to isolate different tissue components and was normalized (to have zero mean and standard deviation of one). Root filter set (RFS) [9] texture filters with different scales and directions were convolved with normalized tiles to highlight different textures at all scales and directions. The RFS bank used in this study consists of 38 filters of size 4 × 4 pixels: 2 anisotropic edge and bar filters in 6 directions and 3 scales ((σ x , σ y ) = [(1, 3), (2, 6), (4, 12)]), and 2 rotationally symmetric Gaussian and Laplacian of Gaussian both with σ = 10 pixels. First order statistical measures were calculated from the maximal filter responses along all filter orientations of individual scales to form a 48 dimensional feature set per tile. Statistical measures used in this study were mean, mode, standard deviation, median, skewness and kurtosis. Bag of words (BoW) technique with an optimum dictionary size of 100 was used to regroup the derived features from tiles and form one histogram of words for every image patch. These histograms were used as feature vectors to train supervised and semi-supervised classifiers to distinguish between clinically relevant and irrelevant patches.
Method for Supervised Learning
For supervised learning, the standard SVM technique implemented in libsvm [2] library was used to find the separating decision boundary between the two classes. This method works by finding a maximum margin around the decision boundary using the labeled data (regularization).
Methods for Semi-supervised Learning
Semi-supervised learning methods work by modifying or re-prioritizing the hypothesis (based on unlabeled data) made by considering the labeled data alone. This will be done according to the relationship between unlabeled instances and that of labeled ones. Here, we would like to propose a semi-supervised learning technique that works by cluster analysis based on Ordering Points to Identify the Clustering Structure (OPTICS) [1] clustering algorithm and compare it with a well-known semi-supervised extension of SVM called SVM light :
OPTICS+SVM : This approach works by first identifying areas of high density (in the feature space) through cluster analysis and then passing this information to a standard supervised SVM to find the decision boundary that passes through the low density regions. To find the regions with densely populated points that have any arbitrary shape, we employed the OPTICS clustering technique. This method works by ordering points of a database in such a way that spatially closest points become neighbors (and hence belong to one cluster) in the order set. To order points, this algorithm takes into account the reachability distances of points that are within a radius of ϵ from another point in the database (ϵ-neighborhood). The reachability distance between a point q from a reference point p is defined as the euclidean distance between q and p in such a way that q is within the ϵ-neighborhood of p. Therefore, a point and all its reachable neighbors belong to a cluster if they are within the k th reachable distance from each other. This way, points in the database are separated by their spatial distances from each other and therefore it is possible to form clusters of points that have any arbitrary shape. Therefore, OPTICS clustering method finds the regions that match with the previously noted cluster and smoothness assumptions. For a detailed explanation of the OPTICS clustering technique, reader is invited to see [1] . In this study, the value of k was set to one tenth of the size of feature space.
We implemented a semi-supervised version of the original OPTICS technique by forming clusters of points based on calculating reachability distances between labeled points and unlabeled ones. Therefore, clusters were formed by finding unlabeled points that are within reachable distances to labeled ones. SVM light [11] : this method is based on local combination of different label possibilities for every unlabeled point guided by a label switching mechanism. The label switching mechanism ensures that the balancing constraints between positive and negative classes are maintained and also an objective function is strictly decreased after switching of the labels. Therefore, this algorithm benefits from the standard SVM's regularization process and also gets help from unlabeled points to push the decision boundary away from high density regions.
Experimental Design
In order to compare the performances of supervised and semi-supervised techniques, we performed an 8 fold subject-wise cross-validation on the 8-patient dataset (n = 2302 image patches). For every fold in semi-supervised training methods, some percentage of one patient data were randomly selected to be the labeled set and label of the rest of points were kept hidden (unlabeled set). Similarly, for the supervised method, in every fold some percentage of one patient data were randomly selected to form labeled set and the rest were discarded. The randomly selected labeled points were kept the same for all experimental methods (paired labeled sets). The percentages of labeled points compared in this study were 1, 5, 10, 30, 50, and 70% of one patient data in every fold of the cross-validation scheme.
Results and Discussion
Mean of the area under the ROC curve (AUC) of the cross-validated experiments are given in Fig. 2 for each percentage of labeled data. As can be seen from Fig. 2 , while performances of SVM light and supervised SVM increased and approached mean AUC=0.78 when 30% or more of data were labeled, OPTICS+SVM had a superior performance and stayed close to the range [0.78, 0.8] at all times even when a portion as low as 1% of data were labeled.
Surprisingly, although no unlabeled points were used to guide the decision boundary for supervised SVM, its performance was better than SVM light semisupervised technique mainly for 5, and, 10% of labeled data. Thus, for this dataset, making use of unlabeled points made no improvements in the classification performance for the SVM light technique with 5 or 10% labeled instances. This could be because the small amount of labeled points were not enough for SVM light to find an optimum decision boundary and a large amount of unlabeled data might have mis-lead the technique to a sub-optimal solution. This may be a reason to explain its better performance when higher portions of labeled data are provided (Fig. 2) . Table 1 shows the performance comparison for the two semi-supervised techniques at different percentages of paired labeled data. As can be seen, the performance of the OPTICS+SVM is better than SVM light while its training time is significantly lower on a 64-bit Intel(R) Xeon(R) CPU (at 3.50 GHz) machine. The differences reported in Table 1 were not shown to be statistically significant using a two-tailed Wilcoxon signed-rank test. This maybe due to the relatively small sized dataset used in this study. 
Fig. 2.
Mean area under the ROC curve (mAUC) comparison of 8 fold subject-wise cross-validation (n = 2302 image patches) for supervised and semi-supervised SVM methods using different percentages of paired labeled data points from one patient data per fold.
Summary and Conclusion
In summary, getting hold of labeled datasets is usually difficult and expensive. It is particularly difficult for digital pathology slides since experienced human annotators are required to spend much of their time paying attention to highly subjective microscopic details. Therefore, it is beneficial to find ways of using fewer labeled data points in conjunction with many unlabeled data points to train a reliable image classifier. In this study, we compared performances of supervised and semi-supervised SVM methods for the problem of pathology image classification for a partially labeled dataset. We proposed a cluster analysis technique to find high density regions within the feature space prior to finding the decision boundary using standard SVM. We found that our proposed semisupervised method is much faster than SVM light while its performance is better when the number of labeled points is lower than 30%. On the other hand, comparing the two SSL methods with supervised SVM, we found that the ability to make use of additional unlabeled data did have some improvements on the performance of pathology image classification.
Although SVM light is one of the most successful semi-supervised extension of SVM, its performance have not been shown to be better on synthetic and small sized datasets when compared to the Branch and Bound technique presented in [4] . The Branch and Bound method seems to give the globally optimum result since it searches through all label possibilities in the feature space. However, its performance is reported to be even slower than SVM light and practically not feasible to apply on large datasets such as the one presented in this study.
We believe that the performance of OPTICS+SVM could be further improved by considering a more efficient points selection criteria for clusters. The parameter k (minimum number of points being in a reachable distance to each other) that was used by OPTICS to select candidate points for clusters were set to a constant value of one tenth of the size of feature space. Clusters of points could be found more effectively by considering a more dynamic selection of the value k for each region in the feature space based on local distance averaging. This may help avoiding points from other clusters to be included in each other. 
