Su cient conditions are obtained for the existence of positive periodic solutions of neutral equations with state-dependent delays. The proof is based on the theory of coincidence degree. The existence results are applied to equations of population dynamics.
Introduction
We can observe that populations in the real world tend to uctuate; therefore the theory of existence for periodic solutions occupies an important place among exact mathematical methods being used in the design and analysis of control systems. Many real systems are quite sensitive to sudden changes. This fact suggests that proper mathematical models of the systems should consist of neutral delay equations. However, only a few papers have been published on the existence of periodic solutions of neutral delay population models.
In 1988, Gopalsamy and Zhang [5] ÿrst introduced and investigated the following equation:
where r is called the intrinsic growth rate of the species N , K is interpreted as the environment capacity for N and is a single discrete delay, we may think of N as a species grazing upon vegetation, which takes time to recover. For more details, see [5] . Later on, Kuang and Feldstein [6] considered the problem of boundedness of solutions in the following more general nonautonomous neutral delay equation:
N (t) = r(t)N (t)[a(t) − N (t − 1) − c(t)N (t − 1)]:
(1.2)
Kuang and Feldstein [6] also proposed to investigate the existence of a periodic solution of equation
N (t) = r(t)N (t)[a(t) − N (t − ) − c(t)N (t − )]
; (1.3) where r(t); a(t); c(t) are positive continuous T -periodic functions with T ¿ 0, and is a positive constant. In particular, Gopalsamy et al. [4] investigated the existence of positive periodic solutions for the neutral delay logistic di erential equation as follows:
where K(t); r(t); c(t) are positive continuous T -periodic functions with T ¿ 0, and m is a positive integer. In 1993, Kuang [7] proposed the following open problem (Open Problem 9.2): How to obtain su cient conditions for the existence of a periodic solution for the equation
N (t) = N (t)[a(t) − ÿ(t)N (t) − b(t)N (t − (t)) − c(t)N (t − (t))]; (1.5)
where a(t); ÿ(t); b(t); (t); c(t) are nonnegative continuous T -periodic functions. Obviously, Eq. (1.5) is a generalization of Eqs. (1.1)-(1.4). When a(t); ÿ(t); b(t); (t) are positive and c(t) = 0, for systems such a problem was considered by Freedman and Wu [2] , and Tang and Kuang [12] . Li [8] , and Fang and Li [1] have investigated the above problem. However, the main Theorem 2.4 in [8] is not true [1] . On the other hand, in [1] , the proof of the Theorem is not clear, and it is more complex to check the su cient conditions. Moreover, Li [9] studied the existence of positive periodic solutions of the neutral Lotka-Volterra equation with several delays
where a(t); b i (t); c i (t) are positive continuous T -periodic functions and i ; i (i = 1; : : : ; n) are nonnegative constants. In [13] , we investigated su cient conditions for the existence of positive periodic solutions of a general neutral delay model of single-species population growth
where a(t); ÿ(t); b i (t); c i (t); i (t); i (t) are nonnegative continuous T -periodic functions and i=1; : : : ; n; T is a positive constant. It is clear that Eqs. (1.5) and (1.6) are special cases of Eq. (1.7). Naturally, more realistic models of single species growth should take into account both the seasonality of the changing environment and time delays. To date, most research on neutral delay di erential equations has been restricted to simple cases of constant delays; few papers consider variable or unbounded delay. Speciÿcally, few methods are suited to problems with state-dependent delay equations. This indicates that it is important to deal with neutral state-dependent delay equations in real mathematical models. In 2001, Li and Kuang [11] studied the existence of a periodic solution of the periodic Lotka-Volterra equation with state-dependent delays as follows:
where r(t); a(t); b i (t); c j (t) (i =1; : : : ; n; j =1; : : : ; m) are nonnegative continuous T -periodic functions, r(t) ¿ 0; a(t) ¿ 0 and i (t; u); j (t; u) (i=1; : : : ; n; j=1; : : : ; m) are nonnegative continuous T -periodic functions with respect to their ÿrst argument. Therefore, it is interesting and important to investigate the following more general nonlinear and nonautonomous delay di erential equations:
x (t) = ± F[t; x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t)));
x (t − 1 (t; x(t))); : : : ; x (t − n (t; x(t)))]
( 1.9) and N (t) = ± N (t)F[t; N (t); N (t − 1 (t; N (t))); : : : ; N (t − n (t; N (t)));
Here we assume F ∈ C(R 2n+2 ; R); F(t +T )=F(t), i ; i (i=1; : : : ; n) ∈ C(R 2 ; [0; +∞)), i (t; u), i (t; u) are T -periodic with respect to t, and T is a positive constant. Notice that we allow the delay to be state-dependent.
It is easy to see that Eqs. (1.9) and (1.10) include many mathematical models of delay, and some special cases of Eqs. (1.9) and (1.10) have occurred widely in many references [1, 2, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
The main objective of this paper is to obtain su cient conditions for the existence of a periodic solution of Eqs. (1.9) and (1.10), by using the theory of topological degree. In addition, applying this method we can obtain realistic conditions for a complex neutral equation with several state-dependent delays as follows:
where a(t); ÿ(t); b i (t), c i (t) ∈ C 1 (R; [0; +∞)), i (t) ∈ C 2 (R; [0; +∞)) (i = 1; : : : ; n) are nonnegative continuous T -periodic functions, and i (t; u) (i = 1; : : : ; n) are nonnegative continuous T -periodic functions with respect to t. Moreover, the theory can be applied to many cases of delay equation in population dynamics.
Lemma
To make use of the continuation theorem of coincidence degree theory, we introduce some notations.
Let X and Z be two Banach spaces. A linear mapping L : dom L ⊂ X → Z is a linear Fredholm mapping with index 0, and N : X → Z is continuous. It follows now from the deÿnition of a Fredholm mapping and from basic results of linear functional analysis that there exist continuous projectors
P , and we denote K P; Q : Z → dom L ∩ Ker P is the generalized inverse of L P by K P; Q = K P (I − Q).
In order to solve
we embed it in a one-parameter family of equations.
In the sequel, we cite below the continuation theorem [3, p. 40] .
Lemma A. Let X and Z be two Banach spaces and L be a Fredholm mapping of index 0. Assume that ⊂ X is a bounded open set and N : → Z is L-compact (i.e. QN and K P; Q N are relatively compact on ). Then Lx = N (x) has at least one solution in dom L ∩ , if the following conditions are satisÿed:
For convenience, we also use the notation
{u(t)} and u = max
where u(t) is a continuous T -periodic function.
Results
In this section, we ÿrst state and prove the following result:
Theorem 3.1. Eq. (1.9) (with the positive sign) has at least one T -periodic solution, if the following conditions are satisÿed:
(a) There exists a number C ¿ 0, such that |F[t; x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t)));
x (t − 1 (t; x(t))); : : : ; Proof. In order to use Lemma A for Eq. (1.9), we shall apply Lemma A to construct the set by the method of a priori bounds. We take
and denote
Then X and Z are Banach spaces when they are endowed with the norms · 1 and · 0 , respectively. Let L : dom L ⊂ X → Z and N : X → Z be given by the following:
Nx = F[t; x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t)));
x (t − 1 (t; x(t))); : : : ; x (t − n (t; x(t)))]:
Denote continuous projective operators P and Q by
T 0
It is easy to check that
x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t)));
x (t − 1 (t; x(t))); : : : ; x (t − n (t; x(t)))] dt:
As is easily computed
By some computation, we can show that K P; Q N : X → X takes the form
x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t))) ;
x (t − 1 (t; x(t))); : : : ;
sF[s; x(s); x(s − 1 (s; x(s))); : : : ; x(s − n (s; x(s)));
x (s − 1 (s; x(s))); : : : ; x (s − n (s; x(s)))] ds
Notice F ∈ C(R 2n+2 ; R) and using the condition (a) of Theorem 3.1, we can see that K P (I − Q)N is a C 1 T -periodic function in Banach space X for any bounded open set ⊂ X , we can also see that
x (t − 1 (t; x(t))); : : : ; x (t − n (t; x(t)))]| dt 6 C x (s − 1 (s; x(s))); : : : ; x (s − n (s; x(s)))] ds
for every x ∈ . Moreover, for any ¿ 0, there is a = =2C, such that for every x ∈ implies
|F[s; x(s); x(s − 1 (s; x(s))); : : : ; x(s − n (s; x(s)));
x (s − 1 (s; x(s))); : : : ; x (s − n (s; x(s)))]| ds
By using the Ascoli-Arzela theorem, for every bounded subset ⊂ X , then QN and K P; Q N are relatively compact on in C 1 space X , i.e. N is L-compact on . Consider the operator equation
Consequently,
x (t) = F[t; x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t)));
Assume that x(t) ∈ X is a solution of Eq. (3.1), for a certain ∈ (0; 1), then we have T 0 F[t; x(t); x(t − 1 (t; x(t))); : : : ; x(t − n (t; x(t)));
x (t − 1 (t; x(t))); : : :
From (3.1) and condition (a) of Theorem 3.1, it follows that
From (3.2) and condition (b) of Theorem 3.1, it is easy to check that there exists a point t 1 , t j or t k in [0; T ] with j; k ∈ {1; 2; : : : ; n}, such that When x ∈ Ker L ∩ @ = R ∩ @ , x is a constant with |x| = H , we have
x (t − 1 (t; x(t))); : : : ; x (t − n (t; x(t)))] dt Now we know that veriÿes all the requirements in Lemma A, hence, Eq. (1.9) (with the positive sign) has at least one T -periodic solution x * (t). This completes the proof of Theorem 3.1.
Theorem 3.2. Let us assume that conditions of Theorem 3.1 hold, and then the conclusion of Theorem 3.1 holds for Eq. (1.9) when the negative sign is selected.
Proof. Its proof is similar to the proof of Theorem 3.1. Here we omit it. Remark 1. We note that even if i (t; x(t)), i (t; x(t)) are negative, then the conclusions of Theorem 3.1 and Theorem 3.2 are still true. In addition, we shall see that the conditions of Theorem 3.1 are relatively weak, those conditions can be easily checked in many special cases.
Next, consider the state-dependent delay di erential Eq. (1.10). (a) There exists a number C ¿ 0, such that |F[t; e x(t) ; e x(t− 1 (t; x(t))) ; : : : ; e x(t− n (t; x(t))) ;
x (t − 1 (t; x(t)))e x(t− 1(t; x(t))) ; : : : ; x (t − n (t; x(t)))e x(t− n(t; x(t))) ]| ¡ C as x(t) is a C 1 T -periodic function; (b) There exists a number R ¿ 0, such that for every x; x 1(i) ; x 2(i) ¿ R, i = 1; : : : ; n, and uniformly in t ∈ [0; T ], such that F(t; e x ; e x 1(1) ; : : : ; e x n(n) ; x 2(1) e x 2(1) ; : : : ; x 2(n) e x 2(n) ) ¡ 0 and F(t; e −x ; e −x 1(1) ; : : : ; e −x n(n) ; (−x 2(1) )e −x 2(1) ; : : : ; (−x 2(n) )e −x 2(n) ) ¿ 0; or F(t; e x ; e x 1(1) ; : : : ; e x n(n) ; x 2(1) e x 2(1) ; : : : ; x 2(n) e x 2(n) ) ¿ 0 and F(t; e −x ; e −x 1(1) ; : : : ; e −x n(n) ; (−x 2(1) )e −x 2(1) ; : : : ; (−x 2(n) )e −x 2(n) ) ¡ 0:
Then Eq. (1.10) has at least one T -periodic positive solution.
Proof. Consider the equations x (t) = ± F[t; e x(t) ; e x(t− 1(t; x(t))) ; : : : ; e x(t− n(t; x(t))) ;
x (t − 1 (t; x(t)))e x(t− 1(t; x(t))) ; : : : ; x (t − n (t; x(t)))e x(t− n(t; x(t))) ]: (3.5)
Then we can prove that Eq. (3.5) has at least one T -periodic solution x * (t). Because the proof of the fact is similar to that of Theorems 3.1 and 3.2, we omit it. Set N * (t) = e x * (t) , hence N * (t) is a T -periodic positive solution of Eq. (1.10). The proof is complete.
From Theorems 3.1-3.3, we can derive many Corollaries. For examples, we give the following corollaries using Theorem 3.3.
Corollary 3.1. Assume that x(t) is a C 1 T -periodic function, if there exist two numbers C; R ¿ 0, such that the following conditions hold:
(1) |F[t; e x(t) ; e x(t− 1(t; x(t))) ; : : : ; e x(t− n(t; x(t))) ,
x (t − 1 (t; x(t)))e x(t− 1(t; x(t))) ; : : : ; x (t − n (t; x(t)))e x(t− n(t; x(t))) ]| ¡ C;
(2) F(t; e x ; e x 1(1) ; : : : ; e x 1(n) ; x 2(1) e x 2(1) ; : : : ; x 2(n) e x 2(n) ) ¡ 0 and F(t; e −x ; e −x 1(1) ; : : : ; e −x 1(n) ; (−x 2(1) )e −x 2(1) ; : : : ; (−x 2(n) )e −x 2(n) ) ¿ 0
for every x, x 1(i) , x 2(i) ¿ R, i = 1; : : : ; n and uniformly in t ∈ [0; T ]. Then the conclusion of Theorem 3.3 holds.
Proof. Its proof is clear and is a direct consequence of Theorem 3.3, so we omit it.
Corollary 3.2. Assume that i (t; x(t)) = i (t; x(t)), i = 1; : : : ; n, if the conditions of Theorem 3.3 are satisÿed, then Eq. (1.10) has at least one T -periodic positive solution.
Proof. Its proof is a direct consequence of Theorem 3.3, so we omit it.
Further, we can obtain Corollary 3.3 for the following equation:
Corollary 3.3. Suppose that in Eq. (3.6) there exist constants B; C; D ¿ 0 such that:
(1) When |x| ¡ B; |F(t; e x ; x e x )| ¡ D holds uniformly for t ∈ R, and when |x| ¿ B, xF(t; e x ; x e x ) ¿ 0 holds uniformly for t ∈ R;
(2) One of the following conditions holds: (i) When x ¡ − B; F(t; e x ; x e x ) ¿ − C holds uniformly for t ∈ R; (ii) When x ¿ B; F(t; e x ; x e x ) ¡ C holds uniformly for t ∈ R.
Then Eq. (3.6) has at least one positive T -periodic solution.
Proof. From the proof of Theorem 3.1, consider the operator equation
x (t) = F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ]; ∈ (0; 1):
Assume that x(t) ∈ X is a T -periodic solution of Eq. (3.6), for a certain ∈ (0; 1), hence T 0 F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ] dt = 0:
In what follows, without loss of generality, we assume that (i) of condition (2) holds. Denote by
Then it follows from (3.7), condition (a) and (i) of condition (2) that
F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ] dt − I3 F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ] dt ¡ CT + DT:
|F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ]| dt
|F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ]| dt
Moreover, by condition (1), it is clear that F[t; e x(t− (t; x(t))) ; x (t − (t; x(t)))e x(t− (t; x(t))) ] satisÿes condition (b) of Theorem 3.3. Hence according to Theorem 3.3 we can see that Eq. (3.6) has a positive periodic solution.
Consider the following equation: Proof. Its proof is similar to that of Theorem 3.3, so we omit it.
Applications
In order to verify the applicability of Theorem 3.3, we shall take some special cases of Eq. (1.10) as examples. 
Then Eq. Proof. Consider the equation
Integrating this identity we have
That is
From (4.1) and (4.3), we have
and hence,
It follows from (4.3) that
where Â 1 ; Â 2 ¿ 0, and Â 1 + Â 2 = 1. Let g i (t)=t− i (t) (i=1; : : : ; n), since i (t) ¡ 1 and i (t) ∈ C 2 (R; [0; +∞)), then g i (t)=1− i (t) ¿ 0 on R and an inverse function exists for g i (t). If t = ' i (g i ) is the inverse function of g i (t) = t − i (t), then
By using the Mean Value Theorem of di erential calculus, this implies that there exists a point for some
for some Á 0 ; v i ∈ [0; T ]. From (4.3), (4.6) and (4.7), we have
Without loss of generality, we can take any i ∈ {1; : : : ; n}, such that
for some i ∈ [0; T ], and
From (4.5), (4.8) and (4.9), we obtain
for some ∈ [0; T ]. Therefore, we have
6 ln a
From (4.4), (4.10) and (4.11), it follows that
Hence x(t) ¡ R 1 . Let
Since n i=1 c i e R1 ¡ 1, and then
F satisÿes conditions (a) of Theorem 3.3. Moreover, lim x; x1;:::;
and lim x; x1;::: 
Then Eq. (1.7) has at least one positive T -periodic solution. Where
Proof. Similar to the proof of Theorem 4.1, so we omit it. Now, we give another Corollary of Theorem 4.1, which is an a rmative answer to the open problem 9.2 in Kuang [7] . 
Then Eq. (1.5) has at least one positive T -periodic solution. Where
Proof. Consider the equation
Similar to the proof of Theorem 4.1, we can make out |x | ¡ M and lim x1;x2→+∞
Therefore, Eq. (1.5) has at least one positive T -periodic solution. Next, we can give an example of Eq. (1.11) to demonstrate that the conditions of Theorem 4.1 are not contradictory and to give an impression of how restrictive these conditions are.
Example. The state-dependent delays di erential equation
has a positive 2 -periodic solution. Indeed, without loss of generality, assume that
. Evidently, a(t) = (2 + sin t)e −5 ¿ 0; ÿ(t) = 10e c i e R1 ¡ 1;
sin it(1 + cos it) ¿ 0:
By applying Theorem 4.1 to this example with 2 -periodic coe cients, we shall ÿnd that all the conditions of Theorem 4.1 are satisÿed; and then Eq. (4.12) has at least one positive 2 -periodic solution. Also, one can see that this example cannot be reduced to Eq. (1.7).
Remark 2. Eq. (1.11) generalizes many population models with delay, which extends and improves the previous results. Indeed, restricting i ; i and the coe cients of Eq. (1.11), we can obtain some new realistic conditions according to concrete model. Proof. Similar to the proof of Theorem 4.1, to complete the proof, it su ces to show that the equation y (t) = r(t) − a(t)e y(t) + Remark 3. The proof of Theorem 4.2 is easier than that of Theorem 2.3 in [9] ; this indicates that it is rather useful to deal with the existence of periodic solution for the state-dependent delay equations in real mathematical models by using Theorem 3.3.
