The limiting distribution of the maximum cumulative sum 1 of a sequence of independent random variables has been discussed recently by Erdös-Kac 2 and Wald. 3 Erdös and Kac treated the case where each random variables has zero mean, while Wald considered more general cases.
We shall show that the problem can be treated by a uniform method starting with a classical combinatorial formula due to De Moivre. 4 A careful application of Stirling's formula does the trick in all cases, but it is interesting that quite different transformations are needed in different cases. It is also to be noted that this is the usual method of arriving at the normal approximation to the binomial distribution given in elementary textbooks (frequently without rigor).
By this method we obtain easily a remainder term to the approximation. In the Bernoullian case this is the best possible order of magnitude. In this general case we have to use a recent theorem of H. Bergström 5 concerning the remainder term in the ^-dimensional central limit theorem. Although it was A. C. Berry and Esseen (independently of each other) who first obtained this result in the one-dimensional case and their methods can be extended to higher dimensions, Bergström's result is more precise in the determination of the dependence on k.
For the sake of simplicity we assume that each variable has unit variance. It is easy to remove this restriction but it is cumbersome to do so.
We state our results as follows. Let Xi 9 • • • , X n be a sequence of independent random variables with
E(X\) « 1 + ML £(|X*-/i*h -7**0(1).
Let n 5 n = X/ ^fc» •&» = max S*.
Then the asymptotic distributions of S n as n tends to infinity are given below :
Pr (S n <n/x + an 1 '*) = -f «r^/»J* + OC»" 1 ' 26 log »).
In the Bernoullian case the remainder term in each case is to be replaced by 0(»~1 /2 ).
1. The Bernoullian case. Let each X v > *> = 1, • • • . w, be distributed as follows:
For definitiveness we assume that n and b are both even. From a classical formula 8 we have
Using Stirling's formula we have where A, as later, is a positive constant which need not be the same each time it appears. Therefore we obtain from (7) and (8) r> ( 2. The method of Erdös-Kac. Let X" v=*l t • • • . n, be independent, and
We also assume that y, « 0(1).
We shall take
According to the method of Erdös-Kac, we have Thus combining (13) and (14) we obtain
Hence from (12 Let J^(^i, • • • , Xk) be the distribution of (17) and let0(#i, • • • , Xk) be that of the fe-dimensional normal distribution having the same first and second order moments as F. According to the result of Bergström, 4 we have
The C(Jfe) in this result can be taken to be Ak 7li log k, hence
Remembering that
we obtain from (16) and (18) Applying these inequalities to the Bernoullian case in §1, and considering the case d^O for the sake of definitiveness, we obtain
Consequently we have ^4 log w _ ^4 log n (22) ƒ(« -e) -^-£ Pr (S n < an*») g /(<* + «) + --~~ • n 112 * tir'
Since it is easy to see that /(log n) 1/2 \ (23) 7(a) -I(a ± c) -0(e) = 0^ ^^ j, we obtain from (22) and (23) _ / log n \ P, (5. <«,««)-7(a)+0^).
5. The case fx k -/JL^0. We have left out this case in order not to interrupt the argument. We shall now briefly indicate the transformations needed here. Instead of making the variance one in this case we shall follow the more usual way and assume that ^+1 with probability p, X v (+1 wit l-l wit with probability q where p -q = i*.
