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Abstract
The additivity problem asks if the use of entanglement can boost the information-carrying
capacity of a given channel beyond what is achievable by coding with simple product states
only. This has recently been shown not to be the case for phase-insensitive one-mode Gaussian
channels, but remains unresolved in general. Here we consider two general classes of bosonic
noise channels, which include phase-insensitive Gaussian channels as special cases: these are
attenuators with general, potentially non-Gaussian environment states and classical noise chan-
nels with general probabilistic noise. We show that additivity violations, if existent, are rather
minor for all these channels: the maximal gain in classical capacity is bounded by a constant
independent of the input energy. Our proof shows that coding by simple classical modulation
of coherent states is close to optimal.
1 Introduction
Communication – be it over time (as storage in a memory) or over space (as transmission from a
sender to a receiver) – is one of the central primitives studied in information theory. A channel
represents a general model for communication. With respect to communication, its arguably most
fundamental characteristic is its classical capacity: the maximal number of bits or – more precisely –
the maximal rate at which bits may be transmitted through the channel asymptotically in the limit
of many uses. This quantity is ubiquitous in information theory since it has both practical meaning
and is interesting from a purely mathematical point of view.
The classical capacity of quantum channels has been studied for decades [1, 2, 3], but is not
understood in general. Not only is it very hard to find the optimal encoding for one use of the
quantum channel, one also has to take into account the possibility of input states which are entangled
across several channel uses. The use of such entangled states can potentially boost the capacity when
the channel is used multiple times in parallel as opposed to the use of simple product or separable
states. The question of whether such an increase in capacity occurs is commonly referred to as the
additivity question. If the use of entanglement can increase the capacity in comparison to product
states, we speak of an additivity violation. If, however, such an increase cannot occur, the classical
capacity is said to be additive. In a recent breakthrough, the classical capacity for the so-called
phase-insensitive bosonic Gaussian channels has been found, and it was shown that the capacity for
these channels is achieved by using products of coherent states for the encoding [4]. Furthermore,
for more general Gaussian channels which are phase-sensitive, the capacity has been found above a
certain energy threshold [4]. This was achieved by proving the optimality of Gaussian inputs above
the energy threshold, while the capacity restricted to Gaussian inputs above the energy threshold
had been calculated in earlier work [5, 6]. Despite these landmark results, the classical capacity
of a general Gaussian channel is not known for all energies, and very little is known about the
capacity of non-Gaussian bosonic channels, which are rarely considered in literature. However,
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recent developments in the area of entropy power inequalities [7, 8, 9] and the minimum output
entropies of bosonic channels [10, 11, 12, 13] make it possible to give bounds on the output entropy
of non-Gaussian bosonic channels. These inequalities promise to help at least partially resolve the
question of classical capacity for these channels. Here we apply entropy power inequalities to give
upper and lower bounds on the classical capacity of a wide class of bosonic noise channels, which
includes non-Gaussian channels.
The channels we consider are attenuator channels with general environment states which are
possibly non-Gaussian and classical noise channels with general additive noise. While we cannot
show that the classical capacity of these channels is additive, we can show that additivity violations,
if existent, are minor. By this we mean that the maximal difference between the full capacity and
the one-shot capacity is a constant independent of the input energy. Furthermore, the lower bounds
we obtain are achievable by simple coherent state coding. As mentioned, this coding achieves the
capacity for phase-insensitive Gaussian channels. It is, however, known not to be optimal in general
even for Gaussian channels [14]. Nonetheless, as our results show, it still is a suitable choice of
encoding for the large class of bosonic channels we consider (which includes the Gaussian channels
for which the capacity is known as special cases).
Our paper is structured as follows: In Section 2, we review the notion of capacity and related
formulas and give a technical introduction to the problem we consider. In Section 3, we state the
relevant entropy power and photon number inequalities and give an overview of the techniques we
apply. In the following Section 4, we state our bounds on the classical capacity of the channels. We
present the proofs in Section 5. We close with a discussion of our work and related problems as well
as directions for future research.
2 Capacity of channels
In the classical setting, where a channel is simply a conditional distribution PY |X describing the
channel’s probabilistic output Y on a given input X , the classical capacity has been studied by
Shannon in his landmark paper [15]. It is remarkable that although the definition of the capacity
involves an arbitrarily large number of channel uses, in the classical setting it can be expressed in
terms of an optimization problem defined in terms of a single channel use only. It is given by
C
(
PY |X
)
= sup
PX
I(X : Y ) , (1)
where I(X : Y ) = H(X) + H(Y ) − H(XY ) is the mutual information between the input and
output of the channel, defined in terms of the Shannon entropy H(X) = −∑x PX(x) logPX(x). In
the continuous-variable case of interest here, X and Y are random variables on R, and an energy
constraint needs to be imposed on the distributions PX in (1): the capacity with input “energy” E
is then defined as in (1), but with a constraint E[X2] ≤ E on the second moment. This constraint
amounts to the demand that in the operational coding problem defining the capacity, only codewords,
i.e., sequences mx = (m1, . . . ,mn) ∈ Rn of elements having a mean energy 1n
∑n
i=1m
2
i bounded by
E are allowed. We will denote the corresponding capacity by CE(PY |X).
In the quantum setting, a quantum channel is a completely positive trace-preserving (CPTP)
map E : B(H) → B(H) on the set B(H) of bounded operators on H. For the bosonic systems con-
sidered here, H ∼= L2(R) is an infinite-dimensional separable Hilbert space. We are concerned with
the energy-constrained classical capacity of such channels: it is operationally defined as the maximal
achievable rate R at which classical bits can be sent by (i) encoding a message x ∈ {0, 1}⌊nR⌋ into a
state ̺x on H⊗n, and (ii) decoding the received state E(̺x) using a suitable POVM {Fx}x∈{0,1}⌊nR⌋
on H⊗n, in such a way that the average decoding error probability vanishes in the limit n→∞. In
this operational problem, the energy constraint amounts to imposing the physical restriction that the
mean photon number 1n tr(
∑n
j=1 a
†
jaj̺) of the average input state ̺ is bounded by some constant N .
Here a†j , aj are the creation and annihiliation operators of the j-th mode of a system of n harmonic
oscillators, satisfying the canonical commutation relations [aj , a
†
k] = δjk1, [aj , ak] = 0.
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An expression for the classical capacity of a quantum channel similar to (1) is known: the
Holevo-Schumacher-Westmoreland theorem (HSW theorem) [1, 2] states that the classical capacity
of a quantum channel E subject to the energy constraint N can be obtained by evaluating the limit
CN (E) = lim
n→∞
1
n
χnN
(E⊗n) . (2)
In this expression, χnN (E⊗n) is the Holevo quantity evaluated for the channel E⊗n : B(H⊗n) →
B(H⊗n) with average energy constraint N . The latter is defined as
χnN (E⊗n) = sup
{px,̺x}x
S
(E⊗n(̺))−∑
x
pxS
(E⊗n(̺x)) , (3)
where S(̺) = −tr̺ log ̺ denotes the von Neumann entropy, and where the optimization is over all
ensembles {px, ̺x}x of states on H⊗n with average signal state ̺ =
∑
x px̺x satisfying the average
energy constraint tr
(∑n
j=1 a
†
jaj̺
)
≤ nN . In general, one may also consider continuous ensembles of
the form {p(x)dx, ̺x}x where dx is e.g., the Lebesgue measure on Rn, and p is a probability density
function. In this case, sums need to be replaced by integrals.
Expression (2) for the classical capacity generalizes formula (1) to quantum channels. Unfortu-
nately, though, it is generally intractable both numerically and analytically: it requires optimization
over an arbitrarily large number n of copies of the channel. The regularization (i.e., the process of
taking the limit n → ∞ in (2)) is necessary to allow for input (code) states which are entangled
across several channel uses: such states may potentially improve upon the capacity compared to
product states. It is worth noting that the use of separable states as input states, which are neither
entangled nor product states, does not improve the capacity in comparison to the use of product
states only. This follows from the fact that it is enough to consider pure input states [1] and the
fact that pure separable states are product states. The capacity when one restricts to codes using
only unentangled signal states, that is, the one-shot capacity, is given by χN (E). It gives the lower
bound
CN (E) ≥ χN (E) (4)
on the classical capacity.
The additivity problem consists in the question of whether or not the inequality (4) is strict (in
which case we speak of an additivity violation), or simply an equality. Its name derives from the
fact that if one has
χnN (E⊗n) = nχN (E) for all n ∈ N , (5)
then one immediately obtains equality in (4), implying that entangled signal states offer no opera-
tional advantage.
While it is still unknown whether or not equality holds in (4) in general in the continuous-
variable case, the simpler additivity property (5) for the Holevo quantity has been shown not to
hold in general by Hastings [16]. He showed that there exists a channel T : B(Cd) → B(Cd) for
which
χ(T ⊗2) > 2χ(T ) .
(There is no energy constraint here because only finite-dimensional Hilbert spaces are involved.) In
principle, this leaves room for an improvement upon the classical capacity via the use of entangled
signal states, i.e., the inequality (4) may still be strict for certain channels. Understanding when
this may or may not be the case is one of the central challenges of quantum information theory, and
fits into the larger theme of investigating the impact of quantum effects such as entanglement on
the power of information-processing primitives.
3
Bosonic noise channels
Here we explore the potential of additivity violations in channels associated with bosonic systems.
The quantum channels discussed here are attenuation channels (i.e. beamsplitters coupling the
system to an environment in a general state) as well as channels mixing the system with a classical
random variable. These are natural generalizations of the corresponding Gaussian channels: the
thermal noise channel and the classical noise channel. These Gaussian channels have been the
subject of various earlier analyses [4, 17, 18, 19, 20], and, as discussed below, have been shown not
to violate additivity in a recent breakthrough development. In contrast, our emphasis here is on
general, potentially non-Gaussian bosonic channels, for which no additivity statements have been
known previously.
In more detail, we consider an input system of d bosonic modes (with Hilbert space H⊗d where
H ∼= L2(R)) with the vector of mode operators R = (Q1, P1, . . . , Qd, Pd). The action of a beamsplit-
ter with transmissivity 0 ≤ λ ≤ 1 which couples the system with an environment of d bosonic modes
with mode operators (Q
(E)
1 , P
(E)
1 , . . . , Q
(E)
d , P
(E)
d ) is given by a Gaussian unitary Uλ on H⊗d ⊗H⊗d.
Its action on the 2d modes is defined (in the Heisenberg picture) by the symplectic matrix
Sλ =
( √
λ12d
√
1− λ12d√
1− λ12d −
√
λ12d
)
with respect to the ordering (Q1, P1, . . . , Qd, Pd, Q
(E)
1 , P
(E)
1 , . . . , Q
(E)
d , P
(E)
d ) of modes, i.e., U
†
λRjUλ =∑
k(Sλ)j,kRk. If we assume that the environment is in some state σE (decoupled from the system),
and consider only the action of this unitary on the system, we obtain the quantum channel
Eλ,σE(̺) := trE
(
Uλ(̺⊗ σE)U †λ
)
. (6)
We are interested in the classical capacity of channels Eλ,σE of the form (6), which we call attenuation
channels. Note that this set of channels includes Gaussian channels (for Gaussian states σE) such as
the thermal noise channels (when σE = e
−β(∑dj=1 Q2j+P 2j )/Z is a thermal state, i.e., the Gibbs state
of a certain quadratic Hamiltonian) or the pure loss channel (when σE is the vacuum state). It also
includes non-Gaussian channels (for σE a non-Gaussian state): typical examples include, e.g., the
case where σE slightly deviates from a thermal state, or is, e.g., some finite superposition of number
states.
A second class of channels we consider here are channels which act by displacing the system
according to some probability density function f : R2d → R on phase space. We call these (general)
classical noise channels. They act as
Ft,f (̺) :=
∫
f(ξ)W (
√
tξ)̺W (
√
tξ)†d2dξ , (7)
whereW (ξ) = ei
√
2πξ·(σR) for ξ ∈ R2d are the Weyl displacement operators with the symplectic form
σ =
(
0 1
−1 0
)⊕d
and the mode operators R = (Q1, P1, . . . , Qd, Pd). Here t > 0 is some parameter
analogous to the transmissivity. Again, this channel may be non-Gaussian (if f is not a Gaussian
distribution). Channels of this type have been considered by Werner [21], who described them as
a convolution operation between a probability distribution and a state. They satisfy a number of
convenient properties with respect to displacements in phase space as well as a data processing
inequality. For more background we refer to [9, 21, 22].
For a specific kind of quantum channels, the so-called single-mode phase-insensitive1 Gaussian
channels, the classical capacity has recently been found by Giovannetti et al. [4, 25].
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A phase-insensitive channel is a channel Φ which has one of the following properties under phase shift operations
e
iϕa†a [23, 24]: Φ(eiϕa
†a
̺e
−iϕa†a) = eiϕa
†aΦ(̺)e−iϕa
†a for all ̺ for gauge-covariant channels and with reversed
order of operators on the rhs. for gauge-contravariant channels.
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The channels (6), (7) fall into this class if the environment state σE is a thermal state or if the
probability density function f is a Gaussian distribution whose covariance matrix is proportional
to the identity (this special case has commonly been referred to as the classical noise channel,
see [17, 26]). In particular, if σE is a single-mode Gaussian thermal state, the capacity of the
single-mode (d = 1) channel Eλ,σE is given by
CN (Eλ,σE) = g
(
λN + (1− λ)NE
)− g((1− λ)NE) , (8)
with the mean photon number NE = tr(a
†aσE) of the environment. Furthermore, if f is a centered
Gaussian distribution of unit variance, then the single-mode channel Ft,f has capacity [4]
CN (Ft,f ) = g(N + 2πt)− g(2πt) . (9)
In both cases, the quantities on the rhs. of Eq. (8) and Eq. (9) have been shown to be equal to
the single-shot Holevo information (χN (Eλ,σE) and χN (Ft,f ), respectively). In particular, there is
no violation of additivity in these channels and thus no operational gain in using entangled signal
states. Similar capacity formulas have been found for single-mode phase-sensitive Gaussian channels,
where the environment is in a Gaussian state σE which might be squeezed (and respectively, if the
function f is a Gaussian whose covariance matrix is not proportional to the identity). In this case
the capacity is only known if the energy constraint allows for input energies larger than a certain
threshold value [4, 5, 6].
This fundamental result is striking, but leaves open the question of whether additivity viola-
tion is possible in more general channels. This is one motivation for considering the more general
families {Eλ,σE} and {Ft,f} of single-mode channels, which also include non-Gaussian examples.
We find that additivity violations, if at all existent, must be limited: the difference CN (Φ)−χN(Φ)
between the two sides of (4) is upper bounded by a constant independent of the input photon number
N , for any channel Φ in the class of attenuators and classical noise channels. In other words, we show
that the maximal potential gain achievable by entangled coding strategies is limited. This means
that for these channels, the use of entanglement cannot improve the classical capacity achieved by
classical modulation of coherent states by much: with growing input energies, the maximal gain by
coding strategies using entanglement becomes negligible compared to the value of the capacity.
Our work follows similar reasoning as that of Ko¨nig and Smith [18], who addressed the question
whether entangled coding strategies can substantially increase the classical capacity of thermal
noise channels: we also employ entropy power inequalities to obtain upper bounds on the capacity.
However, in contrast to [18], we also need to establish new achievability (lower) bounds on the
capacity: here we again use entropy power inequalities, as well as Gaussian extremality – this
reasoning follows pioneering work by Shannon [15]. While the results of [18] for the thermal noise
channel have by now been superseded by the explicit capacity formulas of [4], it appears unlikely
that similar explicit formulas can be established with present-day analytical methods for the non-
Gaussian channels discussed here.
3 Analytical tools for bosonic systems
Evaluating the classical capacity amounts to solving a highly non-trivial optimization problem. Even
for the one-shot capacity, which does not involve an infinite limit over parallel uses of the channel,
explicit capacity formulas are generally not known. In special cases, e.g., when the channel exhibits
certain symmetries (in particular, gauge-covariance or contravariance in the bosonic context), this
difficulty can be overcome [4, 27, 28]. However, the focus of our work is on more general, possibly
non-Gaussian channels. In this context, only few analytical tools are known: these include entropy
power inequalities (EPI), the Gaussian maximum entropy principle, as well as certain more recent
Gaussian optimizer results. In this section, we briefly review these results, and also discuss related
conjectures. In Section 4, we then discuss the implications of these statements to classical capacities:
we will see that they imply various bounds on the possible degree of non-additivity.
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3.1 Gaussian extremality
A key tool in dealing with non-Gaussian distributions, states and optimization are Gaussian ex-
tremality results. The main result we use here is Gaussian extremality for the von Neumann entropy
(but see [29] for more general statements and applications): this states that among all states with
fixed first and second moments, the Gaussian state has maximal entropy. Succinctly, this can be
expressed by the inequality
S(̺) ≤ S([̺]) , (10)
where [̺] is the Gaussian state with the same first and second moments as ̺. As a corollary, among all
one-mode states ̺ with mean photon number tr(a†a̺) smaller or equal to N , the Gaussian thermal
state ̺th,N =
1
N+1
∑∞
n=0
(
N
N+1
)n
|n〉〈n| has maximal entropy g(N) := (N+1) log(N+1)−N log(N).
A simple proof of this corollary can be found, for instance, in [30, Lemma 9], while the entropy of
Gaussian states has been calculated in [31].
Gaussian states also turn out to be optimal for various entropy or entropy-related quantities
defined in terms of Gaussian operations. For example, Gaussian states have recently been shown to
be the optimizers of the defining problem of ‖Φ‖p→p-norms for a Gaussian channel Φ, see [32, 33] In
a similar context, in a series of recent works by De Palma, Trevisan, and Giovannetti [10, 11, 12, 13],
it was shown that the output entropy of any gauge-covariant one-mode Gaussian channel for a fixed
input entropy is minimized by taking as input state the thermal state of this fixed input entropy. For
the beamsplitter with environment in the thermal state ̺th,N , this can be stated as [13, Theorem 4]
S(Eλ,̺th(σ)) ≥ g
(
λg−1[S(σ)] + (1− λ)N) . (11)
As explained below, Eq. (11) is a special case of the currently unproven entropy photon number
inequality (EPNI) conjecture, which is of relevance to this work.
3.2 Entropy power inequalities
In classical information theory, the Shannon entropy of an Rn-valued random variable X with
probability density f : Rn → R is given by H(X) = − ∫ f(x) log f(x)dnx. In order to estimate the
capacity of additive noise channels, Shannon [34] proposed the entropy power inequality (EPI)
e2H(X+Y )/n ≥ e2H(X)/n + e2H(Y )/n , (12)
where the lhs. is the entropy power of the sum of two independent random variables X and Y .
A rigorous proof of (12) was established by Stam [35, 36] under the assumption that X and Y
are of finite variance. Blachman in [36] gave a detailed account of Stam’s proof, and Lieb in [37]
subsequently found a different proof of the entropy power inequality using Young’s inequality for
convolutions.
In the context of quantum information theory, Shannon’s entropy power inequality has been
generalized. In [7], the inequality
eS
(
Eλ,σE(̺)
)
/n ≥ λeS(̺)/n + (1 − λ)eS(σE)/n (13)
was shown for λ = 1/2. This was then generalized by De Palma et al. [8] to all λ ∈ [0, 1]. The lhs.
involves the von Neumann entropy of the output Eλ,σE(̺) under a beamsplitter of transmissivity λ,
defined in (6), and can be considered as a quantum convolution operation of two n-mode states ̺
and σE, analogous to the convolution X + Y of two independent random variables X and Y . More
recently, a conditional version of the entropy power inequality has been proven by De Palma and
Trevisan [30], generalizing a statement previously established for Gaussian states only [38]. This
result can be stated as
exp
S(C|E)̺CE
n
≥ λ exp S(A|E)̺AE
n
+ (1− λ) exp S(B|E)̺BE
n
(14)
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for the input system A, the environment system B, and the output system C of the beamsplitter.
This concerns a tripartite state ̺ABE consisting of two n-mode systems A and B which are condition-
ally independent given E, as well as the result ̺CE = trB
(
(Uλ ⊗ IE)̺ABE(Uλ ⊗ IE)†
)
of applying
a transmissivity-λ beamsplitter Uλ to AB. Remarkably, the proof presented in [30] circumvents all
regularity assumptions required in earlier proofs: it is valid for any state ̺ABM with finite mean
photon number (second moments) in AB and satisfying S(̺E) <∞. This also implies the validity
of (13) for all states ̺ and σE with finite mean photon number. The conditional entropy power
inequality (14) has application to establishing upper bounds on the entanglement-assisted classical
capacity of bosonic quantum channels, as proposed in [38].
Another generalization of (12) has been established in [9] and can be stated as
eS
(
Ft,f (̺)
)
/n ≥ eS(̺)/n + teH(f)/n , (15)
for a probability density function f : R2n → R and an n-mode state ̺. The lhs. of this inequality
involves the entropy power of the output Ft,f(̺) of the classical noise channel, defined in (7). As
before, the expression Ft,f (̺) can be considered as a convolution operation, in this case between a
probability density function f and a quantum state ̺. The proof presented in [9] follows earlier heat-
flow arguments and requires certain regularity assumptions. It appears straightforward, however, to
adapt the proof of [30] to this setting – this would show that (15) holds for all probability density
functions f with finite second moments and all states ̺ with finite mean photon number.
3.3 Conjectured entropy photon number inequalities
In [39] and [40], an alternative to the entropy power inequality (13) has been proposed, replacing the
entropy power of ̺ by the mean photon number of a Gaussian thermal state with the same entropy.
This inequality is called the Entropy Photon-Number Inequality (EPNI) and can be stated as
g−1
(
S(Eλ,σE(̺))
n
)
≥ λg−1
(
S(̺)
n
)
+ (1− λ)g−1
(
S(σE)
n
)
, (16)
where the channel Eλ,σE is used in parallel on nmodes. This statement can be seen as a generalization
of (11) to multiple modes and the case when the environment is not a thermal state. Despite progress
in certain special cases [41], and the special case of (11), the EPNI remains unproven. However, its
implications on capacities have been studied in a number of works [39, 40, 42].
It is natural to ask whether an EPNI also holds in the case of the channel Ft,f . We conjecture
that this is the case and that the “classical-quantum” EPNI reads
g−1
(
S(Ft,f(̺))
n
)
≥ g−1
(
S(̺)
n
)
+
t
e
e
H(f)
n . (17)
A weaker statement which would still be useful for establishing lower bounds on the classical capacity
is the specialization of this EPNI to the case of one mode and a thermal input state:
g−1
[
S
(Ft,f(̺th,N ))] ≥ N + t
e
eH(f) , (18)
where ̺th,N is the Gaussian thermal state with mean photon number N as introduced above. This
inequality can be seen as a classical noise channel analog of Eq. (11) for the attenuator. A proof of
Eq. (18) might be easier than the full proof of Eq. (17) and still have desirable implications: we
show that assuming the validity of Eqs. (18) and (17) leads to better bounds than using the entropy
power inequality, again without altering the spirit of the theorems.
Having reviewed the key tools required for the discussion, we continue with the statement of our
results in the next section.
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4 Limited non-additivity for non-Gaussian bosonic channels
Here we show that the recent generalizations of the EPI as well as the related results discussed
in Section 3 have direct implications for the classical capacities of non-Gaussian bosonic channels.
In particular, they imply that the degree of potential non-additivity is limited for attenuators and
classical noise channels. A similar analysis has been carried out in [18] for special cases of the
channels considered here, namely Gaussian thermal noise channels. In contrast to that work, we
show that the degree of non-additivity can also be bounded for non-Gaussian channels. This extends
our understanding of classical capacities to previously untreatable cases.
One of the key observation is that EPIs can be used to obtain not only upper (converse) bounds
on the classical capacity of non-Gaussian channels, but also achievability bounds. Remarkably, these
achievability bounds concern simple product state codes consisting of coherent states. This coding
strategy has recently been shown to be optimal for phase-insensitive Gaussian channels. It is known
to not be optimal [4, 5, 6] for certain phase-sensitive Gaussian channels, where coding with squeezed
coherent states achieves a higher rate. Nonetheless, coherent state coding gives a good lower bound
also in these cases, as we will see below.
Our work implies that the same strategy of using coherent states is also essentially optimal for
the more general non-Gaussian channels considered here. Thus although this coding strategy is
in general not optimal even for Gaussian channels, we show that it is a suitable choice of coding
strategy for non-Gaussian channels.
In spirit, our results can be seen as quantum generalizations of Shannon’s work, in which he
applied the entropy power inequality to the capacity of the additive noise channel [34]: He found
that the capacity CP of a classical additivity channel Y = X + Z, where Z is noise independent of
the input X (but otherwise arbitrary), is bounded by
log
P +N1
N1
≤ CP ≤ log P +N
N1
, (19)
where P is the average transmitter power, N is the average noise power, and N1 = e
2H(Z)/(2πe) is
the entropy power of the noise Z. In the special case where Z is distributed according to a standard
normal distribution, the upper and lower bounds in Eq. (19) coincide and reduce to Shannon’s
capacity formula for the additive white Gaussian noise channel.
Our main result concerns the single-mode attenuation channel Eλ,σE introduced in (6), and the
classical noise channel Ft,f introduced in (7). We shall denote the mean photon number tr(a†EaEσE)
of σE by NE, and its von Neumann entropy by S(σE). Similarly, we write
E(f) =
2∑
i=1
∫
ξ2i f(ξ)d
2ξ
for the energy (i.e., the sum of second moments) of the distribution f and
H(f) = −
∫
f(ξ) log f(ξ)d2ξ
for the Shannon entropy of the associated random variable. Throughout, we will assume that
these quantities are finite. We then have the following main result:
Theorem 1. The maximal degree of non-additivity of the classical capacity of Eλ,σE and Ft,f is
bounded as
CN (Eλ,σE)− χN (Eλ,σE) ≤ 2g
(
(1− λ)NE
)− g((1− λ)N epE )− log
(
λ+ (1− λ)eS(σE)
)
,
CN (Ft,f )− χN (Ft,f ) ≤ 2g(πtE(f))− log
(
1 + teH(f)
)
,
independently of the input energy N , where N epE = g
−1 [S(σE)] is the mean photon number of a
thermal state with the same entropy as σE. For both channels, coherent states modulated with a
Gaussian distribution achieve a rate which differs from the capacity by at most the rhs. of these
bounds.
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The fact that the rhs. of these bounds is independent of the input energy N implies that the
degree of violation is at most constant. In particular, the potential violation is negligible compared
to the actual value of the capacity for large N . In other words, there is no significant advantage
in using entangled states for coding. This result is indeed not surprising: For very large values
of N , the associated quantum channels are “almost classical” and therefore it is natural to expect
quantum effects such as non-additivity to become small in this regime.
The maximal degree of violation depends on the structure of the environment (the state σE
respectively the distribution f) and is not simply a universal constant as in [18]. This is not
surprising because [18] only considered attenuation channels with Gaussian thermal states in the
environment (also called thermal noise channels).
Unlike Shannon’s result (19), the bounds in Theorem 1 do not specialize to the known capacity
results for Gaussian channels in the case where σE is a thermal state or f is a unit-variance centered
normal distribution. We show that stronger bounds with this property can be derived assuming the
validity of the EPNI conjecture:
Theorem 2. Assuming the EPNI conjecture (16) holds, we have
CN (Eλ,σE)− χN (Eλ,σE) ≤ 2
[
g
(
(1− λ)NE
)− g((1− λ)N epE )
]
.
Similarly, assuming that the EPNI conjecture (17) holds, we have
CN (Ft,f )− χN (Ft,f) ≤ 2
[
g(πtE(f))− g
(
t
e
eH(f)
)]
.
Furthermore, coherent state modulation with a Gaussian distribution achieves a rate which differs
from the capacity by at most the rhs. of these bounds.
We stress that these bounds hold independently of whether or not σE or f (and thus the channels)
are Gaussian. In the special case where σE is a thermal state, we have N
ep
E = NE: here Theorem 2
implies that there is no additivity violation, and we recover the Gaussian capacity result for the
thermal noise channel (8) (see below). Similarly, if f is a unit-variance centered normal distribution,
Theorem 2 reduces to the capacity result (9) for the Gaussian classical noise channel. In this respect,
Theorem 2 behaves similarly as Shannon’s bounds (19) and is compatible with the capacity formulas
of [4].
Furthermore, if σE is a squeezed thermal state, coherent state coding is known not to be opti-
mal [5]. The classical capacity for input energies higher than a certain threshold value in this case
is achieved by input states which are squeezed coherent states. In this case the rhs. in Theorem 2
becomes a bound on the difference in rate between squeezed coherent state coding and coherent
state coding. The same holds true in the case when f is a Gaussian whose covariance matrix is
not proportional to the identity [6]. In these particular cases (above the threshold energy), the gap
between the lower and upper bounds we obtain is not due to non-additivity, but simply due to the
fact that coherent state coding is not optimal in the one-shot case for these channels. We stress that
this does not weaken the statement of our theorems in the case of non-Gaussian channels, which are
our main focus and for which our bounds are new.
We point out, however, that Theorem 1 (which does not require the EPNI conjectures) essentially
gives the same qualitative conclusions for non-Gaussian channels, and Theorem 2 does not provide
additional information. Indeed, consider for example the case of the attenuation channel, with
σE = |NE〉〈NE| equal to one of the number states |NE〉. Then both Theorem 1 and Theorem 2
specialize to
CN (Eλ,|NE〉〈NE|)− χN (Eλ,|NE〉〈NE|) ≤ 2g
(
(1− λ)NE
)
.
Observe also that for NE = 0, the rhs. vanishes, showing that the so-called pure loss channel (with
σE = |0〉〈0| equal to the vacuum state) does not violate additivity. In particular, this provides a
new rederivation of the capacity result of [43] based on the EPI only.
We present the derivation of these results in Section 5.
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Figure 1: Bounds on the capacity CN (Eλ,σE) with λ = 34 for any environment state σE with mean
photon number NE = 2 and entropy S(σE) ≃ 0.91 nats < g(NE) ≃ 1.91 nats.
5 Derivation of non-additivity bounds
In this section, we present the proof of Theorems 1 and 2. Let us first sketch the basic idea: The
Holevo quantity (3) consists of a difference between two entropic quantities. The maximum entropy
principle (10) allows us to restrict to Gaussian states when we require upper bounds on entropies
(subject to fixed second moments), whereas the entropy power inequalities (13) and (15) (respectively
the entropy photon-number inequalities (16) and (17)), as well as Eq. (11) are suitable to obtain
lower bounds on entropies. The bounds on the capacity are then expressions which depend on
output entropies restricted to Gaussian input states and Gaussian environments. These quantities
can then be bounded with elementary calculations. The derivation of upper bounds on the capacity
thus proceeds similarly as in [18]; in addition, we obtain lower bounds on the capacity in a similar
fashion.
5.1 Derivation of capacity bounds from EPIs
We first consider the attenuation channel Eλ,σE introduced in Eq. (6). The corresponding inequality
in Theorem 1 follows immediately from the following lemma. The corresponding statement for the
classical noise channel Ft,f is shown in Lemma 1B below.
5.2 Derivation of bounds from EPIs
Lemma 1A. The classical capacity of the single-mode attenuation channel Eλ,σE satisfies
CN (Eλ,σE) ≥ g
(
λN + (1 − λ)N epE
)− g((1− λ)NE) , (20)
CN (Eλ,σE) ≤ g
(
λN + (1 − λ)NE
)− log(λ+ (1− λ)eS(σE)) . (21)
The lower bound (20) is achievable with a coherent state ensemble. The difference between this upper
and lower bound is bounded by
∆(Eλ,σE) ≤ 2g
(
(1− λ)NE
)− g((1− λ)N epE )− log
(
λ+ (1 − λ)eS(σE)
)
, (22)
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independently of the input photon number N .
The corresponding upper and lower bounds on the capacity are visualized in Fig. 1.
Proof of Lemma 1A. The upper bound. We prove the upper bound (21) in a similar fashion
as [18]. By bounding the Holevo quantity in the Holevo-Schumacher-Westmoreland formula (3) for
the classical capacity we have
CN (Eλ,σE) ≤ SmaxN (Eλ,σE)− lim
n→∞
1
n
Smin(E⊗nλ,σE) , (23)
where
SmaxN (Eλ,σE) = sup
tr(a†a̺)≤N
S(Eλ,σE(̺))
and Smin(E) = inf̺ S(E(̺)) is the minimum output entropy. For any n-mode state ̺n, by the
entropy power inequality we have that
1
n
S
(
E⊗nλ,σE(̺n)
)
≥ log
(
λeS(̺n)/n + (1− λ)eS(σ⊗nE )/n
)
≥ log
(
λ+ (1− λ)eS(σE)
)
(24)
by the entropy power inequality (13) since S(̺) ≥ 0 for any state ̺. This is a useful bound on the
second term in Eq. (23). In order to find a bound on the first term, let us consider the mean photon
number of the output state Eλ,σE(̺), where the input ̺ has mean photon number bounded by N . It
can be bounded as
tr
(
a†aEλ,σE(̺)
)
= λtr
(
a†a̺
)
+ (1 − λ)tr
(
a†EaEσE
)
≤ λN + (1− λ)NE . (25)
Thus the output entropy is bounded as
SmaxN (Eλ,σE(̺)) ≤ g
(
λN + (1− λ)NE
)
(26)
by the maximum entropy principle. Combining Eqs. (23), (24), and (26), the upper bound (21)
follows.
The lower bound. To show (20), recall that taking the one-shot expression of the Holevo
quantity and plugging in a specific ensemble of signal states {px, ̺x}x gives a lower bound on the
capacity. We pick a Gaussian ensemble of coherent states, { 12πN e−
|ξ|2
2N d2ξ, |ξ〉〈ξ|}ξ. Note that the
ensemble average ̺ = 12πN
∫
e−
|ξ|2
2N |ξ〉〈ξ|d2ξ is the Gaussian thermal state ̺th,N with mean photon
number N . Therefore S(̺) = g(N). A lower bound on the classical capacity is thus given by
CN (Eλ,σE) ≥ χN (Eλ,σE)
≥ S(Eλ,σE(̺th,N ))− 12πN
∫
e−
|ξ|2
2N S
(Eλ,σE(|ξ〉〈ξ|))d2ξ . (27)
We can lower bound the first term as follows: we have
S
(Eλ,σE(̺th,N )) = S(E1−λ,̺th,N (σE)) ≥ g(λN + (1− λ)N epE ) . (28)
The first equality follows because for general states ̺, σ, we have Eλ,σ(̺) = E1−λ,̺(σ), as can be
seen by considering the characteristic function of the output state under a beamsplitter [7]: it
satisfies χEλ,σE (̺)(ξ) = χ̺(
√
λξ) · χσE(
√
1− λξ) = χE1−λ,̺(σE)(ξ) for all ξ ∈ R2. The inequality in
Eq. (28) follows from the lower bound (11) on the output entropy of the phase-covariant Gaussian
channel E1−λ,̺th,N for fixed input entropy S(σE).
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To bound the second term in (27), observe that by the maximum entropy principle, we have
S(Eλ,σE(|ξ〉〈ξ|)) ≤ S([Eλ,σE(|ξ〉〈ξ|)])
= S
(Eλ,[σE](|ξ〉〈ξ|))
= S
(Eλ,[σE](|0〉〈0|))
≤ sup
σE Gaussian
tr(a†EaEσE)≤NE
S
(Eλ,σE (|0〉〈0|)) =: A(λ,NE) .
The first identity holds because both expressions [Eλ,σE(|ξ〉〈ξ|)] and Eλ,[σE](|ξ〉〈ξ|) define the same
Gaussian state, as can be verified by computing the associated covariance matrices. The second
identity is a consequence of the compatibility of the beamsplitter with displacements [7, Lemma
VI.1] and invariance of the von Neumann entropy under unitaries.
It remains to find an upper bound on A(λ,NE). In order to find such an upper bound, we
consider the mean photon number at the output and apply Eq. (25), obtaining
tr
(
a†aEλ,σE(|0〉〈0|)
) ≤ (1 − λ)NE .
Hence by the maximum entropy principle, we have that
A(λ,NE) ≤ g
(
(1 − λ)NE
)
. (29)
Combining Eqs. (27), (28), and (29), the lower bound (20) follows.
The difference between the upper and lower bound. The difference between the upper
and lower bound is given by
∆(Eλ,σE)(N) =δ(N) + g
(
(1 − λ)NE
)− log(λ+ (1− λ)eS(σE)) (30)
where
δ(N) := g
(
λN + (1 − λ)NE
)− g(λN + (1− λ)N epE )
collects the terms depending on N . Since g′(N) = log(N + 1) − log(N) is strictly decreasing,
N epE ≤ NE by the maximum entropy principle, and the monotonicity of g, we have
δ′(N) = λ
[
g′
(
λN + (1− λ)NE
)− g′(λN + (1 − λ)N epE )
]
≤ 0
and δ is decreasing as well. Therefore, we have
δ(N) ≤ δ(0) = g((1− λ)NE)− g((1− λ)N epE ) .
Inserting this into (30), we finally obtain the bound (22), as claimed.
We now turn to the classical noise channel Ft,f introduced in Eq. (7). The following Lemma
immediately implies the second inequality in Theorem 1. The bounds given in this lemma are
illustrated in Fig. 2.
Lemma 1B. For the classical capacity of the single-mode classical noise channel Ft,f , we have the
bounds
CN (Ft,f) ≥ log
(
eg(N) + teH(f)
)
− g(πtE(f)) , (31)
CN (Ft,f) ≤ g
(
N + πtE(f)
)− log(1 + teH(f)) . (32)
The lower bound (31) is achievable with a coherent state ensemble. The difference between this upper
and lower bound is bounded by
∆(Ft,f ) ≤ 2g
(
πtE(f)
)− log(1 + teH(f)) ,
independently of the input photon number N .
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Figure 2: Bounds on the capacity CN (Ft,f ) with t = 1 for any distribution f satisfying E(f) = 2
and eH(f) ≃ 15.1 < 2πe.
Proof of Lemma 1B. The upper bound. To obtain the upper bound (32), we again bound the
Holevo quantity by
CN (Ft,f ) ≤ SmaxN (Ft,f )− limn→∞
1
n
Smin(F⊗nt,f ) . (33)
By the entropy power inequality (15) we have
1
n
Smin(F⊗nt,f ) ≥ log
(
1 + teH(f)
)
.
This is because eS(̺)/n ≥ 1 for all n-mode states ̺, and because
F⊗nt,f (̺n) =
∫
f˜ (n)(ξ)W (
√
tξ)̺nW (
√
tξ)†d2nξ
for the probability density function
f˜ (n)(ξ) = Πni=1f(ξ2i−1, ξ2i) = Π
n
i=1f(qi, pi) for ξ = (ξ1, . . . , ξ2n) ∈ Rn .
on R2n, which has Shannon entropy H(f˜ (n)) = nH(f).
To bound the first term in (33), we again use the maximum entropy principle to obtain
SmaxN (Ft,f ) = sup
tr(a†a̺)≤N
S(Ft,f(̺))
≤ sup
tr(a†a̺)≤N
S([Ft,f(̺)])
= sup
tr(a†a̺)≤N
S
(Ft,[f ]([̺]))
= g(N + πtE(f)) ,
giving the claimed upper bound. The last step follows because for Gaussian f and ̺, it is easy to
directly evaluate the behavior of the mean photon number under the channel and conclude that we
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can replace suptr(a†a̺)≤N S([Ft,f(̺)]) with suptr(a†a̺)≤N+πtE(f) S([̺]).
The lower bound. For the lower bound (31) we use a Gaussian ensemble {g(ξ)d2ξ, |ξ〉〈ξ|}ξ
(where g(ξ) = 12πN e
− |ξ|22N ) of displaced coherent states with mean photon number (of the ensem-
ble) N . Then the ensemble average is ̺th,N =
1
2πN
∫
e−
|ξ|2
2N |ξ〉〈ξ|d2ξ and we obtain
CN (Ft,f ) ≥ χN (Ft,f) ≥ S
(Ft,f (̺th,N ))−
∫
g(ξ)S
(Ft,f(|ξ〉〈ξ|))d2ξ
≥ log
(
eS(̺th,N ) + teH(f)
)
− S(Ft,f(|0〉〈0|))
≥ log
(
eg(N) + teH(f)
)
− g(πtE(f)) ,
where we have used the entropy power inequality (15) and invariance of the von Neumann entropy
of a state under unitary conjugation, as well as compatibility of the classical noise channel with
displacements [9, Lemma 2] in the first step and the fact that ̺th,N is a Gaussian thermal state with
mean photon number N in the second step.
The difference between the upper and lower bounds. We again write the difference
between the upper and lower bound as
∆(Ft,f )(N) = δ(N)− log
(
1 + teH(f)
)
+ g
(
πtE(f)
)
,
where
δ(N) = g
(
N + πtE(f)
)− log(eg(N) + teH(f)) .
We have
log
(
eg(N) + teH(f)
)
= log
[
eg(N)
(
1 + teH(f)−g(N)
) ]
= g(N) + log
(
1 + teH(f)−g(N)
)
≥ g(N) ,
and thus
δ(N) ≤ g(N + πtE(f))− g(N) .
Now an adaptation of the argument given in the proof of Lemma 1A proves the claimed state-
ment: the rhs. is monotonically decreasing in N , and thus maximal for N = 0: this yields
δ(N) ≤ g(πtE(f)), which implies the claim.
5.3 Derivation of strengthened capacity bounds from conjectured EPNIs
We now sketch how to obtain Theorem 2, focusing only on the differences in the derivation between
Theorem 1 and Theorem 2. Again, we first treat the case of the attenuation channel Eλ,σE . The
classical noise channel Ft,f is then discussed in Lemma 2B below.
Lemma 2A. Assuming the EPNI conjecture (16) holds, the classical capacity of Eλ,σE satisfies
CN (Eλ,σE) ≤ g
(
λN + (1− λ)NE
)− g((1− λ)N epE ) .
The difference between this upper bound and the lower bound (20) is bounded by
∆(Eλ,σE) ≤ 2
[
g
(
(1− λ)NE
)− g((1− λ)N epE )
]
,
independently of the input photon number N .
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We note that the EPNI does not improve upon the lower bound on the classical capacity of Eλ,σE
given in Lemma 1A. This is because the lower bound only requires a bound on the minimal output
entropy of Eλ,σE for thermal input states, a case where the statement of the EPNI is already covered
by the established Eq. (11).
Proof. Lemma 2A follows when we use the EPNI (16) instead of the EPI (12) in the proof. In
particular, we obtain from the EPNI that
1
n
S
(E⊗nλ,σE(̺n)
) ≥ g
(
λg−1
[
S(̺n)/n
]
+ (1− λ)g−1[S(σ⊗nE )/n]
)
≥ g((1− λ)N epE ) ,
since S(̺) ≥ 0 for any state ̺. This expression replaces the second term in the upper bound of
Lemma 1A. The bound on the difference between the upper and the lower bound in Lemma 2A
follows analogously to before.
Employing the EPNI (17) instead of the EPI (15) in a similar fashion shows the second part of
Theorem 2 for the classical noise channel Ft,f :
Lemma 2B. Assuming Eq. (18) holds, the classical capacity of Ft,f satisfies
CN (Ft,f ) ≥ g
(
N +
t
e
eH(f)
)
− g(πtE(f)) .
Assuming in addition that the EPNI conjecture (17) holds, we further have
CN (Ft,f) ≤ g
(
N + πtE(f)
)− g
(
t
e
eH(f)
)
.
The difference between this upper and lower bound is bounded by
∆(Ft,f ) ≤ 2
[
g
(
πtE(f)
)− g
(
t
e
eH(f)
)]
,
independently of the input photon number N .
Proof. Here we obtain
1
n
Smin(F⊗nt,f ) ≥ g
(
t
e
eH(f)
)
,
replacing the second term in the upper bound of Lemma 1B. The first term in the lower bound is
replaced by
S
(Ft,f (̺)) ≥ g
(
N +
t
e
eH(f)
)
,
replacing the first term in the lower bound of the lemma. The maximal difference between the upper
and the lower bound follows again analogously to the reasoning from before.
6 Discussion
We have derived bounds on the classical capacity of a general class of bosonic channels which includes
both Gaussian as well as non-Gaussian examples. We have shown that for these channels, the rates
achievable by modulation of coherent states are not too far away from the maximal achievable rate
(using arbitrary, possibly entangled code states). The maximal gain resulting from the use of general
coding strategies is bounded by a channel-dependent constant independently of the average energy
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of the signal states. In particular, this means that these channels can only exhibit a limited amount
of additivity violation: the product-state and general classical capacities essentially coincide.
There are a few paths one could follow for future work: First, a proof of Eq. (18) would be
desirable as a first step towards a proof of the classical-quantum EPNI (17), implying better bounds
on the classical capacity of the channels considered here. One may also wonder about similar
statements for the multi-mode versions of the considered channels. The two main ingredients of our
proofs, the maximum entropy principle and the entropy power inequality, both hold in the multi-
mode case. Furthermore, minimal output entropy results analogous to (11) have been shown in the
multi-mode setting [24], essentially providing us with all tools required in the proof of our bounds.
Therefore, similar bounds should hold. Another interesting question concerns the implications of
the EPI and EPNI to other capacities than the classical capacity, such as the entanglement-assisted
classical capacity. The recently proven conditional version of the EPI has been shown to imply an
upper bound on the entanglement-assisted capacity [30, 38], but a corresponding lower bound for
general non-Gaussian channels is missing so far.
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