A common assumption in the study of brain functional connectivity is that the brain network is stationary. However it is increasingly recognized that the brain organization is prone to variations across the scanning session, fueling the need for dynamic connectivity approaches. One of the main challenges in developing such approaches is that the frequency and change points for the brain organization are unknown, with these changes potentially occurring frequently during the scanning session. In order to provide greater power to detect rapid connectivity changes, we propose a fully automated two-stage approach which pools information across multiple subjects to estimate change points in functional connectivity, and subsequently estimates the brain networks within each state phase lying between consecutive change points. The number and positioning of the change points are unknown and learned from the data in the first stage, by modeling a time-dependent connectivity metric under a fused lasso approach. In the second stage, the brain functional network for each state phase is inferred via sparse inverse covariance matrices. We compare the performance of the method with existing dynamic connectivity approaches via extensive simulation studies, and apply the proposed approach to a saccade block task fMRI data.
Introduction
Neuroimaging studies have proved to be a pivotal tool for understanding the neurobiological basis of cognitive and behavioral outcomes in psychiatric studies, as well as for examining the pathophysiological mechanisms and the atypical brain development underlying mental disorders (Biswal et al., 1995; Greicius et al., 2003; Fox et al., 2005; Smith et al., 2009, among others) . Traditional neuroimaging studies focus on identifying brain regions which are activated with respect to a certain task or outcome; however, in recent years, there has been a shift from region-based analyses to models involving brain networks. There have been some prominent findings which point towards the promise of brain functional network connectivity as an imaging biomarker which can be predictive of mental illnesses (Wang et al., 2007; Woodward and Cascio, 2015; Plitt et al., 2015) .
Many functional connectivity modeling approaches have been proposed, including independent component analysis (ICA) (McKeown et al., 1998,; Hyvarinen and Oja, 2000; Calhoun et al., 2001; Guo and Pagnoni, 2008; Smith, 2004, 2005; Guo, 2011) , pairwise correlation analysis (Stam et al., 2007; Suprekar et al., 2008) , partial correlation analysis (Salvador et al., 2005) and sparse inverse covariance or precision matrix estimation (Huang et al., 2009) . Among those methods, precision matrix estimation was found to be one of the most successful approaches (Smith et al., 2011; Wang et al., 2016) , which can distinguish a true, direct functional connection from an apparent connection, caused via confounding by a common third party node.
A key assumption which is used in the aforementioned approaches is that the functional connectivity remains stationary throughout the scanning session. However, an increasing number of recent findings provide evidence on the dynamic nature of brain functional organization . In particular, task-related imaging studies have shown that the brain networks will re-organize when the subjects undergo different modulations of the experimental tasks during the scanning session (Chang and Glover, 2010) . Accurate detection and characterization of temporal variations in connectivity due to underlying neurobiological causes are not necessarily straightforward using the observed fMRI BOLD signals. Many non-neural related factors, such as low signal-to-noise ratio in the fMRI data, changing levels of non-neural noise resulting from background cardiac and respiratory processes and hardware instability, as well as variations in the BOLD signal mean and variance over time, can induce temporal variations (Hutchison et al., 2013a; Lindquist et al., 2014) . Recently, studies are beginning to identify potential correlates of temporal variations in connectivity in simultaneously recorded electrophysiological data (Allen et al., 2012; Chang et al., 2013) , behavior (Thompson et al., 2013) , and disease status (Jones et al., 2012; Sakoglu et al., 2010) . This evidence points to an underlying neuronal basis for temporal variations in functional connectivity which is linked with changes in cognitive and disease states, and provides a strong motivation for detailed investigation of dynamic brain connectivity.
Arguably, the most commonly used strategy for examining dynamic functional connectivity has been a sliding window approach (Allen et al., 2012; Chang and Glover, 2010; Handwerker et al., 2012; Jones et al., 2012; Sakoglu et al., 2010; Li et al., 2013; Monti et al., 2014; Lian et al., 2015) . While the sliding window technique is a valuable tool for investigating temporal dynamics of functional brain networks, there are some known limitations associated with this approach (Lindquist et al., 2014) such as the choice of window length. In particular, a narrow window length will lead to a small number of time scans from which to estimate the brain networks in each state phase, potentially resulting in poor brain network estimates, whereas a large window length may overlook short term changes in the brain network. In addition, the sliding window techniques require secondary criteria to determine if variations in the edge structure are significant, which may not be straightforward to implement. For example, Hindriks et al. (2016) showed that dynamic functional connections were almost impossible to detect using sliding-window correlations.
Dynamic functional connectivity is often conceptualized as a collection of state phases corresponding to various modulations in the brain (Hutchison et al., 2013a; . Such state phases may either refer to re-occurring quasi-stable connectivity states detected via hidden Markov models (Baker and Brookes, 2014; Vidaurre et al., 2016) , or they may imply piecewise constant connectivity with jumps at different change points (Cribben et al., 2012 (Cribben et al., , 2013 Lian et al., 2015; Xu and Lindquist, 2015; Cribben and Yu, 2017; Dai et al., 2017) . These latter class of approaches are known as change point models, which have also been recently proposed for EEG data (Kirch et al., 2015; Schroder and Ombao, 2015) . Although existing change point methods for dynamic functional connectivity have been somewhat successful in describing the temporal changes in the brain network, there are some existing challenges which involve the detection of rapid changes in brain organization, that can evolve within as little as 30-60s (Sakoglu et al., 2010; Shirer et al., 2012; Jones et al., 2012) . Such rapid fluctuations will divide the scanning period into a collection of narrow state phases, each containing only a few time scans from which to estimate the brain network, which is likely to violate an inherent assumption in existing approaches requiring a minimum number of scans between consecutive change points. A potential remedy is to pool information across multiple subjects as suggested by Hindriks et al. (2016) , who showed an increase in power for detecting brain connections by averaging over multi-subject data.
We propose a novel and fundamentally different change point model to detect temporal variations in the group level brain functional connectivity by combining data across multiple subjects. The proposed twostage data-driven approach automatically estimates the number and locations of the change points from the data, as well as the time-varying brain network. The first stage estimates a connectivity metric at each time point based on multi-subject fMRI data and detects change points as shifts in the time series of this connectivity metric under a fused lasso approach. In the second stage, we use sparse inverse covariance matrix estimation to infer a distinct brain network for each state defined by the estimated change points. In addition, we introduce a sub-sampling scheme designed to reliably infer change points in the presence of heterogeneity in the temporal dynamics across subjects, which can also be used to provide measures of uncertainty. The proposed approach is expected to work best for task-based experiments involving multiple subjects who are engaged in the same task for a fixed time duration, although we propose extensions to more general scenarios in the Conclusion section, and to single subject change point analysis in Section 2.4. The proposed group level approach is particularly relevant given existing evidence that the changes in dynamic functional connectivity in taskbased experiments are often not completely determined by the boundaries of the task events/blocks. A schematic illustration of the proposed approach is presented in Fig. 1 .
We evaluate the performance of the proposed method via extensive simulation studies involving various types of dynamic networks with rapid changes in functional connectivity, and compare the performance with several state of the art competing methods. We also apply our approach to a saccade block task data with alternate blocks of fixation and task, which involves rapidly changes in the task as well as aberrant subjects. For example, each block has only 10 time scans which lead to rapid changes in functional connectivity, and presents inherent challenges for an analysis based on single subject data. Moreover, there are several subjects who exhibit behavioral errors for one or more task blocks, which potentially reflect differences with the group level Fig. 1 . A visual depiction of the two stage approach. Stage I, which involves the estimation of change points, consists of first sub-sampling the multi-subject fMRI data (see panel (a) on the right hand side), and then use this sub-sample to compute the ensemble pairwise correlations at each time point (see panel (b) on the right hand side). Subsequently, a fused lasso approach is applied to approximate the time series of the connectivity metric using a piecewise constant function (see panel (b) on the right hand side), which automatically detects change points and divides the length of the scanning session into distinct state phases. This process is repeated for multiple sub-samples in order to diminish the influence of aberrant subjects on change point estimation, and those change points which show up most frequently across these subsamples are chosen as the time points where functional connectivity changes occur. In the second stage, a graphical lasso approach is applied independently to the time scans in each state phase to obtain the corresponding brain functional networks (see panel (c) on the right hand side). The collection of these brain networks across state phases represents the time varying brain functional connectivity.
connectivity. Among other findings, our method is able to identify brain regions supplementary eye fields, lateral and medial frontal eye fields, and cuneus as the most stable regions across the time varying network, which is consistent with previous evidence (McDowell et al., 2008) .
Materials and methods
Suppose we are interested in studying the connectivity between p regions of interest (ROI) in the brain. From each ROI, the time-series of the blood oxygen level dependent (BOLD) signals is extracted to represent the neuronal activity within the ROI. To set notation, denote y it ¼ ðy it1 ; …; y itp Þ as the vector of BOLD fMRI measurements obtained from the i-th subject at the t-th time point over the p ROIs, where t ¼ 1;…;T;i ¼ 1; …; N. We propose a two-stage approach to investigate the dynamic connectivity between the ROIs, where the first stage identifies the change points for functional connectivity and the second stage estimates the brain networks appearing in various state phases which are time intervals separated by the change points.
Stage I: change point estimation
To identify the change point in functional connectivity during the fMRI scanning, we first characterize the dynamic pattern in functional connectivity with a time course of a connectivity metric. Specifically, we propose to evaluate the time-dependent group functional connectivity between two nodes in the brain network by evaluating the correlations between the fMRI BOLD signals of these two nodes at each time point in the scanning session, averaged over subjects. The time courses of these pairwise correlations would then be used to identify the group level change points in functional connectivity. Here, we use pair-wise correlations instead of partial correlations as the connectivity metric due to the following reasons: (a) pair-wise correlations can be computed in a modelfree manner, and they are computationally easier to estimate than the partial correlations, which requires the estimation of the precision matrix or fitting regression models; and (b) there is one-to-one correspondence between the changes in partial and pairwise correlations, and the time courses for these two types of correlations will have change points at exactly the same locations. We illustrate this concept in a toy example in Fig. 2 , which depicts changes in the time series of pair-wise correlations and corresponding partial correlations for a three node system. Given these reasons, we adopt pair-wise correlation as the connectivity metric for our change point estimation purposes in stage I. Subsequently in the second stage, we estimate the functional connectivity for each state phase (defined under the estimated change points), in terms of partial correlations under a graphical modeling approach involving sparse precision matrices.
We note that the assumption of discrete transitions under a change point approach is meant to serve as an approximation to a more realistic scenario of gradual changes in the network consistent with the slow timescale of the hemodynamic response. Each change point can be interpreted as summarizing a particular transition period spanning multiple consecutive time points and incorporating gradual changes in the network. The assumption of discrete jumps is meant to speed up computations and make the approach scalable to high dimensions.
Connectivity metric
Suppose there are unknown change points denoted as 1 ¼ a 0 < a 1 < … < a KÀ1 < a K < a Kþ1 ¼ T, which divides the scanning session into K þ 1 distinct state phases, where the k-th state phase consists of time points between a kÀ1 and a k . The state phases represent time intervals between two consecutive change points where the brain network remains relatively stationary. Both the number and locations of change points are unknown and the change points are estimated as time scans corresponding to jumps in the connectivity metric which is taken to be pairwise correlations.
Let us denote the sample covariance matrices for time t asΣ t ¼ ðρ t;rs Þ p r;s¼1
, and that for the k-th state phase as b piece-wise constant function under a fused lasso approach (Tibshirani et al., 2005) , which divides the scanning period into distinct state phases, such that the functional connectivity is constant within a state phase but changes across these phases. We elucidate the approach below.
A fused lasso approach for detecting change points in brain connectivity
The fused lasso (Tibshirani et al., 2005 ) is a generalization of the lasso (Tibshirani, 1996) approach which applies to settings where the observations have a natural ordering. The fused lasso can be used to detect changes in the mean of a naturally ordered set of observations by inferring spatial or temporal locations where jumps occur (Tibshirani and Wang, 2008) . In our case, the set of ordered observations correspond to the time series of sample pairwise correlations, and one can examine the connectivity changes in the brain network by detecting shifts in this time series profile. To our knowledge, this is one of the first approaches to use the well established fused lasso method for detecting connectivity changes, although there is another recent work (Monti et al., 2014) which uses a fused graphical lasso to estimate a distinct brain network at each time point. The approach by Monti et al. (2014) is based on sliding window correlations using single subject data, and is distinct from our approach which is focused on group level change point models.
To understand the application of the fused lasso approach for change point detection, let us first consider the special case when p ¼ 2. In this case, the time series of univariate pairwise correlations can be approximated via a piece-wise constant function under a fused lasso as follows
whereρ 1 ; …;ρ T ; are sample pairwise correlations as computed in Section 2.1.1, and ðu 1 ; …; u T Þ represents the piecewise constant approximation to the time series of pairwise correlations, with u t denoting the assumed constant correlation during the interval ½a t À 1; a t Þ. The optimization function in (1) is composed of two parts: (a) the first term captures the goodness of fit between the sample correlationsρ and the assumed piecewise constant correlations u via a summed squared distance; and (b) the second term is the absolute difference between the piecewise constant function u between two consecutive time points, which equals zero if there is no jump (ju t À u tÀ1 j ¼ 0), and is greater than zero if there is a jump (ju tÀ1 À u t j > 0Þ. More generally, the second term aims to measure the number of jumps in the piecewise constant function, where the number and locations of the jumps are unknown and controlled by the sparsity parameter λ. When λ increases, this penalty will enforce many increments to become exactly zero, which will reduce the number of jumps and decrease the number of change points; on the other hand, a small value of λ will lead to a greater number of jumps. In summary, the optimization function in (1) aims to provide an adequate fit to the observed sample time series of correlations via a piecewise constant function with an unknown number of jumps that is controlled by the parameter λ.
In practical applications involving p > 2 ROIs in the brain, there are pðp À 1Þ=2 distinct time series profiles of pair-wise correlations which are co-dependent on one another, and act in coordination to impact temporal variations in the brain functional connectivity. To tackle this issue, we present the following generalization of the original fused lasso in (1) to the case of multivariate time series of correlations, based on the approach in Vert and Bleakley (2010) :
where
,r t is the vector of pðp À 1Þ=2 sample pairwise correlations at time point t as computed in Section 2.1.1, and u t 2 < pðpÀ1Þ=2 represents the piecewise constant approximation to the multivariate time series at time point t. As in (1), the first term measures the error between the observed pair-wise correlations and the piece-wise constant function. The second term in (2) controls the increments between successive time points across the pðp À 1Þ=2 pair-wise correlations, which collapses to zero when the multivariate time series does not change significantly between successive time points, and takes non-zero values corresponding to significant changes in functional connectivity defined as non-trivial cumulative changes across all elements in the piecewise constant approximation. At these jumps, one or functional connections may change, while the others may remain constant depending on the data. The penalty parameter λ influences the number of change points, in a manner similar to model (1). We denote the above approach as connectivity change point detection which is abbreviated as CCPD. For a fixed value of λ, we can fit model (2) using the group lasso (Yuan and Lin, 2006) , as described in the Appendix.
Choice of parameters in CCPD
As pointed out in Section 2.1.2, the number of change points is determined by the penalty parameter λ, with a smaller value yielding a greater number of change points and vice-versa. Tibshirani and Wang (2008) proposed an estimate of λ based on a pre-smoothed fit of a univariate time series using a lowess estimator (Becker et al., 1988) . We adapt this approach for a multivariate time series to obtain an initial estimate for λ, and then propose post-processing steps to tune this estimate and obtain change points.
Generalizing the approach in Tibshirani and Wang (2008) to the multivariate case, we apply lowess independently to each time-series of pair-wise correlations as a first step. Denote the smoothed fit as ρ q ¼ ðρ q1 ; …; ρ qT Þ for the q-th pair-wise correlation profile, q ¼ 1; …; pðp À 1Þ=2.
The fraction parameter in the lowess fit which controls the smoothness level, is chosen to be small so as to avoid oversmoothing which will cause difficulty in detecting potential change points. Then for each time series, we compute the first order differences δ qt ¼ ρ qt À ρ q;tþ1 ; t ¼ 1; …; T À 1, followed by the median of ðδ q1 ; …; δ q;TÀ1 Þ denoted as μ q ; q ¼ 1; …; pðp À 1Þ=2. Next, we compute the median of the absolute deviations f δ q1 À μ q ; …; δ q;TÀ1 À μ q g, and denote it as Δ q ; q ¼ 1; …; pðp À 1Þ=2. Finally, we note that equation (2) can be expressed as min u2< pðpÀ1Þ=2 P T t¼1 rt À u t j 2 subject to P TÀ1 t¼1 jju tþ1 À u t jj s 2 , where λ∝1=s 2 , with a smaller value of s 2 implying a lesser number of increments. We choose the threshold parameter as
where the expression inside the parenthesis corresponds to the threshold for the q-th individual pairwise connectivity time series in (1) and is motivated by the choice in Tibshirani and Wang (2008) , and where 1ðÁÞ is the indicator function. The above expression (3) specifies the threshold for the increment term in the fused lasso as the maximum of the thresholds for the individual pairwise connectivity time series, in order to ensure that no true change point is omitted in the first step. Equation (3) assumes that first order differences with absolute values greater than 4Δ q corresponds to a change in connectivity, and the 2Δ q term ensures that the threshold is not very small and is able to capture all the true change points accurately with no omissions, even at the cost of detecting spurious change points. Using the choice of the threshold in (3), we then re-fit the fused lasso (2) to obtain an initial estimate of the number of change points (K max) and their locations τ
The initial estimate for the number of change points is potentially inflated due to the choice of a small value of the lowess fraction parameter, and the manner in which λ was computed in (3). This is to ensure that we do not exclude true change points in the initial fit. In the next step we propose a screening criteria to exclude false change points in τ Ã .
In particular, the screening criteria involves a post-processing step as follows. For each given subset of k < K max change-points, we approximate the signals between the successive change-points with the mean value of the points in that interval. Subsequently, we calculate the total sum of squared errors (SSE) between the set of real signals and these piecewise constant approximations to them. Though it may appear computationally intensive to do this for all subsets of k < K max changepoints, a dynamic programming strategy (Picard et al., 2005) enables us to compute the subset of k change points having the minimum SSE from among all possible sets of k < K max change points in OðK max 2 Þ time. Denote the minimum SSE obtained from the subset of all possible k change points derived from the set τ ÃÃ as SSE(k), and denote the corresponding locations of the change points as τ ÃÃ k . Clearly, SSE(k þ 1), will be smaller than SSE(k); however, after a certain point, adding an extra change-point will have a negligible impact on the SSE reduction.
We determine the optimal number of change points by examining the curvature of the SSE curve as follows. First we normalize the minimum SSE scores SSEð1Þ; …; SSEðK maxÞ as J k ¼
SSEðK maxÞÀSSEðkÞ
SSEðK maxÞÀSSEð1Þ ðK max À 1Þ þ 1, where Jð1Þ ¼ K max, and JðK maxÞ ¼ 1. Then we compute the curvature of these normalized scores via discrete second derivatives as r k ¼ J kÀ1 À 2J k þ J kþ1 , and select the number of change points as K ¼ maxf1 < k < K max : r k > 0:5g such that the second derivative does not rise above a certain threshold on addition of further change points. The choice of the threshold 0.5 is recommended in earlier papers on change point estimation (Picard et al., 2005) , and worked adequately well for our applications. The idea behind this approach is that if the curvature of the normalized SSE scores does not change beyond a certain value by adding an extra change point, then that will imply that the SSE does not reduce significantly, suggesting that no additional change points are required. In our experience based on extensive numerical studies, this approach is able to eliminate any false change points included in the initial set of change points τ Ã and produces reliable estimates. We provide a summary of the above steps for estimating the number of change points in the form of Algorithm I in the Appendix.
Stage II: brain network estimation based on graphical models
We note that although it is possible to threshold the pairwise correlations in equation (2) to estimate the brain network, we use a partial correlation based approach which is known to have some inherent advantages (Smith et al., 2011) and does not depend on thresholding to estimate the network. After estimating the change points in the stage I, the brain network within each state phase is estimated via sparse precision matrices under graphical models, which estimates the strength of connections via partial correlations. The fMRI data will be pre-processed using standard procedures including de-trending and de-meaning. We also pre-whiten the observations to remove temporal correlations across scans, adopting the spectral decomposition approach in Shi and Guo (2016) . The pre-processed fMRI data are then assumed to be independently distributed as zero mean multivariate Gaussian distribution.
Suppose τ ÃÃ K ¼ fa 1 ; …; a K g are the estimated change points in Stage I. We propose the following Gaussian graphical model
where 1 ¼ a 0 < a 1 < … < a K < a Kþ1 ¼ T, and Ω k is a sparse group level inverse covariance matrix for the k-th state phase (k ¼ 1;…;K þ 1), from which one can derive partial correlations to estimate the brain network. We note that given the estimated change points in the stage I, there are K þ 1 distinct brain networks encapsulated by Ω 1 ; …; Ω Kþ1 . Model (4) specifies a group level change point model, where it is assumed that all the subjects in the group have similar transition points, which is reasonable for task based fMRI experiments. In the Section 2.3, we relax this assumption to identify and exclude aberrant subjects who have significant differences with the group level brain network, and we extend this approach to the analysis of change points for individual subjects in Section 2.4. The Gaussian graphical model in (4) enables us to infer brain networks in the form of sparse inverse covariance matrices Ω 1 ; …; Ω Kþ1 which can be translated to graphs G 1 ; …; G Kþ1 . The graph G k has the vertex set V ¼ f1; …; pg corresponding to the p ROIs, and edge set E k comprising all the edges in G k corresponding to non-zero off-diagonal elements in Ω k ;k ¼ 1;…;K þ 1. The edges in E k correspond to significant associations between pairs of ROIs in terms of partial correlations which can be directly derived from Ω k ;k ¼ 1;…;K þ 1. In other words, one can obtain the graph G k , and hence the brain network for the k-th state phase, by studying the pattern of zeros in the sparse inverse covariance matrix
A popular method for estimating sparse inverse covariance matrices is the graphical lasso (Friedman et al., 2008) which is a penalized likelihood approach and can be thought of as an extension of the Lasso approach in regression settings. The graphical lasso operates by imposing a L 1 penalty on the off-diagonal elements of the inverse covariance matrix under a Gaussian likelihood, which results in zero off-diagonal entries corresponding to absent edges. The graphical lasso for brain network estimation estimates the sparse inverse covariance matrix for the k-th state phase as
where γ is the tuning parameter controlling for the sparsity of the graph,
sample correlation matrix for all observations belonging to the k-th state phase which can be obtained directly from the sample covariance matrix b Σ k computed in Section 2.1.1. A higher value of the penalty parameter γ leads to sparser estimates of the inverse covariance matrix, and viceversa. We obtain the solution in (5) corresponding to a grid of γ values, and choose an optimal value of γ which minimizes the BIC computed as
where e k;γ is the number of edges under b Ω k;γ . We use the efficient algorithm developed by Friedman et al. (2008) to implement the graphical lasso approach, which is available in the R package glasso available at the CRAN repository (https://cran.r-project.org/web/packages/glasso/ index.html). We note that the graphical lasso is known to result in stable networks when the number of data points is larger than the number of nodes, which is certainly the case in our group level analysis. Even for short bins involving a small number of time scans t Ã , the total number of data points used to estimate the precision matrix is Nt Ã which is expected to be at least moderate and larger than the number of ROIs in practical applications. Hence the proposed approach is expected to yield stable precision matrix estimates which are not overly sensitive to the state phase lengths.
A robust procedure for estimating group level dynamic connectivity
In designing a change point estimation approach, we would like to develop a method which can perform well even under variations in the location of change points across subjects, with the estimated group level change points essentially reflecting the most commonly occurring transitions across individuals in the group. Heterogeneity across subjects is expected to be limited in task-related fMRI studies where subjects engage in the same experimental paradigm. However, there may be some aberrant subjects with large systematic differences whose neural activities do not properly align with the experimental tasks as expected. For example, in our study with saccade trails, a few aberrant subjects have slower response times and a lower number of correct responses due to behavioral errors, but the majority of subjects have negligible errors implying consistency in the behavioral response. Our aim is to ensure that the proposed change point approach is able to identify these aberrant subjects and exclude them from subsequent analysis, while retaining other subjects with limited variations in the location of change points. We note that it may be of possible interest to look more closely at the aberrant subjects to identify the causes for systematic variations, which may be potentially indicative of disease severity or some other underlying physiological attributes. However, this will require a secondary analysis which is not the focus of this article.
We propose an approach that can provide reliable estimates of dynamic connectivity patterns in the presence of aberrant subjects. The proposed approach is based on a sub-sampling scheme. We randomly select a sub-sample of pre-specified size (typically taken to be N À 5) by excluding a small subset of subjects, and compute the change points based on this sub-sample using the methods in Section 2.1. This procedure is then repeated multiple times with distinct sub-samples, and a set of change points is computed for each sub-sample. Once this process is completed, the final change points are estimated as those which appear most frequently across all the sub-samples. The justification for this approach lies in the fact that change points which are supported by the majority of the subjects in the dataset, will be detected more frequently across multiple sub-samples, and any fallacious change points which may show up in a limited number of sub-samples due to the influence of aberrant subjects will be eliminated through this process. By choosing to work with multiple sub-samples having a reduced sample size, our goal is to ensure a robust change point estimation by reducing the impact of the aberrant subjects. Moreover, the proposed approach is equipped to provide a characterization of the uncertainty in the temporal locations of the change points and accommodate limited heterogeneity in the location of change points. In particular, by repeatedly drawing subsamples and calculating the corresponding change points, the proposed method is able to provide a subsampling distribution of estimated change points.
In order to identify aberrant subjects, we compute the sparse inverse covariance matrix as in Section 2.2 using the estimated change points, independently for each subject. This essentially reduces to computing the estimate in (5) where the covariance matrices S 1 ; …; S Kþ1 ; are computed based on single subject data. The individual BIC scores using single subject data are then computed using (6), and those who have BIC score above a certain threshold (greater than the 90-th percentile) are identified as aberrant subjects, since a higher BIC score implies the inadequacy of the model fit under the estimated change points. These identified aberrant subjects are then excluded, and the group level dynamic brain network is computed using the remaining typical subjects, under the methods in Section 2.2.
Extension to single subject change point analysis
We now extend the proposed CCPD approach for inferring subject level change points, which does not assume a similar locations of change points across subjects. It uses the core idea that the change points for a individual 'i' will show up prominently under the sub-sampling scheme involving all pairs of subjects containing subject 'i', and additional change points which are not representative of the dynamics for subject 'i' will be downweighted across sub-samples and hence be automatically filtered out.
Given fMRI data on N subjects, we first construct all possible pairs of subjects containing the ith individual, i.e. consider the set P i : ¼ fði; i 0 Þ;
We then run our sub-sampling approach outlined in Section 2.3 on the subsamples corresponding to the pairs in P i . Subsequently, we retain the set of all change points which show up at least once during the subsampling scheme, and denote this set by τ Ã i . It is possible that we obtain consecutive time points as change points, but each having frequency one, which implies a strong possibility that the true change point belongs to the neighborhood represented by the consecutive change points. In order to eliminate any spurious change points which may have been initially included in τ Ã i , we propose a screening procedure which is described below. Since we want to retain the most promising change points in τ Ã i in the final output, we do not subject those change points with the highest frequencies under the subsampling scheme (denoted by τ i ) to the screening process.
Denote the set of all change points in τ reduction. We note that the BIC criteria is computed using equation (6) in the manuscript, but using data from the ith subject. To test whether τ 0 is a false positive, we compute confidence bounds for the BIC reduction by including τ 0 in addition to τ Ã i using a simple permutation test procedure. In particular, the data is repeatedly permuted across time, and for each permuted dataset, the data is split into several parts, with boundaries consisting of the change points ðτ Once these change points have been estimated, the dynamic network for subject i is computed in the second stage conditional on the estimated change points τ Ã i , as in Section 2.2 of the manuscript, but using single subject data.
Results

Simulation studies
Simulation set-up
We conducted a series of simulation studies to examine the performance of our approach in terms of change point detection, and brain network estimation. We generate data sets which include both typical subjects having limited variability in the location of change points, and also aberrant subjects with large systematic differences compared to the group level dynamics. The data was generated under a Gaussian graphical model (4) containing several state phases corresponding to unequally distributed change points.
We evaluated the performance of the proposed method for a range of networks with different characteristics. In particular, we consider the brain networks derived from four different types of graphs: (a) ErdosRenyi random graphs (Erdos and Renyi, 1960) was generated for the first state phase using the same probability for all connections (0.15), while the networks for the subsequent state phases are obtained by flipping a subset of edges (adding an edge if there was no edge, and deleting an edge if there was one) in the graph corresponding to the previous state phase; (b) Erdos-Renyi random graphs (Erdos and Renyi, 1960) were generated independently for each state phase; (c) scale-free graphs were generated independently for each state phase using the preferential attachment model of Barabasi and Albert (1999) ; and (d) small-world random graphs, obtained using the Watts and Strogatz (1998) model, were generated independently for each state phase. The random graphs in (a) mimic the time varying brain networks which retain certain connections between consecutive state phases, but discard others, while the random graphs in (b) represent a random network setting that is commonly seen in various types of data and has been widely studied. On the other hand, the scale-free and small-world networks in (c) and (d), are motivated by the characteristics of real life brain networks derived from fMRI data.
Given the graph, the corresponding precision matrix was computed by fixing off-diagonals to zero for absent edges, and randomly generating elements from UðÀ1; 1Þ corresponding to important edges. The diagonal elements are generated by adding one to the sum of the absolute values of the off-diagonal elements of the corresponding rows, to yield a diagonally dominant structure which ensures positive definiteness. The simulated brain network and the corresponding precision matrix was constant for all time scans within a state phase but they were different across the state phases. The data was generated independently for all subjects using a Gaussian graphical model characterized by the precision matrices generated in the above manner.
For each type of graph, we then considered four combinations, i.e. ðp; TÞ ¼ ð10; 200Þ; ð20; 200Þ, with change points as 40,80,140, and ðp; TÞ ¼ ð10; 300Þ;ð20; 300Þ, with change points as 40,115,175. For each case, we generated data for N ¼ 60 subjects, out of which 50% subjects had limited variation in the location of the change points ( AE3 time scans) compared to the group level transitions, and 5 subjects were aberrant with large systematic differences. The results are presented in Table 1 . As a special case, we also examine the performance of different approaches under a full network in Table 2 , where none of the edges are absent.
Further, Table 3 reports the results under high dimensional scenarios with 200 nodes and T ¼ 1200 time points, with N ¼ 20,60, subjects. For these cases, we consider 20 group level transition periods each consisting of 7 consecutive time points, and the distance between any two consecutive transition periods range from 20 to 200. The simulation setup implies slower transitions between state phases, which is more consistent with the timescale of the hemodynamic response. Finally, we also consider cases when the observations across time points are autocorrelated, with limited heterogeneity in the location of change points and having 5 aberrant subjects, as in Tables 1 and 2 We generate data under the VAR model (Monti et al., 2014) , which is an econometric model generalizing the univariate AR model to multivariate responses, as well as a matrix variate Gaussian graphical model, where the observations are generated under the four network structures (a)-(d) described above, in the presence of autocorrelations across time points. Tables 4 and 5 report the results under these autocorrelated cases with and without prewhitening the observations. The prewhitening was performed by modifying the spectral decomposition approach in Shi and Guo (2016) .
Finally, we also generate data to evaluate the performance of the CCPD approach for single subject change point detection. In particular, we generate data for N ¼ 20 subjects under different networks considered previously in the manuscript. For each network having dimension p ¼ 20, we generated T ¼ 600 time points with true change points generated as follows: (a) we randomly generated three change points for each subject, with consecutive change points spaced at least 60 scans apart; and (b) we chose 15 true change points and each subject were randomly allocated three change points from among these 15 change Table 1 Simulation results for data having discrete group level change points with 50% of subjects having a variation of AE 3 time scans around these group level change points. CP is percentage of estimated true change points; FP is the number of estimated false positive change points; SE is sensitivity. SP is specificity; AUC is Area under curve. The first column denotes different simulation scenarios -A:Random Network. B: Erdos Renyi. C: Small-World. D: Free-network. The approach having a significantly higher AUC compared to all other approaches is indicated via an asterisk sign. points with the constraint that the selected change points were at least 60 scans apart. While the first scenario corresponds to no overlap and maximum heterogeneity across subjects, the second scenario implies a partial overlap in change points across subjects where one or at most two change points may be common between a small number of subjects while the remaining subjects have minimal or no similarity in change points.
Performance metrics
We evaluate the performance of the proposed method for change point detection as well as network estimation. To assess the performance in terms of change point estimation, we report the proportion of change points that were detected correctly and those which were falsely identified across replicates, depending on whether the difference between the true and the estimated change points were less than equal to, or greater than 2. Conditional on the estimated change points in the first step, the graph estimation performance was assessed by comparing the estimated and the true networks at each time point in terms of sensitivity and specificity, and then averaging these metrics across time points. Sensitivity represents the power to detect true connections and is computed as the ratio of the true connections detected versus the total number of true connections in the network. Moreover, specificity measures the proportion of absent edges that are correctly identified as such and can be loosely interpreted as 1-false positive rate (FPR). We also present receiver operating characteristic (ROC) curves for graph estimation for the first four simulation cases, which plots the sensitivity versus 1-specificity levels for a series of graphs estimated by varying the penalty parameter γ in (5). A higher area under the ROC curve implies more accurate graph estimates across all values of the penalty parameter, with higher sensitivity and specificity levels. Finally, we also examine computation times under our method.
We compare our approach with dynamic connectivity regression (DCR) approach for multi-subject data proposed by Cribben et al. (2012) , which is a change point estimation method that uses the graphical lasso for network estimation, the code for which is available on the author's website. For implementing the DCR algorithm, the block size for the stationary bootstrap was chosen to be 30 (we found that the block size in DCR had minimal impact on performance), the significance level for permutation test was fixed at 0.05 and the number of bootstrap samples used was 500. The sensitivity and specificity under the estimated graphs for each segment are computed, and these are averaged to report a point estimate. We also compare with the SINGLE approach by Monti et al. (2014) which computes a network at each time point in a temporally homogeneous manner, as well as the generic sliding window technique. For both these approaches, we obtain local estimates of the covariance matrices by downweighting time points far away using a kernel function K h ði;jÞ ¼ Iðji À jj hÞ, as in Monti et al. (2014) . Here, IðÁÞ is an indicator function, and K h ði; jÞ represents the weight given to time point j when computing the local covariance matrix at time point i corresponding to window length h. Given the kernel function, the local mean at the timepoint i is y i;SL ¼ P T j¼1 K h ði;jÞy i = P T j¼1 K h ði;jÞ, and the local covariance matrix is S i;SL ¼ P T j¼1 K h ði; jÞðy i À y i;SL Þðy i À y i;SL Þ T = P T j¼1 K h ði; jÞ. We then average these local covariance matrices for each time point across all subjects, and use them to obtain group level estimates for the graph at each time point under the graphical lasso method. We compute the sensitivity and specificity under the estimated graphs at each time point, and average across them. We present the sliding window results under window lengths of 10 and 50, according to recommendations in Shakil et al. (2016) , Leonardi and Van De Ville (2015) and Zalesky and Breakspear (2015) . We also consider the tapered window approach of Chang and Glover (2010) in our simulations, but did not present the results since it did not yield any decisive advantages.
Table 2
Simulation results for full correlation case, where the graphs for all the four bins are fully connected, and only the strength of connections are different. SE denotes the sensitivity, and CP and FP are as defined in Table 1 . Unlike the DCR, CCPD has zero falsely estimated change points and maintains high sensitivity. Note that it was not possible to compute AUC since the specificity is always zero for a full graph. The full correlation case represents a challenging scenario for the methods considered, since all of them rely on sparse precision matrix estimation using graphical models. 
Simulation results
From Table 1 , we see that the proposed approach is able to detect the true group change points for all scenarios, with zero false positives, even in the presence of aberrant subjects. On the other hand, the DCR approach performs poorly, often missing change points altogether and reporting false positives, which are somewhat expected under the DCR approach depending on the number of bootstrap replicates or the width of the confidence bounds. In terms of graph estimation, the proposed approach often has a higher area under the curve for graph estimation compared to DCR and sliding window based approaches, with higher sensitivity levels and higher or comparable specificity levels. We note that the lower AUC values under DCR for network estimation may be related to the poor change point estimation performance. Further, although it was not possible to report change point estimation performance under the sliding window based approaches, these methods have a consistently lower AUC, sensitivity, and specificity compared to the proposed approach. Moreover, Table 2 also illustrates the superior change point estimation performance and higher sensitivity levels under the proposed approach, for the full correlation case.
The results under the high dimensional cases reported in Table 3 , suggest that the proposed approach can be scaled to a large number of nodes, time points, and change points. On the other hand, neither the DCR or the SINGLE approach could be applied to settings involving Table 4 Simulation results for matrix variate model incorporating correlations between nodes for each time point as well as temporal correlations. There were 3 true group level change points and 50% of the subjects had variations of þ/3 time scans across these change points. The first column reports simulation scenarios for graph generation. A is Random graph, B is Erdos Renyi, C is Small World, and D is Scale Free. CP, FP, and AUC are defined as in Table 1 . The first 10 columns represent the result of data generated by matrix variate model directly, whereas column 12-18 represent the result after the data has been pre-whitened. In both cases, note that CCPD uses the data without pre-whitening to estimate change points. All results are averaged over 100 replicates. Table 5 Simulation results for VAR model. The first 8 rows use the raw data directly without pre-whitening, which means the data are auto-correlated. The last 4 rows use prewhitened data to estimate the graph. It is clear that CCPD has slightly higher AUC and more accurate change point estimation compared with DCR. Both CCPD and DCR perform better than sliding window with window size of 10. p ¼ 200 nodes and T ¼ 1200 time scans, due to an unrealistic computational burden. We observe that the change point performance of the approach essentially remains the same when the sample size is reduced from 60 to 20, while keeping the number of nodes and time points fixed. Moreover, while there may be a drop in the AUC under all approaches when the sample size is reduced while keeping the number of nodes fixed, the difference is often lesser under the proposed approach in contrast to the competing approaches. For data generated under autocorrelations, Tables 4 and 5 present the results for both prewhitened and un-prewhitened data. The results clearly suggest that the proposed approach detects the change points accurately for all cases. For data generated under the matrix variate Gaussian graphical model, the DCR approach often reports a large number of spurious change points as evident from the false positive column, and it also fails to detect all the true change points in some cases. Moreover, the AUC under the proposed approach is comparable and often higher than the DCR approach, both for data without prewhitening, as well as pre-whitened data. For the VAR data, the DCR method is able to detect all the true change points, but consistently reports an inflated number of transitions with high false positives, as evident from the results in Table 5 . The AUC under the proposed approach is seen to be comparable or slightly higher than the DCR approach for most cases under the VAR model. In all cases, the AUC under the sliding window approach with a window length 10 is much lower than both the approaches. Our simulation study adds insights into the performance of network modeling based on prewhitened data, for which there is a limited literature (Zhu and Cribben, 2018) .
We also experimented by varying the number of aberrant subjects, and discovered that the proposed approach is able to accurately detect all the change points with no false positives, even when 30 out of 60 subjects had large systematic differences, which is encouraging. From our numerical experiments, we expect that the proposed approach will work well in task based fMRI experiments, where the number of aberrant subjects is expected to be limited. Another useful feature of the proposed subsampling scheme in Section 2.3 is that it can be used to characterize uncertainty. For example, we are able to construct histograms for the estimated change points (see Fig. 3a ) which clearly show peaks around the true change point locations, highlighting their ability to accurately detect change points.
For the single subject change point detection analysis, the results are presented in Table 6 of this report. From the Table, it is clear that the proposed CCPD approach has a desirable accuracy for detecting true change points (80% or higher), and also reports negligible false positives. Moreover, a higher accuracy is observed under the partial overlap case containing 15 true change points shared across all subjects. In contrast, the DCR approach has very poor power to detect the true positives, and has significantly higher false positives. Finally, the AUC under CCPD is also significantly higher compared to DCR and SINGLE, with the latter two approaches having a similar performance. We note that the change point performance for individual subjects under both CCPD and DCR approaches are poorer than the group level results, but this is expected due to the large heterogeneity in the location of change points in the single subject analysis. Fig. 3b -c also provides histograms for change point detection under CCPD and DCR for single subject analysis.
Extensive simulation studies illustrate that the proposed approach has a reasonable computation time and is much faster and more scalable than the DCR or SINGLE approaches. For example, it took the method about 67 s to run for p ¼ 20 nodes and T ¼ 300 time points, and 215 s to run for p ¼ 50 nodes. Moreover, unlike the DCR and the SINGLE approaches, the proposed approach was scalable to p ¼ 200 nodes and T ¼ 1200 time points. From our experience in simulations in the presence of aberrant subjects, the proposed approach is readily scalable to several hundred nodes. Further, the approach can be scalable to even larger number of nodes in the absence of aberrant subjects. In general the scalability of the approach is inversely proportional to the number of aberrant subjects assumed to be present in the sample.
3.2. Experimental data for saccade trials 3.2.1. Saccade trial fMRI data and pre-processing steps
We look at a block task data involving a saccade fMRI trial at the University of Georgia, Athens. Data was collected from 35 right-handed, healthy participants (mean age ¼ 19.5 years, SD ¼ 3.7; 10 males), who corresponds to single subject analysis under CCPD and DCR respectively, with 600 time points and 20 nodes. For panels (a) and (b), we observe high peaks near the true group level change points under CCPD, illustrating the effectiveness of CCPD in change point detection. Panel (c) shows the lack of power in change point detection under DCR, along with high false positives. Clearly, CCPD is successful in detecting all true change points for the group level analysis (panel (a)), and in detecting over 80% true change points in the single subject analysis (panel (b)), and has no or minimal false positives in panels (a) and (b) respectively. On the other hand, DCR (panel (c)) has a poor performance for the single subject analysis.
experienced no current major psychiatric disorders or substance abuse, had no metal implants, and had normal or corrected-to-normal vision (via self-report), as described in Pierce and McDowell (2016) . Participants completed a saccade blocked task which consisted of repeating 20 s blocks (10 scans) of a) fixation (9 blocks), b) pro-saccade trials (4 blocks), and c) anti-saccade trials (4 blocks). The blocks were arranged as fixation followed by prosaccade, then fixation followed by antisaccade, and this sequence was repeated several times such that the total number of scans combining all the task blocks was 170, and the total scan time was 5 min and 48 s. All stimuli consisted of a 1 gray shape presented on a black background (Pierce and McDowell, 2016) . During fixation a cross appeared in the center of the screen; subjects were asked to look as quickly and accurately as possible towards the peripheral stimulus for pro-saccade task and towards opposite location of the stimulus, same distance from the center, for the anti-saccade task. Fig. 4 illustrates the experimental design. Participants attended an initial screening session, where they completed demographic surveys and performed twenty practice trials of mixed prosaccades and antisaccades. Those who met inclusion criteria were scheduled for a subsequent MRI session. A high-resolution structural scan was obtained first for each participant, followed by several functional scans (only one of which is reported here). Stimuli were displayed using Presentation software (Neurobehavioral Systems, Albany, CA) and a dual mirror system attached to the head coil that allowed a participant to view a projection screen at his/her feet and researchers to monitor the participants eye. Right eye pupil position was sampled at 60 Hz (IView X MRI-LR system, SensoMotoric Instruments, Germany) and recorded for off-line analysis. Before beginning the saccade tasks, eye position was calibrated using IViews 5-point calibration and an in-house horizontal calibration.
MR images were collected on a 3T GE Signa Excite HDx system at the University of Georgia Bio-Imaging Research Center. A high-resolution anatomical image was collected using a T1-weighted 3D FSPGR sequence Eye position data were analyzed using custom scripts written in MATLAB (MathWorks, Natick, MA). Trials were manually scored for initial direction of response (eye movements with velocities surpassing 20 /sec were classified as saccades). Trials with no response, blinks at stimulus onset, anticipatory saccades (faster than 90 ms latency or during the gap window), or with insufficient data quality due to loss of pupil tracking were excluded from further analysis (about 6 out of 80 trials on average per subject). Pre-processing of functional MRI data was performed using the AFNI software package (Cox, 1996 (Cox, , 2012 and included: slice-timing correction, volume alignment, resampling to 4 mm 3 voxel grid, spatial standardization to a Talairach template, spatial smoothing (4 mm full width-half maximum Gaussian kernel), and voxel-wise scaling to a mean of 100. Regions of interest (ROIs) were identified using 6 mm spheres centered on coordinates from a previous saccade study (Dyckman et al., 2007) that included supplementary eye fields (SEF), lateral and medial frontal eye fields (FEF), prefrontal cortex (PFC), inferior frontal cortex (IFC), precuneus, cuneus, inferior parietal lobule (IPL), middle occipital gyrus (MOG), striatum, and thalamus. The average preprocessed time series then was extracted from each ROI for each participant, for estimating the dynamic brain functional connectivity. We deleted the first four task blocks (fixation-pro-fixation-anti) from Table 6 Simulation results for subject level change point estimation where data is generated for N ¼ 20 subjects with T ¼ 600 time points and p ¼ 20 nodes, with three true underlying change points. The networks A; B; C; D; refer to the random, Erdos-Renyi, small-world, and scale-free networks. The Change point column indicates how the change points were generated, either randomly or with partial overlap. Columns TP and FP describes the number of true positives and false positives in the estimation of the true change points, with an estimated change point being a true positive if it lies within AE 2 scans of a true change point, and it is false positive otherwise. The AUC column summarizes the area under the curve for the network estimation. Results are reported under CCPD, DCR, and SINGLE methods. Fig. 4 . Saccade Task Design. The saccade task consisted of alternating blocks of fixation, prosaccade trials, and antisaccade trials. During the saccade trials, a central fixation cross appeared for 500 ms, followed by a 500 ms trial cue that indicated to the subjects whether they were to perform a prosaccade (towards the target) or an antisaccade (to the mirror location of the target), then the cue disappeared briefly (200 ms gap), and finally the target (circle) appeared to the left or right of center for 800 ms. Arrows indicate the correct direction of response and were not shown during the trials.
our analysis, in order to exclude data from the high variability blocks where subjects were still familiarizing themselves with the task. We also excluded data from the anti-saccade blocks due to high error rate and variability across subjects associated with this task, which is potentially indicative of varied brain states during these trials. Here, error rate is defined as the number of trials with an initial saccade in the incorrect direction divided by the total number of scoreable trials. We then applied the proposed approach to detect change points and estimate dynamic networks based on blocks associated with the pro-saccade task and fixation.
Analysis results
Our analysis detected changes in the saccade network at the beginning of the pro-saccade and fixation blocks which is consistent with the experiment design. In addition, we also detected change points in the middle of blocks two fixation blocks and one pro-saccade block. This results implies that the brain networks tend to be stationary during the majority of the task and rest phases, however there could be occasional network changes within a task or rest block. We conjecture that these changes near the middle of the blocks are potentially due to anticipation of the fixation block at the end of a task block, and viceversa.
To characterize how the brain network during a saccade task shifts during pro-saccade and fixation blocks, we examined the partial correlations between all pairs of ROIs during each brain state between the change points. Then, we identified those connections that were relatively stable (i.e., present in at least 50% of the brain states) across both prosaccade and fixation blocks, exclusively for pro-saccade blocks, exclusively for fixation blocks, or neither block. These connections are depicted in Figure (5) . The analysis revealed that there was a higher number of stable connections for pro-saccade (29) compared to fixation blocks (17). The SEF, medial FEF, and cuneus had the largest number of stable connections during task or both blocks, while the thalamus had a high number of connections exclusively during the task block. Moreover, there were only three connections (IFC-SEF, IFC-IPL, and IPL-MOG) that were present at fixation that did not also occur during the pro-saccade task. Striatum and MOG had the fewest stable connections across the scanning session.
This pattern of results implies that SEF, FEF, and cuneus are core regions in the saccade network and that they maintain functional connectivity with multiple nodes in the network throughout the task as well as during intervening fixation blocks. These regions are known to be critical for visual processing and saccade generation (McDowell et al., 2008) and the number of consistent connections identified here demonstrates their relevance to the saccade network over time. The thalamus, in contrast, was connected to the saccade network specifically during the pro-saccade task blocks, indicating a dynamic role in ocular motor control that may be interrupted during non-active blocks. Striatum and MOG have also been reported during saccade activation studies, yet showed limited stable connections to other saccade ROIs here. Interestingly, the striatum was connected to the thalamus, while MOG was connected to the cuneus, during all the analyzed brain states. This suggests that these two regions are more functionally distant in the saccade network and their interactions may be mediated largely by other, more central nodes. Overall these findings support activation studies of saccade tasks on the role of many of these ROIs in the ocular motor network, as well as providing new insight into how these regions functionally interact over the course of task and fixation blocks in a saccade paradigm.
Conclusion
We have proposed a fundamentally novel approach for detecting temporal changes in the brain functional connectivity, and for estimating a time varying brain network based on multi-subject fMRI data. By pooling information across subjects, the proposed approach has major advantages over existing methods. It provides more reliable estimation of group-level dynamic connectivity in task-related fMRI studies. In particular, our method provides greater power for detecting rapid changes in functional connectivity, that can otherwise be challenging to detect using a single subject analysis. We further propose a robust procedure for accurately detecting the true change points even in the presence of aberrant subjects, who demonstrated significantly differently dynamics in connectivity from the group mostly because their neural activity was inappropriate registered to the experiment tasks. The proposed group level analysis involves a sub-sampling scheme which accounts for individual level differences by identifying and eliminating aberrant subjects who exhibit significant differences in the dynamic brain functional connectivity compared to the group, and is expected to work well in settings involving a limited number of Figure C) . Figure D provides a color coded table which indicates a connection present in both pro-saccade and fixation in green, connection appearing only in pro-saccades in yellow, connections appearing only in fixation in pink, and connections which do not appear in either blocks in gray.
aberrant subjects, such as in task based fMRI experiments. The CCPD approach assumes that the fMRI data is available on all subjects at the same set of time points, such that measurements for each scan can be aligned across subjects. Hence, the proposed approach is well-suited for estimating group-level dynamic connectivity in task-related fMRI studies where subjects are imaged under the same experimental paradigm, although it can accommodate heterogeneity in change points across samples in the group-level analysis. Moreover, we propose an extension of the method to single subject change point analysis, which does not assume similar locations of change points across subjects, and exhibits a desirable performance in terms of change point detection and network estimation, with significant improvements over competing approaches.
When it is of interest to perform a group level change point analysis in studies with larger differences across subjects, the proposed approach can still be applied after an additional clustering and registration step. In particular, when the number of change points vary across subjects, one can first cluster the multivariate fMRI time series using recent advances in clustering of multivariate functional curves, where each cluster represents a sub-group of subjects with the same number of change points and similar temporal dynamics. Once the clustering is complete, a registration step can be implemented separately for each cluster to align the phases of the functional curves for each ROI across all subjects in the cluster, thereby reducing variability in the location of the change points across subjects within each cluster (Dai et al., 2017) . Subsequently, the proposed two stage approach can be applied separately to each cluster, with each cluster representing systematic differences in the number and location of change points. We plan to pursue these generalizations in future work. Finally, we note that the results of dynamic functional connectivity approaches may often depend upon the time-scale over which it is defined, and the proposed dynamic network modeling approach based on fMRI data is best suited for detecting discrete brain states spanning at least a few time scans. When the objective is to detect even faster transient jumps in the functional connectivity occurring at a sub-second rate, alternate approaches with higher sampling rates such as the simultaneous multislice imaging techniques or magnetoencephalography (Baker and Brookes, 2014 ) may be preferable.
