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Abstract
As a natural variant of the k-SAT problem, NAE-k-SAT additionally requires the literals in each
clause to take not-all-equal (NAE) truth values. In this paper, we study the worst-case time complexities
of solving NAE-k-SAT and MAX-NAE-k-SAT approximation, as functions of k, the number of variables
n, and the performance ratio δ. The latter problem asks for a solution of at least δ times the optimal. Our
main results include:
• A deterministic algorithm for NAE-k-SAT that is faster than the best deterministic algorithm for
k-SAT on all k ≥ 3. Previously, no NAE-k-SAT algorithm is known to be faster than k-SAT
algorithms. For k = 3, we achieve an upper bound of 1.326n. The corresponding bound for
3-SAT is 1.328n.
• A randomized algorithm for MAX-NAE-k-SAT approximation, with upper bound (2 − k(δ))n
where k(δ) > 0 only depends on k and δ. Previously, no upper bound better than the trivial 2n
is known for MAX-NAE-k-SAT approximation on k ≥ 4. For δ = 0.9 and k = 4, we achieve an
upper bound of 1.947n.
• A deterministic algorithm for MAX-NAE-k-SAT approximation. For δ = 0.9 and k = 3, we
achieve an upper bound of 1.698n, which is better than the upper bound 1.731n of the exact
algorithm for MAX-NAE-3-SAT.
Our finding sheds new light on the following question: Is NAE-k-SAT easier than k-SAT? The answer
might be affirmative at least on solving the problems exactly and deterministically, while approximately
solving MAX-NAE-k-SAT might be harder than MAX-k-SAT on k ≥ 4.
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1 Introduction
Like the well-known k-SAT and MAX-k-SAT problems, NAE-k-SAT is NP-complete and MAX-NAE-k-
SAT is APX-complete, and they have intimate relationships to other well-known combinatorial problems
such as MAX-Set-Splitting, Hypergraph-Coloring, MAX-CUT, and MAX-XOR-k-SAT [GHS02]. Extend-
ing the methods in solving k-SAT to NAE-k-SAT usually leads to fruitful results, e.g., in the study of
polynomial-time approximation algorithms (see Fig. 2 in Appendix A.1). The symmetry in NAE-k-SAT
can also be very useful in the context of random satisfiability [ACIM01, DSS14, SSZ16]. However, whether
the NAE predicate plays a positive role in the analysis of worst-case upper bounds remains open.
In this paper, we study the exponential upper bounds for solving NAE-k-SAT exactly and approximately
(MAX-NAE-k-SAT approximation). The research in this area mainly concentrates on two separated lines:
exponential-time exact algorithms and polynomial-time approximations. Therefore, another reason moti-
vating this work is to combine both lines by designing moderately exponential-time algorithms to achieve
performance ratio beyond the inapproximable threshold of polynomial-time algorithms.
Traditionally, problems in P are well-studied. But due to the widely-believed Exponential-Time Hy-
pothesis (ETH), sub-exponential-time algorithms are unlikely to exist for k-SAT, let alone MAX-k-SAT
and MAX-NAE-k-SAT [IP01]. So understanding the quality of exponential-time algorithms is important,
which essentially tells us which problem is less intractable. As a strong evidence, lots of conceptual break-
throughs have been made by consecutive advancements of faster exponential-time algorithms for k-SAT
[Sch99, PPSZ05, MS11, Her14, Liu18]. As for approximation algorithms, Ha˚stad shows that a polynomial-
time algorithm with performance ratio greater than 0.875 would imply P = NP (see Fig. 2 in Appendix A.1).
Other witnesses entailing exponential upper bounds include the Linear PCP Conjecture, which implies the
non-existence of a sub-exponential time algorithm for MAX-3-SAT with performance ratio greater than
0.875, assuming ETH [KW11]. Moreover, deterministic algorithms are also essential. Williams shows
that a faster deterministic exponential-time algorithm for Circuit-SAT would imply super-polynomial cir-
cuit lower bounds for NEXP, which is a notoriously hard open problem [Wil13]. In a word, improving
exponential upper bounds for solving NAE-k-SAT and MAX-NAE-k-SAT approximations (preferably de-
terministically) are as crucial as those for k-SAT and MAX-k-SAT.
Since the 1980’s, mounting evidence suggests that NAE-k-SAT should be easier than k-SAT. For in-
stance, the other more-constrained variants called X-SAT (exactly one true literal in each clause) and X-3-
SAT (and each clause has at most 3 literals) can be solved in time 1.18n and 1.11n respectively [BMS05],
which are much better than the fastest k-SAT algorithm (see Fig. 1). More surprisingly, Planar NAE-3-SAT
is even in P [Mor88], while Planar 3-SAT and Planar X-3-SAT remain to be NP-complete [Lic82, DF86].
However, before this work, it is unknown whether NAE-k-SAT algorithms can be faster than the best k-SAT
algorithm, at least for deterministic ones. 1
We find out that the NAE property can be used to reduce the searching space of some algorithms, which
we vividly call it the blessing of NAE, leading to a better upper bound for NAE-k-SAT algorithms. The
second blessing of NAE derives from the fact that any clause in an NAE-3-SAT instance can be represented
by a degree-2 polynomial with 3 variables, which, counter-intuitively, turns into an algorithm for MAX-
NAE-3-SAT that runs in time poly(n) · 2nω/3, where ω is the matrix product exponent. Note that any
length-at-least-4 clause does not have this property [Wil07].
As a counterpart, there is also a curse of NAE. Considering a clause in a k-SAT instance, whenever a
literal is assigned to true, we immediately know that this clause must be satisfied. However, the above is not
true in an NAE-k-SAT instance since we need at least two literals with different values. This is annoying
1 By the time we submit this work, we are aware of a new result by Hansen et al. that improves the upper bound for Unique
NAE-3-SAT (the formula guarantees to have exactly two satisfying assignments) to 1.305n [HKZZ19]. The improvement on
general NAE-3-SAT is even smaller (differs from the bound for 3-SAT in the fourth decimal digit). More importantly, their bound
is for randomized algorithms.
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Figure 1: The rounded up base c in the upper bound cn of our deterministic algorithm for NAE-k-SAT and
the corresponding upper bounds in previous results and in the current fastest randomized algorithm PPSZ
(marked with ∗). Since an NAE-k-SAT instance is equivalent to a k-SAT instance with pairs of opposite-
polarity clauses, any k-SAT algorithm can solve NAE-k-SAT within the same time in terms of the number
of variables (omit the polynomial factor).
k This work [Liu18] [MS11] [DGH+02] [PPSZ05, Her14]
3 1.32573 1.32793 1.33334 1.50001 1.30704∗
4 1.49706 1.49857 1.50001 1.60001 1.46899∗
5 1.59888 1.59946 1.60001 1.66667 1.56943∗
6 1.66624 1.66646 1.66667 1.71429 1.63788∗
because to solve this problem, it is common to fix the assignments of a subset of variables to eliminate some
clauses or to shorten some clauses by at least one, which simplifies the problem by reducing to a smaller
formula. It turns out that such curse ruins a number of existing MAX-k-SAT approximation algorithms when
applying to MAX-NAE-k-SAT, including the current best ones, making MAX-NAE-k-SAT much hard than
MAX-k-SAT at least on k ≥ 4.
The rest of the paper is organized as follows. The basic notations are presented in §2. In §3 we introduce
some related work in algorithms for k-SAT and MAX-k-SAT approximation, then generalize them to NAE-
k-SAT and MAX-NAE-k-SAT, or point out why the generalizations do not work. Our result on deterministic
algorithms for NAE-k-SAT is presented in §4, whose comparison results on 3 ≤ k ≤ 6 are highlighted
in Fig. 1, with upper bounds formally stated in Theorem 5. Later in §5, we present our approximation
algorithms with upper bounds presented in Theorem 6 and Theorem 7.
2 Notations
Let V = {vi | i ∈ [n]} be a set of n Boolean variables. For all i ∈ [n], a literal li is either vi or v¯i. A clause
C is a set of literals and an instance F is a set of clauses. The occurrence of a variable v in F is the total
number of v and v¯ in F . A k-clause is a clause consisting of exactly k literals, and a ≤ k-clause consists
of at most k literals. If every clause in F is a ≤ k-clause, then F is a k-instance. An assignment α of F
is a mapping from V to {0, 1}n. A partial assignment is the mapping restricted on V ′ ⊆ V such that only
variables in V ′ are assigned. A clause C is said to be satisfied by α if α assigns at least one literal to 1 (true)
in C, and is said to be NAE-satisfied if α assigns at least one literal to 1 and at least one literal to 0 (false) in
C. F is satisfiable (resp. NAE-satisfiable) if and only if there exists an α satisfying (resp. NAE-satisfying)
all clauses in F , and we call such α a satisfying assignment (resp. NAE-satisfying assignment) of F . The
k-SAT problem asks to find a satisfying assignment of a given k-instance, and the NAE-k-SAT problems
asks to find an NAE-satisfying assignment of it. If the context is clear, we will drop the prefix NAE-. The
(NAE-) in any statement means that the result holds both with and without NAE.
The MAX-SAT problem asks to find an assignment α of an instance F , such that the number of satisfied
clauses in F under α is maximized. If F is a k-instance, this problem is called MAX-k-SAT. Analogously
we can define the MAX-NAE-k-SAT problem. By definition, a 1-clause can never be NAE-satisfied, thus
when solving the NAE-k-SAT or MAX-NAE-k-SAT approximation problem on a k-instance F , we can
safely assume that there is no 1-clause in F . Given instance F , let s(α) be the number of satisfied clauses
in F under assignment α. The optimal assignment α∗ := arg maxα s(α) maximizes the number of satisfied
clauses in F . We call α a δ-approximation assignment if s(α)/s(α∗) ≥ δ, then αδ is used to denote such
α. Suppose for any k-instance on n variables, algorithm A outputs some αδ (deterministically or with high
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probability), thenA has performance ratio δ andA is a δ-approximation algorithm for MAX-k-SAT. Further
ifA runs in T (n) time, we say that MAX-k-SAT has a T (n)-time δ-approximation. Similar definitions work
for MAX-NAE-k-SAT.
Throughout the paper, n and m always denote the number of variables and number of clauses in the
instance respectively and assume m = poly(n). All logarithms are base-two. We use O(T (n)) = 2o(n) ·
T (n) to omit sub-exponential factor in n.
3 Related Work and Generalizations
3.1 Algorithms for (NAE-)k-SAT
Recently, Liu improves the upper bound of deterministic algorithms for k-SAT by introducing the concept
of chain [Liu18]. Liu’s algorithm either solves the formula in desired time or produces a large enough set
of chains, which can be used to boost the derandomized local search. To construct the generalized covering
code for the derandomized local search, one has to prove its existence, which can be done by solving a
specific Linear Programming. In §4, we will give an overview of Liu’s method and show a different so-
lution to the Linear Programming for NAE-k-SAT, which implies better upper bounds (see Fig. 1). Note
that the derandomized local search essentially derandomizes Scho¨ning’s Random Walk [MS11]. An incre-
mental version of Scho¨ning’s Random Walk for MAX-k-SAT approximation will be discussed in §3.3. We
summarize Liu’s result in the following theorem:
Theorem 1 ([Liu18]). There exists a deterministic algorithm for (NAE-)k-SAT that runs in time O(ckn),
where c3 = 3log
4
3
/ log 64
21 , ck = (2k − 1)ν · ck−11−kν for k ≥ 4 and
ν =
log(2k − 2)− log k − log ck−1
log(2k − 1)− log(1− ( k−22k−2)k)− k log ck−1
.
3.2 Exact Algorithms for MAX-(NAE-)k-SAT
As shown by Williams in [Wil05], MAX-2-SAT has an exact algorithm that runs in time exponentially less
than O(2n), which relies on the non-trivial faster algorithm for Matrix Multiplication. Williams’s method
also works for MAX-NAE-2-SAT and MAX-NAE-3-SAT, as noted in the blessing of NAE. Using the current
fastest Matrix Multiplication by Le Gall, the results are presented below:
Theorem 2 ([Gal14, Wil05, Wil07]). There exist O(2ωn/3)-time exact algorithms for MAX-2-SAT, MAX-
NAE-2-SAT, and MAX-NAE-3-SAT, where ω < 2.373 is the matrix product exponent.
This result does not apply to MAX-3-SAT or MAX-NAE-4-SAT since the longest clause in the instance
is equivalent to a degree-at-least-3 polynomial, but currently Rank-3 Tensor Contraction (the generalization
of Matrix Multiplication) does not have an O(n4−)-time algorithm for any  > 0.
3.3 MAX-(NAE-)k-SAT Approximations
The up-to-date polynomial-time MAX-k-SAT approximations can be found in Fig. 2 in Appendix A.1.
Hirsch gives the first algorithm to approximate MAX-k-SAT to arbitrary performance ratio within (2− )n
time [Hir03]. We call his algorithm RandomWalk (Algorithm 1), which is a variant of Scho¨ning’s Random
Walk for k-SAT [Sch99]. Their differences are summarized in Appendix A.2, along with some intuitions
behind it. In §5.1 we will show that RandomWalk also works for MAX-NAE-k-SAT, and the upper bound
analyzed by Hirsch can be tighten. We give the result by Hirsch in the context of MAX-NAE-k-SAT:
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Algorithm 1: RandomWalk
Input: k-instance F
Output: assignment αˆ
1: initialize αˆ as an arbitrary assignment in {0, 1}n
2: choose α from {0, 1}n randomly
3: repeat the following for O(n) steps:
4: if s(α) > s(αˆ) then
5: αˆ← α
6: randomly choose an unsatisfied clause C in F
7: randomly choose a variable in C and change its value in α
8: return αˆ
Theorem 3 ([Hir03]). MAX-(NAE-)k-SAT has an O((2− 2−2δ2k−kδ )n)-time δ-approximation.
Subsequently in [EPT14], there are three MAX-k-SAT approximation algorithms proposed by Escoffier
et al., which are better than Hirsch’s algorithm. Being originally designed for MAX-SAT approxima-
tion, their algorithms work for MAX-k-SAT approximations as well: given a k-instance as the input, their
methods of variables splitting either reduce the problem to exponentially many sub-problems solved by a
polynomial-time algorithm one by one, or to a problem with fewer variables without increasing the clause
length, or to a problem with weighted and longer clauses. However, for MAX-NAE-k-SAT, as discussed in
the curse of NAE, there is no guarantee of the lower bound of satisfied clauses by fixing the assignments of a
subset of variables (see details in Appendix A.3). Therefore all three algorithms based on such reduction by
variables splitting do not apply to MAX-NAE-k-SAT approximation. We summarize the results of Escoffier
et al. as below, which are currently the best for MAX-k-SAT approximations:
Theorem 4 ([EPT14]). If there exists an exact algorithm for solving MAX-k-SAT that runs in O(cn) time,
then MAX-k-SAT has an O(min(2n(δ−`)/(1−`), cnδ, 2n(2δ−1)))-time δ-approximation, where ` is the perfor-
mance ratio of any given polynomial-time approximation algorithm for MAX-k-SAT.
Using the current best polynomial-time approximation algorithms (see Fig. 2 in Appendix A.1) for the
value ` and the MAX-2-SAT exact algorithm for the value c (see Theorem 2), some numerical results are
illustrated in Fig. 3a and Fig. 3b. Their algorithm for MAX-k-SAT approximation is faster than ours for
MAX-NAE-k-SAT except when δ closes to 1 and k = 3.
4 Deterministic Algorithms for NAE-k-SAT
We transform the NAE-k-SAT problem to an equivalent k-SAT problem: for every clause in the original k-
instance, create a new clause with opposite polarity in every literal. The new clause is called the conjugate
of the original clause, and we call these two clauses a conjugate pair. Two conjugate pairs are independent
if they do not share variables. Solving the new k-instance by a k-SAT algorithm would give the same upper
bound as for k-SAT (omit the O(1) factor). However, as we discussed in the blessing of NAE, a conjugate
pair has fewer satisfying assignments. We will show how to use this to derive a better upper bound for
NAE-k-SAT.
We adopt the same algorithmic framework (Algorithm 2) from [Liu18], using the conjugate pairs in-
stead of chains. The subroutine BR (for branching algorithm) is presented later. One of the key building
blocks is to construct the generalized covering code for the subroutine DLS (for derandomized local search,
see [Liu18] for details) using Linear Programming. Recall that for two assignments a, a∗ ∈ {0, 1}k, the
Hamming distance d(a, a∗) = ‖a− a∗‖1 is the number of disagreed bits. We have the following:
4
Algorithm 2: Algorithmic Framework for NAE-k-SAT Algorithm
Input: k-instance F
Output: a satisfying assignment or Unsatisfiable
1: BR(F ) solves F or returns a set of independent conjugate pairs P
2: if F is not solved then
3: DLS(F,P)
4: end if
Lemma 4.1. Given k-instance F and a set of independent conjugate pairs P from F , DLS runs in time
O((2(k−1)k )n−k|P| ·λ−|P|), where λ is the solution to the following Linear Programming LPk with variables
λ ∈ R+, pi : A 7→ [0, 1], where the solution space A = {0, 1}k\{0k, 1k}:∑
a∈A
pi(a) = 1
pi(a) ≥ 0 ∀a ∈ A
λ =
∑
a∈A
(
pi(a) · ( 1
k − 1)
d(a,a∗)
)
∀a∗ ∈ A
The proof of Lemma 4.1 can be found in Appendix B. In the following lemma, we provide a closed-
form solution to LPk, which leads to the expression of an upper bound for the running time of DLS. This is
different from the Linear Programming proposed in [Liu18] dues to the differences in the solution spaces.
Lemma 4.2. Given integer k ≥ 3, the solution to LPk is:
λ =
kk + ( −kk−1)
k
(2k − 2)k − 2(k − 2)k + (−2)k ,
pi(a) =
(k − 1)k
(2k − 2)k − 2(k − 2)k + (−2)k · (1− (
−1
k − 1)
d(a,0k)) · (1− ( −1
k − 1)
d(a,1k)) for all a ∈ A.
Proof. We prove that this is a feasible solution to LPk by verifying all constraints. To verify λ ∈ R+ and
pi(a) ≥ 0 (∀a ∈ A), it suffices to show that (2k− 2)k − 2(k− 2)k + (−2)k > 0, which is immediate by an
induction.
For verification of
∑
a∈A pi(a) = 1, we multiplying
(2k−2)k−2(k−2)k+(−2)k
(k−1)k on both sides to get:
LHS =
∑
a∈A
(
(1− ( −1
k − 1)
d(a,0k)) · (1− ( −1
k − 1)
d(a,1k))
)
=
∑
a∈A
(
1− ( −1
k − 1)
d(a,0k) − ( −1
k − 1)
d(a,1k) + (
−1
k − 1)
k
)
=
k−1∑
y=1
(
k
y
)
·
(
1− ( −1
k − 1)
y − ( −1
k − 1)
k−y + (
−1
k − 1)
k
)
=
k∑
y=0
(
k
y
)
·
(
1− ( −1
k − 1)
y − ( −1
k − 1)
k−y + (
−1
k − 1)
k
)
= 2k ·
(
1 + (
−1
k − 1)
k
)
− 2 · (k − 2
k − 1)
k
= RHS.
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The second equality dues to the relation d(a, 0k)+d(a, 1k) = k. The third equality follows from substituting
d(a, 0k) with y and the fact that the number of a’s in A with d(a, 0k) = y is
(
k
y
)
. The fourth equality adds
two terms with value 0 to the sum. The last equality is the Binomial theorem.
Similarly, multiplying (2k−2)
k−2(k−2)k+(−2)k
(k−1)k on both sides of λ =
∑
a∈A
(
pi(a) · ( 1k−1)d(a,a
∗)
)
to get:
RHS =
∑
a∈A
(
(1− ( −1
k − 1)
d(a,0k)) · (1− ( −1
k − 1)
d(a,1k)) · ( 1
k − 1)
d(a,a∗)
)
=
∑
a∈{0,1}k
(
1− ( −1
k − 1)
d(a,0k) − ( −1
k − 1)
d(a,1k) + (
−1
k − 1)
k
)
· ( 1
k − 1)
d(a,a∗)
= (
k
k − 1)
k + (
−1
k − 1)
k · ( k
k − 1)
k
−
∑
a∈{0,1}k
(
(−1)d(a,0k) · ( 1
k − 1)
d(a,0k)+d(a,a∗)
)
−
∑
a∈{0,1}k
(
(−1)d(a,1k) · ( 1
k − 1)
d(a,1k)+d(a,a∗)
)
= (
k
k − 1)
k + (
−1
k − 1)
k · ( k
k − 1)
k
= LHS.
The third equality is by noticing that a∗ is symmetric with respect to 0k and 1k and applying the Binomial
theorem. For the fourth equality to hold we need to prove that the sums in the fourth line and fifth line are
equal to 0. By symmetry we only need to prove that∑
a∈{0,1}k
(
(−1)d(a,0k) · ( 1
k − 1)
d(a,0k)+d(a,a∗)
)
= 0. (1)
Observe that for a∗ to be an NAE-assignment, there must exist i˜ ∈ [k] such that the i˜-th bit a∗
i˜
= 1. Now
we partition {0, 1}k into two sets S0, S1 depending on whether the i˜-th bit is 1. We observe the following
bijection: for each a ∈ S0, negate the i˜-th bit to get a′ ∈ S1. Then it must be that
d(a, 0k) + d(a, a∗) = (d(a′, 0k) + 1) + (d(a′, a∗)− 1)
since a∗
i˜
= ai˜ = 1−a′i˜ = 1. As a result, for each a ∈ S0, there is a′ ∈ S1 such that the corresponding terms
of a, a′ in sum (1) have the same exponent on 1k−1 and (−1)d(a,0
k) = −(−1)d(a′,0k), so the sum of such pair
is 0 and (1) must be 0. Therefore we verified all the constraints and proved the lemma.
We present BR in Algorithm 3, with parameter ν to be fixed in Theorem 5. What is different from the
branching algorithm in [Liu18] is line 3, which is the blessing of NAE: without NAE, we cannot exclude 1k
from the satisfying assignments. After fixing all variables in P , the remaining formula is a (k− 1)-instance
due to the maximality of P . Note that in line 4 we cannot call a deterministic NAE-(k − 1)-SAT algorithm
because the remaining formula is not necessarily consisting of only conjugate pairs, i.e., it might no longer
be equivalent to an NAE instance dues to the curse of NAE.
Obviously, BR runs in time O((2k − 2)|P| · cn−k|P|k−1 ) where ck−1 is the base of the exponential upper
bound of a given deterministic (k − 1)-SAT algorithm. Substitute the values of ck from Theorem 1 and λ
from Lemma 4.2 into Lemma 4.1, we obtain that the running time of BR is an increasing function of |P|,
while the running time of DLS is a decreasing function of |P|. This immediately implies that the worst case
is attained when two running times are equal, which gives the following main result:
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Algorithm 3: Algorithm BR
Input: k-instance F , parameter ν
Output: a satisfying assignment or Unsatisfiable or a set of independent conjugate pairs P
1: greedily construct a maximal set of independent conjugate pairs P
2: if |P| < νn then
3: for each assignment α ∈ {{0, 1}k\{0k, 1k}}|P| of P do
4: solve the remaining formula by a deterministic (k − 1)-SAT algorithm after fixing α in F
5: return the satisfying assignment if satisfiable
6: end for
7: return Unsatisfiable
8: else
9: return P
10: end if
Theorem 5 (Result on Deterministic Algorithm). Given integer k ≥ 3, if there exists a deterministic algo-
rithm for (k−1)-SAT that runs in timeO(ck−1n), then there exists a deterministic algorithm for NAE-k-SAT
that runs in time O(c′kn), where
c′k = (2
k − 2)ν · ck−11−kν
and
ν =
log(2k − 2)− log k − log ck−1
log(2k − 2) + log(kk + ( −kk−1)k) + k log( 2k−2kck−1 )− log((2k − 2)k − 2(k − 2)k + (−2)k)
.
Using the values of ck from Theorem 1, we obtain all the upper bound results in Fig. 1.
5 Approximation Algorithms
In this section, we present two approximation algorithms: RandomWalk and ReduceSolve, both of which
work for MAX-k-SAT and MAX-NAE-k-SAT approximations. RandomWalk can be repeated for expo-
nential times to obtain an approximation assignment with high probability. 2 ReduceSolve transforms the
instance to another instance with fewer variables and then solves the remaining formula exactly.
5.1 Algorithm RandomWalk
For those readers familiar with Scho¨ning’s Random Walk [Sch99], it is obvious that Algorithm 1 works
for MAX-NAE-k-SAT approximation: just be aware that in line 6 an NAE-unsatisfied clause is chosen
randomly. We use part of Hirsch’s result on Algorithm 1 and then give a tighter analysis.
Lemma 5.1 ([Hir03]). For any k-instance F , RandomWalk returns a δ-approximation assignment (resp.
NAE-assignment) of F with probability at least (2− 2pδ)−n, where pδ = 1−δk(m/s(α∗)−δ) and α∗ is an optimal
assignment (resp. NAE-assignment) of F .
To give a tighter bound, we need the following lemma to boundm and s(α∗) by introducing the average
clause length η := (
∑
i∈[k] i ·mi)/m, where mi is the number of i-clauses (i ∈ [k]) in F .
2Suppose the O(n)-step RandomWalk succeeds with probability p, then one can repeat it for O(1/p) times to get an O(1/p)-
time randomized algorithm with high probability of success. If no ambiguity, we still call such repeating algorithm RandomWalk.
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Lemma 5.2. Given k-instance F , let η be its average clause length. If α∗ is an optimal assignment of F , it
must be that m ≤ s(α∗)ξ , where ξ = 2
k−1(η+k−2)−η+1
2k(k−1) . If α
∗ is an optimal NAE-assignment of F , it must be
that m ≤ s(α∗)ξ′ , where ξ′ = 12 for k = 2 and ξ′ = 2
k−1(η+k−4)−2η+4
2k(k−2) for k ≥ 3.
Proof. It is easy to see that a random assignment α satisfies
∑
i∈[k]
2i−1
2i
mi clauses in expectation, so it must
be that s(α∗) ≥∑i∈[k] 2i−12i mi. Since η = (∑i∈[k] i ·mi)/m, we can eliminate m1 by η. By substitution,
multiplication and rearranging we have:
s(α∗)
m
≥
∑k
i=2(2
i−1(η + i− 2)− η + 1)mi∑k
i=2 2
i(i− 1)mi
≥ 2
k−1(η + k − 2)− η + 1
2k(k − 1) .
For the last inequality to hold we need to prove that
min
2≤i≤k
{2
i−1(η + i− 2)− η + 1
2i(i− 1) } =
2k−1(η + k − 2)− η + 1
2k(k − 1)
holds for η ≥ 1. Let fη(i) = 2
i−1(η+i−2)−η+1
2i(i−1) , we prove that
fη(i) ≥ fη(i+ 1) (2)
holds for 2 ≤ i ≤ k − 1. Simple computations give us that (2) holds when 22i ≥ 2i(i+ 1) or η = 1, which
holds for i ≥ 2. Thus we proved that the minimal of fη(i) is attained when i is maximized, i.e., i = k.
The statement for NAE-assignment can be proved in a similar way: since there is no 1-clause, we
know that s(α∗) ≥ ∑ki=2 2i−22i mi; eliminating m2 by η for k ≥ 3, the lemma follows from a similar
computation.
Based on Lemma 5.2, one can easily show that s(α∗) ≥ m/2 for MAX-(NAE-)k-SAT, thus Lemma 5.1
immediately implies Theorem 3.
Our key observation is that although the probability of success of RandomWalk is an increasing function
of η, a random guess (line 2 of Algorithm 1) is actually not too bad when η is small: there are many short
clauses in the formula, then the optimal solution cannot satisfy too many clauses, and a random guess should
not be too far away from it. Indeed, a random guess already yields an arbitrarily good approximation with
non-negligible probability. To show this, we first take a detour to focusing on a special subformula:
Definition 5.3. Given k-instanceF and an optimal (NAE-)assignmentα∗, define its maximal (NAE-)satisfiable
subformula as G being a k-instance consisting of all (NAE-)satisfied clauses of F under α∗.
Clearly G has n variables, because otherwise assigning a variable outside G can (NAE-)satisfy more
clauses of F . Analogous to what we defined for F , let wi be the number of i-clauses in G for all i ∈ [k] and
let w :=
∑
i∈[k]wi = s(α
∗), then the average clause length of G is θ := (
∑
i∈[k] i · wi)/w.
Lemma 5.4. Given G, θ, w as defined above, let Bτ (G) be the set of all variables whose occurrences are
upper bounded by τ . For any λ > 0, it must be that |Bτ (G)| ≥ (1− θλ)n, where τ = λwn .
The proof is by Markov’s inequality and omitted. With Lemma 5.4 we obtain the success probability of
random guess (part of RandomWalk, line 2 of Algorithm 1) in Lemma 5.5 as below:
Lemma 5.5. For any k-instance, RandomWalk returns a δ-approximation (NAE-)assignment with probabil-
ity at least 2−
θn
1−δ+θ .
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Proof. The probability of success of RandomWalk is lower bounded by that of random guess (line 2 of
Algorithm 1). By Lemma 5.4 with λ = 1 − δ + θ, within G there exist at least (1 − θ1−δ+θ )n variables
whose occurrences are upper bounded by (1−δ+θ)wn . We arbitrarily choose (1 − θ1−δ+θ )n of them and call
these variables sub-τ variables, since they constitute a subset of Bτ (G). Note that the total occurrences of
sub-τ variables in G is at most:
(1− θ
1− δ + θ )n ·
(1− δ + θ)w
n
= (1− δ)w.
This is the maximal number of clauses in which sub-τ variables can occur. We have that at least δw clauses
do not contain any sub-τ variable. So no matter how to change the assignments of sub-τ variables in α∗ and
let αδ be the altered α∗, αδ still satisfies at least δw clauses.
Now randomly guessing an α from {0, 1}n, it agrees with some αδ with probability at least 2−
θn
1−δ+θ ,
because the number of variables which are not sub-τ variable is θn1−δ+θ . The conclusion follows immediately.
It is easy to verify that our choice of λ is optimal for maximizing the lower bound of this probability.
A tighter upper bound for MAX-(NAE-)k-SAT relies on the following correlation of η and θ:
Lemma 5.6. Given k-instance F (k ≥ 2) and η, θ > 1 as defined above, it must be that 2θ−1 ≥ 1η−1 +
1
k−1
2k−1−1
2k−1 . Let θ
′ be the average clause length of the maximal NAE-satisfiable subformula of F , it must be
that θ′ = 2 when k = 2 and 2θ′−2 ≥ 1η−2 + 1k−2 2
k−2−1
2k−2 when k ≥ 3.
Proof. Using η =
∑
i∈[k] i·mi
m and θ =
∑
i∈[k] i·wi
w to eliminate m1 and w1, by w ≥
∑
i∈[k]
2i−1
2i
mi (see the
proof of Lemma 5.2), and using the fact that ∀i ∈ [k], wi ≤ mi for the left-hand side, and rearranging the
right-hand side, we have:
k∑
i=2
i− 1
θ − 1mi ≥
k∑
i=2
(
i− 1
2η − 2 +
1
2
− 1
2i
)mi. (3)
Now we prove that k−1θ−1 ≥ k−12η−2 + 12 − 12k . Assume for contradiction that k−1θ−1 < k−12η−2 + 12 − 12k (k ≥ 3), it
must be that:
k − 2
θ − 1 < (
k − 1
2η − 2 +
1
2
− 1
2k
) · k − 2
k − 1 =
k − 2
2η − 2 +
1
2
− 1
2k−1
· 2
k−2 + k−22
k − 1 ≤
k − 2
2η − 2 +
1
2
− 1
2k−1
.
We can continue this process to get i−1θ−1 <
i−1
2η−2 +
1
2 − 12i for all 2 ≤ i ≤ k. This is a contradiction since
all coefficients of mi in the left-hand side of (3) are strictly smaller than those in the right-hand side, so
inequality (3) does not hold unless mi = 0 for all 2 ≤ i ≤ k, which is a contradiction since η > 1. As a
result, we have k−1θ−1 ≥ k−12η−2 + 12 − 12k , which is 2θ−1 ≥ 1η−1 + 1k−1 2
k−1−1
2k−1 as stated.
Similar argument gives us the result for NAE in this lemma, and the case k = 2 follows directly from
the fact that there is no 1-clause.
Since θ is upper bounded by some function of η , we have that the worst case is attained when the
equalities in Lemma 5.6 are attained. Now the probability in Lemma 5.1 is an increasing function of η,
while the probability in Lemma 5.5 is a decreasing function of η, thus the worst case is attained when they
are equal. So we have our main result on MAX-NAE-k-SAT as the following. The result on MAX-k-SAT
can be obtained in the same way, which is omitted due to limitation of space.
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Theorem 6 (Result on RandomWalk). MAX-NAE-k-SAT has an O(γ′n)-time δ-approximation, where γ′
satisfies the following equation systemM′k(δ):
ξ′ =
2k−1(η + k − 4)− 2η + 4
2k(k − 2) for k ≥ 3 and ξ
′ =
1
2
for k = 2
γ′ = 2
θ′
1−δ+θ′ = 2− 2ξ
′ − 2ξ′δ
k − ξ′δk
2
θ′ − 2 =
1
η − 2 +
1
k − 2
2k−2 − 1
2k−2
where integer k ≥ 2 and constant δ ∈ [0, 1] are given, and γ′, ξ′, θ′, η are variables ofM′k(δ).
By monotonicity with respect to η, a binary search solvesM′k(δ) to any given precision in reasonable
time. Some numerical results as our upper bounds for k ≥ 4 and performance ratio δ are illustrated in
Fig. 3c and Fig. 3d in Appendix C.
5.2 Algorithm ReduceSolve
Our second approximation algorithm ReduceSolve (Algorithm 4) is to reduce the formula to another formula
with fewer variables and solve it by an exact algorithm for MAX-(NAE-)k-SAT. The high-level idea is the
following: deliberately choose variables with low occurrence, such that these variables can be fixed without
falsifying too many clauses, then solving the reduced formula still yields a good approximation.
Algorithm 4: ReduceSolve
Input: k-instance F , parameter t
Output: assignment αˆ
1: initialize Ve ← ∅, Fe = ∅
2: for i← 1 to t do
3: choose the variable v in F with the lowest occurrence
4: Ve ← Ve ∪ {v}
5: for every clause C of F containing v do
6: Fe ← Fe ∪ C
7: eliminate C from F
8: solve F by an exact algorithm for MAX-(NAE-)k-SAT to get α(1)
9: α(2) ← a random partial assignment on Ve
10: return αˆ← α(1) ∪ α(2)
Line 9 (NAE-)satisfies at least half of the clauses in Fe in expectation, because every clause in Fe
contains at least one variable from Ve. Using the method of conditional probabilities (see Chapter 16 in
[AS16]), it is guaranteed to find an α(2) in polynomial time (NAE-)satisfying at least half of the clauses,
which makes our algorithm deterministic, provided that the exact algorithm is deterministic (which is the
case for Williams’s algorithm).
We present our main result on ReduceSolve for MAX-NAE-k-SAT (Theorem 7). The result on MAX-
k-SAT can be obtained in the same way, which is omitted due to limitation of space.
Theorem 7 (Result on ReduceSolve). If there exists an exact algorithm for solving MAX-NAE-k-SAT that
runs in O(cn) time, then MAX-NAE-k-SAT has an O(cn(1−2(1−δ)ξ′)
1
k )-time δ-approximation where ξ′ = 12
for k = 2 and ξ′ = 2
k−1(η+k−4)−2η+4
2k(k−2) for k ≥ 3.
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Proof. We analyze Algorithm 4. In the following, step i corresponds to the loop variable i in line 2-7.
Let F (i) be the remaining formula after elimination in step i, and let m(i) be the number of clauses in
F (i). Clearly there are n − i variables in F (i). Taking the average we have that the lowest occurrence
is upper bounded by km
(i)
n−i−1 . (It is possible that there are fewer than n − i variables in step i when a
variable’s all occurrences are eliminated by other variables, then we still think that there are n− i variables
with some variable’s occurrence being 0, and the analysis still holds.) The number of clauses in F (i+1) is
m(i+1) ≥ m(i)− km(i)n−i−1 , because the lowest-occurrence variable occurs in at most km
(i)
n−i−1 clauses. Expanding
until m(0) = m, the following must hold for the number of clauses in F (t):
m(t) ≥ m ·
t∏
i=1
(1− k
n− i).
Using the fact that 1− y = exp(−y − o(y)) for y → 0, we have:
m(t) ≥ m · exp(−
t∑
i=1
k
n− i − o(
t∑
i=1
k
n− i)). (4)
Note that
∑t
i=1
1
n−i = ln
n
n−t + O(
1
n). Now assuming t = Θ(n), we have that ln
n
n−t = Θ(1), so (4)
becomes:
m(t) ≥ m · exp(−k ln n
n− t − o(1)) = m · (
n
n− t)
−k · (1− o(1)). (5)
Let x < 1 be a parameter to be fixed later. Observe that if m(t) ≥ (2x − 1)m, we eliminated at most
(2 − 2x)m clauses in the first t steps, and at most (1 − x)m of them are unsatisfied. As a result, to obtain
an assignment falsifying at most (1− x)m clauses in Fe, by (5) it is sufficient to have:
m · ( n
n− t)
−k · (1− o(1)) ≥ (2x− 1)m,
which can be implied by
t ≤ (1− (2x− 1)1/k − o(1))n.
Choosing t = (1 − (2x − 1)1/k − o(1))n, which is t = Θ(n) as we assumed for (5), we have that the
variables in the remaining formula F (t) is at most n− t = (2x− 1)1/kn+ o(n).
Now we fix parameter x. If at most (1 − δ)s(α∗) clauses in the maximal NAE-satisfiable subformula
are falsified, we definitely have a δ-approximation assignment. In the worst case, all (1 − x)m clauses we
falsified are from the maximal NAE-satisfiable subformula, which gives
(1− x)m ≤ (1− δ)s(α∗)
to meet the condition. By Lemma 5.2 it suffices to have x = 1− (1− δ)ξ′, where
ξ′ =
2k−1(η + k − 4)− 2η + 4
2k(k − 2) for k ≥ 3 and ξ
′ =
1
2
for k = 2.
Finally, we solve the remaining formula F (t) by an exact algorithm (line 8) in time
O(cn(1−2(1−δ)ξ′)1/k+o(n)) = O(cn(1−2(1−δ)ξ′)1/k).
If we find an optimal assignment α(1) for F (t), by union with α(2) we obtain a δ-approximation assign-
ment, because α(1), α(2) are on disjoint variables. Obviously, line 1-7 and line 9 run in polynomial time,
giving the theorem.
Using Theorem 2 for the value c, some numerical results on k ≤ 3 are presented in Fig. 3a and Fig. 3b
in Appendix C.
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A Some Related Approximation Algorithms
A.1 Polynomial-time Approximations
Figure 2: The lower bound denotes the current best performance ratios of polynomial-time approximation
algorithms; the upper bound denotes the inapproximable thresholds unless P = NP. MAX-E-NAE-3-SAT
restricts each clause to have exactly three literals. Assuming the Unique Games Conjecture true, many upper
bound results in this figure can be improved [Aus07, Rag08].
Lower bound Upper bound
MAX-2-SAT 0.940 [LLZ02] 0.955 [Ha˚s01]
MAX-3-SAT 0.875 [Zwi02] 0.875 [Ha˚s01]
MAX-4-SAT 0.872 [HZ01] 0.875 [Ha˚s01]
MAX-k-SAT 0.8434 [ABZ05] 0.875 [Ha˚s01]
MAX-NAE-2-SAT 0.878 [GW95] 0.917 [TSSW00]
MAX-E-NAE-3-SAT 0.878 [Zwi98] 0.978 [Zwi98]
MAX-NAE-k-SAT 0.8279 [ABZ05] 0.875 [Ha˚s01]
A.2 Algorithm by Hirsch
RandomWalk (Algorithm 1) modifies Scho¨ning’s Random Walk for k-SAT [Sch99] in the following ways:
(i) αˆ is iteratively updated as the assignment satisfying the most number of clauses so far (lines 4-5 of Al-
gorithm 1); (ii) choosing a random unsatisfied clause instead of an arbitrary one (line 6 of Algorithm 1).
The motivation is that we do not know the optimal assignment in advance, so there is no termination con-
dition as for k-SAT (hitting an assignment satisfying all clauses). But note that what we ask for is only an
approximation, thus it remains hopeful to work out as for k-SAT by choosing a random unsatisfied clause to
decrease the Hamming distance to a target approximation assignment.
A.3 Algorithms by EPT
Now we introduce the algorithms proposed by Escoffier et al. in [EPT14] for MAX-SAT approximations
and generalize them to MAX-k-SAT approximations.
Algorithm A. Let p, q be two integers such that p/q = (δ − `)/(1− `), where ` is the performance ratio
of any given polynomial-time approximation algorithm (e.g., one of the algorithms which give the lower
bounds in Fig. 2 in Appendix A.1). Build q subsets of variables, each one includes np/q variables, where
each variable occurs in exactly p subsets. For each subset, enumerating all possible truth assignments on
its variables and run the polynomial-time approximation algorithm on the remaining formula. Return the
complete assignment with the maximum number of satisfying clauses. For MAX-k-SAT approximations,
it can be shown that A has performance ratio δ and runs in time O(2n(δ−`)/(1−`)). This relies on the fact
that every clause in the optimal solution contains at least one true literal. However, for MAX-NAE-k-SAT,
as discussed in the curse of NAE, there is no guarantee of the lower bound of satisfied clauses by fixing the
assignments of a subset of variables. Therefore A does not apply to MAX-NAE-k-SAT approximation.
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Algorithm B. Let p, q be two integers such that p/q = δ. Build q subsets of variables as above. Remove
from the instance the variables not in this subset and all empty clauses. Solve the remaining instance by an
exact algorithm for MAX-SAT and complete this assignment with arbitrary truth values. It is not hard to see
that B for MAX-k-SAT approximation has performance ratio δ and runs in timeO(cnδ), whereO(cn) is the
upper bound of the exact MAX-k-SAT algorithm. As discussed in the curse of NAE, B does not work for
MAX-NAE-k-SAT approximation for the same reason above.
Algorithm C. Let p, q be two integers such that p/q = 2δ − 1. Build q subsets of variables as above. For
each subset, assign weight 2 to every clause containing only variables in this subset, and weight 1 to every
clause containing at least one other variable not in this subset. Remove from the instance the variables not
in this subset and all empty clauses. Solve the remaining instance using an exact algorithm for weighted
MAX-SAT. Escoffier et al. show that C for MAX-k-SAT approximation has performance ratio δ and runs
in time O(cn(2δ−1)), where O(cn) is the upper bound of the exact algorithm for solving weighted MAX-
(k+1)-SAT. But for the same reason behind previous algorithms, this does not work for MAX-NAE-k-SAT
approximation. Currently we do not know any exact algorithm for (weighted) MAX-k-SAT with better than
O(2n) running time when k ≥ 3, therefore O(2n(2δ−1)) is the upper bound for C.
B Proof of Lemma 4.1
First of all, we review the definition of chain and the lemma for the running time of algorithm DLS in
[Liu18].
Definition B.1 ([Liu18]). Given integers k ≥ 3 and τ ≥ 1, a τ -chain S(k) is a sequence of τ k-clauses
〈C1, . . . , Cτ 〉 satisfies that ∀i, j ∈ [τ ], V (Ci) ∩ V (Cj) = ∅ if and only if |i− j| > 1.
That is, a chain is a sequence of clauses with each of them must and only share variable with the adjacent
clauses. Therefore, a conjugate pair is a 2-chain since there are only two clauses with the same variables.
The characteristic value of a chain is the solution λ to the Linear ProgrammingLPk defined in Lemma 4.1
with solution space containing all satisfying assignments of the chain.
Lemma B.2 ([Liu18]). Given k-instance F and a set I of independent chains, DLS runs in time TDLS =
O((2(k−1)k )n
′ ·∏χi λi−νi), where n′ is the number of variables not occurring in I, χ is the number of different
types of chains, λi is the characteristic value of chain Si, and νi is number of chains in I with the same
solution space to Si.
For conjugate pairs, it is easy to see that the solution space is just A = {0, 1}k\{0k, 1k}. In our
branching algorithm for NAE-k-SAT (Algorithm 3), there is only one type of chain, which is the conjugate
pair. So we obtain:
• n′ = n− k|P|.
• χ = 1.
• ν1 = |I| is equal to the |P| defined in Lemma 4.1.
• λ1 is equal to the λ defined in Lemma 4.1.
Therefore Lemma B.2 immediately implies Lemma 4.1.
Note that in [Liu18], the branching algorithm guarantees to find a subsequent clause sharing at most two
variables with the current clause, therefore there is no conjugate pairs during its execution.
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C Comparison results on MAX-NAE-k-SAT approximation
Figure 3: The x-axis is the performance ratio δ and the y-axis is the base c in the upper bound cn. EPT(MAX-
SAT) [EPT14] under our generalization is currently the fastest for MAX-k-SAT approximation, but it does
not apply to MAX-NAE-k-SAT approximation (see §3.3). Hirsch [Hir03] under our generalization is the
fastest algorithm for MAX-NAE-k-SAT approximation (see §5.1). Our tighter result outperforms the gener-
alized Hirsch on all δ and all k, and is even better than EPT(MAX-SAT) when δ closes to 1 and k = 3.
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