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Optimization algorithms are often the solution engine for machine learning and image
processing techniques, but they can also become the bottleneck in applying these techniques
if they are unable to cope with the size of the data. With the rapid advancement of
modern technology, data of unprecedented size has become more and more available, and
there is an increasing demand to process and interpret the data. Traditional optimization
methods, such as the interior-point method, can solve a wide array of problems arising
from the machine learning domain, but it is also this generality that often prevents them
from dealing with large data efficiently. Hence, specialized algorithms that can readily take
advantage of the problem structure are highly desirable and of immediate practical interest.
This thesis focuses on developing efficient optimization algorithms for machine learn-
ing and image processing problems of diverse types, including supervised learning (e.g., the
group lasso), unsupervised learning (e.g., robust tensor decompositions), and total-variation
image denoising. These algorithms are of wide interest to the optimization, machine learn-
ing, and image processing communities. Specifically,
(i) we present two algorithms to solve the Group Lasso problem. First, we propose
a general version of the Block Coordinate Descent (BCD) algorithm for the Group Lasso
that employs an efficient approach for optimizing each subproblem exactly. We show that
it exhibits excellent performance when the groups are of moderate size. For groups of
large size, we propose an extension of the proximal gradient algorithm based on variable
step-lengths that can be viewed as a simplified version of BCD. By combining the two
approaches we obtain an implementation that is very competitive and often outperforms
other state-of-the-art approaches for this problem. We show how these methods fit into the
globally convergent general block coordinate gradient descent framework in [114]. We also
show that the proposed approach is more efficient in practice than the one implemented in
[114]. In addition, we apply our algorithms to the Multiple Measurement Vector (MMV)
recovery problem, which can be viewed as a special case of the Group Lasso problem, and
compare their performance to other methods in this particular instance;
(ii) we further investigate sparse linear models with two commonly adopted general
sparsity-inducing regularization terms, the overlapping Group Lasso penalty l1/l2-norm
and the l1/l∞-norm. We propose a unified framework based on the augmented Lagrangian
method, under which problems with both types of regularization and their variants can be
efficiently solved. As one of the core building-blocks of this framework, we develop new
algorithms using a partial-linearization/splitting technique and prove that the accelerated
versions of these algorithms require O( 1√

) iterations to obtain an -optimal solution. We
compare the performance of these algorithms against that of the alternating direction aug-
mented Lagrangian and FISTA methods on a collection of data sets and apply them to two
real-world problems to compare the relative merits of the two norms;
(iii) we study the problem of robust low-rank tensor recovery in a convex optimization
framework, drawing upon recent advances in robust Principal Component Analysis and
tensor completion. We propose tailored optimization algorithms with global convergence
guarantees for solving both the constrained and the Lagrangian formulations of the prob-
lem. These algorithms are based on the highly efficient alternating direction augmented
Lagrangian and accelerated proximal gradient methods. We also propose a nonconvex
model that can often improve the recovery results from the convex models. We investigate
the empirical recoverability properties of the convex and nonconvex formulations and com-
pare the computational performance of the algorithms on simulated data. We demonstrate
through a number of real applications the practical effectiveness of this convex optimization
framework for robust low-rank tensor recovery;
(iv) we consider the image denoising problem using total variation regularization. This
problem is computationally challenging to solve due to the non-differentiability and non-
linearity of the regularization term. We propose a new alternating direction augmented
Lagrangian method, involving subproblems that can be solved efficiently and exactly. The
global convergence of the new algorithm is established for the anisotropic total variation
model. We compare our method with the split Bregman method and demonstrate the
superiority of our method in computational performance on a set of standard test images.
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Optimization algorithms are often the solution engine for machine learning and image
processing techniques, but they can also become the bottleneck in applying these techniques
if they are unable to cope with the size of the data. With the rapid advancement of
modern technology, data of unprecedented size has become more and more available, and
there is an increasing demand to process and interpret the data. Traditional optimization
methods, such as the interior-point method, can solve a wide array of problems arising
from the machine learning domain, but it is also this generality that often prevents them
from dealing with large data efficiently. Hence, specialized algorithms that can readily take
advantage of the specific problem structure are highly desirable and of immediate practical
interest.
This dissertation focuses on developing efficient optimization algorithms for machine
learning and image processing problems of diverse types, including supervised learning
(e.g., the group lasso), unsupervised learning (e.g., robust tensor decompositions), and
2total-variation image denoising. These algorithms are of wide interest to the optimization,
machine learning, and image processing communities. In recent years, the accelerated proxi-
mal gradient method and the alternating direction augmented Lagrangian (ADAL) method,
also known as the alternating direction method of multipliers (ADMM), emerged to be two
workhorse algorithms for solving many machine learning and image processing problems.
The two key techniques that lie in the heart of these two classes of algorithms, which often
show superior computational efficiency over generic solvers on the those problems are block
decomposition and the curvature approximation using first-order information. Throughout
this dissertation, the key ideas of variable splitting, block decomposition, and proximal gra-
dient approach are embedded in every algorithm. We also discuss the convergence issues
that arise from modification and deviation from the existing algorithms. The algorithms
that we have developed in this dissertation demonstrate the versatility of the above algo-
rithmic approaches and provide a guide for effective solution strategies in the context of
machine learning and image processing.
The structure of thesis is organized as follows: In Chapter 2, we introduce the ba-
sic optimization techniques which our algorithms are developed upon and the preliminary
knowledge necessary to understand the problems that we solve in the later chapters. In
Chapter 3, we develop a hybrid algorithm based on an exact block-coordinate descent
(BCD) method and a block-coordinate proximal gradient (BCPG) method that works par-
ticularly well for the group lasso problem and a suite of alternating partial linearization
methods embedded within an inexact augmented Lagrangian framework for a class of more
general structured-sparse regressions. In Chapter 4, new models (convex and nonconvex)
3and algorithms for robust tensor recovery and decompositions are presented, and in Chap-
ter 5, we develop an efficient ADAL method for image denoising based on total variation.




Matrices are denoted by boldface capital letters, e.g., X; vectors are denoted by boldface
lowercase letters, e.g., x; and scalars are denoted by either lowercase or uppercase letters,
e.g., x or L. Likewise, xi denotes the i-th segment of the vector x, and xi denotes the i-th
element of x. Subscripted boldface capital letters (e.g. Ai) denote the sub-matrix formed
by a column or several columns of the original matrix, depending on the definition of i.
2.2 Optimization Methods
In this section, we describe several existing optimization methods that serve as the founda-
tion for the algorithms to be developed in the later chapters. These algorithms include the
families of block coordinate descent methods and proximal gradient methods, as well as
4
5the alternating direction augmented Lagrangian method, which have become increasingly
popular for solving machine learning and image processing problems.
2.2.1 Block Coordinate (Gradient) Descent Methods
Let a decision vector x be partitioned into J blocks: x = ( x1 x2 · · · xJ ). The general
block coordinate descent (BCD) method for minimizing a function F(x) admits a simple
procedural form: for each s = 1, · · · , J, update the solution at (k+ 1)-st iteration by




1 , · · · ,x(k)s−1,xs,x(k)s+1, · · · ,x(k)J ), (2.2.1)
starting from x(0) ∈ domF. This procedure assumes that the cyclic (or Gauss-Seidel) rule
of choosing the candidate block for updating. Convergence of this method typically requires
that F is strictly convex and differentiable. Tseng [112] considered the non-differentiable
non-convex case where the non-differentiable part of F is separable and gave the conditions
under which local convergence is attained.
A ‘gradient descent’ version of BCD, the block coordinate gradient descent (BCGD)
method is proposed by Tseng and Yun [114] for minimizing an unconstrained optimization
problem with a composite objective function
min
x
F(x) ≡ g(x) + h(x) (2.2.2)
where g(·) is a smooth function with a Lipschitz continuous gradient ∇g, and domg = Rn;
6h(·) is convex, separable, closed, and possibly non-smooth. Here, we consider the case
where g(·) is convex.
Each iteration of the BCGD method chooses an index block j in sequence and a sym-
metric matrix H(k)  0 (which approximates ∇2g(x(k))) to construct a quadratic local
approximation of g at x
(k)
j and moves x along the direction d
(k) ≡ dH(k)(x(k), j), i.e.
x(k+1) = x(k) + α(k)d(k), α(k) > 0. (2.2.3)
The direction d(k) is computed by
dH(k)(x





d>H(k)d+ h(x(k) + d)
)
, (2.2.4)
with di = 0 ∀i 6= j, or equivalently








jj dj + λ‖x(k)j + dj‖
)
. (2.2.5)
Once the search direction dHjj is computed, BCGD determines an appropriate step-length
α(k) such that the new iterate x(k+1) = x(k)+α(k)d(k) satisfies the following modified Armijo
rule:
F(x(k+1)) = F(x(k) + α(k)d(k)) ≤ F(x(k)) + α(k)σ∆(k), (2.2.6)
where d(k) has its j-th segment equal to dHjj and zeros everywhere else, 0 < σ < 1,
70 ≤ γ < 1, and
∆(k) = ∇g(x(k))>d(k) + γ(d(k))>H(k)d(k) + λ‖x(k) + d(k)‖− λ‖x(k)‖. (2.2.7)
With the assumption that
λ¯I  H(k)  λI, 0 < λ < λ¯, (2.2.8)
the following global convergence results hold for the BCGD method [114]:
Theorem 2.2.1. Let {x(k)}, {d(k)} be the sequences generated by (2.2.3) and (2.2.4), and
{α(k)} is chosen by the Armijo rule with infk α
(k)
init > 0. Then,
1. {F(x(k)} is nonincreasing, and ∆(k) given by
∆(k) := ∇g(x(k))>d(k) + γ(d(k))>H(k)d(k) + h(x(k) + d(k)) − h(x(k)), 0 ≤ γ < 1,
satisfies
−∆(k) ≥ (1− γ)(d(k))>H(k)d(k) ≥ (1− γ)λ‖d(k)‖2 ∀k,
F(x(k+1)) − F(x(k)) ≤ σα(k)∆(k) ≤ 0, 0 < σ < 1, ∀k.
2. If {x(k)}K is a convergent subsequence of {x(k)}, then {α(k)}→ 0 and {d(k)}→ 0.
3. If the index blocks are chosen by the Gauss-Seidel rule, h(·) is separable with respect
8to the blocks, and supk α
(k) < ∞, then every cluster point of {x(k)} is a stationary
point of F(·).
4. If g(·) is smooth, then infk α(k) > 0. If limk→∞ F(x(k)) > −∞ also, then {∆(k)} → 0
and {d(k)}→ 0.
2.2.2 Proximal Gradient Methods
We first introduce the concept of a proximal mapping (a.k.a. proximal operator or proximity
operator) (e.g.,[22]) of a convex function h(·),





‖x− u‖2 = h(x)
)
. (2.2.9)
Some common examples are
• shrinkage/soft-thresholding operation (e.g., [106]): h(x) = λ‖x‖1,
proxh(u) = sgn(u)max(0, |u|− λ), where all the operations are defined elementwise;
• block shrinkage operation (e.g., [119]): h(x) = λ‖x‖2,
proxh(u) =
u
‖u‖2 max(0, ‖u‖2 − λ).
Consider the unconstrained optimization problem with a composite objective function
(2.2.2). (h(·) typically is but needs not be separable.) The proximal gradient algorithm /
ISTA (iterative shrinkage thresholding algorithm) / forward-backward splitting algorithm
[9] is an iterative algorithm which computes the current iterate, x(k+1) by minimizing h(x)
9plus a simple quadratic local approximation of g(x) at x(k), i.e.
x(k+1) = arg min
x
(









where tk > 0 is an appropriately-chosen step-length. It is assumed that proxh(·) is inex-
pensive to compute, and problem (2.2.2) is feasible, i.e. the set of optimal solutions X∗ 6= 0.
The following iteration complexity result applies to ISTA [9].
Theorem 2.2.2. Let {x(k)} be the sequence generated by (2.2.10). Then for any k ≥ 1 and
∀x∗ ∈ X∗,




provided that tk ≤ 1L(g) ∀k ≥ 1, where L(g) is the Lipschitz constant associated with ∇g.
This result basically means that ISTA requires O( 1

) iterations in order to obtain an
-optimal solution.
The accelerated proximal gradient method or FISTA (fast iterative shrinkage thresh-
olding algorithm) [78, 9, 113] maintains an auxiliary variable
y(k+1) = x(k+1) +
sk − 1
sk+1













The per-iteration complexity of FISTA is comparable to that of ISTA. However, the
following result shows that the iteration complexity achieved by FISTA is significantly
better than that of ISTA, only requiring O( 1√

) iterations to obtain an -optimal solution.
Theorem 2.2.3. Let {x(k)}, {y(k)} be sequences generated by (2.2.12) and (2.2.11). Then
for any k ≥ 1 and ∀x∗ ∈ X∗,




2.2.3 Alternating Direction Augmented Lagrangian Method
The alternating direction augmented Lagrangian (ADAL) method is also known as the
alternating direction method of multipliers (ADMM) or the split Bregman method and
was first proposed in the 1970s [40, 42]. It belongs to the family of the classical augmented





s.t. Ax = b.
The augmented Lagrangian of problem (2.2.13) is L(x,v) = F(x)+vT(b−Ax)+ 1
2µ
‖Ax−
b‖2, where v is the Lagrange multiplier and µ is the penalty parameter for the quadratic
infeasibility term. The AL method minimizes L(x,v) followed by an update to v in each
iteration as stated in the following algorithm. We denote by K the user-defined maximum
11
number of iterations or the number of iterations required to satisfy the termination criteria.
Algorithm 2.2.1 AL (Augmented Lagrangian method)
1: Choose v(0).
2: for k = 0, 1, · · · , K do
3: x(k+1) ← arg minx L(x,v(k))





For a structured unconstrained problem
min
x
F(x) ≡ f(x) + g(Ax), (2.2.14)
where both functions f(·) and g(·) are convex, we can decouple the two functions by intro-




f(x) + g(y) (2.2.15)
s.t. Ax = y.
Now applying Algorithm 2.2.1 to the above problem, the augmented Lagrangian becomes
L(x,y,v) = f(x) + g(y) + vT(y −Ax) + 1
2µ
‖Ax− y‖2.
Exact joint minimization of L(x,y,v) with respect to both x and y is usually difficult.
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In practice, an inexact version of the AL method (IAL) is often used, where L(x,y,v) is
minimized approximately as opposed to Line 3 in Algorithm 2.2.1. Convergence is still
guaranteed in this case, as long as the subproblems are solved with an increasing accuracy.
The following theorem [92] guarantees the convergence of this inexact version of Algorithm
2.2.1.
Theorem 2.2.4. Let αl := L(xl,ylvl)−infx∈Rm,y∈RM L(x,y,vl) and F∗ be the optimal value




αl < +∞. (2.2.16)








while the sequence {xl,yl} satisfies liml→∞Axl − yl = 0 and liml→∞ Fobj(xl,yl) = F∗.
ADAL (Algorithm 3.4.1) is an extreme case of IAL in that it finds the approximate
minimizer of L(x,y,v) by alternatingly optimizing with respect to x and y once. This is
often desirable because joint minimization of L(x,y,v) even approximately could be hard.
The convergence of ADAL has been established for the case of two-way splitting as
above. We restate the results from [31] in the following theorem.
Theorem 2.2.5. Consider problem (2.2.15), where both f and g are proper, closed, convex
13
Algorithm 2.2.2 ADAL (ADMM)
1: Choose v(0).
2: for k = 0, 1, · · · , K do
3: x(k+1) ← arg minx L(x,y(k),v(k))
4: y(k+1) ← arg miny L(x(k+1),y,v(k))





functions, and A ∈ Rn×m has full column rank. Then, starting with an arbitrary µ > 0 and





of problem (2.2.15), if (2.2.15) has one. If (2.2.15) does not
have an optimal solution, then at least one of the sequences {(xk,yk)} and {γk} diverges.
Note that the results in Theorem 2.2.5 is equally applicable to the more general problem
min
x,y
f(x) + g(y) (2.2.17)
s.t. Ax = By,
as long as A and B have full column ranks. It is known that µ does not have to decrease
to a very small value (or can simply stay constant) in order for the method to converge to
the optimal solution of problem (2.2.15) [79, 11]. This method can accommodate a sum of
more than two functions. For example, by applying variable-splitting (e.g., see [12, 13]) to
the problem minx f(x) +
∑K







s.t. yi = Cix, i = 1, · · · , K.
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The subproblems corresponding to yi’s can thus be solved simultaneously by the ADAL
method. This so-called simultaneous direction method of multipliers (SDMM) [97] is related
to Spingarn’s method of partial inverses [99] and has been shown to be a special instance of
a more general parallel proximal algorithm with inertia parameters [82]. Inexact versions
of ADAL, where one or both of the subproblems are solved approximately have also been
proposed and analyzed [31, 48, 128].
The versatility and simple form of ADAL have attracted much attention from a wide
array of research fields. [123] applies ADAL to solve semidefinite programming problems.
In signal processing/reconstruction, ADAL is applied to sparse and low-rank recovery,
where nuclear norm minimization is involved [61, 134], and the l1-regularized problems in
compressed sensing [128]. ADAL-based algorithms (SALSA and C-SALSA) [4, 3] have also
been proposed to solve a number of image processing tasks, such as image impainting and
deblurring. In machine learning, ADAL and IAL-based methods have been successfully
applied to solving linear models with structured-sparsity [87].
2.3 Problem Background
2.3.1 Structured Sparsity
Parsimonious models are important in machine learning because of the common occurrence
of high dimensional data. Many statistical models have been proposed in the literature to
enforce sparsity, dating back to the classical Lasso model (l1-regularization) [106, 20]. The
Lasso model is particularly appealing because it can be solved by very efficient proximal
15
gradient methods; for example, see [22]. However, the Lasso does not take into account the
structure of the features and has been shown that the Lasso tends to select only one variable
from a group of highly correlated variables and does not care which one is selected [135].
In many real applications, the features in a learning problem are often highly correlated,
exhibiting a group structure. Structured sparsity has been shown to be effective in those
cases. The Group Lasso model [133, 5, 93] addresses the above problem by imposing sparsity
on pre-defined groups of variables (features) via l2,1-regularization assuming disjoint groups.









where A ∈ Rn×m is the data matrix, and x = (x1, . . . ,xJ) ∈ Rm is the vector of feature
coefficients to be estimated (|| · || without a subscript denotes || · ||2), with xj ∈ Rmj denoting
a segment of x corresponding to the j-th group of coefficients. The penalty parameter λ
determines the level of group sparsity to be enforced in the solution. We denote by Aj the
submatrix of A consisting of the columns corresponding to the elements of xj. It is assumed
that the grouping/partitioning information is given. The Group Lasso model has been well
studied recently (e.g. [5]) and has been shown to be effective for many applications, such as
micro-array data analysis [68], gene selection [73], and learning Gaussian graphical models
[72, 39, 24, 52].
The group Lasso has been extended to allow for groups that are hierarchical as well
as arbitrarily overlapping [53, 56, 6] with a wide array of applications from gene selection
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[56] to computer vision [50, 54]. For image denoising problems, extensions with non-integer
block sizes and adaptive partitions have been proposed by [83] and [84].
2.3.2 Robust PCA
PCA gives the optimal low-dimensional estimate of a given matrix under additive i.i.d.
Gaussian noise, but it is also known to be susceptible to gross corruptions and outliers.
Robust PCA (RPCA) is a family of methods that aims to make PCA robust to large
errors and outliers. Candes et. al. [15] proposed to approach RPCA via Principal Com-
ponent Pursuit (PCP), which decomposes a given observation (noisy) matrix B into a
low-rank component X and a sparse component E by solving the optimization problem
minX,E
{
rank(X) + λ‖E‖0 | X + E = B
}
. This problem is NP-hard to solve, so [15] re-
places the rank and cardinality (‖ · ‖0) functions with their convex surrogates, the nuclear
norm and the L1 norm respectively, and solves the following convex optimization problem:
min
X,E
{‖X‖∗ + λ‖E‖1 | X+ E = B}. (2.3.2)
It has been shown that the optimal solution to problem (2.3.2) exactly recovers the low-rank
matrix from arbitrary corruptions as long as the errors E are sufficiently sparse relative
to the rank of X, or more precisely, when the following bounds hold [15]: rank(X) ≤
ρrmax(n,m)
µ(log min(n,m))2
, ‖E‖0 ≤ ρsmn, where ρr and ρs are positive constants, µ is the incoherence
parameter, m and n are the dimensions of X.
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2.3.3 Total-variation Image Denoising
In signal processing, total variation (TV) regularization is a very popular and effective
approach for noise reduction and has a wide array of applications in digital imaging. The
total variation is the integral of the absolute gradient of the signal. Using TV regularization
to remove noise from signals was originally proposed in [95] and is based on the observation
that noisy signals have high total variation. By reducing the total variation of a noisy signal
while keeping the resulting signal close to the original one removes noise while preserving
important details such as sharp edges. Other existing denoising techniques include median
filtering and Tikhonov-like regularization, ‖u‖TIK :=
∑
i(∇xu)2i + (∇yu)2i . It is known that
they tend to smooth away important texture details along with the noise [100, 122].
For a 2-D signal u ∈ Rn×m, such as an image, the total variation ‖u‖TV [95] of u can be






(∇xu)2i + (∇yu)2i , (Isotropic).
(2.3.3)
Concisely, ‖u‖TV can be expressed as
∑nm
i=1 ‖Diu‖p, where Diu ∈ R2 denotes the discrete
gradient of u at pixel i. Hence, ‖u‖TV is isotropic when p = 2 and is anisotropic when







where b ∈ Rn×m is the noisy image, and the solution u is the denoised image. ‖·‖ without a
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subscript denotes the l2-norm. We first focus on the case of anisotropic TV regularization.
The isotropic TV model will be considered in Section 5.2.3. We assume that all 2-D images
are in column-major vectorized form. Assuming that the equivalent one-dimensional index
of (i, j) is k and 1 ≤ i ≤ n, 1 ≤ j ≤ m, the elements of ∇u are given by
[∇u]ij =










Several methods have been proposed to solve the group Lasso problem (2.3.1)
(see e.g., [119, 55, 64, 73, 93, 125, 126, 133]). In this section, we focus on two block-
coordinate descent approaches - an extension of the classical Block Coordinate Descent
(BCD) method to the Group Lasso [133], where exact minimization is performed over each
group of variables and a BCD version of a prox-gradient method in [9]. The BCD method
relies on the fact that the objective function can be efficiently optimized over one group of
variables. In [133] and [73], it is assumed that the group-blocks of A are orthonormal. In
this case, each group subproblem can be solved in closed form. The gradient-based method
[64] approximates the objective function using gradient information. This also generates
subproblems that have closed form solutions. However, as we show in our computational
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results, the BCD approach (when it can be applied) often outperforms the existing gradient-
based approaches.
Our contribution in this section is the following. First, we derive the BCD algorithm
for solving the Group Lasso without requiring the blocks of A to be orthonormal. This
algorithm, after initially computing the eigen-decomposition of the matrices ATj Aj for j =
1, · · · , J, solves the BCD subproblems by Newton’s method, which is very efficient as long
as the group sizes are moderate. When the number of variables in a particular group
is large, the application of Newton’s method and the eigen-decomposition can become
expensive. In this case we propose another method, which is a block-coordinate version
of the (Fast) Iterative Shrinkage Thresholding Algorithm (ISTA/FISTA) [9]. A version of
FISTA is implemented for Lasso and Group Lasso in the state-of-the-art software SLEP
[64]. ISTA/FISTA are gradient-based approaches which enjoy favorable convergence rates
and produce subproblems which can be solved in closed form. However, the practical
performance of ISTA/FISTA is often inferior to BCD as we show in Section 3.1.9. Our
proposed block-coordinate version (ISTA-BC) extends the desirable properties of the BCD
method to the ISTA/FISTA approach, thus expanding the range of problems for which the
block-coordinate methods can be applied. In particular, ISTA-BC steps can be applied in
cases where a group with a large number of variables is present. It is also possible to apply
ISTA-BC to the Group Lasso with logistic regression, where optimization over groups is
more difficult. To obtain a unified approach for the Group Lasso problems, we combine
BCD and ISTA-BC to yield an implementation that has good practical performance for data
sets of all group sizes. We demonstrate that our proposed algorithms are very competitive
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and often outperform other approaches on test sets of Group Lasso problems and MMV
problems [117] from signal processing. Our tests include comparisons against SLEP [64], a
block coordinate gradient descent (BCGD) approach with an Armijo line-search proposed
in [114], SPARSA [125], and SPG [119]. We also show that ISTA-BC and BCD steps fit
into the globally convergent framework described in [114]; hence, our proposed algorithms
are globally convergent.
3.1.1 Block Coordinate Descent Algorithms
BCD-GL
Block coordinate descent (BCD) algorithms optimize the objective function over one seg-
ment (group of variables) xj at each sub-iteration, while keeping all the other segments
xi 6= xj fixed. The global convergence of the BCD iterates has been established for minimiz-
ing a convex non-differentiable function with certain separability and regularity properties
[112].





x>j Mjxj + p
>
j xj + λ‖xj‖, (3.1.1)
where Mj = A
>




i 6=j Aixi − b
)
. Yuan and Lin [133] applied the BCD
method to solve (2.3.1) under the restrictive assumption that A>j Aj = I. In this case,
each block subproblem has a closed-form solution (see (3.1.13) below). Tibshirani et. al.
[38] dropped this restrictive assumption and proposed an alternative version where the
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subproblems are solved inexactly by a coordinate descent method. Here, we derive a BCD
method for the general case of (2.3.1), where each subproblem is solved as a trust-region
subproblem by an efficient application of Newton’s method (we refer to our method as
BCD-GL).
If ‖pj‖ ≤ λ, then p>j xj + λ‖xj‖ ≥ 0 for all xj. Since Mj  0, the objective function of
(3.1.1) is non-negative in this case, and clearly, xj = 0 solves (3.1.1). Conversely, if xj = 0
solves (3.1.1), then from the first-order optimality conditions for (3.1.1), pj + λg0 = 0 for
some subgradient g0 of ‖xj‖ at xj = 0. Thus, ‖pj‖ = λ‖g0‖ ≤ λ since ‖g0‖ ≤ 1. Hence,
xj = 0 is the optimal solution of (3.1.1) if and only if ‖pj‖ ≤ λ.
When the optimal solution of (3.1.1) is xj 6= 0, we have from the optimality conditions





xj = −pj. (3.1.2)
Now, note that there exists a ∆ > 0 for which the optimal solution of (3.1.1) is the optimal




x>j Mjxj + p
>
j xj (3.1.3)
s.t. ‖xj‖ ≤ ∆.
Hence, we can apply the techniques in [79] and [74] to solve (3.1.3). Since λ > 0, Mj +
λ
‖xj‖I  0 (Mj  0). It follows from (3.1.2) that ‖x∗j ‖ = ∆ with x∗j being the unique











which we can write as x∗j = ∆yj(∆), where
yj(∆) = −(∆Mj + λI)
−1pj (3.1.5)
has norm equal to 1. The optimal solution of (3.1.1) is thus of the form (3.1.4) with ∆









where the γi’s and qi’s are the eigenvalues and the respective orthogonal eigenvectors of





since it is well known that (3.1.7) works better in practice (see [79] Section 4.2). Note that
from (3.1.2), we are guaranteed to have a positive solution, so we are immune from the



























The above procedure where ∆ and yj(∆) are determined is embodied in Algorithm 3.1.1
below for solving (3.1.1).
Algorithm 3.1.1 BCD-GL






for j = 1, 2, . . . , J do
d←∑i 6=j Aixi − b, p← A>j d
if ‖p‖ ≤ λ then
x˜j ← 0
else
Find the root ∆ of (3.1.7), where ‖yj(∆)‖ is given by (3.1.6), using Newton’s
root-finding method.
Compute yj from (3.1.5). x˜j ← ∆yj
end if
end for
x(k) ← x˜, k← k+ 1
until k = kmax or x
(k) satisfies the stopping criterion.
In our experiments, the size of the problem had little effect on the number of Newton
iterations required for root finding, which is usually less than five. The eigen-decomposition
for each group is computed just once. The complexity of this step is O(m3j ), where mj
is the size of the j-th group. This is typically not more expensive than computing Mj
itself, which takes O(nm2j ) operations. For small group sizes, this additional work is small
compared to the overall per iteration cost, but when the group size is large, the task can
be computationally expensive. In this case, the orthogonalization proposed in [133] is






j ). When the mj’s are small, it is approximately linear in m. On the other hand,
the additional storage required for the orthogonalized data matrix is O(nm).
In Section 3.1.2 we modify the ISTA algorithm to capture the good properties of the
BCD approach, while trying to alleviate the negative ones.
BCGD
At this point, we have seen that BCD-GL requires computing the eigen-decomposition of
the block Hessian matrix M and carrying out Newton’s root-finding procedure to solve
(3.1.7) for ∆. For small segment sizes, these are fine, but when segment sizes become large,
the two tasks (especially eigen-decomposition) may be computationally challenging. An
alternative is to adapt the BCGD algorithm introduced in Section 2.2.1 to solve the Group
Lasso problem. We try to follow the notation used in [114]. In particular, the vector d
is the search direction. We simply use j to denote the set of indices included in the j-th
segment of x.
The central step in each iteration k of the BCGD algorithm is to compute the search/descent
direction dk = dHk(x
k; Jk), with dk having non-zero entries only at indices in the index sub-
set Jk. In the context of Group Lasso, we follow the Gauss-Seidel manner in choosing the
index subsets, i.e. we cycle through the indices of x segment by segment. Hence, Jk corre-
sponds to the set of indices in segment j. To simply notations, we drop the superscript k
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from now on and replace Jk by j. The search direction is thus given by











Taking into account only the non-zero entries of dH(x; j), we have





d>j Hjjdj + λ‖xj + dj‖
)
.
Here, Hjj is an approximation of the block Hessian, and we choose to use a diagonal matrix.
We assume that Hjj = sjI with sj possibly defined as in ISTA-MS. Now, applying a change
of variable y = xj + dj,
zj = arg min
y
(
∇g(xj)>(y − xj) + 1
2












Observe that (3.1.10) is in the form which can be solved by the soft-thresholding operator









where w = sjxj −∇g(xj). Then, dj = zj − xj.
The line-search scheme adopted by BCGD differs from that of ISTA and FISTA in that
BCGD determines the appropriate step-length along the fixed search direction dj (Armijo
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Rule) so that the objective function value decreases to a sufficiently low level. On the
other hand, ISTA/FISTA uses backtracking line-search, and the search direction changes
in general with different step-lengths.
Algorithm 3.1.2 BCGD (Group Lasso)
1: Given: x(0) ∈ Rm, s = [s1, · · · , sJ]>  0.
2: repeat
3: x^← x(k−1)
4: for j = 1, 2, . . . , J do
5: w← sjx^j −A>j (Ax^− b)
6: zj ← T(‖w‖sj , 1sj ) defined in (3.1.13)
7: dj ← zj − x^j
8: Find the step-length αj by Armijo Rule as in [114].
9: x˜(j) ← [x^1, · · · , x^j−1, x^j + αjdj, x^j+1, · · · , x^J]
10: x^← x˜(j)
11: end for
12: x(k) ← x˜(J)
13: k← k+ 1
14: until k = kmax or x
(k) satisfies the optimality condition.
3.1.2 Iterative Shrinkage Thresholding Algorithms
Let us write the objective function in (2.3.1) as F(x) = g(x) + h(x), where g(x) =
1
2
‖Ax − b‖2, and h(x) = λ∑Jj=1 ‖xj‖. Given a point x, the ISTA approach applied to
F(x) minimizes the sum of h(x) and a quadratic approximation of g(x) at each iteration,
i.e. the next iterate x+ = qt(x) is
qt(x) = arg min
z
{
g(x) +∇g(x)>(z− x) + 1
2t












Here, t is the step-length; d(x) = x − tA>(Ax − b) = x − t∇g(x); zj and d(x)j are the
segments of the respective vectors z and d(x) corresponding to the j-th segment of x. The
optimization problem in (3.1.12) is separable, and the solution to each of the J subproblems
is given by a soft-thresholding operator [119], i.e.
qt(x)j = T(d(x)j, t) =
d(x)j
‖d(x)j‖ max(0, ‖d(x)j‖− λt), j = 1, · · · , J. (3.1.13)
The step-length t is determined (usually by a backtracking line-search) so that the
following holds
g(qt(x)) ≤ g(x) +∇g(x)>(qt(x) − x) + 1
2t
‖qt(x) − x‖2. (3.1.14)
This condition ensures that the value g(qt(x)) of g at the new point qt(x) is smaller
than the value of the quadratic approximation to g(z) at the current point x given on
the right-hand-side of (3.1.14). It is easy to verify that (3.1.14) is always satisfied when
t ≤ 1/L, where L is the Lipschitz constant for ∇g(x) (in our case L = ‖A>A‖). However,
setting t = 1/‖A>A‖ usually results in very small step sizes; hence a line search is usually
necessary. The statement of the ISTA algorithm with backtracking line-search can be found
in [9]. The complexity of ISTA to reach an -optimal solution is O(L/).
FISTA (Fast Iterative Shrinkage Thresholding Algorithm) is an extension of ISTA that
has an improved complexity of O(
√
L/) [9]. In essence, FISTA constructs the current
iterate as a linear combination of the two most recent iterates.
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3.1.3 ISTA/FISTA with block coordinate step-lengths
In both ISTA and FISTA, one carries out the backtracking line-search for all the segments
of x at once in each iteration, so the step-length t(k) at iteration k is the same across the
segments. The BCD-GL method computes the step for each block of variables separately. A
natural extension of ISTA which mimics some of the properties of block coordinate descent
is to allow different step-lengths tj’s for individual segments; i.e. we now have a vector of
step lengths
t = [ t1, t2, · · · , tJ ]> (3.1.15)
and for j = 1, · · · , J, d(x)j = dj = dj(x, tj) = xj − tj∇g(x)j, where ∇g(x)j = A>j (Ax− b).
Hence using different step lengths for each block, the solution to (3.1.12) becomes




‖dj‖ max(0, ‖dj‖− λtj), j = 1, · · · , J. (3.1.16)
ISTA with multiple-scaling on step-lengths (ISTA-MS)
A simple case in the above setting is to consider t ≡ θt¯ where t¯ = (t¯1, t¯2, · · · , t¯J) is a fixed
vector, for instance, given by t¯j =
1
‖Aj‖ , and the line-search is performed on θ. We refer
to this method as ISTA-MS (for multiple scaling), and show in Theorem 3.1.2 that the
theoretical convergence rate of ISTA is preserved under this modification. The practical
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performance of this method is often better than that of the regular ISTA/FISTA, except
on the Nemirovski data sets (see Figure 3.3). While it is still inferior to that of BCD-GL,
we should keep in mind that ISTA-MS is parallelizable.
Block coordinate iterative shrinkage thresholding (ISTA-BC)
Here we propose an extension of the ISTA algorithm where, for each segment, we select
tj by a separate backtracking line-search in conjunction with soft-thresholding (3.1.16).
Hence each (major) iteration now consists of J optimization steps, each of which seeks qj
that minimizes
g(x^) +∇g(x^)>j (qj − x^j) +
1
2tj
‖qj − x^j‖2 + hj(q) (3.1.17)
given a vector x^, and hj(q) := λ‖qj‖. The line search condition to be satisfied is
g(x˜) ≤ g(x^) +∇g(x^)>j (qj − x^j) +
1
2tj
‖qj − x^j‖2 (3.1.18)
For the j-th sub-iteration, we set x^ = [ q1 · · · qj−1 xj · · · xJ ]>.
This ensures that x˜ = [ q1 · · · qj−1 qj xj+1 · · · xJ ]> yields at least as good an ob-
jective value as the quadratic approximation at the most recently computed point x^. We
refer to this approach as ISTA-BC (for block-coordinate steps) and state it as Algorithm
3.1.3. The global convergence of ISTA-BC is guaranteed by Theorem 3.1.4 in Section 3.1.6
based on the results in [114].
Compared to ISTA, a disadvantage of ISTA-BC (and BCD-GL) is that we cannot
solve the subproblems in parallel, since the j-th sub-iteration depends on the previous sub-
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Algorithm 3.1.3 ISTA-BC
Given: x(0) ∈ Rm, k = 1, t0 > 0.
repeat
x^← x(k−1)
for j = 1, 2, . . . , J do
Find tj ≤ t0 for which x˜(j) = [x^1, · · · , x^j−1, qj, x^j+1, · · · , x^J]> satisfies the line-search





until k = kmax or x
(k) satisfies the stopping criterion.
iteration through ∇g(x^j). Nevertheless, as demonstrated in Section 3.1.9, ISTA-BC enjoys
considerable computational advantage over ISTA/FISTA in a non-parallel setting. We note
that a parallelizable Jacobi-like version of the ISTA-BC algorithm could be implemented
by replacing x^ with x(k−1) in (3.1.17) and (3.1.18) for all sub-iterations, but we found in our
non-parallel experiments that this approach also yielded performance inferior to ISTA-BC.
The FISTA update can be incorporated into the ISTA-BC algorithm. We have imple-
mented such an update (FISTA-BC), but it did not exhibit any computational advantage
in our tests. It is also unclear if there is any theoretical advantage in using an acceleration
step in the block coordinate framework.
Hybrid Implementation (BCD-HYB)
We have also implemented a hybrid version of BCD-GL and ISTA-BC to overcome BCD-
GL’s weakness in scalability when a data set has large groups. Specifically, we switch from
a BCD sub-iteration to an ISTA-BC sub-iteration when a group contains more than NBC
variables, so that we no longer need to perform an eigen-decomposition for that group.
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Clearly, this decision can be made a priori. We call this hybrid version BCD-HYB in our
experiments. The global convergence of BCD-HYB is also established in Section 3.1.6.




is a scalar, as in the MMV problem in Section 3.1.7. The proofs of the theoretical rates of
convergence of the ISTA/FISTA algorithms do not readily extend to ISTA-BC or BCD-GL.
3.1.4 Randomized Scheme for Coordinate Selection
Nesterov recently proposed a randomized coordinate selection scheme for the BCD algo-
rithms solving problems with a smooth objective function [77]. Specifically, the index i







, i = 1, · · · , J, (3.1.19)
where α ∈ R, and Lj is the Lipschitz constant of ∇xjg(x), the gradient of g(x) with respect
to the j-th group. When α = 0, the group indices are sampled from a uniform distribution,
and when α = 1, the probability of selecting j ∈ [1, J] is proportional to Lj. The convergence
rate results in [77] have been extended to the case of a composite function with a non-
smooth block-separable component [90], such as the Group Lasso. We implemented several
versions of ISTA-BC, BCD-GL, and BCD-HYB with this randomized scheme for the special
cases of α = 0 and 1. Note that the case of α = 1 only applies for BCD-GL, where the
entire set {Lj}
J
j=1 is explicitly computed. We denote by ISTA-RBC, RUBCD-GL, RBCD-
HYB, the randomized versions of ISTA-BC, BCD-GL, and BCD-HYB respectively with a
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uniform distribution, and by RBCD-GL, the randomized version of BCD-GL for the case
where α = 1. We compare the performance of the randomized versions with the original
versions on selected problems in Section 3.1.9, and we observe that none of the versions
with a uniform distribution provides any computational advantage. On the other hand,
RBCD-GL sometimes appears to be more efficient than BCD-GL.
3.1.5 Convergence Rate Analysis for ISTA-MS
We prove that ISTA-MS with backtracking line-search has a global convergence rate of
O( 1
k
), where k is the number of iterations. Our arguments follow closely those in [9].
Define











Corresponding to g(·) and h(·) defined in the previous sections, we define









hj : Rmj → R, hj(zj) = λ‖zj‖. (3.1.22)
For each j, let L(gj) = ‖Aj‖2 be the Lipschitz constant for ∇gj. Let L(g) be the vector








For ISTA-MS, the optimization problem that we solve in each iteration is
min
z





‖zj − xj‖2 + h(z), (3.1.23)
whose solution is
pMSL (x) = St(d(x)) = arg min
z
QMSL (z,x). (3.1.24)
Hence, xk+1 = pMSL (x
(k)). Since (3.1.23) is strongly convex, we have the following property
for any x ∈ Rm from the optimality conditions for pMSL (x):
∇g(x) + diag(L)>(pMSL (x) − x) + ∂h(pMSL (x)) = 0. (3.1.25)
From the definitions (3.1.21) and (3.1.22), it is easy to see that the objective function in the
j-th sub-problems of ISTA-MS is a quadratic approximation of gj(zj,x
(k)) + hj(zj), where
x(k) is the k-th iterate. Similar to Lemma 2.3 in [9], we have the following result.
Lemma 3.1.1. Let x ∈ Rm and L  0 satisfy
F(pMSL (x)) ≤ QMSL (pMSL (x),x). (3.1.26)
Then, for any y ∈ Rm,





‖pMSL (x)j − xj‖2 + Lj(xj − yj)T(pMSL (x)j − xj). (3.1.27)
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Proof. The proof follows close that in [9], except that a vector L instead of a scalar L is
used, and Lemma 2.2 in [9] is replaced with (3.1.25).
To obtain a lower bound tmin for the unscaled step-length in the k-th iteration t
(k)(= θ in
Section 3.1.3), we observe that since ∇g(x) is Lipschitz continuous with Lipschitz constant
L(g),
g(pMSL (x)) ≤ g(x) +∇g(x)>(pMSL (x) − x) +
L(g)
2
‖pMSL (x) − x‖2.







= L(g) ∀j, then the line-search condition
is guaranteed to be satisfied, since L(g)
2
















With the above intermediate results, we now prove the O( 1
k
) global convergence rate
for ISTA-MS.
Theorem 3.1.2. Let {x(k)} be the sequence generated by ISTA-MS. Then for any k ≥ 1,
F(x(k)) − F(x∗) ≤ C
k
, (3.1.28)




Proof. Applying Lemma 3.1.1 with y = x∗, x = x(n), and L = L(n), we have
2t(n)(F(x∗) − F(xn+1)) ≥
∑
j
sj(‖x∗ − xn+1‖2 − ‖x∗ − x(n)‖2)
Since F(x∗)− F(xn+1) ≤ 0, we can replace t(n) with tmin. Summing the resulting inequality
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‖x∗j − x(k)j ‖2 − ‖x∗j − x(0)j ‖2
)
. (3.1.29)






sj‖x(n)j − xn+1j ‖2.
Since this implies that F(x(n)) ≥ F(xn+1) for all n, it follows that∑k−1n=0 F(xn+1) ≥ kF(x(k)).











‖x∗j − x(k)j ‖2 − ‖x∗j − x(0)j ‖2
)
.
Ignoring the non-negative term on the RHS of the above inequality and noting that
maxj{sj} =
√
L(g), we obtain (3.1.28) where C = βL(g)
2
√
RL‖x∗ − x(0)‖2, and L(g) is the
Lipschitz constant of ∇g(x).
3.1.6 Global Convergence of BCD-HYB
We prove the global convergence of BCD-HYB by demonstrating that ISTA-BC and BCD-
GL steps satisfy the conditions on the steps of the general convergent BCGD framework in
[114] and Section 2.2.1.
First, we briefly recapitulate the BCGD algorithm. The blocks xj’s are chosen in a cyclic
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manner. We slightly abuse the notation by calling the iteration in which xj is updated the
j-th iteration. In the j-th iteration, we compute the search direction (in the subspace of xj)





d>j Hjjdj + λ‖xj + dj‖
)
. (3.1.30)
It is shown in [114] that the BCGD algorithm converges globally for any choice of H(j),
if the Armijo rule (2.2.6) and (2.2.8) hold (Theorem 2.2.1). Our BCD-HYB algorithm
differs from BCGD in that while BCGD computes the search direction and the step-length
in two separate stages, BCD-HYB accomplishes both tasks in one single stage. However,
as we show below, both the ISTA-BC and BCD-GL steps in BCD-HYB can be viewed as
instances of a BCGD step, and they satisfy the two conditions ((2.2.6) and (2.2.8)) above.
Hence, the convergence results of BCGD apply to our BCD-HYB algorithm.
Let us first consider the ISTA-BC steps. We observe that in this case the optimization
problem (3.1.17) solved during the ISTA-BC steps is essentially identical to (3.1.30) solved
by BCGD steps with Hjj =
1
tj
I. In addition, we see that our ISTA-BC line-search descent
condition (3.1.18) agrees with the Armijo rule descent condition (2.2.6), with α(j) = 1
∀j, σ = 1, and γ = 0.5. Hence, from the viewpoint of BCGD, ISTA-BC chooses in the j-th
iteration an appropriate tj so that, with the resulting Hjj =
1
tj
I, the search direction dHjj
from (3.1.30) satisfies the descent condition (3.1.18) automatically. The line-search effort
in this case is shifted towards choosing an appropriate tj.
In the case of BCD-GL, the steps (3.1.1) are equivalent to (3.1.30) with Hjj = Mj, which
is the true Hessian for the j-th block. Hence, F(x(j)) = F(x(j−1)) + ∆(j). From the previous
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paragraph, it is apparent that BCD-GL always satisfies the Armijo rule with α(j) = 1
∀j, σ = 1, and γ = 0.5.
In both cases, it is easy to see that ∆ ≤ 0 in (2.2.6), which means that if (2.2.6) is
satified with σ = 1 then it also holds for any 0 < σ < 1. Hence, both ISTA-BC and
BCD-GL steps satisfy the modified Armijo rule.
Now we show that steps of both types satisfy (2.2.8). Without loss of generality, assume
t0 = 1 in Algorithm 3.1.3. Then, tj obtained from the backtracking line-search in the j-th
iteration of ISTA-BC satisfies max{L(gj), 1} ≥ 1tj ≥ 1. From the BCGD perspective, we
effectively set H(j) = 1
tj
Im as explained above. Hence, we have max{L¯(g), 1}Im  H(j) 
min{L(g), 1}Im ∀j, and condition (2.2.8) is satisfied.
For the BCD-GL steps, we essentially set H(j) = diag(M1, · · · ,MJ). Unlike the ISTA-
BC case, we only have L¯(g)Im  H(j)  0, which may not satisfy (2.2.8). Hence, in the cases
when Mj is not positive definite (which only happens if columns of A from the same group
are linearly dependent), we can apply the following simple modification: Hjj = Mj + δI,
where δ is a small positive constant. The solution to the perturbed subproblem still satisfies
the Armijo rule, and we now have (L¯(g) + δ)Im  H(j)  δI, which satisfies (2.2.8). Hence
we have shown that both types of steps can be viewed as those of the BCGD framework in
[114], and thus the convergence results for BCGD apply. The computational performance
of BCD-HYB is, however, significantly better than that of BCGD. We summarize the global
convergence of BCD-HYB as follows.
Lemma 3.1.3. For any tj > 0, x
(j−1) is a stationary point of F if and only if d(j) = 0.
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Theorem 3.1.4. Let {x(j)}, {d(j)}, {tj} be sequences generated by BCD-HYB. Then the fol-
lowing results hold.






F(x(j+1)) − F(x(j)) ≤ ∆(j+1) ≤ 0 ∀j. (3.1.32)
2. If {x(j)}K is a convergent subsequence of {x(j)}, then {∆(j)}→ 0 and {d(j)}K → 0.
3. If the blocks are chosen in a cyclic manner, then every cluster point of {x˜(j)} is a
stationary point of F.
4. If limj→∞ F(x(j)) ≥ −∞, then {∆(j)}→ 0 and {d(j)}→ 0.
The condition in the last point of Theorem 3.1.4 is always satisfied since F(x(k)) =
1
2
‖Ax(k) − b‖2 + λ∑Jj=1 ‖x(k)j ‖ ≥ 0.
3.1.7 Multiple Measurement Vector Recovery (MMV)
The basic compressed sensing aims to recover an unknown sparse signal vector from a
single measurement vector [16][28] and is called the single measurement vector (SMV)
model. The MMV model [19] extends the SMV model to reconstruct a signal matrix X =(
X1 · · · XK
)
from the data matrix A ∈ Rn×m and a matrix of multiple measurement
vectors B =
(
B1 · · · BK
)




i=1 are assumed to be jointly sparse, i.e. they have non-zero entries





s.t. AX = B,
where ‖X‖1,2 =
∑
i ‖xi‖2 and xi is the i-th row of X. Several methods have been proposed





s.t. ‖AX−B‖F ≤ σ
is considered.
Link to the Group Lasso






1This is equivalent to a special case of what is recently known as multi-task regression with structured
sparsity [56].
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when µ→ 0. The solution X(k) to the k-th sub-problem serves as the starting point for the
(k + 1)-st sub-problem. By defining g(X) = 1
2
‖AX − B‖2F, it is straightforward to apply
ISTA-BC to solve (3.1.35). The optimal solution to the j-th subproblem of (3.1.35) is given
by the soft-thresholding operator T(dj, tj) =
dj
‖dj‖ max(0, ‖dj‖ − µtj), where dj is the j-th
row of the matrix X− diag(t)A>(AX−B).
We can also cast (3.1.35) directly as an instance of the Group Lasso. Define A˜ to be
the block-diagonal matrix with each diagonal block equal to the matrix A and x˜ and b˜ to























It is easy to see that A˜ and b˜ are the input data if we are to solve (3.1.35) as the Group
Lasso problem, and the corresponding solution is x˜. Since the rows of X are the segments,
the j-th segment in x˜ consists of the j-th, the (n + j)-th, ..., and the ((K − 1)n + j)-th
entries. We can re-arrange the columns of A˜ so that the entries in x˜ belonging to the same
segment are contiguous. b˜ remains the same. Now, denoting the j-th segment of x˜ by
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where Aj is the j-th column of A.
Equivalence of ISTA-BC and BCD-GL
Since g(X) is a quadratic function in X, H = ∇2g(X) = A˜>A˜. Because of the special
structure of A˜ as we have shown above, the j-th diagonal block of H, denoted Hjj, is a
multiple of the identity matrix:
Hjj = A˜
>
j A˜j = ‖Aj‖2IK. (3.1.36)
Hjj is the true Hessian of the j-th block-coordinate of g(X). Hence, the BCD subproblem
(3.1.1) has the same simple closed-form solution T(dj, tj) as ISTA-BC with tj =
1
‖Aj‖2 . In
fact, it is also equivalent to BCGD with least squares loss. The equivalence relationships
imply that the resulting algorithm does not require the eigenvalue decompositions in BCD-
GL or the backtracking line-search in ISTA-BC (and FISTA-BC), and hence, it can be very
efficient. We state this specialized version in Algorithm 3.1.4 (BCD-MMV).2
2This algorithm coincides with the M-BCD method proposed in [89] recently while the first version of
this paper was in preparation.
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Algorithm 3.1.4 BCD-MMV
1: Given: X(0) ∈ Rm,A ∈ Rn×m,B ∈ Rn×K.
2: sj ← ‖Aj‖2, j = 1, . . . ,m.
3: repeat
4: X^← X(k−1)
5: for j = 1, 2, . . . ,m do


















11: X(k) ← X˜(m)(= X^)
12: k← k+ 1
13: until k = kmax or X
(k) satisfies the stopping criterion.
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3.1.8 Implementation
In ISTA-BC, we use back-tracking line search to determine the value(s) for t. At the
beginning of each sub-iteration for ISTA-BC, we allow the initial step-length to increase
from the previous step size for that segment by a factor of 1
β
, where 0 < β < 1.
The major computational work of the line-search performed by ISTA-BC (and FISTA-
BC) lies in computing the residual r = Ax − b. In the j-th sub-iteration only the j-th
segment of x is updated. Hence, we can update the residual incrementally as Ax˜ − b =
Aj(zj − xj) + (Ax − b). The old residual Ax − b is available before the sub-iteration, so
the total work of this scheme is on average 1
J
of the work required to compute Ax˜−b from
scratch, where J is the total number of segments. To avoid the accumulation of arithmetic
errors over many iterations, we compute the actual residual every J sub-iterations.
We set NBC = 200 for our BCD-HYB implementation discussed in Section 3.1.3. In
Algorithm 3.1.1, the initial value of ∆ was set at 0 for the first iteration of Newton’s method.
The result of each iteration was then used as the initial value for the next iteration.
3.1.9 Numerical Experiments
All numerical experiments were run in Matlab on a laptop with an Intel Core 2 Duo CPU
and 4G memory. We recorded the CPU times, the number of matrix-vector multiplications
(Aprods), and the number of major iterations (Iters) required by each of the algorithms
discussed in the previous sections on the test sets. We implemented a version of BCGD [114]
in which the blocks are chosen by the Gauss-Seidel rule, to compare with our methods. We
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also ran publicly available software for SPARSA [125], SLEP3 [64], and SPOR-SPG4 [118]
on our test problems. Both SPARSA and SLEP solve the unconstrained formulation of the
Group Lasso, while SPOR-SPG solves the constrained version. Since the SLEP solver has
its core sub-routine (the Euclidean projection [63]) implemented in the C language, and so
does SPOR-SPG for its one-norm projection [119], the Aprods serves as a better measure
of performance than CPU times.
The stopping criterion ‖Gt(x)‖ = ‖ 1t(x − pt(x))‖ ≤  is suggested in [120] and can be
applied to all ISTA/FISTA versions. We observed that  = 10−2 was sufficient to recover
the sparse solutions in our experiments. However, for comparison we used a different
criterion which we explain below in Sections 3.1.9 and 3.1.9. The penalty parameter λ was
chosen as γλmax, where λmax is the upper bound derived in [73]. We chose γ = 0.2, which
we found to yield reasonable level of group sparsity in general.
For the ease of recalling the names of the algorithms introduced in Sections 3.1.1 - 3.1.3,
we summarize the abbreviated names in Table 3.1 below.
Synthetic Data Sets
We tested the algorithms on simulated problems of various sizes. Tables 3.2, 3.3, and 3.4
present the attributes of the Group Lasso and the MMV standard data sets respectively.
Data sets yl1 to yl4 are from [133]; mgb1 and mgb2 are from [73]; ljy is adapted from a test
set in [64]; nemirovski1-4 were created by Nemirovski and made challenging for the first-
order methods, in the spirit of the worst case complexity examples. The MMV data sets
3We ran only the Group Lasso experiments on SLEP.




FISTA-BC ISTA-BC with the FISTA update
ISTA-MS ISTA with multi-scaling on step-lengths (Section 3.1.3)
BCD-GL Algorithm 3.1.1
BCD-HYB Hybrid version of BCD-GL and ISTA-BC (Section 3.1.3)
RBCD-GL Randomized BCD-GL with probability distribution
proportional to block-wise Lipschitz constants
RUCBD-GL Randomized BCD-GL with uniform distribution
ISTA-RBC Randomized ISTA-BC with uniform distribution
RBCD-HYB Randomized BCD-HYB with uniform distribution
Table 3.1: Summary of the abbreviated names of the algorithms.
in Table 3.4 are the ones in the online appendix of [118], and the comprehensive scalability
test sets are adapted from the one in [103]. We refer the readers to Appendix A.1 for the
details of the simulated data sets.
Data set n J m (no. features) Data type
yl1 50 15 15×3 categorical
yl2 100 10 4×2+6×4 categorical
yl3 100 16 16×2 continuous
yl4 500 100 50×3+50×2 mixed
mgb1 200 4 1+3×3 continuous
mgb2 100 251 1+250×4 continuous
ljy 1000 100 100×10 continuous
nemirovski1 1036 52 1036 continuous
nemirovski2 2062 103 2062 continuous
nemirovski3 2062 103 2062 continuous
nemirovski4 2062 207 4124 continuous
Table 3.2: Synthetic data sets. n = no. samples, J = no. of segments. The fourth column
indicates the group sizes and the number of groups for each size.
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Data set n J m (no. features) Data type
yl1L 5000 50 47×10+3×1000 categorical
yl4L 2000 114 50×3+4×1000+50×3+10×50 mixed
mgb2L 2000 6 1+5×1000 continuous
ljyL 2000 15 5×200+10×500 continuous
glasso5 1000 400 3000 mixed
glassoL1 2000 242 10000 continuous
glassoL2 4000 438 20000 continuous
Table 3.3: Synthetic data sets. These test sets have much larger groups and more samples
than the ones in Table 3.2.
Data set A K No. nnz rows ν σ
mmv1a 60 × 100 5 12 0.01 1.0‖R‖F
mmv1d 200 × 400 5 20 0.01 1.2‖R‖F
mmv1e 200 × 400 10 20 0.02 1.0‖R‖F
mmv1f 300 × 800 3 50 0.01 0.9‖R‖F
Table 3.4: MMV data sets. The noisy measurement matrix B = AX0+R, where X0 is the
ground truth signal matrix and R is the noise matrix with ‖R‖ = ν‖AX0‖F.
Breast Cancer Data Set
To demonstrate the efficiency of our proposed algorithms on real-world data, we used the
breast cancer data set [116] to compare their performance with that of existing algorithms
on a regression task of predicting the patients’ lengths of survival. This data set contains
gene expression profiling data for 8141 genes in 295 breast cancer tumors. We considered
only those genes with known symbols. There are various approaches in the literature for
grouping the genes by their functions. We followed [51] and used the canonical pathways
from MSigDB [101], which contains 880 gene groups. 878 out of these groups involve the
genes studied in the breast cancer data set, accounting for 3510 genes. Note that the gene
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Data set n (no. meas) m (no. groups) K (group size) sparsity
spa 150 500 10 5:5:50
meas 100:100:1000 600 20 30
compreh 10,40:40:200 4n 2n 10% × m
Table 3.5: MMV scalability test data sets. The measurement matrices are noiseless. We
adopt the Matlab syntax a : b : c to represent the sequence from a to c with increments of
b.
groups may overlap. However, by adopting the model proposed in [51], we were able to
still solve a classical Group Lasso problem by augmenting the design matrix as in [51],
increasing the total number of features to 28459.
Group Lasso experiments
To obtain a fair comparison of the computational performance among all the algorithms,
we pre-computed a reference solution x∗ for each problem and stopped the algorithms when
the current solution x satisfied F(x) − F(x∗) ≤ 10−5. For SPG, we used x∗ to compute the
appropriate parameter value τ(= ‖x∗‖1,2) required by the solver, and we set the projected
gradient tolerance at 10−3. The reference solutions were obtained by running ISTA-BC
to the point where the relative change in the objective value is less than 10−10. We also
performed a convergence rate test on the breast cancer data set.
Since the matrix-vector multiplications performed by ISTA-BC, BCD-HYB, and BCGD
involve only a block of the matrix A each time, e.g. A>j r(r ∈ Rn) and Ajxj, we treated
each of these multiplications as a fraction of a unit Aprods. Hence, the Aprods counts for
these algorithms were fractional.
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The MMV experiments
For all the algorithms except SPOR-SPG, we used continuation for solving the MMV test
problems. The problems in Table 3.4 contain noisy measurements. Hence, the noisy version
(3.1.34) has to be solved. We used ISTA-BC to compute the reference solutions for the
MMV data sets in Table 3.4 in the same way as for the Group Lasso experiments (with
continuation), and we recorded the corresponding µ’s for which the solution obtained to
problem (3.1.35) satisfies ‖AX − B‖F ≤ σ, for the given σ’s in Table 3.4. We compared
the performance of the algorithms in the same way as in the Group Lasso experiments.
Besides the standard comparisons, we performed several scalability tests to see how the
test statistics changed with variations in individual dimensions of the problem input data.
A summary of the scalability test attributes is given in Table 3.5, and further details of the
data generation can be found in Appendix A.2. The measurements are all noiseless. For
these scalability tests, we allowed the algorithms to run until the objective function values
‖X‖1,2 converged to a relative accuracy of 10−5. A reference solution is not required in this
case. The results for the MMV tests are summarized in Figure 3.6.
The number of matrix-vector multiplications is counted in a slightly different way from
that in the Group Lasso experiments. Here, the basic computations involved in ISTA-
BC/FISTA-BC and BCD-MMV are A>j R for computing the gradient and Ajx
j for the
incremental residual update, while SPARSA and SPOR-SPG both have A>R and AX as
basic computations. Recall that Aj is the j-th column of A and x
j is the j-th row of X in
the MMV case. Since A>R = [A>R1 . . . A>RK], and AX = [AX1 . . . AXK], each
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A>R and AX actually involves Kmatrix-vector multiplications. So, Aprods = K(#(A>R)+
#(AX)) = K
m
(#(A>j R) + #(Ajx
j)).
Results
Because of space consideration and the number of algorithms that we compared, we present
our results using the performance profiles proposed by Dolan and More´ [27]. For any given
algorithm A, these profiles plot for each value of a positive factor τ the percentage of
problems (from the given problem set) on which the performance of A is within a factor
of τ of the best performance of any algorithm on this problem. Hence, when the plot of
algorithm A is shifted more towards the left in the figure than another algorithm’s plot,
it indicates that algorithm A solves more problems quicker. If the plot is shifted more
towards the top, this indicates that algorithm A is more robust.
We present the performance profiles for the Group Lasso experiments in Figure 3.1.
We also present convergence plots in Figure 3.2. It should be noted that the eigen-
decompositions and Newton’s root-finding steps for BCD-GL are not reflected in Aprods.
The cost of the two procedures is small compared to the total cost per iteration when the
group sizes are small. For data sets with large groups, Aprods for BCD-HYB gives a more
accurate representation of the CPU performance. Hence, we have included BCD-HYB
instead in Figure 3.1 for better comparison. Figure 3.6 summarizes the MMV test results.
Group Lasso The performance profile plots show that BCD-HYB and ISTA-BC clearly
outperform FISTA and BCGD overall. BCD-HYB yields some of the best results in terms
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Figure 3.1: Performance profiles graph [27] for the Group Lasso data sets.
Figure 3.2: Group Lasso convergence rate test on the breast cancer gene expression data set.
The performances of BCD-HYB and ISTA-BC are almost identical.
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Figure 3.3: Performance comparison for the small Group Lasso data sets.
Figure 3.4: Performance comparison for the large Group Lasso data sets. The bars corresponding
to the algorithms that did not terminate within the maximum number of iterations are assigned
to a value of 10,000.
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of Aprods and the number of iterations for the small data sets. The results for the large data
sets are less clear-cut, but BCD-HYB is competitive against the other existing algorithms.
This is evident from Figures 3.3 and 3.4.
Although ISTA-BC carries out a separate line-search for each segment of x, the consid-
erable gain in computational performance often justifies the extra cost of the line-search.
This is, however, not the case on the Nemirovski data sets, where ISTA-BC, ISTA-MS,
and BCGD performed much worse than the rest of the group. It is interesting to observe
that applying the FISTA step in the block coordinate case does not benefit computational
performance on a number of Group Lasso data sets.
On the real-world breast cancer data set, we see from the convergence plot that BCD-
HYB, ISTA-BC, and SPG are best and comparable to each other, with BCD-HYB and
ISTA-BC having a marginal advantage (see also Figure 3.5). FISTA-BC, FISTA, and SLEP
show roughly the same rate of convergence, while the remaining algorithms form another
group exhibiting a different convergence rate. Again, it is an interesting observation that
the FISTA group actually exhibits a lower empirical rate of convergence.
We tested the randomized algorithms discussed in Section 3.1.4 on selected problems
in Tables 3.2 and 3.3 as well as the breast cancer data set. From the results in Table 3.6,
it appears that the randomized algorithms with a uniform distribution have no computa-
tional advantage over their original counterparts. RBCD-GL with a distribution where the
probabilities are proportional to the corresponding group-wise Lipschitz constants shows
better performance in terms of the number of iterations, but it has the same disadvantage
of having to perform eigen-decomposition as BCD-GL on instances with large groups.
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Figure 3.5: Breast cancer data test results. The reference solution is computed by ISTA-
BC. The target accuracy here is 10−5.
MMV We did not include the results of SPARSA in Figure 3.6 because it consistently
stopped at suboptimal solutions for the scalability tests. From Figure 3.6, it is clear that
FISTA-BC and BCD-MMV outperformed the FISTA in terms of Aprods. BCD-MMV was
very competitive against SPOR-SPG and, in many cases, performed better. The “line-
search free” property of BCD-MMV and FISTA-BC when applied to the MMV problems
appeared very helpful in this case.
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Figure 3.6: MMV test results.
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3.2 General Structured Sparsity
In this section, we consider the following basic model of minimizing the squared-error loss


















S = {s1, · · · , s|S |} is the set of group indices with |S | = J, and the elements (features)
in the groups possibly overlap [21, 70, 53, 6]. In this model, λ,ws,S are all pre-defined.
‖ · ‖ without a subscript denotes the l2-norm. We note that the penalty term Ωl1/l2(x)
in (3.2.2) is different from the one proposed by [51],5 although both are called overlapping
Group Lasso penalties. In particular, (3.2.1)-(3.2.2) cannot be cast into a non-overlapping
group lasso problem as done by [51].
5This norm has been further investigated and renamed as latent Group Lasso [80].
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3.2.1 Related Work




L(x) +Ωl1/l2(x) + λ‖x‖1, (3.2.3)
which has an additional l1-regularization term on x. [21] replace Ωl1/l2(x) with a smooth
approximation Ωη(x) by using Nesterov’s smoothing technique [76] and solve the resulting
problem by the Fast Iterative Shrinkage Thresholding algorithm (FISTA) [9]. The param-
eter η is a smoothing parameter, upon which the practical and theoretical convergence
speed of the algorithm critically depends. [66] also apply FISTA to solve (3.2.3), but in
each iteration, they transform the computation of the proximal operator associated with
the combined penalty term into an equivalent constrained smooth problem and solve it by
Nesterov’s accelerated gradient descent method [76]. [70] apply the accelerated proximal
gradient method to (3.2.1) with l1/l∞ penalty and propose a network flow algorithm to
solve the proximal problem associated with Ωl1/l∞(x). The method proposed by [75] for
solving the Group Lasso problem in [51] is in the same spirit as the method of [66], but
their approach uses a projected Newton method.
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3.3 A Variable-Splitting Augmented Lagrangian
Framework
In this section, we present a unified framework, based on variable splitting and the aug-
mented Lagrangian method for solving (3.2.1) with both l1/l2- and l1/l∞-regularizations.
This framework reformulates problem (3.2.1) as an equivalent linearly-constrained problem,
by using the following variable-splitting procedure.
Let y ∈ R∑s∈S |s| be the vector obtained from the vector x ∈ Rm by repeating compo-
nents of x so that no component of y belongs to more than one group. Let M =
∑
s∈S |s|.
The relationship between x and y is specified by the linear constraint Cx = y, where the
(i, j)-th element of the matrix C ∈ RM×m is
Ci,j =

1, if yi is a replicate of xj,
0, otherwise.
For examples of C, refer to [21]. Consequently, (3.2.1) is equivalent to
min Fobj(x,y) ≡ 1
2
‖Ax− b‖2 + Ω˜(y) (3.3.1)
s.t. Cx = y,
where Ω˜(y) is the non-overlapping group-structured penalty term corresponding to Ω(y)
defined in (3.2.2).
Note that C is a highly sparse matrix, and D = CTC is a diagonal matrix with the
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diagonal entries equal to the number of times that each entry of x is included in some
group. Problem (3.3.1) now includes two sets of variables x and y, where x appears only
in the loss term L(x) and y appears only in the penalty term Ω˜(y).
All the non-overlapping versions of Ω(·), including the Lasso and Group Lasso, are
special cases of Ω(·), with C = I, that is, x = y. Hence, (3.3.1) in this case is equivalent
to applying variable-splitting on x. Problems with a composite penalty term, such as the
Elastic Net, λ1‖x‖1 + λ2‖x‖2, can also be reformulated in a similar way by merging the
smooth part of the penalty term (λ2‖x‖2 in the case of the Elastic Net) with the loss
function L(x).
To solve (3.3.1), we apply the augmented Lagrangian method [49, 85, 79, 11] introduced
in Section 2.2.3. This method, Algorithm 3.3.1, minimizes the augmented Lagrangian
L(x,y,v) = 1
2
‖Ax− b‖2 − vT(Cx− y) + 1
2µ
‖Cx− y‖2 + Ω˜(y) (3.3.2)
exactly for a given Lagrange multiplier v in every iteration followed by an update to v.
The parameter µ in (3.3.2) controls the amount of weight that is placed on violations of the
constraint Cx = y. Algorithm 3.3.1 can also be viewed as a dual ascent algorithm applied to
P(v) = minx,y L(x,y,v) [10], where v is the dual variable, 1µ is the step-length, and Cx−y
is the gradient ∇vP(v). This algorithm does not require µ to be very small to guarantee
convergence to the solution of problem (3.3.1) [79]. However, solving the problem in Line
3 of Algorithm 3.3.1 exactly can be very challenging in the case of structured sparsity.




2: for l = 0, 1, · · · do
3: (xl+1,yl+1)← arg minx,y L(x,y,vl)
4: vl+1 ← vl − 1
µ
(Cxl+1 − yl+1)
5: Update µ according to the chosen updating scheme.
6: end for
subroutine ApproxAugLagMin(x,y,v). We formally state this framework in Algorithm
3.3.2. We index the iterations of Algorithm 3.3.2 by l and call them ‘outer iterations’.
Algorithm 3.3.2 OGLasso-AugLag
1: Choose x0,y0,v0.
2: for l = 0, 1, · · · do
3: (xl+1,yl+1)← ApproxAugLagMin(xl,yl,vl), to compute an approximate minimizer
of L(x,y,vl)
4: vl+1 ← vl − 1
µ
(Cxl+1 − yl+1)
5: Update µ according to the chosen updating scheme.
6: end for
In Sections 3.4, we develop algorithms that implement ApproxAugLagMin(x,y,v). The
iterations of these subroutine are indexed by k and are called ‘inner iterations’.
3.4 Methods for Approximately Minimizing the Aug-
mented Lagrangian
In this section, we use the overlapping Group Lasso penalty Ω(x) = λ
∑
s∈S ws‖xs‖ to
illustrate the optimization algorithms under discussion. The case of l1/l∞-regularization
will be discussed in Section 3.5. From now on, we assume without loss of generality that
ws = 1 for every group s.
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3.4.1 Alternating Direction Augmented Lagrangian (ADAL)
Method
The well-known Alternating Direction Augmented Lagrangian (ADAL) method [31, 40,
42, 13]6 approximately minimizes the augmented Lagrangian by minimizing (3.3.2) with
respect to x and y alternatingly and then updates the Lagrange multiplier v on each
iteration (e.g., see [12], Section 3.4). Specifically, the single-iteration procedure that serves
as the procedure ApproxAugLagMin(x,y,v) is given below as Algorithm 3.4.1.
Algorithm 3.4.1 ADAL
1: Given xl, yl, and vl.
2: xl+1 ← arg minx L(x,yl,vl)
3: yl+1 ← arg miny L(xl+1,y,vl)
4: return xl+1,yl+1.
Note that the problem solved in Line 3 of Algorithm 3.4.1,
yl+1 = arg min
y





‖dl − y‖2 + Ω˜(y)
}
, (3.4.1)
where dl = Cxl+1 − µvl, is group-separable and hence can be solved in parallel. As
in [88], each subproblem can be solved by applying the block soft-thresholding operator,





s‖ − λµ), s = 1, · · · , J. Solving for xl+1 in Line 2 of Algorithm




xl+1 = arg min
x



















where the matrix on the left hand side of (3.4.3) has dimension m×m. Many real-world
data sets, such as gene expression data, are highly under-determined. Hence, the number





D)−1 = µD−1 − µ2D−1AT(I+ µAD−1AT)−1AD−1,
and solve instead an n× n linear system involving the matrix I+ µAD−1AT . In addition,
as long as µ stays the same, one has to factorize ATA + 1
µ
D or I + µAD−1AT only once
and store their factors for subsequent iterations.
When both n and m are very large, it might be infeasible to compute or store ATA,
not to mention its eigen-decomposition, or the Cholesky decomposition of ATA + 1
µ
D. In
this case, one can solve the linear systems using the preconditioned Conjugate Gradient
(PCG) method [45]. One possible preconditioner could be based on the diagonal of the
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Hessian. Similar comments apply to the other algorithms proposed in Sections 3.4.2 - 3.4.4
below.Alternatively, we can apply FISTA to Line 3 in Algorithm 3.3.2 (see Section 3.4.5).
3.4.2 ALM-S: partial split (APLM-S)
We now consider applying the Alternating Linearization Method with Skipping (ALM-S)
from [43] to approximately minimize (3.3.2). In particular, we apply variable splitting
(Section 3.3) to the variable y, to which the group-sparse regularizer Ω˜ is applied, (the





‖Ax− b‖2 − vT(Cx− y) + 1
2µ
‖Cx− y‖2 + Ω˜(y¯) (3.4.4)
s.t. y = y¯.
The term ‘partial split’ is due to the fact that variable-splitting is applied to only y, which





‖Ax− b‖2 − vT(Cx− y) + 1
2µ
‖Cx− y‖2, (3.4.5)





problem (3.4.4) is of the form
min f(x,y) + g(y¯) (3.4.7)
s.t. y = y¯,
to which we now apply partial-linearization.
Partial Linearization and Convergence Rate Analysis
Let us define
F(x,y) := f(x,y) + g(y) = L(x,y;v),
Lρ(x,y, y¯, γ) := f(x,y) + g(y¯) + γT(y¯ − y) + 1
2ρ
‖y¯ − y‖2, (3.4.8)
Lρ is similar to the augmented Lagrangian (3.4.8) corresponding to problem (3.4.7). The
difference from the conventional augmented Lagrangian approach is that γ is a gradient or
subgradient, instead of a Lagrange multiplier, and its interpretation is a linearization with
respect to y, hence, the name ‘partial linearization’. We now present our partial-split alter-
nating linearization algorithm to implement
ApproxAugLagMin(x,y,v) in Algorithm 3.3.2.
We note that in Line 6 in Algorithm 3.4.2,
xk+1 = arg min
x
Lρ(x;yk+1, y¯k, γk) ≡ arg min
x





1: Given x0, y¯0,v. Choose ρ, γ0, such that −γ0 ∈ ∂g(y¯0). Define f(x,y) as in (3.4.5).
2: for k = 0, 1, · · · until stopping criterion is satisfied do
3: (xk+1,yk+1)← arg minx,y Lρ(x,y, y¯k, γk).
4: if F(xk+1,yk+1) > Lρ(xk+1,yk+1, y¯k, γk) then
5: yk+1 ← y¯k
6: xk+1 ← arg minx f(x,yk+1) ≡ arg minx Lρ(x,yk+1, y¯k, γk)
7: end if
8: y¯k+1 ← arg miny¯ Lρ(xk+1,yk+1, y¯,∇yf(xk+1,yk+1))
9: γk+1 ← ∇yf(xk+1,yk+1) − yk+1−y¯k+1ρ
10: end for
11: return (xK+1, y¯K+1)
Line 8 computes a minimizer to the quadratic local approximation of f around yk+1 through
partial linearization. Now, we have a variant of Lemma 2.2 in [43].
Lemma 3.4.1. For any (x,y), if q¯ := arg miny¯ Lρ(x,y, y¯,∇yf(x,y)), and
F(x, q¯) ≤ Lρ(x,y, q¯,∇yf(x,y)), (3.4.10)
then for any (x¯, y¯),
2ρ(F(x¯, y¯) − F(x, q¯)) ≥ ‖q¯− y¯‖2 − ‖y − y¯‖2 + 2ρ((x¯− x)T∇xf(x,y)). (3.4.11)
Similarly, for any y¯, if (p,q) := arg minx,y Lρ(x,y, y¯,−γg(y¯)), γg(y¯) is a sub-gradient of
g at y¯, and
F(p,q) ≤ Lρ((p,q), y¯,−γg(y¯)), (3.4.12)
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then for any (x,y),
2ρ(F(x,y) − F(p,q)) ≥ ‖q− y‖2 − ‖y¯ − y‖2. (3.4.13)
Proof. See Appendix A.3.
Algorithm 3.4.2 checks condition (3.4.12) at Line 4 because the function g is non-smooth
and condition (3.4.12) may not hold no matter what the value of ρ is. When this condition
is violated, a skipping step occurs in which the value of y is set to the value of y¯ in
the previous iteration (Line 5) and Lρ re-minimized with respect to x (Line 6) to ensure
convergence. Let us define a regular iteration of Algorithm 3.4.2 to be an iteration where
no skipping step occurs, that is, Lines 5 and 6 are not executed. Likewise, we define a
skipping iteration to be an iteration where a skipping step occurs. Now, we are ready to
state the iteration complexity result for APLM-S.
Theorem 3.4.1. Assume that ∇yf(x,y) is Lipschitz continuous in y with Lipschitz con-
stant Ly(f), that is, for any x, ‖∇yf(x,y) − ∇yf(x, z)‖ ≤ Ly(f)‖y − z‖, for all y and z.
For ρ ≤ 1
Ly(f)
, the iterates (xk, y¯k) in Algorithm 3.4.2 satisfy




where (x∗,y∗) is an optimal solution to (3.4.4), and kn is the number of regular iterations
among the first k iterations.
Proof. See Appendix A.4.
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Remark 3.4.1. For Theorem 3.4.1 to hold, we need ρ ≤ 1
Ly(f)
. From the definition of
f(x,y) in (3.4.5), it is easy to see that Ly(f) =
1
µ
regardless of the loss function L(x).
Hence, we set ρ = µ, so that condition (3.4.10) in Lemma 3.4.1 is satisfied.
In Section 3.4.3, we will discuss the case where the iterations entirely consist of skipping
steps. We will show that this is equivalent to ISTA [9] with partial linearization as well as
a variant of ADAL. In this case, the inner Lagrange multiplier γ is redundant.
Solving the Subproblems




Lρ(x,y, y¯,∇yf(x,y)) ≡ arg min
y¯
{
∇yf(x,y)T y¯ + 1
2µ













where d = Cx − µv. Hence, y¯ can be obtained by applying the block soft-thresholding
operator T(ds, µλ) as in Section 3.4.1. Next consider the subproblem
min
(x,y)
Lρ(x,y, y¯, γ) ≡ min
(x,y)
{







It is easy to verify that solving the linear system given by the optimality conditions for











for computing x, where rx = A
Tb +CTv and ry = −v + γ +
y¯
ρ







As in Section 3.4.1, only one Cholesky factorization of ATA+ 1
2µ
D is required for each
invocation of Algorithm 3.4.2. Hence, the amount of work involved in each iteration of
Algorithm 3.4.2 is comparable to that of an ADAL iteration.
It is straightforward to derive an accelerated version of Algorithm 3.4.2, which we shall
refer to as FAPLM-S, that corresponds to a partial-split version of the FALM algorithm




) iterations to obtain an -optimal solution. In
Section 3.4.4, we present an algorithm FISTA-p, which is a special version of FAPLM-S
in which every iteration is a skipping iteration and which has a much simpler form than
FAPLM-S, while having essentially the same iteration complexity.
It is also possible to apply ALM-S directly, which splits both x and y, to solve the





‖Ax− b‖2 − vT(Cx− y) + 1
2µ




s.t. x = x¯,
y = y¯.
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The functions f and g are defined as in (3.4.5) and (3.4.6), except that now we write g
as g(x¯, y¯) even though the variable x¯ does not appear in the expression for g. It can be
shown that y¯ admits exactly the same expression as in APLM-S, whereas x¯ is obtained by

























Remark 3.4.2. For ALM-S, the Lipschitz constant for ∇f(x,y) Lf = λmax(ATA)+ 1µdmax,
where dmax = maxi Dii ≥ 1. For the complexity results in [43] to hold, we need ρ ≤ 1Lf .
Since λmax(A
TA) is usually not known, it is necessary to perform a backtracking line-search
on ρ to ensure that F(xk+1,yk+1) ≤ Lρ(xk+1,yk+1, x¯k, y¯k, γk). In practice, we adopted the
following continuation scheme instead. We initially set ρ = ρ0 =
µ
dmax
and decreased ρ by
a factor of β after a given number of iterations until ρ reached a user-supplied minimum
value ρmin. This scheme prevents ρ from being too small, and hence negatively impacting
computational performance. However, in both cases the left-hand-side of the system (3.4.17)
has to be re-factorized every time ρ is updated.
As we have seen above, the Lipschitz constant resulting from splitting both x and y is
potentially much larger than 1
µ
. Hence, partial-linearization reduces the Lipschitz constant
and hence improves the bound on the right-hand-side of (3.4.14) and allows Algorithm 3.4.2
to take larger step sizes (equal to µ). Compared to ALM-S, solving for x in the skipping
step (Line 6) becomes harder. Intuitively, APLM-S does a better job of ‘load-balancing’
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by managing a better trade-off between the hardness of the subproblems and the practical
convergence rate.
3.4.3 ISTA: Partial Linearization (ISTA-p)
We can also minimize the augmented Lagrangian (3.3.2), which we write as L(x,y,v) =
f(x,y) + g(y) with f(x,y) and g(y) defined as in (3.4.5) and (3.4.6), using a variant of
ISTA that only linearizes f(x,y) with respect to the y variables, hence, the term ‘partial
linearization’. As in Section 3.4.2, we can set ρ = µ and guarantee the convergence prop-
erties of ISTA-p (see Corollary 3.4.1 below). Formally, let (x,y) be the current iterate and
(x+,y+) be the next iterate. We compute y+ by










(‖y′j − dyj‖2 + λ‖y′j‖)
}
, (3.4.18)
where dy = Cx − µv. Hence the solution y
+ to problem (3.4.18) is given blockwise by
T([dy]j, µλ), j = 1, · · · , J.
Now given y+, we solve for x+ by














The algorithm that implements subroutine ApproxAugLagMin(x,y,v) in Algorithm 3.3.2
by ISTA with partial linearization is stated below as Algorithm 3.4.3.
Algorithm 3.4.3 ISTA-p (partial linearization)
1: Given x0, y¯0,v. Choose ρ. Define f(x,y) as in (3.4.5).
2: for k = 0, 1, · · · until stopping criterion is satisfied do
3: xk+1 ← arg minx f(x, y¯k)
4: y¯k+1 ← arg miny Lρ(xk+1, y¯k,y,∇yf(xk+1, y¯k))
5: end for
6: return (xK+1, y¯K+1)
As we remarked in Section 3.4.2, Algorithm 3.4.3 is equivalent to Algorithm 3.4.2
(APLM-S) where every iteration is a skipping iteration. Hence, we have from Theorem
3.4.1.
Corollary 3.4.1. Assume ∇yf(·, ·) is Lipschitz continuous with Lipschitz constant Ly(f).
For ρ ≤ 1
Ly(f)
, the iterates (xk, y¯k) in Algorithm 3.4.3 satisfy




where (x∗,y∗) is an optimal solution to (3.4.4).
It is easy to see that (3.4.18) is equivalent to (3.4.1), and that (3.4.19) is the same as
(3.4.2) in ADAL.
Remark 3.4.3. We have shown that with a fixed v, the ISTA-p iterations are exactly the
same as the ADAL iterations. The difference between the two algorithms is that ADAL
updates the (outer) Lagrange multiplier v in each iteration, while in ISTA-p, v stays the
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same throughout the inner iterations. We can thus view ISTA-p as a variant of ADAL with
delayed updating of the Lagrange multiplier.
The ‘load-balancing’ behavior discussed in Section 3.4.2 is more obvious for ISTA-p. As
we will see in Section 3.4.5, if we apply ISTA (with full linearization) to minimize (3.3.2),
solving for x is simply a gradient step. Here, we need to minimize f(x,y) with respect to
x exactly, while being able to take larger step sizes in the other subproblem, due to the
smaller associated Lipschitz constant.
3.4.4 FISTA-p
We now present an accelerated version FISTA-p of ISTA-p. FISTA-p is a special case of
FAPLM-S with a skipping step occurring in every iteration.We state the algorithm formally
as Algorithm 3.4.4. The iteration complexity of FISTA-p (and FAPLM-S) is given by the
Algorithm 3.4.4 FISTA-p (partial linearization)
1: Given x0, y¯0,v. Choose ρ, and z0 = y¯0. Define f(x,y) as in (3.4.5).
2: for k = 0, 1, · · · , K do
3: xk+1 ← arg minx f(x; zk)
4: y¯k+1 ← arg miny Lρ(xk+1, zk,y,∇yf(xk+1, zk))
5: tk+1 ← 1+√1+4t2k2





8: return (xK+1, y¯K+1)
following theorem.
Theorem 3.4.2. Assuming that ∇yf(·) is Lipschitz continuous with Lipschitz constant
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Ly(f) and ρ ≤ 1Ly(f) , the sequence {xk, y¯k} generated by Algorithm 3.4.4 satisfies




Although we need to solve a linear system in every iteration of Algorithms 3.4.2, 3.4.3,
and 3.4.4, the left-hand-side of the system stays constant throughout the invocation of
the algorithms because, following Remark 3.4.1, we can always set ρ = µ. Hence, no
line-search is necessary, and this step essentially requires only one backward- and one
forward-substitution, the complexity of which is the same as a gradient step.
3.4.5 ISTA/FISTA: Full Linearization

































 − ρ∇f(x,y), and f(x,y) is defined in (3.4.5). It is easy to
see that we can solve for x+ and y+ separately in (3.4.20). Specifically,




max(0, ‖dyj‖− λρ), j = 1, . . . , J.
Using ISTA to solve the outer augmented Lagrangian (3.3.2) subproblem is equivalent to
taking only skipping steps in ALM-S. In our experiments, we used the accelerated version
of ISTA, that is, FISTA (Algorithm 3.4.5) to solve (3.3.2).
Algorithm 3.4.5 FISTA
1: Given x¯0, y¯0,v. Choose ρ0. Set t0 = 0, z
0
x = x¯
0, z0y = y¯
0. Define f(x,y) as in (3.4.5).
2: for k = 0, 1, · · · until stopping criterion is satisfied do












5: x¯k+1 ← dx
6: y¯k+1j ← dyj‖dyj‖ max(0, ‖dyj‖− λρ), j = 1, . . . , J.
7: tk+1 ← 1+√1+4t2k2
8: zk+1x ← x¯k + tk−1tk+1 (x¯k+1 − x¯k)
9: zk+1y ← y¯k + tk−1tk+1 (y¯k+1 − y¯k)
10: end for
11: return (x¯K+1, y¯K+1)
FISTA (resp. ISTA) is, in fact, an inexact version of FISTA-p (resp. ISTA-p), where
we minimize with respect to x a linearized approximation




of the quadratic objective function f(x, zk) in (3.4.19). The update to x in Line 3 of
Algorithm 3.4.4 is replaced by (3.4.21) as a result. Similar to FISTA-p, FISTA is also a
special skipping version of the full-split FALM-S. Considering that FISTA has an iteration
complexity of O( 1
k2
), it is not surprising that FISTA-p has the same iteration complexity.
Remark 3.4.4. Since FISTA requires only the gradient of f(x,y), it can easily handle
any smooth convex loss function, such as the logistic loss for binary classification, L(x) =∑N
i=1 log(1 + exp(−bia
T
i x)), where a
T
i is the i-th row of A, and b is the vector of labels.
Moreover, when the scale of the data (min{n,m}) is so large that it is impractical to compute
the Cholesky factorization of ATA, FISTA is a good choice to serve as the subroutine
ApproxAugLagMin(x,y,v) in OGLasso-AugLag.
3.5 Overlapping Group l1/l∞-Regularization
The subproblems with respect to y (or y¯) involved in all the algorithms presented in the





‖c− y‖2 + Ω˜(y), (3.5.1)
where Ω˜(y) = λ
∑
s∈S˜ ws‖ys‖∞ in the case of l1/l∞-regularization. In (3.4.1), for example,
c = Cx−µv. The solution to (3.5.1) is the proximal operator of Ω˜ [23, 22]. Similar to the
classical Group Lasso, this problem is block-separable and hence all blocks can be solved
simultaneously.
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Again, for notational simplicity, we assume ws = 1 ∀s ∈ S˜ and omit it from now on.





‖cs − ys‖2 + ρλ‖ys‖∞. (3.5.2)
As shown by [125], the optimal solution to the above problem is cs−P(cs), where P denotes
the orthogonal projector onto the ball of radius ρλ in the dual norm of the l∞-norm, that
is, the l1-norm. The Euclidean projection onto the simplex can be computed in (expected)
linear time [29, 14]. [29] show that the problem of computing the Euclidean projection
onto the l1-ball can be reduced to that of finding the Euclidean projection onto the simplex
in the following way. First, we replace cs in problem (3.5.2) by |cs|, where the absolute
value is taken component-wise. After we obtain the projection zs onto the simplex, we can
construct the projection onto the l1-ball by setting y
∗
s = sign(cs)zs, where sign(·) is also
taken component-wise.
3.6 Experiments
We tested the OGLasso-AugLag framework (Algorithm 3.3.2) with four subroutines: ADAL,
FISTA, FISTA-p, and APLM-S. We implemented the framework with the first three sub-
routines in C++ to compare them with the ProxFlow algorithm proposed by [70]. We used
the C interface and BLAS and LAPACK subroutines provided by the AMD Core Math
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Library (ACML).7 To compare with ProxGrad [21], we implemented the framework and
all four algorithms in Matlab. We did not include ALM-S in our experiments because it is
time-consuming to find the right ρ for the inner loops as discussed in Remark 3.4.2, and
our preliminary computational experience showed that ALM-S was slower than the other
algorithms, even when the heuristic ρ-setting scheme discussed in Remark 3.4.2 was used,
because a large number of steps were skipping steps, which meant that the computation
involved in solving the linear systems in those steps was wasted. All of our experiments
were performed on a laptop PC with an Intel Core 2 Duo 2.0 GHz processor and 4 Gb of
memory.
3.6.1 Algorithm Parameters and Termination Criteria
Each algorithm (framework + subroutine)8 required several parameters to be set and ter-
mination criteria to be specified. We used stopping criteria based on the primal and dual
residuals suggested by [13]. We specify the criteria for each of the algorithms below, but
defer their derivation to Appendix A.5. The maximum number of outer iterations was
set to 500, and the tolerance for the outer loop was set at out = 10
−4. The number of
inner-iterations was capped at 2000, and the tolerance at the l-th outer iteration for the
7ACML can be found at http://developer.amd.com/libraries/acml/pages/default.aspx. Ideally,
we should have used the Intel Math Kernel Library (Intel MKL), which is optimized for Intel processors,
but Intel MKL is not freely available.
8For conciseness, we use the subroutine names (e.g., FISTA-p) to represent the full algorithms that
consist of the OGLasso-AugLag framework and the subroutines.
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inner loops was lin. Our termination criterion for the outer iterations was
max{rl, sl} ≤ out,
where rl = ‖Cx
l−yl‖
max{‖Cxl‖,‖yl‖} is the outer relative primal residual and s
l is the relative dual
residual, which is given for each algorithm in Table 3.7. Recall that K + 1 is the index of
the last inner iteration of the l-th outer iteration; for example, for APLM-S, (xl+1,yl+1)
takes the value of the last inner iterate (xK+1, y¯K+1). We stopped the inner iterations when
the maximum of the relative primal residual and the relative objective gradient for the inner
problem was less than lin. (See Table 3.7 for the expressions of these two quantities.) We
see there that sl+1 can be obtained directly from the relative gradient residual computed
in the last inner iteration of the l-th outer iteration.
We set µ0 = 0.01 in all algorithms except that we set µ0 = 0.1 in ADAL for the data
sets other than the first synthetic set and the breast cancer data set. We set ρ = µ in
FISTA-p and APLM-S and ρ0 = µ in FISTA.
For Theorem 2.2.4 to hold, the solution returned by the function
ApproxAugLagMin(x,y,v) has to become increasingly more accurate over the outer iter-
ations. However, it is not possible to evaluate the sub-optimality quantity αl in (2.2.16)
exactly because the optimal value of the augmented Lagrangian L(x,y,vl) is not known
in advance. In our experiments, we used the maximum of the relative primal and dual
residuals (max{rl, sl}) as a surrogate to αl for two reasons: First, it has been shown [13]
that rl and sl are closely related to αl. Second, the quantities rl and sl are readily available
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as bi-products of the inner and outer iterations. To ensure that the sequence {lin} satisfies




with 0in = 0.01 and βin = 0.25. However, since we terminate the outer iterations at
out > 0, it is not necessary to solve the subproblems to an accuracy much higher than
the one for the outer loop. On the other hand, it is also important for lin to decrease
to below out, since s
l is closely related to the quantities involved in the inner stopping
criteria. Hence, we slightly modified (3.6.1) and used l+1in = max{βin
l
in, 0.2out}.
Recently, we became aware of an alternative ‘relative error’ stopping criterion [32] for the
inner loops, which guarantees convergence of Algorithm 3.3.2. In our context, this criterion
essentially requires that the absolute dual residual is less than a fraction of the absolute













where r¯ and s¯ are the numerators in the expressions for r and s respectively, σ = 0.99, w0x is







CT(y¯K+1− zK). We experimented with this criterion but did not find any computational
advantage over the heuristic based on the relative primal and dual residuals.
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3.6.2 Strategies for Updating µ
The penalty parameter µ in the outer augmented Lagrangian (3.3.2) not only controls the
infeasibility in the constraint Cx = y, but also serves as the step-length in the y-subproblem
(and the x-subproblem in the case of FISTA). We adopted two kinds of strategies for
updating µ. The first one simply kept µ fixed. In this case, choosing an appropriate µ0 was
important for good performance. This was especially true for ADAL in our computational
experiments. Usually, a µ0 in the range of 10
−1 to 10−3 worked well.
The second strategy is a dynamic scheme based on the values rl and sl [13]. Since 1
µ
penalizes the primal infeasibility, a small µ tends to result in a small primal residual. On
the other hand, a large µ tends to yield a small dual residual. Hence, to keep rl and sl
approximately balanced in each outer iteration, our scheme updated µ as follows:
µl+1 ←

max{βµl, µmin}, if r
l > τsl
min{µl/β, µmax}, if s
l > τrl
µl, otherwise,
where we set µmax = 10, µmin = 10
−6, τ = 10 and β = 0.5, except for the first synthetic
data set, where we set β = 0.1 for ADAL, FISTA-p, and APLM-S.
3.6.3 Synthetic Examples
To compare our algorithms with the ProxGrad algorithm of [21], we first tested a synthetic
data set (ogl) using the procedure reported by [21] and [51]. The sequence of decision
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variables x were arranged in groups of ten, with adjacent groups having an overlap of three
variables. The support of x was set to the first half of the variables. Each entry in the
design matrix A and the non-zero entries of x were sampled from i.i.d. standard Gaussian
distributions, and the output b was set to b = Ax+ , where the noise  ∼ N (0, I). Two
sets of data were generated as follows: (a) Fix n = 5000 and vary the number of groups J
from 100 to 1000 with increments of 100. (b) Fix J = 200 and vary n from 1000 to 10000
with increments of 1000. The stopping criterion for ProxGrad was the same as the one
used for FISTA, and we set its smoothing parameter to 10−3. Figure 3.7 plots the CPU
times taken by the Matlab version of our algorithms and ProxGrad (also in Matlab) on
theses scalability tests on l1/l2-regularization. A subset of the numerical results on which
these plots are based is presented in Tables A.1 and A.2.
The plots clearly show that the alternating direction methods were much faster than
ProxGrad on these two data sets. Compared to ADAL, FISTA-p performed slightly better,
while it showed obvious computational advantage over its general version APLM-S. In the
plot on the left of Figure 3.7, FISTA exhibited the advantage of a gradient-based algorithm
when both n andm are large. In that case (towards the right end of the plot), the Cholesky
factorizations required by ADAL, APLM-S, and FISTA-p became relatively expensive.
When min{n,m} is small or the linear systems can be solved cheaply, as the plot on the
right shows, FISTA-p and ADAL have an edge over FISTA due to the smaller numbers of
inner iterations required.
We generated a second data set (dct) using the approach of [70] for scalability tests
on both the l1/l2 and l1/l∞ group penalties. The design matrix A was formed from
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over-complete dictionaries of discrete cosine transforms (DCT). The set of groups were
all the contiguous sequences of length five in one-dimensional space. x had about 10%
non-zero entries, selected randomly. We generated the output as b = Ax + , where
 ∼ N (0, 0.01‖Ax‖2). We fixed n = 1000 and varied the number of features m from 5000
to 30000 with increments of 5000. This set of data leads to considerably harder problems
than the previous set because the groups are heavily overlapping, and the DCT dictionary-
based design matrix exhibits local correlations. Due to the excessive running time required
on Matlab, we ran the C++ version of our algorithms for this data set, leaving out APLM-S
and ProxGrad, whose performance compared to the other algorithms is already fairly clear
from Figure 3.7. For ProxFlow, we set the tolerance on the relative duality gap to 10−4,
the same as out, and kept all the other parameters at their default values.
Figure 3.8 presents the CPU times required by the algorithms versus the number of fea-
tures. In both cases of l1l2- and l1l∞-regularization, it is clear that FISTA-p outperformed
the other algorithms. For l1/l∞-regularization, ADAL, FISTA, and ProxFlow performed
similarly. In both cases, the growth of the CPU times for FISTA follows the same trend
as that for FISTA-p, and they required a similar number of outer iterations, as shown in
Tables A.3 and A.4. However, FISTA lagged behind in speed due to larger numbers of
inner iterations. Unlike in the case of the ogl data set, Cholesky factorization was not a
bottleneck for FISTA-p and ADAL here because we needed to compute it only once.
To simulate the situation where computing or caching ATA and its Cholesky factoriza-
tion is not feasible, we switched ADAL and FISTA-p to PCG mode by always using PCG
to solve the linear systems in the subproblems. We compared the performance of ADAL,
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Figure 3.7: Scalability test results of the algorithms on the synthetic overlapping Group
Lasso data sets from [21]. The scale of the y-axis is logarithmic. The dynamic scheme for
µ was used for all algorithms except ProxGrad.
FISTA-p, and FISTA on the previous data set for both l1/l2 and l1/l∞ models. The results
for ProxFlow are copied from from Figure 3.8 and Table A.6 to serve as a reference. We
experimented with the fixed-value and the dynamic updating schemes for µ on all three
algorithms. From Figure 3.9, it is clear that the performance of ADAL was significantly
improved by using the dynamic scheme. On the other hand, FISTA-p was very stable over
a fixed µ - the primal and dual infeasibilities were at the same order of magnitude most
of the time, and hence, its µ rarely required updating. We did not include the results for
FISTA with the dynamic scheme because the solutions obtained were considerably more
suboptimal than the ones obtained with the fixed-µ scheme. Tables A.5 and A.6 report
the best results of the algorithms in each case. The plots and numerical results show that
FISTA-p is competitive to ADAL and compares favorably to ProxFlow.
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Figure 3.8: Scalability test results on the DCT set with l1/l2-regularization (left column)
and l1/l∞-regularization (right column). The scale of the y-axis is logarithmic. All of
FISTA-p, FITSA, and ADAL were run with a fixed µ = µ0.
Figure 3.9: Scalability test results on the DCT set with l1/l2-regularization (left column)
and l1/l∞-regularization (right column). The scale of the y-axis is logarithmic. FISTA-
p and ADAL are in PCG mode. The dotted lines denote the results obtained with the
dynamic updating scheme for µ.
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3.6.4 Real-world Examples
To demonstrate the practical usefulness of our algorithms, we tested our algorithms on two
real-world applications.
Breast Cancer Gene Expressions
We used the breast cancer data set [116] with canonical pathways from MSigDB [101].
The data was collected from 295 breast cancer tumor samples and contains gene expression
measurements for 8,141 genes. The goal was to select a small set of the most relevant
genes that yield the best prediction performance. A detailed description of the data set
can be found in [21] and [51]. In our experiment, we performed a regression task to predict
the length of survival of the patients. The canonical pathways naturally provide grouping
information of the genes. Hence, we used them as the groups for the group-structured
regularization term Ω(·).
Table 3.8 summarizes the data attributes. The numerical results for the l1/l2-norm
are collected in Table A.7, which show that FISTA-p and ADAL were the fastest on this
data set. Again, we had to tune ADAL with different initial values (µ0) and updating
schemes of µ for speed and quality of the solution, and we eventually kept µ constant at
0.01. The dynamic updating scheme for µ also did not work for FISTA, which returned a
very suboptimal solution in this case. We instead adopted a simple scheme of decreasing
µ by half every 10 outer iterations. Figure 3.12 graphically depicts the performance of
the different algorithms. In terms of the outer iterations, APLM-S behaved identically to
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FISTA-p, and FISTA also behaved similarly to ADAL. However, APLM-S and FISTA were
considerably slower due to larger numbers of inner iterations.
We plot the root-mean-squared-error (RMSE) over different values of λ (which lead to
different numbers of active genes) in the left half of Figure 3.10. The training set consists
of 200 randomly selected samples, and the RMSE was computed on the remaining 95 sam-
ples. l1/l2-regularization achieved lower RMSE in this case. However, l1/l∞-regularization
yielded better group sparsity as shown in Figure 3.11. The sets of active genes selected by
the two models were very similar as illustrated in the right half of Figure 3.10. In general,
the magnitudes of the coefficients returned by l1/l∞-regularization tended to be similar
within a group, whereas those returned by l1/l2-regularization did not follow that pattern.
This is because l1/l∞-regularization penalizes only the maximum element, rather than all
the coefficients in a group, resulting in many coefficients having the same magnitudes.
Video Sequence Background Subtraction
We next considered the video sequence background subtraction task from [70] and [50]. The
main objective here is to segment out foreground objects in an image (frame), given a se-
quence ofm frames from a fixed camera. The data used in this experiment is available online
9 [111]. The basic setup of the problem is as follows. We represent each frame of n pixels as
a column vector Aj ∈ Rn and form the matrix A ∈ Rn×m as A ≡
(
A1 A2 · · · Am
)
.
The test frame is represented by b ∈ Rn. We model the relationship between b and A
by b ≈ Ax + e, where x is assumed to be sparse, and e is the ’noise’ term which is also
9Data can be found at http://research.microsoft.com/en-us/um/people/jckrumm/wallflower/
testimages.htm.
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Figure 3.10: On the left: Plot of root-mean-squared-error against the number of active
genes for the Breast Cancer data. The plot is based on the regularization path for ten
different values for λ. The total CPU time (in Matlab) using FISTA-p was 51 seconds for
l1/l2-regularization and 115 seconds for l1/l∞-regularization. On the right: The recovered
sparse gene coefficients for predicting the length of the survival period. The value of λ used
here was the one minimizing the RMSE in the plot on the left.
Figure 3.11: Pathway-level sparsity v.s. Gene-level sparsity.
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Figure 3.12: Objective values v.s. Outer iters and Objective values v.s. CPU time plots
for the Breast Cancer data. The results for ProxGrad are not plotted due to the different
objective function that it minimizes. The red (APLM-S) and blue (FISTA-p) lines overlap
in the left column.
assumed to be sparse. Ax is thus a sparse linear combination of the video frame sequence
and accounts for the background present in both A and b. e contains the sparse foreground





‖Ax+ e− b‖2 + λ(‖x‖1 + ‖e‖1). (3.6.2)
It has been shown in [70] that we can significantly improve the quality of segmentation
by applying a group-structured regularization Ω(·) on e, where the groups are all the






‖Ax+ e− b‖2 + λ(‖x‖1 + ‖e‖1 +Ω(e)). (3.6.3)
Note that (3.6.3) still fits into the group-sparse framework if we treat the l1-regularization
terms as the sum of the group norms, where the each groups consists of only one element.
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We also considered an alternative model, where a Ridge regularization is applied to x





‖Ax+ e− b‖2 + λ1‖e‖1 + λ2(‖x‖2 + ‖e‖2) (3.6.4)
does not yield a sparse x, but sparsity in x is not a crucial factor here. It is, however, well
suited for our partial linearization methods (APLM-S and FISTA-p), since there is no need
for the augmented Lagrangian framework. Of course, we can also apply FISTA to solve
(3.6.4).
We recovered the foreground objects by solving the above optimization problems and
applying the sparsity pattern of e as a mask for the original test frame. A hand-segmented
evaluation image from [111] served as the ground truth. The regularization parameters
λ, λ1, and λ2 were selected in such a way that the recovered foreground objects matched
the ground truth to the maximum extent.
FISTA-p was used to solve all three models. The l1 model (3.6.2) was treated as a
special case of the group regularization model (3.6.3), with each group containing only one
component of the feature vector.10 For the Ridge/Elastic-Net penalty model, we applied
FISTA-p directly without the outer augmented Lagrangian layer.
The solutions for the l1/l2, l1/l∞, and Lasso models were not strictly sparse in the sense
that those supposedly zero feature coefficients had non-zero (albeit extremely small) mag-
nitudes, since we enforced the linear constraints Cx = y through an augmented Lagrangian
10We did not use the original version of FISTA to solve the model as an l1-regularization problem because
it took too long to converge in our experiments due to extremely small step sizes.
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approach. To obtain sparse solutions, we truncated the non-sparse solutions using thresh-
olds ranging from 10−9 to 10−3 and selected the threshold that yielded the best accuracy.





∈ Rn×(m+n). For solving (3.6.3), FISTA-p has to solve the linear system












where D is a diagonal matrix, and Dx,De, rx, re are the components of D and r corre-
sponding to x and e respectively. In this example, n is much larger than m, for example,



























The l1/l∞ model yielded the best background separation accuracy (marginally better
than the l1/l2 model), but it also was the most computationally expensive. (See Table
3.9 and Figure 3.13.) Although the Ridge/Elastic-Net model yielded as poor separation
results as the Lasso (l1) model, it was orders of magnitude faster to solve using FISTA-p.
We again observed that the dynamic scheme for µ worked better for FISTA-p than for
ADAL. For a constant µ over the entire run, ADAL took at least twice as long as FISTA-p
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Figure 3.13: Separation results for the video sequence background substraction example.
Each training image had 120 × 160 RGB pixels. The training set contained 200 images
in sequence. The accuracy indicated for each of the different models is the percentage of
pixels that matched the ground truth.
to produce a solution of the same quality. A typical run of FISTA-p on this problem with
the best selected λ took less than 10 outer iterations. On the other hand, ADAL took more
than 500 iterations to meet the stopping criteria.
3.6.5 Comments on Results
The computational results exhibit two general patterns. First, the simpler algorithms
(FISTA-p and ADAL) were significantly faster than the more general algorithms, such as
APLM-S. Interestingly, the majority of the APLM-S inner iterations consisted of a skipping
step for the tests on synthetic data and the breast cancer data, which means that APLM-S
essentially behaved like ISTA-p in these cases. Indeed, FISTA-p generally required the
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same number of outer-iterations as APLM-S but much fewer inner-iterations, as predicted
by theory. In addition, no computational steps were wasted and no function evaluations
were required for FISTA-p and ADAL. Second, FISTA-p converged faster (required less it-
erations) than its full-linearization counterpart FISTA. We have suggested possible reasons
for this in Section 3.4. On the other hand, FISTA was very effective for data both of whose
dimensions were large because it required only gradient computations and soft-thresholding
operations, and did not require linear systems to be solved.
Our experiments showed that the performance of ADAL (as well as the quality of the
solution that it returned) varied a lot as a function of the parameter settings, and it was
tricky to tune them optimally. In contrast, FISTA-p exhibited fairly stable performance
for a simple set of parameters that we rarely had to alter and in general performed better
than ADAL.
It may seem straight-forward to apply FISTA directly to the Lasso problem (3.6.2) with-
out the augmented Lagrangian framework.11 However, as we have seen in our experiments,
FISTA took much longer than AugLag-FISTA-p to solve this problem. We believe that
this is further evidence of the ‘load-balancing’ property of the latter algorithm that we dis-
cussed in Section 3.4.2. It also demonstrates the versatility of our approach to regularized
learning problems.
11To avoid confusion with our algorithms that consist of inner-outer iterations, we prefix our algorithms
with ‘AugLag’ here.
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Data Sets Algs CPU (s) Iters Aprods
yl3
ISTA-BC 1.82e-001 20 8.30e+001
BCD-HYB 1.02e-001 6 2.13e+001
BCD-GL 3.29e-001 8 2.84e+001
RBCD-GL 2.08e-001 15 4.97e+001
RUBCD-GL 1.85e-001 16 5.28e+001
ISTA-RBC 3.27e-001 20 8.13e+001
RBCD-HYB 5.75e-001 10 3.34e+001
yl4
ISTA-BC 6.63e-001 27 1.02e+002
BCD-HYB 5.21e-001 21 6.57e+001
BCD-GL 5.01e-001 21 6.67e+001
RBCD-GL 5.39e-001 15 5.45e+001
RUBCD-GL 6.67e-001 32 9.97e+001
ISTA-RBC 1.12e+000 33 1.26e+002
RBCD-HYB 7.92e-001 30 9.27e+001
glassoL1
ISTA-BC 7.63e+001 451 1.79e+003
BCD-HYB 5.86e+001 349 1.17e+003
BCD-GL 5.26e+001 316 1.07e+003
RBCD-GL 1.17e+002 544 1.90e+003
RUBCD-GL 1.05e+002 604 1.96e+003
ISTA-RBC 1.45e+002 810 3.20e+003
RBCD-HYB 1.17e+002 665 2.17e+003
glassoL2
ISTA-BC 1.53e+002 232 9.31e+002
BCD-HYB 9.41e+001 164 5.84e+002
BCD-GL 9.97e+001 147 5.51e+002
RBCD-GL 2.07e+002 268 9.74e+002
RUBCD-GL 1.85e+002 285 9.74e+002
ISTA-RBC 2.39e+002 355 1.42e+003
RBCD-HYB 1.97e+002 307 1.04e+003
BreastCancerData
ISTA-BC 2.60e+001 156 5.38e+002
BCD-HYB 2.59e+001 153 5.57e+002
BCD-GL 2.44e+001 165 6.09e+002
RBCD-GL 1.78e+001 44 3.00e+002
RUBCD-GL 3.33e+001 202 7.32e+002
ISTA-RBC 4.80e+001 241 8.34e+002
RBCD-HYB 4.34e+001 214 7.57e+002
Table 3.6: Numerical results on selected problems for the randomized algorithms and
their original counterparts. ISTA-RBC, RUBCD-GL, RBCD-HYB are the randomized
versions of ISTA-BC, BCD-GL, and BCD-HYB respectively with a uniform distribution,
and RBCD-GL is the randomized version of BCD-GL with a distribution where the prob-
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Table 3.7: Specification of the quantities used in the outer and inner stopping criteria.
Data sets N (no. samples) J (no. groups) group size average frequency
BreastCancerData 295 637 23.7 (avg) 4
Table 3.8: The Breast Cancer Data Set
Model Accuracy (percent) Total CPU time (s) No. parameter values on reg path
l1/l2 97.17 2.48e+003 8
l1/l∞ 98.18 4.07e+003 6
l1 87.63 1.61e+003 11
ridge + elastic net 87.89 1.82e+002 64
Table 3.9: Computational results for the video sequence background subtraction example.
The algorithm used is FISTA-p. We used the Matlab version for the ease of generating
the images. The C++ version runs at least four times faster from our experience in the
previous experiments. We report the best accuracy found on the regularization path of
each model. The total CPU time is recorded for computing the entire regularization path,
with the specified number of different regularization parameter values.
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Chapter 4
Robust Low-rank Tensor Recovery
The rapid advance in modern computer technology has given rise to the wide presence of
multidimensional data (tensor data). Traditional matrix-based data analysis is inherently
two-dimensional, which limits its usefulness in extracting information from a multidimen-
sional perspective. On the other hand, tensor-based multilinear data analysis has shown
that tensor models are capable of taking full advantage of the multilinear structures to pro-
vide better understanding and more precision. At the core of multilinear data analysis lies
tensor decomposition, which commonly takes two forms: CANDECOMP/PARAFAC (CP)
decomposition [17, 46] and Tucker decomposition [115]. Having originated in the fields of
psychometrics and chemometrics, these decompositions are now widely used in other appli-
cation areas such as computer vision [121], web data mining [37, 102], and signal processing
[1].
Tensor decompositions face three major challenges: arbitrary outliers, missing data/partial
observations, and computational efficiency. Tensor decompositions resemble Principal
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Component Analysis (PCA) for matrices in many ways. In fact, the Tucker decompo-
sition is also known as the higher-order SVD (HOSVD) [25]. It is well-known that PCA is
sensitive to outliers and gross corruptions (non-Gaussian noise). Since the CP and Tucker
decompositions are also based on least-squares approximation, they are prone to these
problems as well. Algorithms based on non-convex formulations have been proposed to
robustify tensor decompositions against outliers [33, 86] and missing data [2]. However,
they suffer from the lack of global optimality guarantees.
In practice, the underlying tensor data is often low-rank, although the actual data may
not be low-rank due to outliers and arbitrary errors. In other words, the major part of the
variation in the data is often governed by a relatively small number of latent factors. It
is thus possible to robustify tensor decompositions by reconstructing the low-rank part of
the noisy data. Besides its importance to tensor decompositions, robust low-rank tensor
recovery also has many applications in its own right, e.g., shadow/occulsion removal in
image processing. Motivated by the aforementioned challenges and opportunities, we study
the problem of low-rank tensor recovery that is robust to gross corruptions and missing
values in a convex optimization framework. Our work in this chapter is built upon two
major lines of previous work: Principal Component Pursuit (PCP) for Robust PCA [15]
and Tensor Completion [41, 65, 109]. The main advantages of the convex formulation that
we use are that it removes outliers or corrects corruptions based on the global structure
of the tensor, and its solution can be obtained by efficient convergent convex optimization
algorithms that are easy to implement. Moreover, the results from this convex program
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naturally lead to a robust Tucker decomposition, and the CP decomposition can also be
obtained by applying a simple heuristic [109].
The structure of this chapter is as follows. In Section 4.1 and 4.1.2, we introduce the
notation that we use in this chapter and review some tensor basics. We then formulate
robust tensor recovery problem as a convex program in Section 4.2. Two approaches for
recovering a low-Tucker-rank tensor are considered. We propose alternating direction aug-
mented Lagrangian (ADAL) methods and accelerated proximal gradient (APG) methods,
respectively, for solving the exact constrained version and the Lagrangian version of the
robust tensor recovery problem. All of the proposed algorithms have global convergence
guarantees. In Section 4.3, we introduce a non-convex formulation which can neverthe-
less be solved approximately by an ADAL-based algorithm and can potentially take better
advantage of more precise rank information. In Section 5.3, we test the computational
performance of the algorithms and analyze the empirical recovery properties of the models
on synthetic data, and we demonstrate the practical effectiveness of our algorithms and
models through a series of applications in 3D MRI recovery, fluorescence EEM data analy-
sis, face representation, and foreground filtering/background reconstruction of a web game
frame sequence.
4.1 Tensor Basics
Tensors are higher-order matrices. We follow the notation of [57] and denote tensors by
boldface Euler script letters, e.g., X. The order of a tensor is the number of dimensions
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(a.k.a. ways or modes). Let X be an Nth-order tensor of size I1 × I2 × · · · × IN. A fiber
of X is a column vector defined by fixing every index of X but one. So for a matrix, each
row is a mode-2 fiber. The mode-i unfolding (matricization) of the tensor X is the matrix
denoted by X(i) that is obtained by arranging (lexicographically in the indices other than
the i-th index) the mode-i fibers as the columns of the matrix. The vectorization of X is
denoted by vec(X).
4.1.1 Definitions
Inner product and norms The inner product of two tensors X,Y ∈ RI1×···×IN is defined
as 〈X,Y〉 := vec(X)Tvec(Y), and the Frobenius norm of X is denoted by ‖X‖ :=√〈X,X〉. The nuclear norm (or trace norm) ‖X‖∗ of a matrix X is the sum of its
singular values obtained from SVD, i.e. ‖X‖∗ :=
∑
i σi, where X = Udiag(σ)V
T .
The L1 norm of a vector x is defined as ‖x‖1 :=
∑
i |xi|. Likewise, for a matrix X and
a tensor X, ‖X‖1 := ‖vec(X)‖1, and ‖X‖1 := ‖vec(X)‖1.
Vector outer product The vector outer product is denoted by the symbol ◦. The outer
product of N vectors, a(n) ∈ RIn, n = 1, · · · , N is an N-th-order tensor, defined as
(







· · ·a(N)iN , ∀1 ≤ in ≤ In, 1 ≤ n ≤ N.
Tensor-matrix multiplication The multiplication of a tensor X defined above with a
matrix A ∈ RJ×In in mode n is denoted by
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X×n A = Y ∈ RI1×···×In−1×J×In+1×···×IN , and is defined in terms of mode-n unfolding
as Y(n) := AX(n).
Linear operator and adjoint We denote linear operators by capital letters in calligraphic
font, e.g. A, and A(X) denotes the result of applying the linear operator A to the
tensor X. The adjoint of A is denoted by A∗.
Homogeneous tensor array For the ease of notation and visualization, we define a ho-
mogeneous tensor array (or tensor array for short) as the tensor obtained by stacking
a set of component tensors of the same size along the first mode. An N-component






NI1×···×IN and thus can be viewed
as a ‘vector’ of homogeneous tensors. Since a tensor array is also a tensor, the
inner product of two tensor arrays is defined as above. A linear operator defined
on a tensor array operates at the level of the component tensors. As an exam-
ple, consider the linear (summation) operator A : RNI1×···×IN → RI1×···×IN such that
A(X¯) :=∑Ni=1Xi. Its adjoint is then the linear operator A∗ : RI1×···×IN → RNI1×···×IN





. We use the non-calligraphic A to denote the matrix
corresponding to the equivalent operation carried out by A on the mode-1 unfolding
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. In this example, therefore, A is the matrix
(
I · · · I
)
∈ RI1×NI1 . The set of eigenvalues of ATA is denoted by λ(ATA), and
the largest eigenvalue is λmax(A
TA).
4.1.2 Tensor decompositions and ranks
The CP decomposition approximates X as X ≈∑Rr=1 λra(1)r ◦a(2)r ◦· · ·◦a(N)r , where R > 0 is a
given integer, λr ∈ R and a(n)r ∈ RIn for r = 1, · · · , R. The CP decomposition is formulated
as a non-convex optimization problem and is usually computed via an alternating least-
squares (ALS) algorithm; see, e.g., [108]. The rank of X, denoted by rank(X), is defined as
the smallest value of R such that the approximation holds with equality. Computing the
rank of a specific given tensor is NP-hard in general [47].
The Tucker decomposition approximates X as X ≈ G×1U(1)×2U(2) · · ·×NU(N), where
G ∈ Rr1×···×rN is called the core tensor, and the factor matrices U(n) ∈ RIn×rn , n = 1, · · · , N
are all column-wise orthonormal. (r1×· · ·×rN) are given integers. The n-rank (or mode-n
rank) of X, denoted by rankn(X), is the column rank of X(n). The set of N n-ranks of a
tensor is also called the Tucker rank. If X is of rank-(r1, · · · , rN), then the approximation
holds with equality, and for n = 1, · · · , N, U(n) is the matrix of the left singular vectors from
the SVD of X(n). The Tucker decomposition is also posed as a non-convex optimization
problem. A widely-used approach for computing the factor matrices is called the higher-
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order orthogonal iteration (HOOI) [26], which is essentially an ALS method based on
computing the dominant left singular vectors of each X(n).
4.2 Higher-order RPCA (Robust Tensor Recovery)
For noisy tensor data subject to outliers and arbitrary corruptions, it is desirable to be
able to exploit the structure in all dimensions of the data. A direct application of RPCA
essentially considers the low-rank structure in only one of the unfoldings and is often
insufficient. Hence, we need a model that is directly based on tensors. To generalize RPCA
to tensors, we regularize the Tucker-rank Trank(X) of a tensor X, leading to the following
tensor PCP optimization problem: minX,E
{
Trank(X) + λ‖E‖0, s.t. X + E = B
}
. This
problem is NP-hard to solve, so we replace Trank(X) by the convex surrogate CTrank(X),




CTrank(X) + λ‖E‖1 | X+ E = B
}
. (4.2.1)
We call the model (4.2.1) Higher-order RPCA (HoRPCA). In the subsequent sections, we




In the Singleton model, the tensor rank regularization term is the sum of the N nuclear
norms of a single tensor, i.e. CTrank(X) ≡ ∑i ‖X(i)‖∗. HoRPCA with the Singleton






‖X(i)‖∗ + λ‖E‖1 | X+ E = B
}
. (4.2.2)
This form of CTrank(X) was also considered in [65, 41, 109] for recovering low-rank tensors
from partial observations of the data. To solve problem (4.2.2), we develop an alternating
direction augmented Lagrangian (ADAL) method [42, 40]1 to take advantage of the problem
structure. Specifically, by applying variable-splitting (e.g. see [12, 13]) toX and introducing






‖Xi,(i)‖∗ + λ1‖E‖1 | Xi + E = B, i = 1, · · · , N
}
. (4.2.3)
Note that equality among the Xi’s is enforced implicitly by the constraints, so that an
additional auxiliary variable as in [41] is not required.
Before we develop the ADAL algorithm for solving problem (4.2.3) (see Algorithm
4.2.1 below), we need to define several operations. foldi(X) returns the tensor Z such that
Z(i) = X. Tµ(X) is the matrix singular value thresholding operator: Tµ(X) := Udiag(σ¯)VT ,
where X = Udiag(σ)VT is the SVD of X and σ¯ := max(σ − µ, 0). We define Ti,µ(X) :=
1This class of algorithms is also known as the alternating direction method of multipliers (ADMM)
[13, 31].
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foldi(Tµ(X(i))). Sµ(X) is the shrinkage operator on vec(X) and returns the result as a
tensor. The vector shrinkage operator is defined as Sµ(x) := sign(x)max(|x|−µ, 0), where
the operations are all element-wise.




f(x) + g(y) | Ax = y
}
, (4.2.4)
and the general form of ADAL is stated in Algorithm 3.4.1. The augmented Lagrangian
for problem (4.2.3) is
N∑
i=1






‖Xi + E−B‖2 − 〈Λi,Xi + E−B〉
)
.
Observe that given E, the Xi’s can be solved for independently by the singular value thresh-
olding operator. Conversely, with fixed Xi’s, the augmented Lagrangian subproblem with






i=1 ‖E+Xi −B− µΛi‖2 + µλ1‖E‖1
}






‖C(E) +D‖2 + µλ1‖E‖1, (4.2.5)












. Proposition 4.2.1 below shows that the above problem has a
closed-form solution.




















Proof. First, we note that C∗C(E) = NE. The first-order optimality condition for problem
(4.2.5) is then 0 ∈ NE + C∗(D) + µλ1∂‖E‖1 ⇔ 0 ∈ E + C∗(D)N + µλ1N ∂‖E‖1, which is the
optimality condition for the minimization problem (4.2.6).
In Algorithm 4.2.1, we state our ADAL algorithm that alternates between two blocks
of variables, {X1, · · · ,XN} and E. By defining f(X1, · · · ,XN) :=
∑N
i=1 ‖Xi,(i)‖∗ and g(E) :=
λ1‖E‖1, it is easy to verify that problem (4.2.3) and Algorithm 4.2.1 satisfy the conditions
in Theorem 2.2.5. Hence, the convergence of Algorithm 4.2.1 is an immediate result from
Theorem 2.2.5:
Corollary 4.2.1. The sequence {X
(k)
1 , · · · ,X(k)N ,E(k)} generated by Algorithm 4.2.1 con-








(k)} converges to an optimal solution of HoRPCA with the Singleton model
(4.2.2).
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Algorithm 4.2.1 HoRPCA-S (ADAL)






i = 0, ∀i ∈ {1, · · · , N}.
3: for k = 0, 1, · · · do
4: for i = 1 : N do
5: X
(k+1)
i ← Ti,µ(B+ µΛ(k)i − E(k))
6: end for





8: for i = 1 : N do
9: Λ
(k+1)














The Mixture model for a low-rank tensor was introduced in [109], which only requires that
the tensor be the sum of a set of component tensors, each of which is low-rank in the
corresponding mode, i.e. X =
∑N
i=1Xi, where Xi,(i) is a low-rank matrix for each i. This is
a relaxed version of the Singleton model, which requires that the tensor be low-rank in all
modes simultaneously. It is shown in [109] that the Mixture model is able to automatically
detect the rank-deficient modes and yields better recovery performance than the Singleton
model for tensor completion tasks when the original tensor is low-rank only in certain
modes.
For robust tensor recovery, the Mixture model is equally applicable to represent the







‖Xi,(i)‖∗ + λ1‖E‖1 |
N∑
i=1




This is a more difficult problem to solve than (4.2.2) in that while the subproblem with
respect to E still has a closed-form solution by the shrinkage operator S, the Xi vari-
ables are coupled in the constraint, and it is hard to develop an efficient ADAL algorithm
with two-block updates which satisfies the conditions in Theorem 2.2.5. Motivated by the
approximation technique used in [128], we propose an inexact ADAL algorithm to solve
problem (4.2.7) with global convergence guarantee.
Consider the augmented Lagrangian subproblem of (4.2.7) with respect to {Xi}
N
i=1, which

















, Σ ≡ C
∗ : RNI1×···×IN → RI1×···×IN be the summation operator, D =
E −B − µΛ, and f(X¯) := 1
2
‖Σ(X¯) +D‖2, with ∇f(X¯) = Σ∗(Σ(X¯) +D). Then, problem




‖Σ(X¯) −D‖2 + µ∑Ni=1 ‖Xi‖∗}. This problem is
not separable in {Xi}
N
i=1, and an iterative method (e.g. [67]) has to be used to solve this

















) +∇f(X¯(k))T(X¯− X¯(k)) + 1
2η




where η is a user-supplied parameter which is less than λmax(Σ
∗Σ) (equal to N in this
case). It is easy to see that problem (4.2.9) is separable in {Xi}
N
i=1, and the optimal solution
has a closed-form solution Xi = Ti,ηµ(p(X¯(k))i), i = 1, · · · , N, where p(X¯(k)) = X¯(k) −
η∇f(X¯(k)). We state this inexact ADAL method below in Algorithm 4.2.2. The convergence
of the algorithm is guaranteed by the following theorem:
Theorem 4.2.1. For any η satisfying 0 < η < 1
N
, the sequence {X¯
(k)
,E(k)} generated by
Algorithm 4.2.2 converges to the optimal solution {X¯
∗
,E∗} of problem (4.2.7).
Proof. See Appendix B.1.
Algorithm 4.2.2 HoRPCA-M (I-ADAL)




(0) = Λ(0) = 0, ∀i ∈ {1, · · · , N}.
3: for k = 0, 1, · · · do





7: E(k+1) ← Sµλ1(B+ µΛ(k) − (∑Ni=1X(k+1)i ))
8: end for








Remark 4.2.1. If we have prior knowledge on which modes of X are low-rank and which
modes are not, we can also use an adaptive version of the Singleton model which allows for






λ∗i‖X(i)‖∗ + λ‖E‖1 | X+ E = B
}
. (4.2.10)
The downside of using this more general version of the Singleton model over the Mixture
model is that there are more parameters to tune, and in general, we do not have the rank
information a priori. Note that RPCA applied to the mode-n unfolding of a given tensor is
a special case of (4.2.10) where λ∗i = 0 for all i 6= n. When the tensor is low-rank in only
one mode, RPCA applied to that particular mode should be able to achieve good recovery
results, but it may be necessary to apply RPCA to every unfolding of the tensor to discover
the best mode, resulting in a similar number of SVD operations as HoRPCA.
4.2.3 Unconstrained (Lagrangian) Version
In the Lagrangian version of HoRPCA, the consistency constraints are relaxed and appear








‖Xi + E−B‖2 + λ∗
N∑
i=1
‖Xi,(i)‖∗ + λ1‖E‖1. (4.2.11)
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Xi + E−B‖2 + λ∗
N∑
i=1
‖Xi,(i)‖∗ + λ1‖E‖1. (4.2.12)
Observe that both problems (4.2.11) and (4.2.12) are in the generic form
min
X˜








, R(X˜) := λ∗
∑N
i=1 ‖Xi,(i)‖∗+λ1‖E‖1, and l(X˜) := 12‖A(X˜)− B˜‖2. For



















. For the Mixture model, A ≡ Am is simply the summation operator Σ defined
on X˜, and B˜ = B. The loss function l(·) is thus Lipschitz continuous in both cases. In
addition, the regularization function R(·), i.e. the sum of the trace norms and the L1 norm,
is decomposable in the decision variables, and the proximal operator associated with each
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of those norms can be computed in closed-form, i.e. Tµ(·) for the trace norms and Sµ(·) for
the L1 norm.
Taking advantage of these properties of the problem, we develop an accelerated proximal
gradient (APG) algorithm by applying FISTA [9] to solve these problems efficiently. It can
be verified that the Lipschitz constant L(l) associated with the gradient ∇l is N+1 for both
models. Hence, no line-search is required for FISTA in this case. It has been shown that






among all the first-order methods, where  is the target distance
between the obtained solution and the optimal solution.
Small values of λ∗ and λ1 often lead to slow convergence of FISTA. To alleviate that
problem, we adopt a fast continuation scheme which has been shown to be effective in
[62, 107]. We express λ1 as rλ∗, where r is a given parameter. The key is to start the
algorithm with a large initial λ0∗ and decrease λ∗ by a factor of η after each iteration until
it reaches the desired minimum value λ¯∗. In our experiments, we found that the speedup
gained from using this scheme as opposed to applying FISTA directly with a small λ∗ could
be more than an order of magnitude.
We now state the FISTA algorithm with the continuation scheme for solving problems
(4.2.11) and (4.2.12) in Algorithm 4.2.3. Since the function l(·) in problem (4.2.13) is con-
tinuously differentiable with a Lipschitz-continuous gradient, we have the following global
convergence rate result for Algorithm 4.2.3 as a consequence of Theorem 4.4 in [9]. The
continuation scheme does not affect the validity of the proof since λ∗ converges to λ¯∗ > 0
in the long run [62].
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is the optimal solution of problem (4.2.13).
Algorithm 4.2.3 HoRPCA-SP/HoRPCA-MP (FISTA with continuation)
1: Given X˜
(0)




, and µ = 1N+1 .
2: for k = 0, 1, · · · until convergence do
3: λ1 ← rλ∗
4: P˜← Y˜(k) − µA∗(A(Y˜(k) − B˜))





8: E(k+1) ← Sµλ1(PE)
9: tk+1 ← 1+√1+4t2k2
10: Y˜
(k+1) ← X˜(k) + tk−1tk+1 (X˜(k+1) − X˜(k))
11: λ∗ ← max(ηλ∗, λ¯∗)
12: end for
4.2.4 Partial Observations
When a fraction of the data is missing, we can enforce the consistency on the observable
data through a projection operator AΩ : RI1×···×IN → Rm, which selects the set of m
observable elements (Ω) from the data tensor. In this case, we also have an additional
assumption that the support of the true error tensor E0, Π is a subset of Ω, which implies
that [E0]Ω¯ = 0. We essentially have to solve the same optimization problem as above, with a
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minor modification to the consistency constraint. The optimization problem corresponding






‖Xi,(i)‖∗ + λ1‖E‖1 | AΩ(Xi + E) = BΩ, i = 1, · · · , N
}
, (4.2.14)






‖Xi,(i)‖∗ + λ1‖E‖1 | AΩ(
N∑
i=1
Xi + E) = BΩ
}
. (4.2.15)
Note that without the additional assumption that [E0]Ω¯ = 0, it is impossible to recover E0
since some of corrupted tensor elements are simply not observed. The L1-regularization of
E in the objective function forces any element of an optimal solution E∗ in the complement
of Ω to be zero. This is not an issue if our goal is only to reconstruct the low-rank
tensor. In the two-dimensional case, this corresponds to the “Matrix Completion with
Corruption” model [15, 59], and exact recoverability through solving a two-dimensional
version of (4.2.14) is guaranteed under some assumptions on the rank, the sparsity, and
the fraction of data observed [59].
For the Mixture model, we can apply Algorithm 4.2.2 with only minor modifications.
Specifically, we replace Σ with AΩ ◦Σ and D with AΩ(D).2 The subproblem with respect
2Note that the symbol ◦ here denotes the pipeline of two linear operators instead of the vector outer
product defined in Section 4.1.
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Xi −B− µΛ)‖2 + µλ1‖E‖1. (4.2.16)













‖AΩ(E) − d‖2 + λ1‖E‖1 (4.2.17)
is E∗ = Sλ1(A∗Ω(d)).
Proof. Let EΩ = AΩ(E), the vector of the elements of E whose indices are in the observation






‖EΩ − d‖2 + λ1(‖EΩ‖1 + ‖EΩ¯‖1), (4.2.18)
which is decomposable. Obviously, E∗¯Ω = 0. The optimal solution to problem (4.2.18) with
respect to EΩ is given by the shrinkage operator, E
∗
Ω = Sλ1(d). Hence, E∗ = Sλ1(A∗Ω(d)),




The proximal approximation to the subproblem with respect to {Xi}
N
i=1 is still separable,
and each Xi can be solved for by applying the singular value thresholding operator.
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‖Xi,(i)‖∗ + λ1‖E‖1 (4.2.19)
s.t. Xi = Y, i = 1, · · · , N,
AΩ(Y+ E) = BΩ.
We can then develop an ADAL algorithm that employs two-block updates between
{X1, · · · ,XN,E} and Y. The solutions to {Xi}Ni=1 still admit closed-form expressions by
applying the singular value thresholding operator. The solution to E is a similar form as
the one for the Mixture model. The augmented Lagrangian subproblem with respect to Y
involves solving a linear system which also has a closed-form solution.
For the two Lagrangian versions of HoRPCA, the required modifications are minimal.
We simply need to redefine the linear operator A in Algorithm 4.2.3 to be AΩ ◦ As and
AΩ ◦ Am for the Singleton and Mixture models respectively and apply AΩ to B˜. It can
also be verified that the Lipschitz constant of ∇l(·) is still N+ 1 for both models.
4.2.5 Related Work
Several methods have proposed for solving the RPCA problem, including the Iterative
Thresholding algorithm [124], the Accelerated Proximal Gradient (APG/FISTA) algorithm
with continuation [62] for the unconstrained formulation of (2.3.2), a gradient algorithm
applied to the dual problem of (2.3.2), and the Inexact Augmented Lagrangian method
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(IALM) [61], which is the name that the authors refer to for ADAL, for (2.3.2). It is
reported in [61] that IALM was faster than APG on the simulated data sets.









[41] and [109] both proposed an ADAL algorithm based on applying variable-splitting on X.
For the Mixture model version of (4.2.20), [109] also proposed an ADAL method applied
to the dual problem.
There have been some attempts to tackle the HoRPCA problem (4.2.2) with applications
in computer vision and image processing. The RSTD algorithm proposed in [60] uses a











which applies variable-splitting to both X and E and relaxes all the constraints into
quadratic penalty terms. Compared to HoRPCA-SP (Algorithm 4.2.3), RSTD has many
more parameters to tune, and in addition, the BCD algorithm does not have a global
convergence rate guarantee enjoyed by FISTA.
The TR-MALM algorithm proposed in [105] is also an ADAL method and solves a
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(‖Xi,(i)‖∗ + λi‖Ei,(i)‖1) | Xi,(i) + Ei,(i) = B(i), i = 1, · · · , N} . (4.2.21)











. Compared to problem (4.2.3),
problem (4.2.21) does not require equality among the auxiliary variables Xi’s and Ei’s. This
relaxation allows the problem to be decomposed into N independent RPCA instances, each
of which solvable by IALM mentioned above. However, this relaxation also makes the final
solution hard to interpret since consistency among the auxiliary variables is not guranteed.
4.2.6 Relationship with the Tucker Decomposition
We can also call HoRPCA with the Singleton model Robust Tensor Decomposition because





i=1Xi) ×1 (U(1))T ×2 (U(2))T · · · ×N (U(N))T , where U(i) is the left factor matrix from
the SVD of X(i). Note that the U
(i) matrices are by-products of Algorithms 4.2.1 and
4.2.3. Hence, we recover the Tucker decomposition of X from sparse arbitrary corruptions
without the need to specify the target Tucker-rank. The CP decomposition of the low-rank
tensor can also be obtained from the output of Algorithms 4.2.1 and 4.2.3 by applying the
classical CP to the core tensor [109].
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4.3 Constrained Nonconvex Model
We consider a robust model that has explicit constraints on the Tucker-rank of the tensor




s.t. X+ E = B
rank(X(i)) ≤ ri, i = 1, · · · , N.
The global optimal solution to problem (4.3.1) is generally NP-hard to find. Here, we
develop an efficient algorithm based on ADAL that has the same per-iteration complexity
as Algorithm 4.2.1 and finds a reasonably good solution.
4.3.1 Algorithm
Applying the variable-splitting technique that we used for the Singleton model, we refor-




s.t. Xi + E = B
rank(Xi,(i)) ≤ ri, i = 1, · · · , N,
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where Xi’s are auxiliary variables. Although this is a nonconvex problem, applying ADAL
still generates well-defined subproblems which have closed-form global optimal solutions.
The augmented Lagrangian for problem (4.3.2), dualizing only the consistency con-
straints, is equivalent to (up to some constants)
L(X1, · · · ,XN,E,Λ1, · · · ,ΛN) ≡ µ‖E‖1 + 1
2
‖Xi + E−B− µΛi‖2.
For i = 1, · · · , N, the augmented Lagrangian subproblem associated with Xi is
min
Xi
{‖Xi −Zi‖2 | s.t. rank(Xi,(i)) ≤ ri}, (4.3.3)
where Zi = B+µΛi−E. We can interpret this problem as finding the Euclidean projection
of Zi onto the set of matrices whose ranks are at most ri. The global optimal solution is
given by the Eckart-Young theorem [30], which we quote below.
Theorem 4.3.1. For any positive integer k ≤ rank(Z), where Z is an arbitrary matrix,
the best rank-k approximation of Z, i.e. the global optimal solution to the problem
min
X
{‖X− Z‖2F | s.t. rank(X) ≤ k} (4.3.4)
is given by X∗ = Pk(Z) := UDkV>, where Dk is a diagonal matrix consisting of the k
largest diagonal entries of D, given the SVD of Z = UDV>.
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Hence, we obtain the global minimizer of problem (4.3.3) by the truncated SVD of Z(i),
Pki(Z(i)), which can be computed efficiently if ki is small relative to rank(Z(i)).
The augmented Lagrangian subproblem associated with E has the same form as it has





µΛi −Xi). Now, we summarize the main steps in Algorithm 4.3.1 (HoRPCA-C). For the
extension to the partial data case, we can apply variable-splitting as in (4.2.19) to derive a
similar ADAL algorithm.
Algorithm 4.3.1 HoRPCA-C






i = 0, ∀i ∈ {1, · · · , N}.
3: for k = 0, 1, · · · do
4: for i = 1 : N do
5: Z
(k)
i ← unfoldi(B+ µΛ(k)i − E(k))
6: X
(k+1)
i ← foldi(Pki(Z(k)i ))
7: end for
8: E(k+1) ← 1NSµ(∑Ni=1B+ µΛ(k)i −X(k+1)i )
9: for i = 1 : N do
10: Λ
(k+1)














As we mentioned before, ADAL algorithms applied to a convex optimization problem that
employs a two-block splitting enjoy global convergence results. Since problem (4.3.1) is
nonconvex, the existing convergence results no longer apply. Here, we give a weak con-
vergence result, that guarantees that whenever the iterates of Algorithm 4.3.1 converge,
they converge to a KKT point of problem (4.3.1). Although we do not have a proof for
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the convergence of the iterates, our experiments show strong indication of convergence. To




s.t. foldi(UiVi) + E = B, i = 1, · · · , N,
where Ui’s and Vi’s are matrices of appropriate dimensions with ri columns and rows
respectively. Let Λi, i = 1, · · · , N, be the Lagrange multipliers associated with the N
constraints. The KKT conditions for problem (4.3.5) are
Λi,(i)V
>
i = 0, U
>
i Λi,(i) = 0 (4.3.6)
foldi(UiVi) + E = B, i = 1, · · · , N (4.3.7)
N∑
i=1
Λi ∈ ∂‖E‖1. (4.3.8)











is bounded and W(k+1)−W(k) → 0.





satisfies the KKT conditions (4.3.6)-(4.3.8).
Proof. First, we use a technique from [98] to convert condition (4.3.8) into a more useful
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Λi ∈ µ∂‖E‖1 + E ≡ Qµ(E)
⇔ NE+ µ N∑
i=1
Λi ∈ µ∂‖NE‖1 +NE ≡ Qµ(NE), (4.3.9)
where Qµ(X) := µ∂‖X‖1 + X. We can verify that Qµ(·) is monotone element-wise and
Q−1µ (·) ≡ Sµ(·). Applying Qµ(·) to both sides of (4.3.9) and considering foldi(UiVi) +E =































i , obtained from the






i , it is easy
to see that W∗ satisfies condition (4.3.10). By Line 10 and Λ(k+1)i − Λ
(k)





i ) + E
(k) −B→ 0. Hence, W∗ satisfies condition (4.3.7).
Now, we focus on condition (4.3.6). By Line 6, we have
U∗iV
∗
i = Pri(U∗iV∗i + µΛ∗i,(i)). (4.3.11)
We discuss two cases for Λ∗i,(i). (i) If Λ
∗
i,(i) = 0, then E
∗ = 0 by condition (4.3.8). In this
case, however, U∗i and V
∗
i cannot satisfy condition (4.3.7) unless (r1, · · · , rN) is equal to the
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Tucker-rank of B, following (4.3.11). This contradicts our assumptions. (ii) Λ∗i is non-zero.




(e.g, by SVD) such that (U∗Λi)
>U∗i = 0 and (V
∗
i )





i , i = 1, · · · , N, satisfy condition (4.3.6).
Remark 4.3.1. Following Section 4.2.6, we can easily see that Algorithm 4.3.1 is indeed
a variant of the Tucker decomposition that is robust to sparse gross corruptions. Algorithm
4.3.1 also naturally leads to an alternative algorithm for the Tucker decomposition, which
is traditionally solved by the ALS method as we mentioned in the introduction. Recall that




s.t. X+ E = B
rank(X(i)) ≤ ri, i = 1, · · · , N.
By replacing Line 8 in Algorithm 4.3.1 with E = 1
N+2µ
∑N
i=1(B + µΛi −Xi), which solves











we obtain an ADAL algorithm for the Tucker decomposition. A similar convergence result
as Lemma 4.3.1 applies to the derived algorithm.
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4.4 Experiments
All the proposed algorithms and the experiments were run in Matlab R2011b on a laptop
with a COREi5 2.40GHz CPU and 6G memory. We used the PROPACK toolbox [58] for
SVD computation and the Tensor Toolbox [7] for tensor operations and decompositions.
For running time comparisons, we report the number of iterations since the per-iteration
work of all tensor-based algorithms involve N SVDs and one shrinkage operation. The
amount of work performed by RPCA can also be estimated proportionally.
We consider the higher-order low-rank and sparse decomposition in two scenarios: 1)
with fully observed data, and 2) with a fraction of data available. The models and al-
gorithms that we compared in our experiments are the Singleton model (HoRPCA-S and
HoRPCA-SP), Mixture model (HoRPCA-M and HoRPCA-MP), and the constrained non-
convex model (HoRPCA-C). RPCA (IALM) and TR-MALM were used as baselines in
some experiments. The number of iterations for TR-MALM was averaged over the N
RPCA instances.
For HoRPCA-S, HoRPCA-M, and RPCA, the parameter to tune is λ1 (λ∗ = 1); for
HoRPCA-SP and HoRPCA-MP, we need to tune λ1 and λ∗. Let Imax = max(I1, · · · , IN) for
both matrices and tensors. [15] suggests that a good choice for λ1 is r ≡ 1√Imax for RPCA.
In our experiments, we follow a similar heuristic and set λ1 = αrλ∗, where α is to be tuned.
Our experience is that for the Singleton model, α is usually around 1, and the value of
a for the Mixture model is about 1
N
of that for the Singleton model. In theory, we need
not tune λ∗ for the Lagrangian version of the models since we let λ∗ → λ¯∗ ≈ 0 through
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continuation. In practice, we found that when the percentage of corruptions is larger than
a threshold (e.g. 20% for the synthetic data), a very small λ∗ (and also λ1) often produced
inferior recovery accuracy. So in that case, we had to tune λ∗ as well and kept the minimum
value λ¯∗ higher. We kept µ constant for the ADAL-based convex algorithms for simplicity
and set µ = 10std(vec(B)) unless otherwise specified. Note that further tuning of µ with
more sophisticated updating scheme could improve the computational performance of the
ADAL algorithms. For HoRPCA-C, we started with µ = 1 and decreased it by a factor
of 0.9 every 10 iterations with the minimum value of 1e − 4. The Tucker-ranks were
set to the true values in Sections 4.4.3 and 4.4.4 and to the Tucker-ranks obtained from
the best-performing convex algorithms for the other sets of real data. The setting of the
Tucker-ranks for the synthetic data was detailed in Section 4.4.1.
The parameters for the continuation scheme of the FISTA-based algorithms were chosen
as follows: We set the initial value λ0∗ = 0.99‖B‖ (or ‖BΩ‖). The default value of λ¯∗ was
δλ0∗, where δ =1e-5. The factor for decreasing λ∗ in each iteration was η = 0.97.
We employed the following stopping criteria to determine if an algorithm has converged.
For the ADAL-based algorithms, we monitored the relative primal and dual residuals as
in [13, 87] stopped the algorithms when the maximum of the two quantities was set below
1e-3. For the FISTA-based algorithms, we stopped the algorithms when the relative primal
residual and relative difference between two consecutive iterates were both below 1e-4. This
threshold value was chosen to match the recovery results of the FISTA algorithms roughly
with those of the ADAL algorithms, given the same values for λ1.
Whenever we manually corrupted the data, the noise was additive and i.i.d. U(−M,M).
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By default, 50% of the data was randomly sampled to be the observations for the missing
data scenarios.
4.4.1 Synthetic Data
We generated a random rank-(5,5,5) tensor of size (50,50,20) using the approach described
in [109], by drawing the core tensor from the standard normal distribution and multiplying
each mode of the core tensor by an orthonormal matrix drawn from the Haar measure.3
A random fraction ρn of the tensor elements were corrupted by additive i.i.d. noise from
the uniform distribution U(M,M). We then randomly selected a fraction ρo of the noisy
tensor elements to be the given observations BΩ.
Convex Models
First, we fixed ρn = 10% and M = 1, and we applied the proposed algorithms described
in Section 4.2 to the noisy tensor with ρo vary from 5% to 100%. We report the recovery
relative error and the number of iterations required. See Figure 4.1 for the plots of these
quantities. The relative error for recovery is defined as ‖X−X0‖‖X0‖ , where X0 is the noiseless
low-rank tensor. We repeated the experiment with ρn = 25% and plotted the results in
Figure 4.1.
We see that HoRPCA-S had a significantly higher recovery accuracy than the other three
algorithms. In addition, for HoRPCA-S, there appeared to be a phase transition threshold
in ρo where the relative error of the algorithm improved drastically. This threshold appeared
3Generating random orthogonal matrices from the Haar measure is realized through calling the Matlab
built-in function QMULT.
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to increase with ρn: it was about 35% when ρn = 10%, and it increased to 70% when
ρn = 25%. Interestingly, similar phase transition phenomenon was not observed for the
Lagrangian version HoRPCA-SP.
Next, we fixed ρo at 100% and varied ρn from 1% to 40%. The same set of metrics were
reported and plotted in the left column of Figure 4.2. Again, the Singleton model worked
better than the Mixture model, which appeared to be very susceptible to increasing ρn’s.
There is also a threshold in ρn (25% in this case) below which HoRPCA-S could always
recover the true low-rank tensor almost exactly. The threshold for HoRPCA-SP is lower,
at 15%.
Since we observed phase-transition behavior in the recovery performance of
HoRPCA-S in terms of the fractions of observations and corruptions, we generated a set of
20 tensors of the same size (50,50,20) and of different Tucker-ranks to further investigate
the recoverability conditions with respect to the fraction of observations, the percentage of
corruptions, and the Tucker-rank sum. We consider exact recovery be achieved when the
relative error is less or equal to 0.01. The results are summarized in Figure 4.3. In the first
graph, we plotted the threshold on the percentage of corruptions (as in Figure 4.2) for each
fraction of observations, and we presented the plots for three tensors of different Tucker-
ranks. A general trend is that as the Tucker-rank sum increases, the level of corruptions
that can be tolerated decreases. For any given tensor, the transition from zero corruption
tolerance to the maximum level of tolerance occurred over a small interval of observation
percentages (e.g., from 45% to 65% observations for the rank-(9,4,2) tensor), and further
availability of data did not improve the threshold on the percentage of corruptions. The
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second graph plots the threshold on the percentage of corruptions for each tensor of a par-
ticular Tucker-rank sum, given a fixed fraction of observations. The plots for three different
fractions of observations (100%, 80%, and 60%) are presented. The general observation is
that the threshold on the corruptions decreases approximately linearly as the Tucker-rank
sum increases. The recovery frontier shifts towards the right of the graph with a larger
fraction of observations. In the final third graph, we investigated the minimum fraction of
observations required for exact recovery (as in Figure 4.1) for each Tucker-rank sum, given
a fixed percentage of corruptions. Two different percentages of corruptions (1% and 10%)
were considered. Again, we observed an approximately linear relationship between the
threshold on the observations and the Tucker-rank sum at both levels of corruptions. This
is consistent with the observation and the theory reported for tensor completion problems
[109, 110].
So far, we have considered general low-Tucker-rank tensors. We generated a second
type of tensor, which has a size (20,20,20,10) and Tucker-rank (3,3,20,10). Note that this
tensor is low-rank only in modes 1 and 2. We fixed ρn = 10% and M = 1. The proposed
algorithms were applied to recover the low-rank tensor with varied ρo. The right column
of Figure 4.2 shows the recovery results. The Mixture model rendered significantly smaller
relative errors than the Singleton model. However, we did not observe a phase transition
threshold in ρo for the Mixture model. We also tested the adaptive version of HoRPCA-S
(4.2.10) with λ∗,1 and λ∗,2 set to 0.1. The results are surprisingly good, and exact recovery
was achieved with only 65% of the data. The experiment results on the synthetic data
suggest that HoRPCA-S was the only algorithm that was able to achieve exact recovery
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with partial observations. In the case where the ground truth tensor was not low-rank in all
modes, prior rank information was required for exact recovery. When the rank information
was not available, the Mixture model appeared to be a reasonable alternative with fully
observed data.
A general pattern in the computational results is that the ADAL-based algorithms
were several times faster than the FISTA-based algorithms, and they also achieved lower
recovery error in most cases. The unconstrained formulation and the FISTA algorithms
developed for them are more suitable for problems where data consistency is not required
to be enforced strictly. This general observation is similar to the one made in [61] for the
RPCA problem.
Nonconvex Model
We repeated some of the experiments above using Algorithm 4.3.1 with different values
of the Tucker-ranks to examine the recoverability property of the nonconvex constrained
model (4.3.1) (HoRPCA-C). For the fully low-rank data, three Tucker-ranks were tested:
[5,5,5], [6,6,6], and [8,8,8]. The values in the square parentheses correspond to ri’s in (4.3.1).
We show the recoverability results for (i) fixed ρn = 25%,M = 1 and varying ρo and (ii)
fixed ρo = 100% and varying ρn. For the partially low-rank data, we tested the Tucker-
ranks [3,3,20,10], [4,5,20,10], and [4,5,17,18] for fixed ρn = 10%,M = 1 and varying ρo.
The results are summarized and plotted in Figures 4.4 and 4.5.
The first observation from these experimental results is that when the Tucker-rank was
correctly specified, HoRPCA-C yielded significantly better recovery performance in that it
129
Figure 4.1: Recovery results for a synthetic rank-(5,5,5) tensor of dimensions (50,50,20)
with varying fractions of observations. M = 1. Left: 10% data corrupted. Right: 25%
data corrupted.
Figure 4.2: Left: Recovery results for a synthetic rank-(5,5,5) tensor of dimensions
(50,50,20) with varying percentage of corruptions. Full observations were given. M = 1.
Right: Recovery results for a synthetic rank-(3,3,20,10) tensor of dimensions (20,20,20,10)
with varying fractions of observations. 10% data corrupted. M = 1.
achieved near-exact recovery with much fewer observations (20%) and was more robust to
data corruption, up to 40%. In terms of speed, HoRPCA-C was comparable to HoRPCA-
S, and the number of iterations required consistently decreased with increasing amount of
observations (when the problem became easier and easier). When the Tucker-rank was
over-estimated, the recovery performance of HoRPCA-C was impacted, but it was still
comparable to that for HoRPCA-S. On the other hand, there was a significant increase in
the number of iterations. Under-estimating the Tucker-rank had a detrimental effect on
the recovery performance, which is obvious from Figure 4.5.
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Figure 4.3: HoRPCA-S recoverability with respect to fractions of observations, sparsity of
corruptions, and Tucker-rank sums
Figure 4.4: Recovery results for a synthetic rank-(5,5,5) tensor of dimensions (50,50,20)
using the non-convex model with three different rank estimates. M = 1. Left: 25% data
corrupted, with varying percentage of observations. Right: full observations, with varying
percentage of data corrupted.
Figure 4.5: Recovery results for a synthetic rank-(3,3,20,10) tensor of dimensions
(20,20,20,10) with varying fractions of observations. Non-convex model with three different
rank estimates. M = 1. 10% data corrupted.
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4.4.2 3D MRI data
We use a 3D MRI data set INCISIX obtained from the OsiriX repository4, which is also
analyzed in [41]. We extracted a section of this data set containing 50 slices across a human
brain, each having a size of 128 × 128. We randomly corrupted 10% of the data with M
= 0.5. To serve as a baseline, we also applied RPCA to each frontal slice of the data set,
and the number of iterations were averaged. The values of λ1 (and λ2 in the case of the
Lagrangian versions) were tuned for the best perceptual results, which in this case should
have a good balance noise reduction (few bright spots in the black background) and detail
retention. Although the relative error provides a general idea about the quality of the
recovered results, we did not use it for tuning the parameters because we found in our
experiments that for a given method, the solutions with the lowest relative error tend to
appear too noisy to be acceptable. The value of µ was set to 40*std(vec(BΩ)), except for
RPCA where µ = 5*std(vec(BΩ)). We present the recovery results in Figures 4.6 and 4.7.
The Mixture models (HoRPCA-M and HoRPCA-MP) performed considerably better
than the Singleton models and the existing methods in recovering the details of the MRI
images from gross corruptions. This can probably be explained by the fact that this MRI
tensor is not truly low-rank in all modes As we saw in Section 4.4.1, the Mixture model
did work better than the Singleton model in this case. The nonconvex model, using the
Tucker-rank information revealed by the Mixture model, tended to retain more details than
the other models, but it also included more noise in the partial data case.
The results obtained by the Lagrangian versions are in general inferior to those produced
4DICOM sample image sets repository. http://www.osirix-viewer.com, http://pubimage.hcuge.ch:8080
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Figure 4.6: Recovery results for slice 30 of the INCISIX data with full observations. M =
0.5.
by the exact (constrained) versions due to the relaxed consistency term. The impact is
especially apparent in the case of partial observations, where artifacts due to consistency
errors are visible in the recovered images. In terms of running time, the FISTA-based
algorithms generally required more iterations to converge than the ADAL-based algorithms.
We also tested the case of M = 5. The magnitude of the corruptions appeared to have
little effect on the relative errors in the partial observations case. When full data was given,
a larger magnitude slightly increased the relative errors incurred.
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Figure 4.7: Recovery results for slice 30 of the INCISIX data with 50% observations. M =
0.5.
4.4.3 Amino acid fluorescence data
The amino acid fluorescence excitation-emission (EEM) data was originally prepared by Bro
and Andersson to demonstrate the PARAFAC decomposition. It was also used in [109] for
tensor completion experiments. The data measures the fluorescence of five solutions which
have different compositions of three amino acids. The data tensor is of a size 5×201×61,
and the three dimensions correspond to emission wavelength, excitation wavelength, and
samples, respectively. Since the underlying factors are the three amino acids, this data set
has an approximately low rank of 3 (or a Tucker-rank of (3,3,3)).
We test the robustness of the HoRPCA models to artificially injected outliers. This data
set was chosen because it is free of outliers, and hence, the low-rank ground truth is available
for reference. There are two types of outliers defined in the chemometrics literature. The
first type of outliers are observations that have a deviating profile compared to the majority
of the observations and are called outlying samples. The second type is called scatter, which
can be considered as individual outlying data elements (e.g. due to corruption). Other data
elements of the same sample may be fine in this case. In our experiment, We set maximum
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magnitude of corruption M = 100 in the experiments, and the fraction of the corruptions
was 10%. This is equivalent to adding scatters. We did not create outlying samples since
the number of original samples is small.
For comparison of the reconstruction performance, we report the relative errors and plot
CP factors of the low-rank tensors obtained by the two algorithms that yielded the smallest
relative errors. For RPCA, we applied the algorithm to each of the three unfoldings of the
tensor and report the results corresponding to the mode-3 unfolding, which rendered the
lowest relative errors among all three unfoldings. As described in [109], the CP factors of
the Singleton model can be obtained by applying CP decomposition to the core tensor,
whereas for the other models, CP decomposition has to be applied directly to the solution
tensor. We also applied CP decomposition with rank 3 directly to the original noiseless
tensor and plotted its factors to serve a reference for comparison.
The Tucker-rank of the core was obtained by keeping the singular values of the mode-i
unfolding of the solution X that are larger than a threshold factor of the largest singular
value, for i = 1, · · · , N. When the threshold was 0.01, the Tucker-ranks of the solutions
obtained by HoRPCA-S and HoRPCA-SP are (5,4,3) and (5,5,4). At a threshold of 0.05,
both algorithms identified the correct Tucker-rank, (3,3,3). Even with 50% data missing,
HoRPCA-S was still able to recover the true Tucker-rank. The CP loading factors obtained
are plotted in Figures 4.8 and 4.9, which show the faithful reconstruction of the CP fac-
tors. The results presented here also shows that the Singleton model is better than the
Mixture model at recovering tensors that are low-rank in all modes. The nonconvex model
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Fraction data 100% 50%
Algorithms Rel. err. Iters Rel. err. Iters
HoRPCA-S 0.0100 92 0.0332 115
HoRPCA-SP 0.0098 256 0.2006 255
HoRPCA-M 0.0933 206 0.3097 259
HoRPCA-MP 0.0896 224 0.2891 219
HoRPCA-C 0.0262 121 0.0268 105
TR-MALM 0.0472 103.7 0.2096 52.3
RPCA-3 0.0111 54 0.0596 99
Table 4.1: Reconstruction results for the amino acids data.
Figure 4.8: Plots of the original and reconstructed CP factors for the amino acids data. M
= 100.
HoRPCA-C with supplied Tucker-rank (3,3,3) also performed well, especially when only
partial observations are available.
4.4.4 Four-component Fluorescence Data with Scattering and
Outliers (The Dorrit Data)
This fluorescence EEM data set was produced by Dorrit Baunsgaard for fundamental stud-
ies on PARAFAC [8]. Synthetic samples containing mixture of four analytes (hydroquinone,
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Figure 4.9: Plots of the reconstructed CP factors for the amino acids data. M = 100. 50%
observations.
tryptophan, phenylalanine and dopa) at different concentrations were measured in a Perkin-
Elmer LS50 B fluorescence spectrometer. The preprocessed data [91] consists of 27 fluo-
rescence landscapes corresponding to 27 samples, each contains 116 emission wavelengths
from 251nm to 481nm at 2nm intervals and 18 excitation wavelengths from 230nm to 315
nm taken every 5 nm. Hence, the dimension of the data tensor is 27 × 116 × 18. Ide-
ally, a four-way CP decomposition is sufficient to analyze this data. However, this data
set is known to contain both scattering and outlying samples [33], which can adversely
degrade the results of CP. The Dorrit data has often been used for testing robust tensor
decomposition algorithms [34, 33, 94].
Since the Singleton and the nonconvex models of HoRPCA showed better recovery
results than the Mixture model for low-rank fluorescence data in the previous example, we
focus on these two models for the Dorrit data. We first tested the recovery performance
of the Singleton model (HoRPCA-S and HoRPCA-SP) and HoRPCA-C with the presence
of scattering only. Four samples which prior research had identified as outliers [91] were
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excluded from the data set. We applied the three algorithms to the resulting data set and
computed the CP loadings by the same procedures as in the previous example. Figures
4.10 and 4.11 shows the CP loadings corresponding to the emission and the excitation
modes for the original noisy data and the recovered CP loadings obtained by our proposed
algorithms. We considered both full and partial observations cases. Comparing with the
pure component loadings plot (see, e.g., [8, 33]), we can easily see that the recovered low-
rank tensors obtained by our algorithms achieved a high degree of faithfulness, whereas the
results of the classical CP were severely corrupted by scattering. Our recovery results are
also comparable to the ones obtained by the state-of-the-art robust techniques for removing
scatter in fluorescence EEM data [35].
We also tested the robustness of the algorithms to both scattering and outliers in the
data by using all 27 samples. It appeared that the Singleton and the nonconvex models
of HoRPCA was able to remove the adverse effects of the two types of noise to a tangible
extent, but the results were not as compelling as in the previous case. Due to the small
total number of samples, the presence of the four outliers considerably changed the global
properties of the data, which had a negative impact on the performance of HoRPCA.
4.4.5 Face Representation
The YaleB database is a face image ensemble consisting of different poses and angles of
illumination. We used the cropped version of the database and selected the face images of
five people, each has 40 different illuminations and one pose. Each image is 64×56 grey-
scale and vectorized. The resulting data tensor is 3584×40×5. Similar face ensembles have
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Figure 4.10: Plots of the original and reconstructed CP factors for the Dorrit data with
scattering only.
Figure 4.11: Plots of the reconstructed CP factors for the Dorrit data with scattering only.
50% observations.
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been studied using Tucker decomposition, and the factors extracted are used to construct
the so-called ‘Tensor Faces’. In [121], it is shown that strategic dimensionality reduction
in illuminations can be achieved through the truncated Tucker decomposition, and the
resulting compression quality is significantly better than using PCA. Here, we demonstrate
that by recovering a low-Tucker-rank tensor, we can essentially reconstruct the low-rank
Tucker decomposition where illuminations are automatically reduced.
We corrupted 10% of the pixels with M =1. As in Section 4.4.2, we also used the
“perceptual error” to tune the parameters and measure recovery performance. Good per-
ceptual results in this case means low noise level, reduced shadow, and good retention of
other details. Figure 4.12 presents the reconstruction results. The number of iterations
required by the algorithms are reported below each image. We can see from the plots that
the constrained nonconvex model rendered the best performance in terms of noise removal
and shadow reduction, followed by the Singleton model. (See the reduction in the shadow
of the nose, for example.) However, HoRPCA-S was much faster than HoRPCA-C, echoing
its stronger convergence guarantee. RPCA was also quite effective in reducing the shadow,
but the area where the shadow used to be and the left eye appear noisier.
4.4.6 Low-rank Static Background Reconstruction (The Game
Data)
We captured a series of screen-shots of a FLASH game at a frequency of one frame per
second. The goal of the game is to protect the food at the center of the table from emerg-
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Figure 4.12: Reconstruction results for the YaleB face image ensemble with full observa-
tions. M = 1. The images are from illumination 20 of person 1.
ing roaches. The player is to use the mouse (which appears as a sandal) to click (hit)
on the moving roaches. We collected 27 colored frames, each of which has a resolution of
86×130, forming a 86×130×3×27 tensor. Figure 4.13 shows two frames from the original
data. The dynamic foreground (the roaches and the sandal) occupies a small portion of the
frame, and the static background (the table and the major part of the statistics bars) has
a simple structure. Hence, the background of this data set is a typical low-rank tensor. In
this experiment, we investigated the capability of HoRPCA (HoRPCA-S and HoRPCA-C
in particular) to remove the dynamic foreground objects and reconstruct the game back-
ground with only a small fraction of pixels available. As a baseline for comparison, we also
implemented an ADAL algorithm for RPCA with missing data estimation and applied it
to the mode-4 unfolding of the data tensor. Note that recovering the foreground objects is
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Figure 4.13: The original 10th and 20th frames of the Game data set.
not the goal of this experiment because as discussed in Section 4.2.4, recovering the sparse
term exactly is not possible with partial observations.
In Figure 4.14, we compare the recovery performance of HoRPCA-S, HoRPCA-C, and
RPCA with 20% pixels available. For each of the algorithms, we tuned the parameter λ1 for
the best perceptual results. For HoRPCA-S, we used the adaptive weights for the nuclear
norms as in Remark 4.2.1. All three methods were able to separate the roaches and the
sandal from the table. HoRPCA-S performed visibly better than RPCA in estimating the
missing pixels and reconstruct the low-rank background. In particular, the pixels for the
table were estimated almost perfectly. The good reconstruction performance of HoRPCA-S
is due to the fact that the background of the frames is low-rank not only in the temporal
space but also in the spacial sense. Hence, even with a very small fraction of pixels,
HoRPCA-S was able to filter out the foreground objects and reconstruct the background
to an high accuracy. Based on the Tucker-rank information revealed by HoRPCA-S, the
nonconvex model HoRPCA-C was able to obtain equally good recovery result, with even
more background details retained.
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Figure 4.14: The reconstruction results for the 10th frame obtained by HoRPCA-S (left),











the TV denoising problem is computationally challenging to solve despite its simple form.
Hence, much effort has been devoted to devise an efficient algorithm for solving it. A
number of references are provided in Section 1 of [44]. In addition, Chambolle’s Algorithm
[18] solves problem (2.3.4) with the isotropic TV-norm. In [122], variable-splitting and










Specifically, an auxiliary variable wi ∈ R2 is introduced for each pixel to decouple Diu
from the non-differentiable term
∑










‖wi −Diu‖2 + 1
2
‖Ku− b‖2. (5.1.2)
Problem (5.1.2) is then minimized alternatingly with respect to w and u, with a contin-
uation scheme driving the penalty parameter β gradually to a sufficiently large number.
This method is extended in [127, 129] to solve the multi-channel (color) image deblurring







is considered. The same approach has also been applied to reconstruct signals from par-
tial Fourier data in the compressed sensing context [130]. A downside to this quadratic
penalty approach is that when β is very large, problem (5.1.2) becomes ill-conditioned and
numerical stability becomes an issue.
Our algorithm is most closely related to the split Bregman method [44], which is an
application of variable splitting to the Bregman iterative regularization method [81]. The
Bregman iterative regularization method was first introduced in [81] as a better alternative
(iterative) approach to the TV denoising problem than directly solving problem (2.3.4).
The Bregman distance associated with a convex function E(·) between u and v is defined
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as
DpE(u,v) := E(u) − E(v) − p
T(u− v),
where p ∈ ∂E(v) and ∂E(v) denotes the subdifferential of E(·) at the point v. The Bregman











E(u) − (u− u(k))Tp(k) + λH(u), (5.1.3)
p(k+1) = p(k) −∇H(u(k+1)). (5.1.4)
If we linearize the H(u) term in (5.1.3) and add an l2-proximity term
1
2µ
‖u − u(k)‖2, we




(k)) + λ∇H(u(k))Tu+ 1
2µ
‖u− u(k)‖2, (5.1.5)
p(k+1) = p(k) −∇H(u(k)) − 1
µ
(u(k+1) − u(k)). (5.1.6)
With the introduction of an auxiliary variable d in the spirit of [122], the TV denoising
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problem (2.3.4) is equivalent to the constrained problem
min
u,d
λ‖d‖1 + R(u) (5.1.7)
s.t. d = Φ(u)
where R(u) = 1
2
‖u−b‖2, and Φ(u) =
 ∇xu
∇yu
. Now, converting problem (5.1.7) into an
unconstrained problem (by penalizing ‖d−Φ(u)‖2)
min
u,d
λ‖d‖1 + R(u) + 1
2µ
‖d−Φ(u)‖2
and applying the general Bregman iteration (5.1.3)-(5.1.4) with E(u,d) = λ‖d‖1 + R(u)




λ‖d‖1 + R(u) + 1
2µ
‖d−Φ(u) − r(k)‖2, (5.1.8)
r(k+1) = r(k) + (Φ(u(k+1)) − d(k+1)), (5.1.9)
with r(0) = 0. As is well known, the Bregman iterative algorithm (5.1.8)-(5.1.9) is equivalent
to applying the augmented Lagrangian method [49, 85] to solve problem (5.1.7). In [44], an
approximate solution to (5.1.8) was proposed by alternatingly minimizing the right-hand-
side of (5.1.8) with respect to u and d once. This yields the following split Bregman, or
equivalently, alternating direction augmented Lagrangian (ADAL) algorithm (Algorithm
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5.1.1). In this paper, we propose a different ADAL method by further splitting the vector
Algorithm 5.1.1 SplitBregman
1: Given u(0), d(0), and r(0).
2: for k = 0, 1, · · · , K do
3: u(k+1) ← minu R(u) + 12µ‖d(k) −Φ(u) − r(k)‖2
4: d(k+1) ← mind λ‖d‖1 + 12µ‖d−Φ(u(k+1)) − r(k)‖2




5.2 An Alternating Direction Method
Our strategy is to reformulate problem (2.3.4) into an equivalent constrained optimization
problem and use the alternating direction augmented Lagrangian (ADAL) method (see
Section 2.2.3) to solve the resulting problem.
5.2.1 Application to TV Denoising (Anisotropic Model)
We consider the anisotropic TV denoising model (2.3.4). As in [44], we introduce auxiliary
variables dx and dy for the discretized gradient components ∇xu and ∇yu respectively.
Under the Neumann boundary condition, ∇xu = Du, where the discretization matrix
D ∈ Rnm×nm is an upper bidiagonal matrix with 1’s on its diagonal and -1’s on its super-
diagonal. Similarly, ∇yu = Dv and v = Pu, where P is a permutation matrix so that v
is the row-major vectorized form of the 2-D image. (Recall that u is in the column-major
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form.) Hence, problem (2.3.4) is equivalent to the following constrained problem
min
d,u,v
λ(‖dx‖1 + ‖dy‖1) + 1
2
‖u− b‖2 (5.2.1)
s.t. dx = Du,
dy = Dv,
v = Pu.
The augmented Lagrangian of problem (5.2.1) is
L(dx,dy,u,v, µ) ≡ 1
2
‖u− b‖2 + λ(‖dx‖1 + ‖dy‖1) + γTx(Du− dx) + γTy(Dv − dy)
+ γTz (Pu− v) +
1
2µ1











Problem (5.2.3) is strictly convex and decomposable with respect to dx and dy, so the
unique minimizer can be computed through two independent soft-thresholding operations
d∗x = T (Du+ µ1γx, λµ1),
d∗y = T (Dv + µ1γy, λµ1),
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where the soft-thresholding operator T is defined componentwise as
T (x, λ)i := max{|xi|− λ, 0}sign(xi).





‖u− b‖2 + γTxDu+
1
2µ1























We observe that DTD is a positive semi-definite tridiagonal matrix. Since µ1 and µ2 are
both positive scalars, the matrix on the left-hand-side of the above system is positive
definite tridiagonal. Linear systems of this special structure can be solved efficiently by
the Thomas algorithm in 8nm flops [45]. We denote the solution to the above tridiagonal
system by u(dx,v, γx, γz).











Its solution is denoted by v(dy,v, γy, γz).
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With all the ingredients of the algorithm explained, we formally state the ADAL method
in Algorithm 5.2.1 below.
Algorithm 5.2.1 ADAL (Anisotropic TV Denoising)







2: for k = 0, 1, · · · , K do
3: d
(k+1)
x ← T (Du(k) + µ1γ(k)x , λµ1)
4: v(k+1) ← v(d(k)y ,u(k), γ(k)y , γ(k)z ), the solution of (5.2.6)
5: d
(k+1)
y ← T (Dv(k+1) + µ1γ(k)y , λµ1)
6: u(k+1) ← u(d(k+1)x ,v(k+1), γ(k)x , γ(k)z ), the solution of (5.2.5)
7: γ
(k+1)
x ← γ(k)x + 1µ1 (Du(k+1) − d(k+1)x )
8: γ
(k+1)
y ← γ(k)y + 1µ1 (Dv(k+1) − d(k+1)y )
9: γ
(k+1)






We establish the convergence of Algorithm 5.2.1 by expressing problem (5.2.1) as an in-
stance of problem (2.2.17) and then showing that Algorithm 5.2.1 is, in fact, an ADAL







, f(X) := λ‖dx‖1, and g(Y) := λ‖dy‖1 + 12‖u− b‖2.
Then, we can write problem (5.2.1) in the form of problem (2.2.17) as
min
X,Y
f(X) + g(Y) (5.2.7)















Observe that Lines 3 and 4 exactly solve the Lagrangian subproblem of (5.2.7) with
respect to X - the subproblem is decomposable with respect to dx and v. Similarly, Lines 5
and 6 solve the Lagrangian subproblem with respect to Y. The matrices A and B obviously
have full column ranks. Hence, the convergence of Algorithm 5.2.1 follows as a result of
Theorem 2.2.5.
5.2.3 Isotropic Model
The isotropic TV denoising model differs from the anisotropic model in the definition of the




(∇xu)2i + (∇yu)2i , and the optimization







We observe that by the definition above, ‖u‖ISOTV =
∑
i ‖([∇xu]i, [∇yu]i)‖, which is the
group lasso regularization on (∇xu,∇yu), with each group consisting of ([∇xu]i, [∇yu]i).
We introduce the same auxiliary variables and linear constraints among them as in the
previous section. As a result, the two subproblems with respect to u and v are the same as
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which is a proximal problem associated with the group l1,2-norm ‖d‖1,2 with dx ≡ ∇xu,dy ≡
∇yu, and the groups being defined above. The solution to this subproblem is thus given by










where the block soft-thresholding operator is defined blockwise as
S(x, λ)i := max{‖xi‖− λ, 0} xi‖xi‖ ,
and xi is the i-th block of x, i.e. ([Du + µ1γx]i, [Dv + µ1γy]i) in our case. We state the
ADAL method for the isotropic TV denoising in Algorithm 5.2.2.
Algorithm 5.2.2 ADAL (Isotropic TV Denoising)

























4: v(k+1) ← v(d(k+1)y ,u(k), γ(k)y , γ(k)z ), the solution of (5.2.6)
5: u(k+1) ← u(d(k+1)x ,v(k+1), γ(k)x , γ(k)z ), the solution of (5.2.5)
6: γ
(k+1)
x ← γ(k)x + 1µ1 (Du(k+1) − d(k+1)x )
7: γ
(k+1)
y ← γ(k)y + 1µ1 (Dv(k+1) − d(k+1)y )
8: γ
(k+1)





Due to the non-decomposability of problem (5.2.9) with respect to dx and dy in this case,
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Algorithm 5.2.2 cannot be interpreted as an algorithm that employs alternating updates
to two blocks of variables as in Section 5.2.1. Hence, the convergence analysis for the
anisotropic case cannot be extended to this case in a straightforward manner, but our
experiment results in the next section show strong indication of convergence to the optimal
solution.
5.2.4 Comparison with The Split Bregman Method
The Bregman iterative regularization method has been shown to be equivalent to the classi-
cal augmented Lagrangian method [132]. Moreover, the alternating minimization approach
for minimizing the subproblem (5.1.8) makes the split Bregman method (Algorithm 5.1.1)
equivalent to Algorithm 3.4.1 [104, 36, 96] applied to the constrained problem
min
d,u
λ(‖dx‖1 + ‖dy‖1) + 1
2
‖u− b‖2
s.t. dx = ∇xu,
dy = ∇yu.
It is clear now that the main difference between ADAL (Algorithms 5.2.1 and 5.2.2) and
the split Bregman method is the additional constraint v = Pu in problem (5.2.1). The
split Bregman subproblem with respect to u (line 3 in Algorithm 5.1.1) can be simplified




u(k+1) = µb+∇Tx(d(k)x − r(k)x ) +∇Ty(d(k)y − r(k)y ), (5.2.10)
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whose left-hand-side matrix includes a Laplacian matrix and is strictly diagonally dominant.
Solving this linear system exactly in each iteration is relatively expensive. Hence, one
iteration of the Gauss-Seidel method is applied in [44] to solve (5.2.10) approximately.
However, the condition for the convergence guarantee is violated in this case.
In contrast, the subproblems with respect to v and u in ADAL have much better
structures and thus can be solved exactly in an efficient manner as we saw in Section 5.2.1.
The split of u and v also leads to the establishment of global convergence of Algorithm 5.2.1
in the anisotropic case. We surmised that this is a better approach for the TV denoising
problem; the results in the next section confirmed this.
5.3 Experiments
Our ADAL algorithms (Algorithms 5.2.1 and 5.2.2) was written in Matlab, whereas Split-
Bregman is in C with a Matlab interface. 1 We ran both algorithms on a laptop with an
Intel Core 2 Duo processor and 4G memory.
5.3.1 Test images
We compared our ADAL algorithm with the split Bregman method on a set of six standard
test images: lena, cameraman, house, blonde, mandril, and peppers. They present
a range of challenges to image denoising algorithms, such as the reproduction of fine detail
and textures, sharp transitions and edges, and uniform regions. Each image is 512×512 in
1Code downloaded from http://www.stanford.edu/ tagoldst/code.html.
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Figure 5.1: The set of standard test images.
grey-scale pixels and is denoted by u0 in vectorized form. The original images are presented
in Figure 5.1.
5.3.2 Set-up
We constructed the noisy image by adding Gaussian noise to the original image, i.e. b =
u0 + , where  ∼ N (0, σ) and b is the vectorized noisy image. We set σ = 30, which
introduced a considerable amount of noise. The quality of the denoised image in the k-th
iteration, u(k) is measured by the normalized error with respect to the original noiseless
image, i.e. η(k) = ‖u
(k)−u0‖
‖u0‖ . For the final images returned by the denoising algorithms,
we used the peak-signal-to-noise ratio (PSNR) to compare the reconstruction quality. The
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PSNR of an image u with respect to the noiseless image u0, in the case where the maximum
pixel magnitude is 255, is defined as








PSNR is monotone decreasing with the normalized error, i.e. a higher PSNR indicates
better reconstruction quality.
5.3.3 Parameters
In order to select the appropriate TV regularization parameter λ, we considered both the
PSNR and visual impression. Although the PSNR is a good indicator of reconstruction
quality, it is not always true that a denoised image with a higher PSNR with respect to the
original image is more visually appealing than another with a lower PSNR. Our experience
was that the best visual quality for a given image and method usually occurred at a λ
slightly larger than the one giving the highest PSNR, which tended to appear noisier than
one expects. Here, we set λ = 30, which rendered the best balance of perceptual quality and
PSNR over the six images. For ADAL, we fixed µ1 = 0.2 and µ2 = 1.5 for the anisotropic
model and µ1 = 0.3 and µ2 = 1.5 for the isotropic model. The parameters for SplitBregman
follow the ones reported in [44].
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5.3.4 Stopping Criteria
In practice, the algorithms can be stopped once an acceptable level of optimality has been
reached. For ADAL, we used the maximum of the relative primal and dual residuals [13]
to approximately measure the optimality of the solution. Usually, a tolerance level  at
10−3 is sufficient for good denoising quality.
In our experiments, we used the following procedures for easy and fair comparison
with SplitBregman. For each image, we computed a reference solution using ADAL with
 = 10−6 and the corresponding reference relative error η∗. We then recorded the number
of iterations K required by either of the algorithms to reach a relative error η(K) within 1%
deviation from η∗.
5.3.5 Results
We show experiment results for both the anisotropic and the isotropic TV models. In Table
5.1 and Figures 5.2 and 5.5, we also include the results of a version of the SplitBregman
algorithm (SplitBregman-2) where the linear system is solved by two cycles of Gauss-Seidel
steps. In Table 5.1, we report the number of iterations required by the three algorithms to
reach the stopping criterion discussed above. Figures 5.2 and 5.5 plot the relative errors
over the iterations for the three algorithms. We also show in Figures 5.3, 5.6, 5.4, and 5.7
the solutions of ADAL and SplitBregman after the number of iterations specified in the
ADAL row in Table 5.1.
The iterations of ADAL, SplitBregman, and SplitBregman-2 differ in the workload
158
Model Algs lena cameraman mandril blonde house peppers
Anisotropic
ADAL 7 10 9 13 5 7
SplitBregman 22 22 20 22 25 21
SplitBregman-2 11 12 11 12 12 11
Isotropic
ADAL 7 9 9 11 6 7
SplitBregman 18 18 18 19 21 19
SplitBregman-2 9 10 10 10 11 10
Table 5.1: The number of iterations required by ADAL and SplitBregman to reach within
1% of the reference normalized error on each of the test images.
of solving the linear systems. The two tridiagonal systems (5.2.5) and (5.2.6) in ADAL
require 16mn flops in total to solve, while one cycle of Gauss-Seidel steps in SplitBregman
for solving the system (5.2.10) requires 13mn flops. Likewise, SplitBregman-2 requires
26mn flops for solving the same system. Hence, the per-iteration work of ADAL and
SplitBregman is comparable, but that of SplitBregman-2 is significantly more expensive.
The first striking observation from the results is that ADAL was much faster than
SplitBregman in decreasing the relative error of its solutions, which quickly approached to
the best relative error that the model can produce. Moreover, we see from Table 5.1 and
the convergence plots that the relative error of SplitBregman-2 decreased and converged
considerably faster than that of SplitBregman. Considering that SplitBregman-2 solves
the linear system (5.2.10) more accurately in each iteration than SplitBregman due to the
additional cycle of Gauss-Seidel steps, the results indicate that the quality of the solutions
to the subproblems is the key to good performance in the number of required iterations. We
believe that ADAL also benefits from the fact that it is able to solve its subproblems exactly
and efficiently. In fact, ADAL even required fewer iterations in general than SplitBregman-
2, leading to a less total workload due to its much less per-iteration work.
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Figure 5.2: Convergence plots of normalized errors for the anisotropic TV model. The
reference normalized error η∗ is shown in blue.
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Figure 5.3: Comparison of reconstruction quality for lena, cameraman, mandril, and
blonde with the anisotropic TV model. Top left: noisy image. Top right: reference
solution obtained by ADAL. Bottom left: ADAL solution obtained after the corresponding
number of iterations indicated in Table 5.1. Bottom right: SplitBregman solution obtained
after the same number of iterations.
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Figure 5.4: Comparison of reconstruction quality for house, and peppers with the
anisotropic TV model. Top left: noisy image. Top right: reference solution obtained
by ADAL. Bottom left: ADAL solution obtained after the corresponding number of itera-
tions indicated in Table 5.1. Bottom right: SplitBregman solution obtained after the same
number of iterations.
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Figure 5.5: Convergence plots of normalized errors for the isotropic TV model. The refer-
ence normalized error η∗ is shown in blue.
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Figure 5.6: Comparison of reconstruction quality for lena, cameraman, mandril, and
blonde with the isotropic TV model. Top left: noisy image. Top right: reference solution
obtained by ADAL. Bottom left: ADAL solution obtained after the corresponding number
of iterations indicated in Table 5.1. Bottom right: SplitBregman solution obtained after
the same number of iterations.
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Figure 5.7: Comparison of reconstruction quality for house, and peppers with the
isotropic TV model. Top left: noisy image. Top right: reference solution obtained by
ADAL. Bottom left: ADAL solution obtained after the corresponding number of itera-





In this thesis, we have developed efficient specialized optimization algorithms for several
supervised learning, unsupervised learning, and image processing problems.
In Section 3.1, we have proposed a general version of the BCD algorithm for the Group
Lasso as well as an extension of ISTA based on variable step-lengths. The combination
of the two yields an efficient and scalable method for solving the Group Lasso problems
with various group sizes. As a special case, we have also considered the MMV problem and
applied the ISTA-BC/BCD algorithm to it. Our numerical results show that the proposed
algorithms compare favorably to current state-of-the-art methods in terms of computational
performance.
In Section 3.2, we have built a unified framework for solving sparse learning problems
involving group-structured regularization, in particular, the l1/l2- or l1/l∞-regularization of
arbitrarily overlapping groups of variables. For the key building-block of this framework, we
developed new efficient algorithms based on alternating partial-linearization/splitting, with
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proven convergence rates. In addition, we have also incorporated ADAL and FISTA into
our framework. Computational tests on several sets of synthetic test data demonstrated the
relative strength of the algorithms, and through two real-world applications we compared
the relative merits of these structured sparsity-inducing norms. Among the algorithms
studied, FISTA-p and ADAL performed the best on most of the data sets, and FISTA
appeared to be a good alternative choice for large-scale data. From our experience, FISTA-
p is easier to configure and is more robust to variations in the algorithm parameters.
Together, they form a flexible and versatile suite of methods for group-sparse problems of
different sizes.
Robust low-rank tensor recovery plays an instrumental role in robustifying tensor de-
compositions, and it is also useful in its own right. The problem of recovering a low-rank
tensor from sparse gross corruptions and missing values has not been previously studied
in depth neither theoretically nor computationally. In Chapter 4, we have focused on the
computational perspective of this problem and presented two models in a convex optimiza-
tion framework HoRPCA, one of which naturally leads to a robust version of the Tucker
decomposition. Both the constrained and the Lagrangian formulations of the problem were
considered, and we have proposed efficient optimization algorithms with global convergence
guarantee for each case. We also presented a nonconvex model, which can potentially take
advantage of more precise rank information. Through computational experiments on a
rich set of synthetic and real data, we analyzed the empirical conditions on which exact
recovery of the low-rank tensor is possible for the Singleton model of HoRPCA, and we
have demonstrated that the Singleton model performed the best among the convex models
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in terms of the recovery accuracy when the underlying tensor was low-rank in all modes,
whereas the Mixture model outperformed the Singleton model when the tensor is low-rank
in only certain modes. With partially available observations, the constrained formulation
yielded better recovery results than the Lagrangian counterpart. When more precise rank
information (possibly from the results obtained from the convex models) is available, the
nonconvex model showed very promising results and tangibly better recovery performance
than the convex relaxations. The experiments on the real data have also demonstrated the
practical relevance of the robust tensor recovery problem. There are many future research
directions for this exciting problem, e.g., providing theoretical guarantee and conditions on
the exact recoverability in terms of the fraction of the observations, the sparsity of the er-
rors, and the Tuck-rank; automatic learning of the penalty weights for the adaptive version
of the HoRPCA Singleton model (4.2.10); and applying the methods to those applications
where matrix-based approaches are insufficient.
Last but not least, in Chapter 5, we have proposed a new ADAL algorithm for solving the
TV denoising problem in image processing. The key feature of our algorithm is its ability
to solve the subproblems exactly and efficiently. Our algorithm has global convergence
guarantee for the case of anisotropic TV model, and the experiment results show that
the relative error of ADAL converges much faster than SplitBregman. Even though the
convergence guarantee of ADAL cannot be extended easily to the isotropic TV model,
empirical results show that ADAL still has a significant computational advantage than
SplitBregman in this case.
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A.1 Simulated Group Lasso Data Sets
For the specifications of the data sets in Table 3.2, interested readers can refer to the
references provided at the beginning of Section 3.1.9. Here, we provide the details of the
data sets in Table 3.3.
A.1.1 yl1L
50 latent variables Z1, . . . , Z50 are simulated from a centered multivariate Gaussian distri-
bution with covariance between Zi and Zj being 0.5
|i−j|. The first 47 latent variables are
encoded in {0, . . . , 9} according to their inverse cdf values as done in [133]. The last three
variables are encoded in {0, . . . , 999}. Each latent variable corresponds to one segment and
contributes L columns in the design matrix with each column j containing values of the
indicator function I(Zi = j). L is the size of the encoding set for Zi. The responses are a




110 latent variables are simulated in the same way as the third data set in [133]. The first
50 variables contribute 3 columns each in the design matrix A with the i-th column among
the three containing the i-th power of the variable. The next 50 variables are encoded
in a set of 3, and the final 10 variables are encoded in a set of 50, similar to yl1L. In
addition, 4 groups of 1000 Gaussian random numbers are also added to A. The responses
are constructed in a similar way as in yl1L. 2000 observation are simulated.
A.1.3 mgb2L
5001 variables are simulated as in yl1L without categorization. They are then divided
into six groups, with first containing one variable and the rest containing 1000 each. The
responses are constructed in a similar way as in yl1L. We collect 2000 observations.
A.1.4 ljyL
We simulate 15 groups independent standard Gaussian random variables. The first five
groups are of a size 5 each, and the last 10 groups contain 500 variables each. The responses
are constructed in a similar way as in yl1L, and we simulate 2000 observations.
A.1.5 glassoL1,glassoL2
The design matrix A is drawn from the standard Gaussian distribution. The length of each
group is sampled from the uniform distribution U(10, 50) with probability 0.9 and from the
180
uniform distribution U(50, 300) with probability 0.1. We continue to generate the groups
until the specified number of features m is reached. The ground truth feature coefficients
x∗ is generated from N (2, 4) with approximately 5% non-zero values, and we assume a
N (0.5, 0.25) noise.
A.2 MMV Scalability Test Sets
The data sets in Table 3.5 are generated in the same say with different attributes. Both the
design matrix A and the non-zeros rows in the ground truth X0 are drawn from the standard
Gaussian distribution. The indices of the non-zero rows in X0 are uniformly sampled. The
measurement matrix B is obtained by B = AX0. The data attributes, such as the number
of measurements and the sparsity level of the ground truth, are set to ensure that the exact
solution is recoverable by the MMV model.
A.3 Proof of Lemma 3.4.1
F(x¯, y¯) − F(x, q¯) ≥ F(x¯, y¯) − Lρ(x,y, q¯,∇yf(x,y))
= F(x¯, y¯) −
(








From the optimality of q¯, we also have
γg(q¯) +∇yf(x,y) + 1
ρ
(q¯− y) = 0. (A.3.2)
Since F(x,y) = f(x,y) + g(y), and f and g are convex functions, for any (x¯, y¯),
F(x¯, y¯) ≥ g(q¯)+ (y¯− q¯)Tγg(q¯)+ f(x,y)+ (y¯−y)T∇yf(x,y)+ (x¯−x)T∇xf(x,y). (A.3.3)
Therefore, from (A.3.2), (A.3.2), and (A.3.3), it follows that




f(x,y) +∇yf(x,y)T(q¯− y) + 1
2ρ
‖q¯− y‖2 + g(q¯)
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(‖q¯− y¯‖2 − ‖y − y¯‖2) + (x¯− x)T∇xf(x,y).
The proof for the second part of the lemma is very similar, but we give it for completeness.
F(x,y) − F(p,q) ≥ F(x,y) −
(








By the optimality of (p,q), we have
∇xf(p,q) = 0, (A.3.5)
∇yf(p,q) + γg(y¯) + 1
ρ
(q− y¯) = 0. (A.3.6)
Since F(x,y) = f(x,y) + g(y), it follows from the convexity of both f and g and (A.3.5)
that
F(x,y) ≥ g(y¯) + (y − y¯)Tγg(y¯) + f(p,q) + (y − q)T∇yf(p,q). (A.3.7)
Now combining (A.3.4), (A.3.6), and (A.3.7), it follows that
F(x,y) − F(p,q) ≥ (y − q)T(γg(y¯) +∇yf(p,q)) − 1
2ρ
‖q− y¯‖2













(‖q− y‖2 − ‖y − y¯‖2).
A.4 Proof of Theorem 3.4.1
Let I be the set of all regular iteration indices among the first k − 1 iterations, and let Ic
be its complement. For all n ∈ Ic,yn+1 = y¯n.
For n ∈ I, we can apply Lemma 3.4.1 since (3.4.12) automatically holds, and (3.4.10)
holds when ρ ≤ 1
L(f)
. In (3.4.13), by letting (x,y) = (x∗,y∗), and y¯ = y¯n, we get (p,q) =
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(xn+1,yn+1), and
2ρ(F(x∗,y∗) − F(xn+1,yn+1)) ≥ ‖yn+1 − y∗‖2 − ‖y¯n − y∗‖2. (A.4.1)
In (3.4.11), by letting (x¯, y¯) = (x∗,y∗), (x,y) = (xn+1,yn+1), we get q¯ = y¯n+1 and
2ρ(F(x∗,y∗) − F(xn+1, y¯n+1)) ≥ ‖y¯n+1 − y∗‖2 − ‖yn+1 − y∗‖2
+(x∗ − xn+1)T∇xf(xn+1,yn+1)
= ‖y¯n+1 − y∗‖2 − ‖yn+1 − y∗‖2., (A.4.2)
since ∇xf(xn+1,yn+1) = 0, for n ∈ I by (A.3.5) and for n ∈ Ic by (3.4.9). Adding (A.4.2)
to (A.4.1), we get
2ρ(2F(x∗,y∗) − F(xn+1,yn+1) − F(xn+1, y¯n+1)) ≥ ‖y¯n+1 − y∗‖2 − ‖y¯n − y∗‖2. (A.4.3)
For n ∈ Ic, since ∇xf(xn+1,yn+1) = 0, we have that (A.4.2) holds. Since yn+1 = y¯n, it
follows that
2ρ(F(x∗,y∗) − F(xn+1, y¯n+1)) ≥ ‖y¯n+1 − y∗‖2 − ‖y¯n − y∗‖2. (A.4.4)


















(‖y¯n+1 − y∗‖2 − ‖y¯n − y∗‖2)
= ‖y¯k − y∗‖2 − ‖y¯0 − y∗‖2
≥ −‖y¯0 − y∗‖2.
In Lemma 3.4.1, by letting (x¯, y¯) = (xn+1,yn+1) in (3.4.11) instead of (x∗,y∗), we have
from (A.4.2) that
2ρ(F(xn+1,yn+1) − F(xn+1, y¯n+1)) ≥ ‖y¯n+1 − yn+1‖2 ≥ 0. (A.4.6)
Similarly, for n ∈ I, if we let (x,y) = (xn, y¯n) instead of (x∗,y∗) in (A.4.1), we have
2ρ(F(xn, y¯n) − F(xn+1,yn+1)) ≥ ‖yn+1 − y¯n‖2 ≥ 0. (A.4.7)
For n ∈ Ic, yn+1 = y¯n; from (3.4.9), since xn+1 = arg minx F(x,y) with y = y¯n = yn+1,
2ρ(F(xn, y¯n) − F(xn+1,yn+1)) ≥ 0. (A.4.8)
Hence, from (A.4.6) and (A.4.7) to (A.4.8), F(xn,yn) ≥ F(xn, y¯n) ≥ F(xn+1,yn+1) ≥
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F(xn+1, y¯n+1). Then, we have
k−1∑
n=0
F(xn+1, y¯n+1) ≥ kF(xk, y¯k), and
∑
n∈I
F(xn+1,yn+1) ≥ knF(xk,yk). (A.4.9)
Combining (A.4.5) and (A.4.9) yields 2ρ(k+ kn)(F(x
∗,y∗) − F(xk, y¯k)) ≥ −‖y¯0 − y∗‖2.
A.5 Derivation of the Stopping Criteria
In this section, we show that the quantities that we use in our stopping criteria correspond
to the primal and dual residuals [13] for the outer iterations and the gradient residuals for
the inner iterations. We first consider the inner iterations.
FISTA-p The necessary and sufficient optimality conditions for problem (3.4.4) or (3.4.7)
are primal feasibility
y¯∗ − y∗ = 0, (A.5.1)
and vanishing of the gradient of the objective function at (x∗, y¯∗), that is,
0 = ∇xf(x∗, y¯∗), (A.5.2)
0 ∈ ∇yf(x∗, y¯∗) + ∂g(y¯∗). (A.5.3)
Since yk+1 = zk, the primal residual is thus y¯k+1 − yk+1 = y¯k+1 − zk. It follows from
186
the optimality of xk+1 in Line 3 of Algorithm 3.4.4 that
AT(Axk+1 − b) − CTvl +
1
µ
CT(Cxk+1 − y¯k+1) +
1
µ
CT(y¯k+1 − zk) = 0
⇒ ∇xf(xk+1, y¯k+1) = 1
µ
CT(zk − y¯k+1).
Similarly, from the optimality of y¯k+1 in Line 4, we have that
0 ∈ ∂g(y¯k+1) +∇yf(xk+1, zk) + 1
ρ
(y¯k+1 − zk)
= ∂g(y¯k+1) +∇yf(xk+1, y¯k+1) − 1
µ




= ∂g(y¯k+1) +∇yf(xk+1, y¯k+1),
where the last step follows from µ = ρ. Hence, we see that 1
µ
CT(zk − y¯k+1) is the
gradient residual corresponding to (A.5.2), while (A.5.3) is satisfied in every inner
iteration.
APLM-S The primal residual is y¯k+1 − yk+1 from (A.5.1). Following the derivation for
FISTA-p, it is not hard to verify that (A.5.3) is always satisfied, and the gradient
residual corresponding to (A.5.2) is 1
µ
CT(yk+1 − y¯k+1).
FISTA Similar to FISTA-p, the necessary and sufficient optimality conditions for problem
(3.4.16) are primal feasibility
(x∗,y∗) = (x¯∗, y¯∗),
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and vanishing of the objective gradient at (x¯∗, y¯∗),
0 = ∇xf(x¯∗, y¯∗),
0 ∈ ∇yf(x¯∗, y¯∗) + ∂g(y¯∗).
Clearly, the primal residual is (x¯k+1−zkx, y¯
k+1−zky) since (x
k+1,yk+1) ≡ (zkx, zky). From
the optimality of (x¯k+1, y¯k+1), it follows that








Here, we simply use 1
ρ
(x¯k+1 − zkx) and
1
ρ
(y¯k+1 − zky) to approximate the gradient
residuals.
Next, we consider the outer iterations. The necessary and sufficient optimality condi-
tions for problem (3.3.1) are primal feasibility
Cx∗ − y∗ = 0,
and dual feasibility
0 = ∇L(x∗) − CTv∗,
0 ∈ ∂Ω˜(y∗) + v∗.
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Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
ogl-5000-100-10-3
ADAL 1.70e+000 61 1.00e+000 1.9482e+005
APLM-S 1.71e+000 8 4.88e+000 1.9482e+005
FISTA-p 9.08e-001 8 4.38e+000 1.9482e+005
FISTA 2.74e+000 10 7.30e+000 1.9482e+005
ProxGrad 7.92e+001 3858 - -
ogl-5000-600-10-3
ADAL 6.75e+001 105 1.00e+000 1.4603e+006
APLM-S 1.79e+002 9 1.74e+001 1.4603e+006
FISTA-p 4.77e+001 9 8.56e+000 1.4603e+006
FISTA 3.28e+001 12 1.36e+001 1.4603e+006
ProxGrad 7.96e+002 5608 - -
ogl-5000-1000-10-3
ADAL 2.83e+002 151 1.00e+000 2.6746e+006
APLM-S 8.06e+002 10 2.76e+001 2.6746e+006
FISTA-p 2.49e+002 10 1.28e+001 2.6746e+006
FISTA 5.21e+001 13 1.55e+001 2.6746e+006
ProxGrad 1.64e+003 6471 - -
Table A.1: Numerical results for ogl set 1. For ProxGrad, Avg Sub-Iters and F(x) fields are
not applicable since the algorithm is not based on an outer-inner iteration scheme, and the
objective function that it minimizes is different from ours. We tested ten problems with
J = 100, · · · , 1000, but only show the results for three of them to save space.
Clearly, the primal residual is rl = Cxl − yl. The dual residual is ∇L(xl+1) − CT(vl − 1µ(Cxl+1 − y¯l+1))
∂Ω˜(yl+1) + vl − 1
µ
(Cxl+1 − y¯l+1)
, recalling that vl+1 = vl− 1µ(Cxl+1− y¯l+1). The
above is simply the gradient of the augmented Lagrangian (3.3.2) evaluated at (xl,yl, vl).
Now, since the objective function of an inner iteration is the augmented Lagrangian with
v = vl, the dual residual for an outer iteration is readily available from the gradient residual
computed for the last inner iteration of the outer iteration.
A.6 Numerical Results
See Tables A.1 to A.7.
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Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
ogl-1000-200-10-3
ADAL 4.18e+000 77 1.00e+000 9.6155e+004
APLM-S 1.64e+001 9 2.32e+001 9.6156e+004
FISTA-p 3.85e+000 9 1.02e+001 9.6156e+004
FISTA 2.92e+000 11 1.44e+001 9.6158e+004
ProxGrad 1.16e+002 4137 - -
ogl-5000-200-10-3
ADAL 5.04e+000 63 1.00e+000 4.1573e+005
APLM-S 8.42e+000 8 8.38e+000 4.1576e+005
FISTA-p 3.96e+000 9 6.56e+000 4.1572e+005
FISTA 6.54e+000 10 9.70e+000 4.1573e+005
ProxGrad 1.68e+002 4345 - -
ogl-10000-200-10-3
ADAL 6.41e+000 44 1.00e+000 1.0026e+006
APLM-S 1.46e+001 10 7.60e+000 1.0026e+006
FISTA-p 5.60e+000 10 5.50e+000 1.0026e+006
FISTA 1.09e+001 10 8.50e+000 1.0027e+006
ProxGrad 3.31e+002 6186 - -
Table A.2: Numerical results for ogl set 2. We ran the test for ten problems with n =
1000, · · · , 10000, but only show the results for three of them to save space.
Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
ogl-dct-1000-5000-1
FISTA-p 5.30e+000 6 4.68e+001 2.2521e+002
FISTA 7.74e+000 7 6.11e+001 2.2698e+002
ADAL 5.39e+000 278 1.00e+000 2.2518e+002
ogl-dct-1000-10000-1
FISTA-p 1.22e+001 6 5.17e+001 2.7792e+002
FISTA 1.62e+001 7 6.93e+001 2.8031e+002
ADAL 1.24e+001 353 1.00e+000 2.7788e+002
ogl-dct-1000-15000-1
FISTA-p 1.71e+001 6 6.07e+001 3.7313e+002
FISTA 2.40e+001 8 5.95e+001 3.7662e+002
ADAL 2.44e+001 498 1.00e+000 3.7303e+002
ogl-dct-1000-20000-1
FISTA-p 2.36e+001 6 6.60e+001 4.0304e+002
FISTA 3.51e+001 7 7.09e+001 4.0608e+002
ADAL 3.32e+001 590 1.00e+000 4.0291e+002
ogl-dct-1000-25000-1
FISTA-p 3.15e+001 6 6.85e+001 4.3919e+002
FISTA 4.61e+001 8 6.55e+001 4.4233e+002
ADAL 4.47e+001 651 1.00e+000 4.3904e+002
ogl-dct-1000-30000-1
FISTA-p 4.20e+001 6 7.17e+001 4.5527e+002
FISTA 5.84e+001 8 6.83e+001 4.5818e+002
ADAL 5.82e+001 729 1.00e+000 4.5510e+002
Table A.3: Numerical results for dct set 2 (scalability test) with l1/l2-regularization. All
three algorithms were ran in factorization mode with a fixed µ = µ0.
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Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
ogl-dct-1000-5000-1
FISTA-p 1.15e+001 7 8.46e+001 1.3350e+002
FISTA 1.98e+001 8 1.10e+002 1.3380e+002
ADAL 1.45e+001 857 1.00e+000 1.3351e+002
ProxFlow 1.53e+001 0 0.00e+000 1.3348e+002
ogl-dct-1000-10000-1
FISTA-p 1.94e+001 7 7.31e+001 1.5972e+002
FISTA 2.64e+001 8 7.36e+001 1.6073e+002
ADAL 2.55e+001 775 1.00e+000 1.5971e+002
ProxFlow 5.86e+001 0 0.00e+000 1.5968e+002
ogl-dct-1000-15000-1
FISTA-p 3.52e+001 7 9.34e+001 2.0836e+002
FISTA 4.05e+001 10 6.28e+001 2.0998e+002
ADAL 5.02e+001 1072 1.00e+000 2.0838e+002
ProxFlow 8.25e+001 0 0.00e+000 2.0847e+002
ogl-dct-1000-20000-1
FISTA-p 4.63e+001 7 9.56e+001 2.1856e+002
FISTA 6.32e+001 12 6.08e+001 2.1958e+002
ADAL 7.38e+001 1137 1.00e+000 2.1858e+002
ProxFlow 2.61e+002 0 0.00e+000 2.1862e+002
ogl-dct-1000-25000-1
FISTA-p 5.81e+001 8 8.55e+001 2.3457e+002
FISTA 7.91e+001 12 6.17e+001 2.3563e+002
ADAL 9.38e+001 1204 1.00e+000 2.3459e+002
ProxFlow 1.29e+002 0 0.00e+000 2.3451e+002
ogl-dct-1000-30000-1
FISTA-p 8.13e+001 8 1.03e+002 2.3908e+002
FISTA 9.78e+001 13 5.92e+001 2.4009e+002
ADAL 1.13e+002 1290 1.00e+000 2.3913e+002
ProxFlow 1.70e+002 0 0.00e+000 2.3904e+002
Table A.4: Numerical results for dct set 2 (scalability test) with l1/l∞-regularization. The
algorithm configurations are exactly the same as in Table A.3.
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Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
ogl-dct-1000-5000-1
FISTA-p 5.39e+000 6 3.43e+001 2.2536e+002
ADAL 2.47e+000 72 1.00e+000 2.2518e+002
FISTA 7.74e+000 7 6.11e+001 2.2698e+002
ogl-dct-1000-10000-1
FISTA-p 1.19e+001 6 3.70e+001 2.7814e+002
ADAL 7.29e+000 86 1.00e+000 2.7789e+002
FISTA 1.62e+001 7 6.93e+001 2.8031e+002
ogl-dct-1000-15000-1
FISTA-p 2.05e+001 6 4.25e+001 3.7361e+002
ADAL 1.49e+001 117 1.00e+000 3.7310e+002
FISTA 2.40e+001 8 5.95e+001 3.7662e+002
ogl-dct-1000-20000-1
FISTA-p 2.97e+001 6 4.55e+001 4.0368e+002
ADAL 3.43e+001 149 1.00e+000 4.0289e+002
FISTA 3.51e+001 7 7.09e+001 4.0608e+002
ogl-dct-1000-25000-1
FISTA-p 3.92e+001 6 4.77e+001 4.3981e+002
ADAL 3.01e+001 176 1.00e+000 4.3903e+002
FISTA 4.61e+001 8 6.55e+001 4.4233e+002
ogl-dct-1000-30000-1
FISTA-p 4.84e+001 6 4.95e+001 4.5598e+002
ADAL 4.92e+001 196 1.00e+000 4.5515e+002
FISTA 5.84e+001 8 6.83e+001 4.5818e+002
Table A.5: Numerical results for the DCT set with l1/l2-regularization. FISTA-p and
ADAL were ran in PCG mode with the dynamic scheme for updating µ. µ was fixed at µ0
for FISTA.
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Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
ogl-dct-1000-5000-1
FISTA-p 7.57e+000 6 4.27e+001 1.3387e+002
ADAL 9.93e+000 267 1.00e+000 1.3347e+002
FISTA 1.98e+001 8 1.10e+002 1.3380e+002
ProxFlow 1.53e+001 - - 1.3348e+002
ogl-dct-1000-10000-1
FISTA-p 1.63e+001 6 4.50e+001 1.5992e+002
ADAL 3.21e+001 416 1.00e+000 1.5968e+002
FISTA 2.64e+001 8 7.36e+001 1.6073e+002
ProxFlow 5.86e+001 - - 1.5968e+002
ogl-dct-1000-15000-1
FISTA-p 2.52e+001 6 4.68e+001 2.0882e+002
ADAL 7.39e+001 531 1.00e+000 2.0831e+002
FISTA 4.05e+001 10 6.28e+001 2.0998e+002
ProxFlow 8.25e+001 - - 2.0847e+002
ogl-dct-1000-20000-1
FISTA-p 3.65e+001 7 4.13e+001 2.1901e+002
ADAL 1.12e+002 608 1.00e+000 2.1852e+002
FISTA 6.32e+001 12 6.08e+001 2.1958e+002
ProxFlow 2.61e+002 - - 2.1862e+002
ogl-dct-1000-25000-1
FISTA-p 4.47e+001 7 4.31e+001 2.3497e+002
ADAL 1.19e+002 628 1.00e+000 2.3451e+002
FISTA 7.91e+001 12 6.17e+001 2.3563e+002
ProxFlow 1.29e+002 - - 2.3451e+002
ogl-dct-1000-30000-1
FISTA-p 5.94e+001 7 4.79e+001 2.3961e+002
ADAL 1.83e+002 814 1.00e+000 2.3906e+002
FISTA 9.78e+001 13 5.92e+001 2.4009e+002
ProxFlow 1.70e+002 - - 2.3904e+002
Table A.6: Numerical results for the DCT set with l1/l∞-regularization. FISTA-p and
ADAL were ran in PCG mode. The dynamic updating scheme for µ was applied to FISTA-
p, while µ was fixed at µ0 for ADAL and FISTA.
Data Sets Algs CPU (s) Iters Avg Sub-iters F(x)
BreastCancerData
ADAL 6.24e+000 136 1.00e+000 2.9331e+003
APLM-S 4.02e+001 12 4.55e+001 2.9331e+003
FISTA-p 6.86e+000 12 1.48e+001 2.9331e+003
FISTA 5.11e+001 75 1.29e+001 2.9340e+003
ProxGrad 7.76e+002 6605 1.00e+000 -
Table A.7: Numerical results for Breast Cancer Data using l1/l2-regularization. In this
experiment, we kept µ constant at 0.01 for ADAL. The CPU time is for a single run on
the entire data set with the value of λ selected to minimize the RMSE in Figure 3.10.
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Appendix B
B.1 Convergence Analysis of Algorithm 4.2.2
The proof for Theorem 4.2.1 follows closely the one given by Ma et. al. [69], which is a
generalization of the proof by Yang and Zhang for an inexact ADAL method for compressed
sensing [128]. Hence, we give only a sketch of the proof and establish the connection with
the previous work.
Proof. First, we introduce some notation and definitions that are required for the proof.













. The linear operator A :
RNI1×···×IN → RI1×···×IN is the summation operator defined on X¯, i.e. A(X¯) :=∑Ni=1Xi. We
recall from Section 4.1 that the matrix A ∈ RI1×NI1 corresponding to A is
(
I · · · I
)
,
and it can be verified that λmax(A
TA) = N. The linear operator H : RI1×···×IN+1 →
194
RI1×···×IN+1 is defined as H(U) :=
 1ηµX¯
µΛ
. We define the norm ‖U‖2H := 〈U,H(U)〉 and
the inner product 〈U,V〉H := 〈U,H(V)〉, where V is another tensor array with the same
size as U. We also define two convex functions F(·) and G(·) as








F(E) +G(X¯) | E+A(X¯) = B} , (B.1.1)


























Now, with the above definitions and notation in place, we can prove that the iterates
U(k) satisfy ‖U(k) − U∗‖2H − ‖U(k+1) − U∗‖2H ≥ α‖U(k) − U(k+1)‖2H, where α is a positive
scalar, following the proof in [69] and [128]. Then, it follows that the lemma below holds.
Lemma B.1.1. Let (X¯
∗
,E) be the optimal solution to problem (B.1.1), Λ∗ be the optimal
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, we have the following
results regarding the sequence {U(k)} generated by Algorithm 4.2.2:
• ‖U(k) −U(k+1)‖H → 0;
• {U(k)} lies in a compact region;
• ‖U(k) −U∗‖2H is monotonically non-increasing and thus converges.
Lemma B.1.1 implies that the sequence {(U(k),E(k))} has a subsequence that converges
to (U^, E^). By considering the optimality conditions of the two subproblems in (B.1.2),
we can then show that any limit point (U^, E^) of the sequence {(U(k),E(k))} satisfies the
KKT conditions for problem (B.1.1). Hence, any limit point of {(X¯
(k)
,E(k))} is an optimal
solution to problem (4.2.7).
