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Report
The theory of duality represents an important research area in optimization.
The goal of this work is to present a conjugate duality treatment of composed
programming as well as to give an overview of some recent developments in both
scalar and multiobjective optimization.
In order to do this, first we study a single-objective optimization problem, in
which the objective function as well as the constraints are given by composed
functions. By means of the conjugacy approach based on the perturbation the-
ory, we provide different kinds of dual problems to it and examine the relations
between the optimal objective values of the duals. Given some additional as-
sumptions, we verify the equality between the optimal objective values of the
duals and strong duality between the primal and the dual problems, respectively.
Having proved the strong duality, we derive the optimality conditions for each of
these duals. As special cases of the original problem, we study the duality for the
classical optimization problem with inequality constraints and the optimization
problem without constraints.
The second part of this work is devoted to location analysis. Considering first
the location model with monotonic gauges, it turns out that the same conjugate
duality principle can be used also for solving this kind of problems. Taking in the
objective function instead of the monotonic gauges several norms, investigations
concerning duality for different location problems are made.
We finish our investigations with the study of composed multiobjective opti-
mization problems. In doing like this, first we scalarize this problem and study the
scalarized one by using the conjugacy approach developed before. The optimal-
ity conditions which we obtain in this case allow us to construct a multiobjective
dual problem to the primal one. Additionally the weak and strong duality are
proved. In conclusion, some special cases of the composed multiobjective opti-
mization problem are considered. Once the general problem has been treated,
particularizing the results, we construct a multiobjective dual for each of them
and verify the weak and strong dualities.
Keywords
composed functions, convex programming, perturbation theory, conjugate du-
ality, optimality conditions, duality in multiobjective optimization, Pareto effi-
cient and properly efficient solutions, gauges, norms, location problems, Weber
problems, minmax problems
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Chapter 1
Introduction
1.1 Convex composed programming: A survey
of the literature
In the last years convex composed programming (CCP ) has received consider-
able attention since it offers a unified framework for solving different types of
optimization problems. By (CCP ) we mean a class of optimization problems
in which the objective function as well as the constraints are convex composed
functions. Problems of this form occur, for instance, when finding a feasible
point of the system of inequalities Fi(x) ≤ 0, i = 1, ...,m, by minimizing the
norm ‖F (x)‖, where F = (F1, ..., Fm)
T : Rn → Rm is a vector function. Similar
problems arise when solving the Weber problem with infimal distances by min-
imizing
m∑
i=1
wid(x,Ai), where d(x,Ai) = inf
ai∈Ai
γi(x − ai), A = {A1, ..., Am} is a
family of convex sets, γi are the gauges of the sets Ai and wi, i = 1, ...,m, are
positive weights. All these examples can be cast within the structure of a convex
composed optimization problem.
There are many papers on composed optimization problems both in finite
and infinite dimensions. Among the many contributors to the study of these
problems we mention A. D. IOFFE, who provided in 1979 (see [29], [30], [31])
the theoretical foundation for the composed problem
(P c) min
x∈Rn
f(F (x)),
where F : Rn → Rm is a differentiable function and f : Rm → R is a sublinear
function. In [7], J. V. BURKE extended this theory to the case where f is
convex. Later, V. JEYAKUMAR and X. Q. YANG provide in [38] first-order
Lagrangian conditions and second-order optimality conditions for (P c), in case
when f is a lower semicontinuous convex function and F is a locally Lipschitzian
and (Gaˆteaux) differentiable function. Further optimality conditions under twice
continuously differentiability hypotheses can be found in [31] and [7].
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Recently, G. WANKA, R. I. BOT¸ and E. VARGYAS treated in [73] the composed
problem with inequality constraints
(P ci ) inf
x∈A
f(F (x)),
where
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
,
X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X → Rl, f :
R
m → R and g = (g1, ..., gk)
T : Rl → Rk. The authors showed the existence of a
solution to this problem via conjugate duality. Under some convexity assumptions
and requiring a quite general constraint qualification they proved several duality
results and derived the corresponding optimality conditions.
Extended real-valued composed problems of the form
(P ce ) min
x∈Rn,
F (x)∈dom(f)
f(F (x)),
where F : Rn → Rm is a differentiable function and f : Rm → R ∪ {+∞} is a
convex function, have been studied by J. V. BURKE and R. A. POLIQUIN in [8].
The authors derived optimality conditions for these problems by reducing them
to real-valued minimization problems and requiring a constraint qualification.
Similar problems have also been studied by R. T. ROCKAFELLAR in [54] and
[55], in case when F is twice continuously differentiable and f is piecewise linear
quadratic function.
Multiobjective composed problems arise in many applications, subsuming
most of the problem models used in mathematical programming. Problems of
the form
(P cv ) v-min
x∈A
f(F (x)),
where
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
,
X is a convex subset of Rn, F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gk)
T :
X → Rk, f = (f1, ..., fm)
T : Rm → Rm, g = (g1, ..., gk)
T : Rk → Rk, fi, gj are
real-valued convex functions and Fi, Gj are locally Lipschitz and differentiable
functions, were studied by V. JEYAKUMAR and X. Q. YANG in [39], [75] and
by C. J. GOH and X. Q. YANG in [22], respectively. In [39], using the Clarke
subdifferential, the authors gave first-order optimality conditions and duality
results for them. In [22] and [75], second-order optimality conditions are given
for a special case of the problem (P cv ).
In what follows we briefly outline the contents of this work.
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1.2 A description of the contents
This thesis provides some new duality results concerning different types of opti-
mization problems. It is divided into three main parts, the first one being devoted
to single-objective composed optimization problems, the second one to location
problems and the last one to multiobjective optimization problems. Within this
limitation we would like to have our results as general as possible. To fulfill this
aim, first we consider the composed single-objective minimization problem
(P ) inf
x∈A
f(F (x)),
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
,
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X → Rl,
f : Rm → R and g = (g1, ..., gk)
T : Rl → Rk.
Because many interesting examples of optimization problems can be formu-
lated in the above form, the suggested composed functions approach leads to a
comprehensive theory that includes, as special cases, some former results in the
literature. Examples we shall consider include the classical optimization problem
with inequality constraints treated by G. WANKA and R. I. BOT¸ in [70], the op-
timization problem without constraints studied by G. WANKA, R. I. BOT¸ and E.
VARGYAS in [72] and some variants of location- and multiobjective problems,
respectively. In particular, we study the location model with gauges of closed
convex sets introduced by Y. HINOJOSA and J. PUERTO in [27], the location
problem involving sets as existing facilities treated by S. NICKEL, J. PUERTO
and A. M. RODRIGUEZ-CHIA in [52] and some multiobjective extensions of
these, such as the multiobjective Weber and minmax problems with infimal dis-
tances, treated in detail by G. WANKA, R. I. BOT¸ and E. VARGYAS in [71],
respectively.
Throughout this work we address the standard questions of duality in con-
strained optimization: the formulation of dual problems, conditions ensuring the
equality of primal and dual optimal objective values, attainment of the optimal
objective values in the primal and dual problems, optimality conditions. There
are numerous studies devoted to duality theory of optimization problems. The
approach we adopt here, is based on conjugate duality, described for instance by
I. EKELAND and R. TEMAM in [14].
After a short presentation of the idea presented in [14], we provide three
different dual problems (DL), (DF ) and (DFL), respectively, for (P ). As we
will see, (DL) is the well-known Lagrange dual problem, (DF ) is the Fenchel
dual problem, while (DFL) is classified as a sort of mixed, so-called Fenchel-
Lagrange dual problem. The new duals (DF ) and (DFL) have a compact form,
and are defined in terms of the conjugates of the original functions f, F, g and G.
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This approach has the important property that the ”weak duality” always holds,
namely, that the optimal objective value of the primal problem is greater than
or equal to the optimal objective values of the dual problems. We continue our
study by comparing the three dual problems in order to analyze them in a unified
framework and to assess the differences among them. As a first result, we establish
in the general case ordering relations between their optimal objective values.
In order to prove strong duality results for the introduced pairs of primal-dual
problems, some generalized convexity assumptions and regularity conditions are
made. Using these strong duality results, we derive the necessary and sufficient
optimality conditions for each of the three primal-dual pairs.
Once the details for the general problem have been resolved, we focus our
attention on some special cases of this composed problem. First, we consider the
classical optimization problem with inequality constraints and then the optimiza-
tion problem without constraints. Using the results obtained in the general case,
we deduce a conjugate duality theory also for this class of problems. We mention
that the convex analytic terminology we use here, is that of R. T. ROCKAFEL-
LAR from [53].
The second part of this work is devoted to location analysis. After a short
summary concerning some useful properties of the gauges of closed convex sets
and its conjugates, we introduce the optimization problem
(P γC ) inf
x∈X
γ+C (F (x)),
where γC : R
m → R is a monotonic gauge of a closed convex set C contain-
ing the origin, γ+C : R
m → R, γ+C (t) := γC(t
+), with t+ = (t+1 , ..., t
+
m)
T and
t+i = max{0, ti}, i = 1, ...,m. As in the original composed problem, F =
(F1, ..., Fm)
T : X → Rm is a vector-valued function. This problem constitutes a
general framework for location problems. Interestingly, the same conjugate du-
ality principle as in the general case can be used in order to treat it. Applying
the results obtained for the original problem, we determine its Fenchel-Lagrange
dual and verify the weak and strong duality. Additionally, necessary and sufficient
optimality conditions are derived.
Closely related to this case, we discuss the problem where the monotonic
gauge γC is replaced by a monotonic norm l. At the end of this part we study
applications of these ideas to more concrete models, namely, to locations problems
with unbounded unit balls. Within this topic we concentrate on two special
problems: the Weber- and minmax problems with gauges of closed convex sets,
which were introduced by Y. HINOJOSA and J. PUERTO in [27]. The authors
give in [27] a geometrical description of the set of optimal solutions. Here we
present, how can be treated the same problem via conjugate duality.
The last part of this thesis deals with duality for multiobjective optimization
problems. Our purpose from here on is to extend the results from scalar to vector
optimization. In order to keep our results as general as possible, we consider also
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the multiobjective problem in the form of a composed optimization problem,
namely,
(Pv) v-min
x∈A
f(F (x)),
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
,
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X → Rl, f =
(f1, ..., fs)
T : Rm → Rs and g = (g1, ..., gk)
T : Rl → Rk. Additionally, we assume
that Fi, i = 1, ...,m, Gj, j = 1, ..., l, are convex functions and fi, i = 1, ..., s,
and gj, j = 1, ..., k, are convex and componentwise increasing functions.
In the multiobjective optimization there are different concepts of solutions
for this problem. Throughout this work we are concerned with Pareto efficient
and properly efficient solutions. The fruitful idea is to transform (Pv) into a
scalarized problem and then, based on conjugate duality information described
in Chapter 2, to construct a dual problem to the last one. Analogously to the
original primal-dual pair, weak and strong duality theorems as well as necessary
and sufficient optimality conditions are derived for this scalarized problem and
its dual. The optimality conditions obtained hereby are used later to construct
a multiobjective dual problem (Dv) to (Pv). For the multiobjective primal and
dual problems, the weak and strong duality are proved.
After we have considered the general multiobjective problem, we study some
particular cases of it. First, we consider the classical multiobjective optimization
problem with inequality constraints and then the multiobjective optimization
problem without constraints. In fact, both these problems were already treated
by G. WANKA and R. I. BOT¸ in [69], and by G. WANKA, R. I. BOT¸ and
E. VARGYAS in [71], our intention hereby is to show how these results can be
obtained as particular cases of the composed multiobjective problem.
In the last section of this third part, a new problem is introduced into the field
of multicriteria location problems. At the beginning we consider the multiobjec-
tive problem, in which the components of the objective function are composites
of some monotonic norms with a convex vector-valued function. After the formu-
lation of the primal problem, a multiobjective dual is given. For this primal-dual
pair weak and strong duality theorems are proved.
This multiobjective model with monotonic norms turns out to be very useful
in the study of other location settings. In what follows, we study the duality for
the multiobjective model involving sets as existing facilities. Finally, the biobjec-
tive Weber-minmax-, the multiobjective Weber- and the multiobjective minmax
problems with infimal distances are discussed. These problem formulations were
motivated by a paper of S. NICKEL, J. PUERTO and A. M. RODRIGUEZ-
CHIA, [52], in which the authors give a geometrical characterization of the sets
of optimal solutions. Embedding them into this unifying model with monotonic
norms, we show how to solve they via duality.
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Chapter 2
Duality for a single-objective
composed optimization problem
2.1 The composed optimization problem and its
conjugate duals
There is a well-developed theory for the duality in convex optimization. One of
the most fruitful duality ideas is based on conjugate functions, which concept
was introduced by W. FENCHEL [16]. Since then, many other authors have
used it in their studies. Among the most important authors we mention R.
T. ROCKAFELLAR [53], I. EKELAND and R. TEMAM [14], who gave an
approach for constructing dual problems by using the perturbation theory. In
[14] the authors have given a detailed description of this method, whose main
idea is to embed the original problem into a family of perturbed problems, and
then, by means of conjugate functions to associate a dual problem to it.
In order to study the duality for our single-valued composed minimization
problem, which we call primal problem, we follow the same idea. Using different
perturbation functions, we assign three dual problems to it and study the relations
between the optimal objective values of the duals and then the relations between
the optimal objective values of the primal and dual problems, respectively. In
general, we denote the optimal objective value of the primal by v(P ) and the
optimal objective value of its dual by v(D). This notation does not automatically
imply that the corresponding values are attained.
First, some ordering relations between the optimal objective values of the
duals are obtained. Furthermore, we analyze the relations between the primal
and the corresponding dual problems. By the construction of the dual problems,
the weak duality (i.e. v(D) ≤ v(P )) holds for each primal-dual pair. In order to
ensure the strong duality (i.e. v(D) = v(P ) and the dual problem has an opti-
mal solution), we require some convexity assumptions and regularity conditions.
Additionally, necessary and sufficient optimality conditions are derived.
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The second part of this chapter in devoted to two special cases of the original
problem. The first one is the classical optimization problem with inequality
constraints, and the second one is the optimization problem without constraints.
Applying the general results deduced from the first part, we obtain a conjugate
duality theory also for these types of problems.
2.1.1 General notations and problem formulation
Let p be a positive integer and let x, y be two vectors of Rp. Throughout this
paper all vectors are supposed to be column vectors and we use superscripts for
vectors, for example, xi and subscripts for components of vectors, for example,
xi. We denote by x
T y =
p∑
i=1
xiyi the inner product of the vectors x, y ∈ R
p and
by Rp+ the non-negative orthant of R
p. For x, y ∈ Rp, the inequality x 5
R
p
+
y means
that y − x ∈ Rp+, which is equivalent to xi ≤ yi, for all i = 1, ..., p.
In what follows, let us consider a nonempty subset X ⊆ Rn and the functions
F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X → Rl, f : Rm → R and
g = (g1, ..., gk)
T : Rl → Rk. Additionally, we extend F and G to F˜ = (F˜1, ..., F˜m)
T
and G˜ = (G˜1, ..., G˜l)
T , respectively, with
F˜i : R
n → R = R ∪ {±∞}, F˜i(x) =
{
Fi(x), if x ∈ X,
+∞, otherwise,
i = 1, ...,m,
and
G˜j : R
n → R = R ∪ {±∞}, G˜j(x) =
{
Gj(x), if x ∈ X,
+∞, otherwise,
j = 1, ..., l.
As a consequence we have to make now for the functions f and gi, i = 1, ..., k,
the following conventions
f(y) = +∞, if y = (y1, ..., ym)
T with yi ∈ R ∪ {+∞},
i = 1, ...,m, and ∃ j ∈ {1, ...,m} such that yj = +∞,
(2. 1)
and, for i = 1, ..., k,
gi(z) = +∞, if z = (z1, ..., zl)
T with zi ∈ R ∪ {+∞},
i = 1, ..., l, and ∃ j ∈ {1, ..., l} such that zj = +∞.
(2. 2)
The optimization problem which we investigate in this chapter is
(P ) inf
x∈A
f(F (x)),
where
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
.
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Here, g(G(x)) 5
R
k
+
0 means that gi(G(x)) ≤ 0 for all i = 1, ..., k. In the following
we suppose that the feasible set A is nonempty. The problem (P ) is said to be
the primal problem and its optimal objective value is denoted by v(P ).
Definition 2.1 An element x¯ ∈ A is said to be an optimal solution for (P ) if
f(F (x¯)) = v(P ).
The aim of this section is to construct different dual problems to (P ). To do
this, we use an approach based on the theory of conjugate functions described by
I. EKELAND and R. TEMAM in [14]. In order to reproduce it, let us consider
first a general optimization problem without constraints
(PG) inf
x∈Rn
h(x),
with h a mapping from Rn into R.
In what follows we give some definitions and remarks concerning the conjugate
of a function and the conjugate relative to X, if the function is defined only on
a subset X ⊆ Rn.
Definition 2.2 The function h∗ : Rn → R, defined by
h∗(x∗) = sup
x∈Rn
{
x∗T x− h(x)
}
,
is called the (Fenchel-Moreau) conjugate of h.
Definition 2.3 When X is a nonempty subset of Rn and h : X → R, let h∗X :
R
n → R be the so-called conjugate of h relative to the set X defined by
h∗X(x
∗) = sup
x∈X
{
x∗T x− h(x)
}
.
Remark 2.1 Considering the extension of h : X → R to the whole space,
h˜ : Rn → R, h˜(x) =
{
h(x), if x ∈ X,
+∞, otherwise,
one can see that the conjugate of h relative to the set X is identical to the
Fenchel-Moreau conjugate of h˜.
Definition 2.4 Let X be a subset of Rn. The function δX : R
n → R defined by
δX(x) =
{
0, if x ∈ X,
+∞, otherwise,
is called the indicator function of the set X.
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Remark 2.2 By Definition 2.2 we have that
δ∗X(−x
∗) = − inf
x∈X
x∗T x.
Following now the path of the approach described in [14], which is based on
a perturbation method, we embed the problem (PG) into a family of perturbed
problems
(PGp) inf
x∈Rn
Φ(x, p),
where Φ : Rn×Rs → R is the so-called perturbation function and has the property
that
Φ(x, 0) = h(x), ∀x ∈ Rn. (2. 3)
Here, Rs is the space of the perturbation variables. The conjugate function of
the perturbation function Φ looks like
Φ∗(x∗, p∗) = sup
x∈Rn, p∈Rs
{
x∗T x + p∗T p− Φ(x, p)
}
. (2. 4)
The problem
(DG) sup
p∗∈Rs
{−Φ∗(0, p∗)}
defines the dual problem of (PG) and its optimal objective value is denoted
by v(DG). This approach has the important property that between the primal
and the dual problem weak duality holds, i.e. the value of the primal objective
function at any primal feasible point is greater than or equal to the value of the
dual objective function at any dual feasible point. The following theorem states
this fact.
Theorem 2.1 ([14]) The relation
−∞ ≤ v(DG) ≤ v(PG) ≤ +∞ (2. 5)
always holds.
Because of the basic significance of this assertion we want to recall here its proof.
Proof. Let p∗ ∈ Rs. From (2. 4) we have
Φ∗(0, p∗) = sup
x∈Rn,
p∈Rs
{
0T x + p∗T p− Φ(x, p)
}
= sup
x∈Rn,
p∈Rs
{
p∗T p− Φ(x, p)
}
≥ sup
x∈Rn
{
p∗T 0− Φ(x, 0)
}
= sup
x∈Rn
{−Φ(x, 0)} ,
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which means that
−Φ∗(0, p∗) ≤ Φ(x, 0) = h(x), ∀x ∈ Rn, ∀ p∗ ∈ Rs,
and so, v(DG) ≤ v(PG). 
In order to apply the approach described above we introduce the function
h : Rn → R,
h(x) =


f(F˜ (x)), if g(G˜(x)) 5
R
k
+
0,
+∞, otherwise,
and therefore (P ) is rewritable as an optimization problem without constraints
(P ) inf
x∈Rn
h(x).
Since the perturbation function Φ : Rn × Rs → R satisfies Φ(x, 0) = h(x), for
each x ∈ Rn, the assumptions (2. 1) and (2. 2) imply that
Φ(x, 0) = f(F (x)), ∀x ∈ A (2. 6)
and
Φ(x, 0) = +∞, ∀x ∈ Rn \ A . (2. 7)
In the following we construct three different perturbation functions, the corre-
sponding dual problems to (P ) and we study the relations between their optimal
objective values.
2.1.2 The Lagrange dual problem
At first let us consider the perturbation function ΦL : R
n × Rk → R defined by
ΦL(x, q) =


f(F˜ (x)), if g(G˜(x)) 5
R
k
+
q,
+∞, otherwise,
with the perturbation variable q ∈ Rk. One may see that ΦL fulfills relations
(2. 6) and (2. 7). For its conjugate we have
Φ∗L(x
∗, q∗) = sup
x∈Rn, q∈Rk
{
x∗T x + q∗T q − ΦL(x, q)
}
= sup
x∈Rn, q∈Rk,
g(G˜(x)) 5
R
k
+
q
{
x∗T x + q∗T q − f(F˜ (x))
}
= sup
x∈X, q∈Rk,
g(G(x)) 5
R
k
+
q
{
x∗T x + q∗T q − f(F (x))
}
.
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In order to calculate this expression we introduce the variable a instead of q, by
a = q − g(G(x)) ∈ Rk+. This implies
Φ∗L(x
∗, q∗) = sup
x∈X, a∈Rk+
{
x∗T x + q∗T g(G(x)) + q∗T a− f(F (x))
}
= sup
x∈X
{
x∗T x + q∗T g(G(x))− f(F (x))
}
+ sup
a∈Rk+
{
q∗T a
}
=
{
sup
x∈X
{
x∗T x + q∗T g(G(x))− f(F (x))
}
, if q∗ ∈ −Rk+,
+∞, otherwise.
As we have seen, the dual of (P ) obtained by the perturbation function ΦL is
(DL) sup
q∗∈Rk
{−Φ∗L(0, q
∗)} .
Because
sup
q∗∈Rk
{−Φ∗L(0, q
∗)} = sup
q∗∈−Rk+
{
− sup
x∈X
{
q∗T g(G(x))− f(F (x))
}}
= sup
q∗∈−Rk+
inf
x∈X
{
−q∗T g(G(x)) + f(F (x))
}
,
denoting t := −q∗ ∈ Rk+, the dual becomes
(DL) sup
t∈Rk+
inf
x∈X
{
f(F (x)) + tT g(G(x))
}
. (2. 8)
The problem (DL) is actually the well-known Lagrange dual problem. Its
optimal objective value is denoted by v(DL) and Theorem 2.1 implies that
v(DL) ≤ v(P ). (2. 9)
2.1.3 The Fenchel dual problem
Let us consider the perturbation function ΦF : R
n × Rn × Rm → R given by
ΦF (x, p, q) =


f(F˜ (x + p) + q), if g(G˜(x)) 5
R
k
+
0,
+∞, otherwise,
with the perturbation variables p ∈ Rn and q ∈ Rm. The relations (2. 6) and
(2. 7) are also fulfilled and it holds
Φ∗F (x
∗, p∗, q∗) = sup
x, p∈Rn, q∈Rm
{
x∗T x + p∗T p + q∗T q − ΦF (x, p, q)
}
= sup
x, p∈Rn, x+p∈X,
q∈Rm, g(G˜(x)) 5
R
k
+
0
{
x∗T x + p∗T p + q∗T q − f(F˜ (x + p) + q)
}
.
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Introducing the new variables r = x + p ∈ X and a = F˜ (x + p) + q ∈ Rm, we
obtain
Φ∗F (x
∗, p∗, q∗) = sup
x, r∈X, a∈Rm,
g(G(x)) 5
R
k
+
0
{
x∗T x + p∗T r − p∗T x + q∗T a− q∗T F˜ (r)− f(a)
}
= sup
a∈Rm
{
q∗T a−f(a)
}
+sup
r∈X
{
p∗T r− q∗T F (r)
}
+sup
x∈A
{
(x∗− p∗)T x
}
= f ∗(q∗) +
(
q∗T F
)∗
X
(p∗) + sup
x∈A
{
(x∗− p∗)T x
}
.
Denoting p := p∗ and q := q∗, the dual problem of (P )
(DF ) sup
p∗∈Rn, q∗∈Rm
{−Φ∗F (0, p
∗, q∗)}
can be written as
(DF ) sup
p∈Rn, q∈Rm
{
−f ∗(q)−
(
qT F
)∗
X
(p) + inf
x∈A
pT x
}
.
Taking into consideration Remark 2.2, problem (DF ) is equivalent to
(DF ) sup
p∈Rn, q∈Rm
{
−f ∗(q)−
(
qT F
)∗
X
(p)− δ∗A(−p)
}
. (2. 10)
Let us call (DF ) the Fenchel dual problem and denote its optimal objective
value by v(DF ). Theorem 2.1 implies that
v(DF ) ≤ v(P ). (2. 11)
2.1.4 The Fenchel-Lagrange dual problem
Another dual problem can be obtained considering the perturbation function
ΦFL : R
n × Rn × Rm × Rn × Rl × Rk → R, defined by
ΦFL(x, p, q, p
′, q′, t) =


f(F˜ (x + p) + q), if g(G˜(x + p′) + q′) 5
R
k
+
t,
+∞, otherwise,
with the perturbation variables p, p′ ∈ Rn, q ∈ Rm, q′ ∈ Rl and t ∈ Rk.
ΦFL satisfies relations (2. 6) and (2. 7), therefore a dual problem to (P ) can be
introduced as
(DFL) sup
p∗, p′∗∈Rn, q∗∈Rm,
q′∗∈Rl, t∈Rk
{−Φ∗FL(0, p
∗, q∗, p′∗, q′∗, t∗)} .
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For the conjugate of ΦFL we have
Φ∗FL(x
∗, p∗, q∗, p′∗, q′∗, t∗) = sup
x, p, p′∈Rn, q∈Rm,
q′∈Rl, t∈Rk
{
x∗T x + p∗T p + q∗T q + p′∗T p′+
q′∗T q′ + t∗T t− ΦFL(x, p, q, p
′, q′, t)
}
= sup
x, p, p′∈Rn, q∈Rm, q′∈Rl,
t∈Rk, x+p∈X, x+p′∈X,
g(G(x+p′)+q′) 5
R
k
+
t
{
x∗T x + p∗T p+
q∗T q + p′∗T p′ + q′∗T q′ + t∗T t− f(F (x + p) + q)
}
.
Introducing the new variables r = x + p ∈ X, r′ = x + p′ ∈ X, a = F (x + p)
+q ∈ Rm, b = G(x + p′) + q′ ∈ Rl and c = t− g(G(x + p′) + q′) ∈ Rk+, we have
Φ∗FL(x
∗, p∗, q∗, p′∗, q′∗, t∗) = sup
x∈Rn, r, r′∈X,
a∈Rm, b∈Rl, c∈Rk+
{
x∗T x + p∗T r − p∗T x + q∗T a−
q∗T F (r) + p′∗T r′ − p′∗T x + q′∗T b− q′∗T G(r′) + t∗T c + t∗T g(b)− f(a)
}
=
sup
a∈Rm
{
q∗T a− f(a)
}
+ sup
b∈Rl
{
q′∗
T
b + t∗T g(b)
}
+ sup
r∈X
{
p∗T r − q∗T F (r)
}
+ sup
r′∈X
{
p′∗
T
r′ − q′∗
T
G(r′)
}
+ sup
x∈Rn
{
(x∗ − p∗ − p′∗)T x
}
+ sup
c∈Rk+
{
t∗T c
}
.
Because
sup
x∈Rn
{
−(p∗ + p′∗)T x
}
=
{
0, if p∗ + p′∗ = 0,
+∞, otherwise,
and
sup
c∈Rk+
{
t∗T c
}
=
{
0, if t∗ ∈ −Rk+,
+∞, otherwise,
follows that
Φ∗FL(0, p
∗, q∗, p′∗, q′∗, t∗) =

f ∗(q∗) +
(
−t∗T g
)∗
(q′∗) +
(
q∗T F
)∗
X
(p∗) +
(
q′∗T G
)∗
X
(p′∗), if p∗ + p′∗ = 0
and t∗ ∈ −Rk+,
+∞, otherwise.
Denoting p := p∗ = −p′∗, q := q∗, q′ := q′∗, t := −t∗, the dual is rewritable as
(DFL) sup
p∈Rn, q∈Rm,
q′∈Rl, t∈Rk+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
.
(2. 12)
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By Theorem 2.1 the weak duality
v(DFL) ≤ v(P ) (2. 13)
is also true, where v(DFL) is the optimal objective value of (DFL).
2.2 The relations between the optimal objective
values of the dual problems
In the previous section we have seen that the optimal objective values v(DL),
v(DF ) and v(DFL) of the dual problems (DL), (DF ) and (DFL), respectively,
are less than or equal to the optimal objective value v(P ) of the primal problem
(P ). Henceforth we are going to investigate the relations between the optimal
objective values of the three dual problems.
2.2.1 The general case
For the beginning we remain within the most general case, namely, without any
special assumptions concerning the set X or the functions f, F, g and G.
Proposition 2.1 The inequality v(DFL) ≤ v(DL) holds.
Proof. Let p ∈ Rn, q ∈ Rm, q′ ∈ Rl and t ∈ Rk+ be fixed. By the definition of
the conjugate function we have
−f ∗(q) = − sup
y∈Rm
{
qT y −f(y)
}
= inf
y∈Rm
{
f(y)− qT y
}
≤ inf
x∈X
{
f(F (x))− qT F (x)
}
,
−
(
tT g
)∗
(q′) = − sup
z∈Rl
{
q′T z − tT g(z)
}
= inf
z∈Rl
{
tT g(z)− q′T z
}
≤ inf
x∈X
{
tT g(G(x))− q′T G(x)
}
,
−
(
qT F
)∗
X
(p) = − sup
x∈X
{
pT x− qT F (x)
}
= inf
x∈X
{
qT F (x)− pT x
}
and
−
(
q′T G
)∗
X
(−p) = − sup
x∈X
{
−pT x− q′T G(x)
}
= inf
x∈X
{
q′T G(x) + pT x
}
.
Adding the inequalities from above we obtain
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p) ≤
inf
x∈X
{
f(F (x)) + tT g(G(x))
}
.
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By taking now the supremum over p ∈ Rn, q ∈ Rm, q′ ∈ Rl and t ∈ Rk+, we have
sup
p∈Rn, q∈Rm,
q′∈Rl, t∈Rk+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)− (q′G)∗X (−p)
}
≤ sup
t∈Rk+
inf
x∈X
{
f(F (x)) + tT g(G(x))
}
.
This is nothing but v(DFL) ≤ v(DL). 
Remark 2.3 We call the problems (DFL) and (DL) equivalent if the equality
v(DFL) = v(DL) is just fulfilled.
Proposition 2.2 The inequality v(DFL) ≤ v(DF ) holds.
Proof. Let p ∈ Rn and q′ ∈ Rl be fixed. For each t ∈ Rk+ we have
−
(
tT g
)∗
(q′)−
(
q′T G
)∗
X
(−p) = − sup
z∈Rl
{
q′T z − tT g(z)
}
− sup
x∈X
{
−pT x− q′T G(x)
}
≤ inf
x∈X
{
tT g(G(x))− q′T G(x)
}
+ inf
x∈X
{
q′T G(x) + pT x
}
≤ inf
x∈X
{
tT g(G(x)) + pT x
}
≤ inf
x∈A
{
tT g(G(x)) + pT x
}
≤ inf
x∈A
pT x = −δ∗A(−p). (2. 14)
The last two inequalities in (2. 14) hold because A ⊆ X and tT g(G(x)) ≤ 0 for
all x ∈ A. Additionally, let q be an arbitrary element of Rm. By adding first
−f ∗(q)−
(
qT F
)∗
X
(p) to both sides of (2. 14) and by taking then the supremum
over p ∈ Rn, q ∈ Rm, q′ ∈ Rl and t ∈ Rk+, we obtain
sup
p∈Rn, q∈Rm,
q′∈Rl, t∈Rk+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
≤ sup
p∈Rn, q∈Rm
{
−f ∗(q)−
(
qT F
)∗
X
(p)− δ∗A(−p)
}
,
which is nothing but v(DFL) ≤ v(DF ). 
Remark 2.4 Considering similar counterexamples like G. WANKA and R. I.
BOT¸ in [70], it can be shown that the inequalities in Proposition 2.1 and Propo-
sition 2.2 can be also strict. Moreover, in general, an ordering between v(DL)
and v(DF ) cannot be established.
Remark 2.5 We call the problems (DFL) and (DF ) equivalent if the equality
v(DFL) = v(DF ) is just fulfilled.
In the following, we are going to study the equivalence of the dual problems
(DL), (DF ) and (DFL). In order to do this, let us consider first some definitions
and preliminary results.
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Definition 2.5 The function f : Rm → R is called componentwise increasing, if
for x = (x1, ..., xm)
T , y = (y1, ..., ym)
T ∈ Rm where xi ≤ yi, i = 1, ...,m, follows
that f(x) ≤ f(y).
Proposition 2.3 If f : Rm → R is a componentwise increasing function, then
f ∗(q) = +∞ for all q ∈ Rm \ Rm+ .
Proof. Let q ∈ Rm \ Rm+ . Then there exists at least one i ∈ {1, ...,m} such that
qi < 0. But
f ∗(q) = sup
d∈Rm
{
qT d− f(d)
}
≥ sup
d=(0,...,di,...,0),
di∈R
{
qT d− f(d)
}
= sup
di∈R
{
qidi − f(0, ..., di, ..., 0)
}
≥ sup
di<0
{
qidi − f(0, ..., di, ...0)
}
≥ sup
di<0
{
qidi
}
− f(0, ..., 0) = +∞.
Therefore f ∗(q) = +∞, ∀ q ∈ Rm \ Rm+ . 
Proposition 2.4 Assume that X is a nonempty convex subset of Rn, Fi : X →
R, i = 1, ...,m, are convex functions and f : Rm → R is a convex and compo-
nentwise increasing function. Then f ◦ F˜ : Rn → R is convex.
Proof. We have to prove that for all x, y ∈ Rn and for all λ ∈ R, with 0 ≤ λ ≤ 1,(
f ◦ F˜
) (
λx + (1− λ)y
)
≤ λ
(
f ◦ F˜
)
(x) + (1− λ)
(
f ◦ F˜
)
(y). (2. 15)
If x, y ∈ X, then we have(
f ◦ F˜
) (
λx + (1− λ)y
)
= f
(
F
(
λx + (1− λ)y
))
≤ f
(
λF (x) + (1− λ)F (y)
)
≤ λ
(
f ◦ F
)
(x) + (1− λ)
(
f ◦ F
)
(y) = λ
(
f ◦ F˜
)
(x) + (1− λ)
(
f ◦ F˜
)
(y).
If either x /∈ X or y /∈ X, or both, we have either
(
f ◦ F˜
)
(x) = +∞ or(
f ◦ F˜
)
(y) = +∞, or both. So, the inequality (2. 15) holds again. 
Proposition 2.5 Assume that X is a nonempty convex subset of Rn, Gj : X →
R, j = 1, ..., l, are convex functions and gi : R
l → R, i = 1, ..., k, are convex
and componentwise increasing functions. Then gi ◦ G˜ : R
n → R, i = 1, ..., k, are
convex.
Proof. The proof is analogous to the proof of Proposition 2.4 . 
In what follows, we give three known theorems which will play an important
role in the sequel.
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Theorem 2.2 (cf. Theorem 16.4 in [53]) Let f1, ..., fn : R
m → R be proper
convex functions. If the sets ri(dom(fi)), i = 1, ..., n, have a point in common,
then (
n∑
i=1
fi
)∗
(p) = inf
{
n∑
i=1
f ∗i (pi) :
n∑
i=1
pi = p
}
,
where for each p ∈ Rm the infimum is attained.
The next theorem was given by Za˘linescu in [77] for locally convex spaces, in
the following we particularize and formulate it for Euclidean spaces.
Theorem 2.3 (cf. Theorem 2.8.10 in [77]) Let F = (F1, ..., Fm)
T with Fi :
R
n → R ∪ {+∞}, i = 1, ...,m, be convex functions and f : Rm → R ∪ {+∞}
be a convex and componentwise increasing function. If the image F (
m
∩
i=1
dom(Fi))
of the effective domain
m
∩
i=1
dom(Fi) contains an interior point of dom(f), then it
holds
(f ◦ F )∗(p) = inf
λ∈Rm+
{
f ∗(λ) +
(
λT F
)∗
(p)
}
,
where for each p ∈ Rn the infimum is attained.
In what follows let X be a nonempty subset of Rn, g : X → Rk a function
and (CQa) the constraint qualification
(CQa) ∃ x
′ ∈ ri(X) :
{
gi(x
′) ≤ 0, i ∈ La,
gi(x
′) < 0, i ∈ Na,
where
La :=
{
i ∈ {1, ..., k}
∣∣∣ gi : X → R is the restriction to X
of an affine function Hi : R
n → R
}
and
Na := {1, ..., k} \ La.
Let us consider the optimization problem
(Pa) inf
x∈Aa
f(x),
Aa =
{
x ∈ X : g(x) 5
R
k
+
0
}
,
and its well-known Lagrange dual
(Da) sup
t∈Rk+
inf
x∈X
{
f(x) + tT g(x)
}
,
where f : X → R and g : X → Rk are functions.
The next theorem gives us the strong Lagrange duality for the problems (Pa)
and (Da).
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Theorem 2.4 (cf. Theorem 5.7 in [15]) Assume that X is a nonempty convex
subset of Rn and f : X → R and g : X → Rk are convex functions. If v(Pa) >
−∞, and the constraint qualification (CQa) is fulfilled, then it holds
v(Pa) = v(Da)
and the dual problem (Da) has a solution.
2.2.2 The equivalence of the dual problems (DL) and (DFL)
In this subsection we assume that X is a convex subset, Fi : X → R, i =
1, ...,m, Gj : X → R, j = 1, ..., l, are convex functions and f : R
m → R, gi :
R
l → R, i = 1, ..., k, are convex and componentwise increasing functions. Under
these hypotheses we prove that the optimal objective values of the Lagrange and
the Fenchel-Lagrange dual problems are equal. According to Proposition 2.3 in
this case the dual (DFL) becomes (cf. (2. 12))
(DFL) sup
p∈Rn, q∈Rm+ ,
q′∈Rl+, t∈R
k
+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
.
Theorem 2.5 Assume that X ⊆ Rn is a nonempty convex subset, Fi : X →
R, i = 1, ...,m, Gj : X → R, j = 1, ..., l, are convex functions and f : R
m →
R, gi : R
l → R, i = 1, ..., k, are convex and componentwise increasing functions.
Then it holds
v(DL) = v(DFL).
Proof. Let t ∈ Rk+. By using the extended functions F˜ and G˜, introduced at the
beginning of this section, the infimum in the expression of the Lagrange dual is
rewritable as
inf
x∈X
{
f(F (x)) + tT g(G(x))
}
= inf
x∈Rn
{
f
(
F˜ (x)
)
+ tT g
(
G˜(x)
)}
=
inf
x∈Rn
{(
f ◦ F˜
)
(x) +
(
tT g ◦ G˜
)
(x)
}
= −
(
f ◦ F˜ + tT g ◦ G˜
)∗
(0).
Because ri
(
dom
(
f ◦ F˜
))
∩ ri
(
dom
(
tT g ◦ G˜
))
= ri(X) 6= ∅ and f ◦ F˜ , tT g ◦ G˜
are convex functions (cf. Proposition 2.4 and Proposition 2.5), Theorem 2.2
implies the existence of an element p¯ ∈ Rn such that
−
(
f ◦ F˜ + tT g ◦ G˜
)∗
(0) = − inf
p∈Rn
{(
f ◦ F˜
)∗
(p) +
(
tT g ◦ G˜
)∗
(−p)
}
= −
(
f ◦ F˜
)∗
(p¯)−
(
tT g ◦ G˜
)∗
(−p¯). (2. 16)
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Furthermore, since F˜
(
m
∩
i=1
dom
(
F˜i
))
∩ int
(
dom(f)
)
= F (X) ∩ Rm 6= ∅ and
G˜
(
l
∩
j=1
dom
(
G˜j
))
∩ int
(
dom
(
tT g
))
= G(X) ∩ Rl 6= ∅, by Theorem 2.3, there
exist some elements q¯ ∈ Rm+ and q¯
′ ∈ Rl+ such that(
f ◦ F˜
)∗
(p¯) = inf
q∈Rm+
{
f ∗(q) +
(
qT F˜
)∗
(p¯)
}
= f ∗(q¯) +
(
q¯T F˜
)∗
(p¯) (2. 17)
and (
tT g ◦ G˜
)∗
(−p¯) = inf
q′∈Rl+
{(
tT g
)∗
(q′) +
(
q′T G˜
)∗
(−p¯)
}
=
(
tT g
)∗
(q¯′) +
(
q¯′T G˜
)∗
(−p¯). (2. 18)
Finally, the relations (2. 16), (2. 17) and (2. 18) give us
inf
x∈X
{
f(F (x)) + tT g(G(x))
}
=
−f ∗(q¯)−
(
tT g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)−
(
q¯′T G
)∗
X
(−p¯),
which implies that v(DL) = v(DFL). 
Remark 2.6 We denoted here by ri(M) the relative interior of a set M and by
dom(h) = {x ∈ Rn : h(x) < +∞} the effective domain of a function h : Rn → R.
2.2.3 The equivalence of the dual problems (DF ) and (DFL)
The aim of this section is to investigate some sufficient conditions in order to
ensure the equality between the optimal objective values of the duals (DF ) and
(DFL), i.e. their equivalence.
Therefore we consider a constraint qualification, but first, let us divide the
index set {1, ..., k} into two subsets,
L :=
{
i ∈ {1, ..., k}
∣∣∣ gi ◦G : X → R is the restriction to X of an
affine function Hi : R
n → R
}
and N := {1, ..., k} \ L. The constraint qualification follows
(CQ) ∃ x′ ∈ ri(X) :
{
gi(G(x
′)) ≤ 0, i ∈ L,
gi(G(x
′)) < 0, i ∈ N.
Next we assume that the constraint qualification (CQ) is fulfilled and, more-
over, that X is a convex set, Gj : X → R, j = 1, ..., l, are convex functions and
that gi : R
l → R, i = 1, ..., k, are convex and componentwise increasing functions.
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These will imply the equality of the optimal objective values of (DF ) and (DFL).
Let us mention that under these hypotheses (DFL) becomes (cf. Proposition 2.3)
(DFL) sup
p∈Rn, q∈Rm,
q′∈Rl+, t∈R
k
+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
.
Theorem 2.6 Assume that X ⊆ Rn is a nonempty convex subset, Gj : X →
R, j = 1, ..., l, are convex functions, gi : R
l → R, i = 1, ..., k, are convex
and componentwise increasing functions and the constraint qualification (CQ) is
fulfilled. Then it holds
v(DF ) = v(DFL).
Proof. Let p ∈ Rn be arbitrary. If inf
x∈A
pT x = −∞, then the relation
inf
x∈A
pT x = sup
t∈Rk+ inf
x∈X
{
pT x + tT g(G(x))
}
holds trivially (the right hand side is smaller than or equal to the left hand side).
Else, we can apply Theorem 2.4 (with f(x) := pT x) and the equality holds either.
Now, let inf
x∈A
pT x be finite. By Theorem 2.4 there is
inf
x∈A
pT x = sup
t∈Rk+
inf
x∈X
{
pT x + tT g(G(x))
}
and the supremum is attained. Applying again Theorem 2.2 it follows that
inf
x∈X
{
pT x +
(
tT g ◦G
)
(x)
}
= inf
x∈Rn
{
pT x +
(
tT g ◦ G˜
)
(x)
}
=
−
(
〈p, ·〉+ tT g ◦ G˜
)∗
(0) = − inf
u∈Rn
{
〈p, ·〉∗(u) +
(
tT g ◦ G˜
)∗
(−u)
}
,
where the infimum is attained. We use here the usual notation 〈p, x〉 := pT x. On
the other hand, Theorem 2.3 gives us(
tT g ◦ G˜
)∗
(−u) = inf
q′∈Rl+
{(
tT g
)∗
(q′) +
(
q′T G˜
)∗
(−u)
}
,
where the infimum is attained, and so
inf
x∈A
pT x = sup
u∈Rn, q′∈Rl+,
t∈Rk+
{
−〈p, ·〉∗(u)−
(
tT g
)∗
(q′)−
(
q′T G˜
)∗
(−u)
}
.
Since
〈p, ·〉∗(u) =
{
0, if u = p,
+∞, otherwise,
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and −δ∗A(−p) = inf
x∈A
pT x we have
−δ∗A(−p) = sup
q′∈Rl+, t∈R
k
+
{
−
(
tT g
)∗
(q′)−
(
q′T G˜
)∗
(−p)
}
= sup
q′∈Rl+, t∈R
k
+
{
−
(
tT g
)∗
(q′)−
(
q′T G
)∗
X
(−p)
}
. (2. 19)
By adding −f ∗(q) −
(
qT F
)∗
X
(p) to both sides of relation (2. 19) and by taking
the supremum over p ∈ Rn and q ∈ Rm we obtain
sup
p∈Rn, q∈Rm
{
−f ∗(q)−
(
qT F
)∗
X
(p)− δ∗A(−p)
}
=
sup
p∈Rn, q∈Rm,
q′∈Rl+, t∈R
k
+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
,
which is nothing but v(DF ) = v(DFL). 
2.3 Strong duality and optimality conditions
2.3.1 Strong duality for (DL), (DF ) and (DFL)
In the previous subsections we have presented some conditions which ensure the
equality of the optimal objective values between the Lagrange and the Fenchel-
Lagrange and between the Fenchel and the Fenchel-Lagrange dual problems, re-
spectively. Combining the hypotheses of Theorems 2.5 and Theorem 2.6 it follows
the equality of the optimal objective values of these three duals. Under the same
conditions it can be proved that the optimal objective values of the duals are also
equal to v(P ). In case that v(P ) is finite, results the strong duality.
Theorem 2.7 Assume that X ⊆ Rn is a nonempty convex subset, Fi : X →
R, i = 1, ...,m, Gj : X → R, j = 1, ..., l, are convex functions, f : R
m → R, gi :
R
l → R, i = 1, ..., k, are convex, componentwise increasing functions and the
constraint qualification (CQ) is fulfilled. Then it holds
v(P ) = v(DL) = v(DF ) = v(DFL).
Provided v(P ) > −∞, the duals have optimal solutions.
Proof. By Theorem 2.5 and Theorem 2.6 we obtain
v(DL) = v(DF ) = v(DFL). (2. 20)
2.3 STRONG DUALITY AND OPTIMALITY CONDITIONS 31
Because A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
6= ∅, it holds v(P ) ∈ [−∞, +∞). If
v(P ) = −∞, then the weak duality together with (2. 20) give us
v(DL) = v(DF ) = v(DFL) = −∞ = v(P ).
Suppose now that −∞ < v(P ) < +∞. Because the constraint qualification
(CQ) is fulfilled, Theorem 2.4 states the existence of a t¯ ∈ Rk+ such that the
strong Lagrange duality holds, namely
v(P ) = sup
t∈Rk+
inf
x∈X
{
f(F (x)) + tT g(G(x))
}
= inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
= v(DL). (2. 21)
Therefore,
v(P ) = v(DL) = v(DF ) = v(DFL), (2. 22)
and t¯ ∈ Rk+ is an optimal solution to the Lagrange dual (DL).
As in the proof of Theorem 2.5 we obtain easily that the infima in the relations
(2. 16), (2. 17) and (2. 18) are attained and so, there exist p¯ ∈ Rn, q¯ ∈ Rm+ and
q¯′ ∈ Rl+ such that
v(P ) = inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
= sup
p∈Rn, q∈Rm+ ,
q′∈Rl+
{
−f ∗(q)−
(
t¯T g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
= −f ∗(q¯)−
(
t¯T g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)−
(
q¯′T G
)∗
X
(−p¯) = v(DFL).
Therefore (p¯, q¯, q¯′, t¯) is an optimal solution to (DFL).
It remains to show that (p¯, q¯) is actually an optimal solution to the Fenchel dual
(DF ). The relations (2. 14) and (2. 22) imply that
v(DFL) = −f
∗(q¯)−
(
t¯T g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)−
(
q¯′T G
)∗
X
(−p¯)
≤ −f ∗(q¯)−
(
q¯T F
)∗
X
(p¯)− δ∗A(−p¯)
≤ sup
p∈Rn,
q∈Rm
{
−f ∗(q)−
(
qT F
)∗
X
(p)− δ∗A(−p)
}
= v(DF ) ≤ v(P ),
and so, because of v(P ) = v(DFL) = v(DF ), there is
v(P ) = −f ∗(q¯)−
(
t¯T g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)−
(
q¯′T G
)∗
X
(−p¯)
= −f ∗(q¯)−
(
q¯T F
)∗
X
(p¯)− δ∗A(−p¯) = v(DF ),
which states that (p¯, q¯) is an optimal solution to (DF ). 
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2.3.2 Optimality conditions
In what follows we present for each of the three presented dual problems (DL),
(DF ) and (DFL) the necessary and sufficient optimality conditions for the primal
and the dual problems. Let us begin with the optimality conditions that are
based on the Lagrange dual.
Theorem 2.8 (a) Let the assumptions of Theorem 2.7 be fulfilled and let x¯ be an
optimal solution to (P ). Then there exists an element t¯ ∈ Rk+, optimal solution
to (DL), such that the following optimality conditions are satisfied
(i) f(F (x¯)) = inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
,
(ii) t¯T g(G(x¯)) = 0.
(b) Let x¯ be admissible to (P ) and t¯ be admissible to (DL), satisfying (i) and (ii).
Then x¯ is an optimal solution to (P ), t¯ is an optimal solution to (DL) and strong
duality holds.
Proof.
(a) By Theorem 2.7, there exists an element t¯ ∈ Rk+, optimal solution to (DL),
such that
f(F (x¯)) = v(P ) = v(DL) = inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
. (2. 23)
As one may see, the equality (2. 23) is equivalent to the following one
f(F (x¯)) + t¯T g(G(x¯))− inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
− t¯T g(G(x¯)) = 0. (2. 24)
x¯ and t¯ being admissible to (P ) and (DL), respectively, it follows that t¯
T g(G(x¯)) ≤
0, and, because f(F (x¯))+ t¯T g(G(x¯))− inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
≥ 0, equation
(2. 24) implies relations (i) and (ii).
(b) By (i) and (ii), we obtain that
v(DL) ≥ inf
x∈X
{
f(F (x)) + t¯T g(G(x))
}
= f(F (x¯)) ≥ v(P ),
which together with Theorem 2.1 assures the strong duality between (P ) and
(DL). 
In the following theorem we formulate the optimality conditions based on the
Fenchel dual problem.
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Theorem 2.9 (a) Let the assumptions of Theorem 2.7 be fulfilled and let x¯ be
an optimal solution to (P ). Then there exists a tuple (p¯, q¯) ∈ Rn × Rm, optimal
solution to (DF ), such that the following optimality conditions are satisfied
(i) f(F (x¯)) + f ∗(q¯) = q¯T F (x¯),
(ii) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii) δ∗A(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P ) and (p¯, q¯) be admissible to (DF ), satisfying (i),
(ii) and (iii). Then x¯ is an optimal solution to (P ), (p¯, q¯) is an optimal solution
to (DF ) and strong duality holds.
Proof.
(a) Analogously to the proof above, by Theorem 2.7, there exists a tuple (p¯, q¯) ∈
R
n × Rm, optimal solution to (DF ), such that
f(F (x¯)) = v(P ) = v(DF ) = −f
∗(q¯)−
(
q¯T F
)∗
X
(p¯)− δ∗A(−p¯). (2. 25)
This equality is equivalent to
f(F (x¯)) + f ∗(q¯)− q¯T F (x¯) + q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯)− p¯T x¯ + p¯T x¯ + δ∗A(−p¯) = 0.
(2. 26)
Because of the Young-Fenchel inequality, which is expressing that for a function
h : Rm → R,
h(x) + h∗(x∗) ≥ x∗T x, for all x ∈ Rm, (2. 27)
and in case h : X → R, with X ⊆ Rm,
h(x) + h∗X(x
∗) ≥ x∗T x, for all x ∈ X, (2. 28)
we have
f(F (x¯)) + f ∗(q¯)− q¯T F (x¯) ≥ 0 (2. 29)
and
q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯)− p¯T x¯ ≥ 0. (2. 30)
Because p¯T x¯ + δ∗A(−p¯) ≥ 0, equality (2. 26) together with relations (2. 29) and
(2. 30) imply the optimality conditions (i), (ii) and (iii).
(b) By (i), (ii) and (iii) we obtain first equation (2. 26) and then by means of
Theorem 2.1 the equation (2. 25) which proves the assertion. 
The last theorem of this subsection gives us the optimality conditions using
the Fenchel-Lagrange dual problem.
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Theorem 2.10 (a) Let the assumptions of Theorem 2.7 be fulfilled and let x¯ be
an optimal solution to (P ). Then there exists a tuple (p¯, q¯, q¯ ′, t¯) ∈ Rn × Rm ×
R
l×Rk+, optimal solution to (DFL), such that the following optimality conditions
are satisfied
(i) f(F (x¯)) + f ∗(q¯) = q¯T F (x¯),
(ii) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii) t¯T g(G(x¯)) +
(
t¯T g
)∗
(q¯′) = q¯′T G(x¯),
(iv) q¯′T G(x¯) +
(
q¯′T G
)∗
X
(−p¯) = (−p¯)T x¯,
(v) t¯T g(G(x¯)) = 0.
(b) Let x¯ be admissible to (P ) and (p¯, q¯, q¯′, t¯) be admissible to (DFL), satisfying
(i), (ii), (iii), (iv) and (v). Then x¯ is an optimal solution to (P ), (p¯, q¯, q¯ ′, t¯) is
an optimal solution to (DFL) and strong duality holds.
Proof.
(a) By Theorem 2.7, there exists a tuple (p¯, q¯, q¯′, t¯) ∈ Rn×Rm×Rl×Rk+, solution
to (DFL), such that
f(F (x¯)) = v(P ) = v(DFL) = −f
∗(q¯)−
(
t¯T g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)− (q¯′G)
∗
X (−p¯).
(2. 31)
Equality (2. 31) is equivalent to{
f(F (x¯)) + f ∗(q¯)− q¯T F (x¯)
}
+
{
t¯T g(G(x¯)) +
(
t¯T g
)∗
(q¯′)− q¯′T G(x¯)
}
+
{
q¯T F (x¯)+(
q¯T F
)∗
X
(p¯)− p¯T x¯
}
+
{
q¯′T G(x¯) +
(
q¯′T G
)∗
X
(−p¯)− (−p¯)T x¯
}
+
{
−t¯T g(G(x¯))
}
= 0.
(2. 32)
According to the Young-Fenchel inequality
f(F (x¯)) + f ∗(q¯)− q¯T F (x¯) ≥ 0,
t¯T g(G(x¯)) +
(
t¯T g
)∗
(q¯′)− q¯′T G(x¯) ≥ 0,
q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯)− p¯T x¯ ≥ 0,
q¯′T G(x¯) +
(
q¯′T G
)∗
X
(−p¯)− (−p¯)T x¯ ≥ 0,
and because t¯ ∈ Rk+ and x¯ ∈ A, it follows that −t¯
T g(G(x¯)) ≥ 0, and so, equation
(2. 32) together with the inequalities from above implies relations (i), (ii), (iii),
(iv), and (v).
(b) By (i), (ii), (iii), (iv) and (v), we obtain that
v(DFL) ≥ −f
∗(q¯)−
(
t¯T g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)−
(
q¯′T G
)∗
X
(−p¯) = f(F (x¯)) ≥ v(P ),
which together with Theorem 2.1 assures the strong duality between (P ) and
(DFL). 
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2.4 Special cases
In the last part of this chapter we intend to investigate some special cases of the
original problem (P ) and its duals and show how the duality concepts introduced
above generalize some results obtained in the past.
2.4.1 The classical optimization problem with inequality
constraints and its dual problems
Let X ⊆ Rn be a nonempty set and F : X → R, G = (G1, ..., Gk)
T , Gi : X →
R, i = 1, ..., k, be given functions. We consider the constrained optimization
problem
(P ′) inf
x∈A′
F (x),
where
A′ =
{
x ∈ X : G(x) 5
R
k
+
0
}
.
One may observe that (P ′) is a particular case of the original problem (P ), that
means, it can be obtained from (P ) by taking the functions f : R → R, F :
X → R, G = (G1, ..., Gk)
T : X → Rk and g = (g1, ..., gk)
T : Rk → Rk, such that
f(x) = x for all x ∈ R and gi(y) = yi for all y ∈ R
k and i = 1, ..., k. Let us notice
that f and gi, i = 1, ..., k, are convex and componentwise increasing functions. In
what follows, by deriving from the duals introduced for (P ) corresponding dual
problems for (P ′), we present how the results obtained in the previous subsections
can be applied in this case.
Because of
f ∗(q) = sup
x∈R
{qT x− f(x)} = sup
x∈R
{(q − 1)x} =
{
0, if q = 1,
+∞, otherwise,
(2. 33)
(
tT g
)∗
(q′) = sup
y∈Rk
{
q′T y − tT g(y)
}
= sup
y∈Rk
{
q′T y − tT y
}
= sup
y∈Rk
{
(q′ − t)T y
}
=
{
0, if q′ = t,
+∞, otherwise,
(2. 34)
and (
q′
T
G
)∗
X
(−p) =
(
tT G
)∗
X
(−p) = sup
x∈X
{
−pT x− tT G(x)
}
= − inf
x∈X
{
pT x + tT G(x)
}
, (2. 35)
the three dual problems turn out to be
(D′L) sup
t∈Rk+
inf
x∈X
{
F (x) + tT G(x)
}
, (2. 36)
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(D′F ) sup
p∈Rn
{−F ∗X(p)− δ
∗
A′(−p)} , (2. 37)
and
(D′FL) sup
p∈Rn, t∈Rk+
{
−F ∗X(p) + inf
x∈X
{
pT x + tT G(x)
}}
. (2. 38)
We note that the constraint qualification (CQ) becomes in this case
(CQ′) ∃ x′ ∈ ri(X) :
{
Gi(x
′) ≤ 0, i ∈ L,
Gi(x
′) < 0, i ∈ N,
where
L :=
{
i ∈ {1, ..., k}
∣∣∣ Gi : X → R is the restriction to X of an
affine function Hi : R
n → R
}
and N := {1, ..., k} \ L.
The theorems 2.5, 2.6 and 2.7 turn out to be the following results.
Theorem 2.11 Assume that X ⊆ Rn is a nonempty convex subset and F : X →
R, Gj : X → R, j = 1, ..., k, are convex functions. Then it holds
v(D′L) = v(D
′
FL).
Theorem 2.12 Assume that X ⊆ Rn is a nonempty convex subset, Gj : X →
R, j = 1, ..., k, are convex functions and the constraint qualification (CQ′) is
fulfilled. Then it holds
v(D′F ) = v(D
′
FL).
Theorem 2.13 Assume that X ⊆ Rn is a nonempty convex subset, F : X →
R, Gj : X → R, j = 1, ..., k, are convex functions and the constraint qualification
(CQ′) is fulfilled. Then it holds
v(P ′) = v(D′L) = v(D
′
F ) = v(D
′
FL).
Provided v(P ′) > −∞, the duals have optimal solutions.
The following results, derived from the theorems 2.8, 2.9 and 2.10, respec-
tively, provide us the necessary and sufficient optimality conditions for the primal
and the corresponding dual problems. Let us start with the optimality conditions
coming from the Lagrange dual (D′L).
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Theorem 2.14 (a) Let the assumptions of Theorem 2.13 be fulfilled and let x¯
be an optimal solution to (P ′). Then there exists an element t¯ ∈ Rk+, optimal
solution to (D′L), such that the following optimality conditions are satisfied
(i) F (x¯) = inf
x∈X
{
F (x) + t¯T G(x)
}
,
(ii) t¯T G(x¯) = 0.
(b) Let x¯ be admissible to (P ′) and t¯ be admissible to (D′L), satisfying (i) and
(ii). Then x¯ is an optimal solution to (P ′), t¯ is an optimal solution to (D′L) and
strong duality holds.
The next theorem gives us the optimality conditions to be based on the
Fenchel dual (D′F ).
Theorem 2.15 (a) Let the assumptions of Theorem 2.13 be fulfilled and let x¯
be an optimal solution to (P ′). Then there exists an element p¯ ∈ Rn, optimal
solution to (D′F ), such that the following optimality conditions are satisfied
(i) F (x¯) + F ∗X(p¯) = p¯
T x¯,
(ii) δ∗A′(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P ′) and p¯ be admissible to (D′F ), satisfying (i) and
(ii). Then x¯ is an optimal solution to (P ′), p¯ is an optimal solution to (D′F ) and
strong duality holds.
Finally, let us formulate the optimality conditions using the Fenchel-Lagrange
dual (D′FL).
Theorem 2.16 (a) Let the assumptions of Theorem 2.13 be fulfilled and let x¯ be
an optimal solution to (P ′). Then there exists a tuple (p¯, t¯) ∈ Rn × Rk+, optimal
solution to (D′FL), such that the following optimality conditions are satisfied
(i) F (x¯) + F ∗X(p¯) = p¯
T x¯,
(ii) inf
x∈X
{
p¯T x¯ + t¯T G(x)
}
= p¯T x¯,
(iii) t¯T G(x¯) = 0.
(b) Let x¯ be admissible to (P ′) and (p¯, t¯) be admissible to (D′FL), satisfying (i),
(ii) and (iii). Then x¯ is an optimal solution to (P ′), (p¯, t¯) is an optimal solution
to (D′FL) and strong duality holds.
Remark 2.7 The statements from above turn out to coincide with the results
obtained by G. WANKA and R. I. BOT¸ in [70].
Remark 2.8 In [4] R. I. BOT¸, G. KASSAY and G. WANKA gave some relations
between the optimal objective values of (D′L), (D
′
F ) and (D
′
FL) as well as strong
duality results for a class of generalized convex programming problems.
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2.4.2 The optimization problem without constraints
Let X be a nonempty subset of Rn and F = (F1, ..., Fm)
T , Fi : X → R, i =
1, ...,m, be given functions. As a second special case of our original problem (P ),
let us consider the non-constrained optimization problem
(P ′′) inf
x∈X
f(F (x)).
This problem was already treated in detail by R. I. BOT¸ and G. WANKA in [5]
and by G. WANKA, R. I. BOT¸ and E. VARGYAS in [72]. Our intention hereby is
to show how the results obtained by the authors in the mentioned papers can be
derived from the composed problem (P ). Therefore, let us observe that (P ′′) can
be directly obtained from (P ), by taking in the original problem the functions
F = (F1, ..., Fm)
T , Fi : X → R, i = 1, ...,m, G = (G1, ..., Gl)
T , Gj : X →
R, j = 1, ..., l, f : Rm → R and g = (g1, ..., gk)
T , gi : R
l → R, i = 1, ..., k, such
that gi(y) = 0, i = 1, ..., k, for all y ∈ R
l.
In order to deduce the results obtained by the authors in [5] and [72] we
examine only the Fenchel-Lagrange dual problem
(DFL) sup
p∈Rn, q∈Rm,
q′∈Rl, t∈Rk+
{
−f ∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
.
Because of
(
tT g
)∗
(q′) = (0)∗ (q′) = sup
y∈Rl
{
yT q′
}
=
{
0, if q′ = 0,
+∞, otherwise,
and 0∗X(−p) = − inf
x∈X
pT x = δ∗X(−p), the Fenchel-Lagrange dual problem becomes
(D′′FL) sup
p∈Rn, q∈Rm
{
−f ∗(q)−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
. (2. 39)
Let us give now the strong duality theorem and the optimality conditions for
(P ′′) and its Fenchel-Lagrange dual (D′′FL).
Theorem 2.17 Assume that X ⊆ Rn is a nonempty convex subset, f : Rm → R
is a convex and componentwise increasing function, F = (F1, ..., Fm)
T , and Fi :
X → R, i = 1, ...,m, are convex functions. Then it holds
v(P ′′) = v(D′′FL).
Provided that v(P ′′) > −∞, the strong duality holds, i.e. the optimal objective
values of the primal and the dual problem coincide and the dual has an optimal
solution.
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Theorem 2.18 (a) Let the assumptions of Theorem 2.17 be fulfilled and let x¯ be
an optimal solution to (P ′′). Then there exists a tuple (p¯, q¯) ∈ Rn ×Rm, optimal
solution to (D′′F ), such that the following optimality conditions are satisfied
(i) f(F (x¯)) + f ∗(q¯) = q¯T F (x¯),
(ii) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii) δ∗X(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P ′′) and (p¯, q¯) be admissible to (D′′F ), satisfying (i),
(ii) and (iii). Then x¯ is an optimal solution to (P ′′), (p¯, q¯) is an optimal solution
to (D′′F ) and strong duality holds.
Proof. The optimality conditions can be derived in this special case from The-
orem 2.10. 
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Chapter 3
Location problems
Location problems play an important role in a lot of fields of applications, as they
appear in many areas such as transportation planning, industrial engineering,
telecommunication, computer science, etc. The aims of these problems are to
locate some items, to optimize transportation costs, to minimize covered distances
and so on. A lot of research has been carried out in location analysis. Among the
large number of papers and books dealing with them we mention [5], [11], [12],
[17], [23], [24], [27], [41], [43], [45], [46], [50], [52], [56], [71] and [72].
The most common model is the classical single facility location problem which
is concerned with finding of a point in a real normed space X in order to minimize
some function depending on the distances to a finite number of given points
(existing facilities). When applying this model to real world problems, two primal
questions arise:
(1) What kind of distances should be used in the model?
(2) Why do we have to consider points as existing facilities?
In general, to determine the distances different kinds of norms are used. For the
existing facilities instead of points one could consider set of points, but in this
case one cannot use anymore the natural distance induced by a norm. Therefore,
a new decision has to be made before, namely, one measures the distances to the
closest points in the sets. For this distance-interpretation one has to consider
the concept of infimal distances to sets, so-called gauges. In the past most of
the references concerning location problems have considered distances induced
by norms, but recently there have been published some papers that consider the
use of gauges. This approach has the advantage that it leads to more general
models, for example to model situations where the symmetry property of a norm
does not make sense. For an overview on the location of extensive facilities see
[17], [45], [56] and [65].
Through this work we use the distance-interpretation from above, but we
mention that in the literature there are also other ones. For instance, interpreta-
tions which take into account the average behavior, so that any point in the set
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is visited according to a probability distribution. For a larger review of these see
[11] and [51].
3.1 Duality for location problems
3.1.1 Motivation
Although many papers on location problems have been published, there are only
a few which treat these problems via duality, most of them being concerned with
a geometrical characterization of the set of optimal solutions. Our purpose in
this section is to show the usefulness of the conjugate duality in location theory.
In order to do this we consider first a quite general location problem, where the
distances are given by monotonic gauges. Using some results of the previous
chapter, we construct a dual problem to it, prove the strong duality between
them and give the optimality conditions.
As known, under certain conditions, the gauges turn out to be norms and
because the problems where the distances are given by several norms play an
important role in location analysis, we study also the problem with monotonic
norms.
The last part of this chapter was actually inspired by a paper of Y. HINOJOSA
and J. PUERTO [27], in which the authors introduced a location problem, where
the distances were measured by gauges of closed (not necessarily bounded) convex
sets. For this problem the authors obtained a geometrical characterization of the
set of optimal solutions and gave some methods to solve it. Finding out that this
problem can be embedded in our general location model, we solve it via duality.
Finally, as applications of it, the Weber and minmax problems with gauges of
closed convex sets are considered.
3.1.2 Notations and preliminaries
In this first section we provide some definitions and preliminary results that we
shall use in the sequel.
Definition 3.1 Let C ⊆ Rm be a closed convex set containing the origin. The
function γC defined by
γC(x) := inf
{
α > 0 : x ∈ αC
}
is called the gauge of C (or the Minkowski functional associated to C). The set
C is called the unit ball associated with γC. As usual, we set γC(x) := +∞, if
there is no α > 0 such that x ∈ αC.
Recall that γC is a monotonic gauge on R
m (cf. [2]), if
∀ u, v ∈ Rm, s. t. |ui| ≤ |vi|, i, ...,m, ⇒ γC(u) ≤ γC(v).
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Definition 3.2 Let C ⊆ Rm be a closed convex set containing the origin. The
set given by
C0 = {y ∈ Rm : xT y ≤ 1, ∀x ∈ C}
is called the polar set of C.
Remark 3.1 C0 is a closed convex set containing the origin.
Definition 3.3 Let C ⊆ Rm be a convex set. The function σC given by
σC(y) := sup{x
T y : x ∈ C}
is called the support function of C.
Proposition 3.1 ([28]) Let C be a closed convex set containing the origin. Then
(i) its gauge γC is a non-negative closed sublinear function,
(ii) {x ∈ Rm : γC(x) ≤ r} = rC, for all r > 0.
Proposition 3.2 ([28]) Let C be a closed convex set containing the origin. Its
gauge γC is the support function of the set C
0, namely
γC(x) = σC0(x) = sup{x
T y : y ∈ C0}.
Lemma 3.1 ([28]) Let C be a closed convex set containing the origin. Its support
function σC is the gauge of C
0 and is denoted by γC0, i.e.
σC(y) = γC0(y) = inf
{
α > 0 : y ∈ αC0
}
.
Proposition 3.3 The conjugate function γ∗C : R
m → R ∪ {+∞} of γC verifies
γ∗C(y) =
{
0, if y ∈ C0,
+∞, otherwise,
where C0 is the polar set of C.
Proof. By the definition of the conjugate function of γC(x) we get
γ∗C(y) = sup
x∈Rm
{
yT x− γC(x)
}
= sup
x∈Rm
{
yT x− inf
{
α > 0 : x ∈ αC
}}
= sup
x∈Rm
{
yT x + sup
α>0,
x∈αC
(−α)
}
= sup
α>0,
x∈αC
{
yT x− α
}
= sup
α>0,
z∈C
{
yT (αz)− α
}
= sup
α>0
α
{
sup
z∈C
{
yT z − 1
}}
=
{
0, if y ∈ C0,
+∞, otherwise. 
Remark 3.2 By Proposition 3.1 and Remark 3.1 the fact that y ∈ C0 is
equivalent to the inequality γC0(y) ≤ 1, so, one can write
γ∗C(y) =
{
0, if γC0(y) ≤ 1,
+∞, otherwise.
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3.1.3 The composed problem with monotonic gauges
Let us consider the following location problem
(P γC ) inf
x∈X
γ+C (F (x)),
where X is a nonempty subset of Rn, γC : R
m → R is a monotonic gauge of a
closed convex set C containing the origin, γ+C : R
m → R, γ+C (t) := γC(t
+), with
t+ = (t+1 , ..., t
+
m)
T and t+i = max{0, ti}, i = 1, ...,m, and F = (F1, ..., Fm)
T : X →
R
m is a vector-valued function. As one can see, this problem is a particular case
of the composed optimization problem (P ′′), which we studied at the end of the
previous section. Before we construct a dual problem to it, let us formulate some
properties of the function γ+C and of its conjugate (γ
+
C )
∗.
Proposition 3.4 The function γ+C : R
m → R is convex and componentwise in-
creasing.
Proof. First, let us point out that the function (·)+ : Rm → Rm+ , defined by
t+ = (t+1 , ..., t
+
m)
T for t ∈ Rm, is convex. This means that, for u, v ∈ Rm and
α ∈ [0, 1], it holds
(αu + (1− α)v)+ 5
R
m
+
αu+ + (1− α)v+.
Here, ” 5
R
m
+
” is the ordering induced on Rm by the cone of non-negative elements
R
m
+ . By the positive sublinearity and monotonicity of the gauge γC , we have for
u, v ∈ Rm and α ∈ [0, 1], that
γ+C (αu + (1− α)v) = γC((αu + (1− α)v)
+) ≤ γC(αu
+ + (1− α)v+)
≤ αγC(u
+) + (1− α)γC(v
+) = αγ+C (u) + (1− α)γ
+
C (v),
which means that the function γ+C is convex.
In order to prove that γ+C is componentwise increasing, let u, v ∈ R
m be
such that ui ≤ vi, i = 1, ...,m. It follows u
+
i ≤ v
+
i , which implies that |u
+
i | ≤
|v+i |, i = 1, ...,m. γC being a monotonic gauge, we have γC(u
+) ≤ γC(v
+), where
u+ = (u+1 , ..., u
+
m)
T , v+ = (v+1 , ..., v
+
m)
T or, equivalently, γ+C (u) ≤ γ
+
C (v).
Hence the function γ+C is componentwise increasing. 
By the approach described in Chapter 2, the Fenchel-Lagrange dual problem
to (P γC ) is
(DγCFL) sup
p∈Rn, q∈Rm
{
−(γ+C )
∗(q)−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
.
Proposition 3.5 The conjugate function (γ+C )
∗ : Rm → R∪{+∞} of γ+C verifies
(γ+C )
∗(q) =
{
0, if q ∈ Rm+ and γC0(q) ≤ 1,
+∞, otherwise,
where γC0 is the gauge of the polar set C
0.
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Proof. For q ∈ Rm \ Rm+ the assertion is a consequence of Proposition 2.3 and
Proposition 3.4.
Let q ∈ Rm+ . For t ∈ R
m, we have |ti| ≥ |t
+
i |, i = 1, ...,m, which implies that
γC(t) ≥ γC(t
+) = γ+C (t) and
γ∗C(q) = sup
t∈Rm
{qT t− γC(t)} ≤ sup
t∈Rm
{qT t− γ+C (t)} = (γ
+
C )
∗(q).
On the other hand, for the conjugate of the gauge γC we have the following
formula (see Remark 3.2)
γ∗C(q) = sup
t∈Rm
{qT t− γC(t)} =
{
0, if γC0(q) ≤ 1,
+∞, otherwise.
If γC0(q) > 1, we have that +∞ = γ
∗
C(q) ≤ (γ
+
C )
∗(q). From here, (γ+C )
∗(q) = +∞.
Let be now γC0(q) ≤ 1. Because q = 0, it follows that q
T t ≤ qT t+, for every
t ∈ Rm. Furthermore, by Proposition 3.1, from γC0(q) ≤ 1 it follows that q ∈ C
0
and then by Proposition 3.2 we obtain that qT t+ ≤ γC(t
+). By these inequalities
together with Proposition 3.3 we obtain for the conjugate function of γ+C
0 ≤ γ∗C(q) ≤ (γ
+
C )
∗(q) = sup
t∈Rm
{qT t− γC(t
+)} ≤ sup
t∈Rm
{qT t+ − γC(t
+)} ≤ 0.
Consequently, there is (γ+C )
∗(q) = 0 and the proposition is proved. 
By the proposition from above, the dual of (P γC ) has the following formulation
(DγCFL) sup
p∈Rn, q∈Rm+ ,
γ
C0 (q)≤1
{
−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
, (3. 1)
which is nothing but the dual problem obtained by the authors in [5] and [72] as
a theoretical framework for some locations problems.
The following theorems provide us the strong duality and the optimality con-
ditions for (P γC ) and its Fenchel-Lagrange dual (DγCFL).
Theorem 3.1 Assume that X ⊆ Rn is a nonempty convex subset, γC : R
m → R
is a monotonic gauge of a closed convex set C and F = (F1, ..., Fm)
T , Fi : X →
R, i = 1, ...,m, are convex functions. Then it holds
v(P γC ) = v(DγCFL).
Provided v(P γC ) > −∞, the dual has an optimal solution.
Theorem 3.2 (a) Let the assumptions of Theorem 3.1 be fulfilled and let x¯ be
an optimal solution to (P γC ). Then there exists a tuple (p¯, q¯) ∈ Rn × Rm+ , with
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γC0(q¯) ≤ 1, optimal solution to (D
γC
FL), such that the following optimality condi-
tions are satisfied
(i) γ+C (F (x¯)) = q¯
T F (x¯),
(ii) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii) δ∗X(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P γC ) and (p¯, q¯) be admissible to (DγCFL), satisfying
(i), (ii) and (iii). Then x¯ is an optimal solution to (P γC ), (p¯, q¯) is an optimal
solution to (DγCFL) and strong duality holds.
Proof. The optimality conditions from above can be derived from Theorem 2.18,
by means of Proposition 3.5. 
3.1.4 The case of monotonic norms
In what follows, we consider the optimization problem in which the objective
function is a composition of a monotonic norm with a vector function.
Let X be a nonempty subset of Rn, F = (F1, ..., Fm)
T : X → Rm be a vector-
valued function and l : Rm → R be a monotonic norm on Rm in the sense that
l(u) ≤ l(v) whenever |ui| ≤ |vi|, i = 1, ...,m. The problem which we consider
here is the following one
(P l) inf
x∈X
l+(F (x))
where l+ : Rm → R, l+(t) := l(t+), with t+ = (t+1 , ..., t
+
m)
T and t+i = max{0, ti},
i = 1, ...,m.
Analogously to Proposition 3.4, it can be proved the following proposition.
Proposition 3.6 The function l+ : Rm → R is convex and componentwise in-
creasing.
Proof. See the proof of Proposition 3.4. 
One may observe, that the results obtained in Subsection 2.4.2 can be used
also in this case, which lead us to the following Fenchel-Lagrange dual problem
(DlFL) sup
p∈Rn, q∈Rm
{
−(l+)∗(q)−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
.
Proposition 3.7 The conjugate function (l+)∗ : Rm → R ∪ {+∞} of l+ verifies
(l+)∗(q) =
{
0, if q ∈ Rm+ and l
0(q) ≤ 1,
+∞, otherwise,
where l0 is the dual norm of l.
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Proof. See the proof of Proposition 3.5. 
By Proposition 3.7, the Fenchel-Lagrange dual becomes
(DlFL) sup
p∈Rn, q∈Rm+ ,
l0(q)≤1
{
−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
. (3. 2)
Similarly to theorems 3.1 and 3.2, we have:
Theorem 3.3 Assume that X ⊆ Rn is a nonempty convex subset, l : Rm → R
is a monotonic norm on Rm and F = (F1, ..., Fm)
T , Fi : X → R, i = 1, ...,m,
are convex functions. Then it holds
v(P l) = v(DlFL).
Provided that v(P l) > −∞, the strong duality holds, i.e. the optimal objective
values of the primal and the dual problem coincide and the dual has an optimal
solution.
Theorem 3.4 (a) Let the assumptions of Theorem 3.3 be fulfilled and let x¯ be
an optimal solution to (P l). Then there exists a tuple (p¯, q¯) ∈ Rn × Rm+ , with
l0(q¯) ≤ 1, optimal solution to (DlFL), such that the following optimality conditions
are satisfied
(i) l+(F (x¯)) = q¯T F (x¯),
(ii) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii) δ∗X(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P l) and (p¯, q¯) be admissible to (DlFL), satisfying (i),
(ii) and (iii). Then x¯ is an optimal solution to (P l), (p¯, q¯) is an optimal solution
to (DlFL) and strong duality holds.
3.1.5 The location model with unbounded unit balls
In this section we consider the single facility problem, treated by Y. HINOJOSA
and J. PUERTO in [27], where gauges of closed convex sets are used to model
distances.
Throughout this chapter let F := {a1, ..., am} be a subset of Rn which rep-
resents the set of existing facilities. Each facility ai ∈ F has an associated
gauge ϕai , whose unit ball is a closed convex set Cai containing the origin. Let
w = {wa1 , ..., wam} be a set of positive weights and let γC : R
m → R be a mono-
tonic gauge of a closed convex set C containing the origin. The distance from an
existing facility ai ∈ F to a new facility x ∈ Rn is given by ϕai(x − a
i). By ϕ0ai
we denote the gauge of the polar set C0ai .
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The location problem studied in [27] is
(P γC (F)) inf
x∈Rn
γC
(
wa1ϕa1(x− a
1), ..., wamϕam(x− a
m)
)
.
Let F : Rn → Rm be the vector function defined by F (x) := (F1(x), ..., Fm(x))
T ,
where Fi(x) = waiϕai(x− a
i) for all i = 1, ...,m.
Because
γ+C (F (x)) = γC(F
+(x)) = γC(F (x)), ∀x ∈ R
n,
(P γC (F)) can be written in the equivalent form
(P γC (F)) inf
x∈Rn
γ+C (F (x)),
which is a particular case of the problem (P γC ) studied in Subsection 3.1.3. We
mention that instead of the set X ⊆ Rn considered in the case of problem (P γC ),
we take here analogously to [27] the whole space Rn. Because
−δ∗
Rn
(−p) = inf
x∈Rn
pT x =
{
0, if p = 0,
−∞, otherwise,
the Fenchel-Lagrange dual problem to (P γC (F)) becomes (cf. (3. 1))
(DγCFL(F)) sup
q∈Rm+ , γC0 (q)≤1
{
−
(
qT F
)∗
(0)
}
.
By Proposition 3.1, Fi(x) = waiϕai(x−a
i), i = 1, ...,m, are convex functions and
because q ∈ Rm+ , by Theorem 2.2, we have
(
qT F
)∗
(0) =
(
m∑
i=1
qiFi
)∗
(0) = inf
{
m∑
i=1
(qiFi)
∗(pi) :
m∑
i=1
pi = 0
}
,
which implies
(DγCFL(F)) sup
pi∈Rn, i=1,...,m,
mP
i=1
pi=0,
q∈Rm+ , γC0 (q)≤1
{
−
m∑
i=1
(qiFi)
∗(pi)
}
.
In the objective function of this dual we separate the terms for which qi > 0 from
those for which qi = 0 and then the dual can be written as
(DγCFL(F)) sup
pi∈Rn, i=1,...,m,
mP
i=1
pi=0,
q∈Rm+ , γC0 (q)≤1, I⊆{1,...,m},
qi>0, i∈I, qi=0, i/∈I
{
−
∑
i∈I
(qiFi)
∗(pi)−
∑
i/∈I
(0)∗(pi)
}
.
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For i /∈ I, it holds
(0)∗(pi) = sup
x∈Rn
{
(pi)T x− 0
}
= sup
x∈Rn
{
(pi)T x
}
=
{
0, if pi = 0,
+∞, otherwise.
For i ∈ I there is (qiFi)
∗(pi) = qiF
∗
i
(
pi
qi
)
(cf. [14]). Redenoting 1
qi
pi by pi, i ∈ I,
we obtain
(DγCFL(F)) sup
(I, p, q)∈Y γC
{
−
∑
i∈I
qiF
∗
i (p
i)
}
,
with
Y γC (F) =
{
(I, p, q) : I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m,
q = (q1, ..., qm)
T ∈ Rm, γC0(q) ≤ 1, qi > 0, i ∈ I, qi = 0, i /∈ I,
∑
i∈I
qip
i = 0
}
.
In our case Fi(x) = waiϕai(x− a
i), i = 1, ...,m, hence (cf. [14])
F ∗i (p
i) = (waiϕai(·−a
i))∗(pi) = (waiϕai)
∗(pi)+(pi)T ai = waiϕ
∗
ai
(
pi
wai
)
+(pi)T ai.
(3. 3)
By Remark 3.2, ϕ∗ai
(
pi
w
ai
)
=
{
0, if ϕ0ai
(
pi
w
ai
)
≤ 1,
+∞, otherwise,
and redenoting p
i
w
ai
by
pi, i ∈ I, the dual problem to (P γC (F)) becomes
(DγCFL(F)) sup
(I, p, q)∈Y γC (F)
{
−
∑
i∈I
qiwai(p
i)T ai
}
, (3. 4)
with
Y γC (F) =
{
(I, p, q) : I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m,
ϕ0ai(p
i) ≤ 1, i ∈ I, q = (q1, ..., qm)
T ∈ Rm, γC0(q) ≤ 1, qi > 0, i ∈ I,
qi = 0, i /∈ I,
∑
i∈I
qiwaip
i = 0
}
.
The next theorem gives us the strong duality for the problems (P γC (F)) and
(DγCFL(F)).
Theorem 3.5 If v(P γC (F)) > −∞, then the dual problem (DγCFL(F)) has an
optimal solution and strong duality holds,
v(P γC (F)) = v(DγCFL(F)).
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Furthermore, we give the optimality conditions for the problem (P γC (F)).
Theorem 3.6 (a) Let x¯ be an optimal solution to (P γC (F)). Then there exists
a tuple (I¯ , p¯, q¯) ∈ Y γC (F), optimal solution to (DγCFL(F)), such that the following
optimality conditions are satisfied
(i) I¯ ⊆ {1, ...,m}, q¯i > 0, i ∈ I¯ , q¯i = 0, i /∈ I¯ ,
(ii) γC0(q¯) ≤ 1, ϕ
0
ai(p¯
i) ≤ 1, i ∈ I¯ ,
∑
i∈I¯
q¯iwai p¯
i = 0,
(iii) γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m)) =
∑
i∈I¯
q¯iwaiϕai(x¯− a
i),
(iv) ϕai(x¯− a
i) = (p¯i)T (x¯− ai), i ∈ I¯ .
(b) If x¯ ∈ Rn, (I¯ , p¯, q¯) ∈ Y γC and (i), (ii), (iii) and (iv) are fulfilled, then x¯
is an optimal solution to (P γC (F)), (I¯ , p¯, q¯) ∈ Y γC (F) is an optimal solution to
(DγCFL(F)) and strong duality holds
γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m)) = −
∑
i∈I¯
q¯iwai(p¯
i)T ai.
Proof.
(a) Because the functions Fi(x) = waiϕai(x − a
i), i = 1, ...,m, are convex (cf.
Proposition 3.1), by Theorem 3.1 it follows that there exists an optimal solution
(I¯ , p¯, q¯) ∈ Y γC (F) to (DγCFL(F)) such that (i) and (ii) are fulfilled and
γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m)) = −
∑
i∈I¯
q¯iwai(p¯
i)T ai. (3. 5)
Because (I¯ , p¯, q¯) ∈ Y γC (F), it follows that γC0(q¯) ≤ 1, q¯
i > 0, i ∈ I¯, q¯i = 0, i /∈ I¯,
ϕ0ai(p¯
i) ≤ 1, i ∈ I¯ and
∑
i∈I¯
q¯iwai p¯
i = 0. Additionally, by Remark 3.2 γ∗C(q¯) = 0,
and so the equation (3. 5) is equivalent to the following one
γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m)) +
∑
i∈I¯
q¯iwai(p¯
i)T ai−
q¯T (wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m))−
∑
i∈I¯
q¯iwai(p¯
i)T x¯+
q¯T (wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m)) + γ∗C(q¯) = 0. (3. 6)
Because ϕ0ai(p¯
i) ≤ 1, i ∈ I¯, by equation (3. 3) and Remark 3.2 it follows that
(waiϕai(· − a
i))∗(wai p¯
i) = wai(p¯
i)T ai, ∀ i ∈ I¯ . (3. 7)
Using equality (3. 7), relation (3. 6) becomes
γ∗C(q¯) + γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m))−
∑
i∈I¯
q¯iwaiϕai(x¯− a
i)+
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∑
i∈I¯
q¯i(waiϕai(· − a
i))∗(wai p¯
i) +
∑
i∈I¯
q¯iwaiϕai(x¯− a
i)−
∑
i∈I¯
q¯iwai(p¯
i)T x¯ = 0,
which is equivalent to
γ∗C(q¯) + γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m))−
∑
i∈I¯
q¯iwaiϕai(x¯− a
i)+
∑
i∈I¯
q¯i
(
(waiϕai(· − a
i))∗(wai p¯
i) + waiϕai(x¯− a
i)− wai(p¯
i)T x¯
)
= 0 (3. 8)
According to Young’s inequality
γ∗C(q¯) + γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m))−
∑
i∈I¯
q¯iwaiϕai(x¯− a
i) ≥ 0,
waiϕai(· − a
i))∗(wai p¯
i) + waiϕai(x¯− a
i)− wai(p¯
i)T x¯ ≥ 0, ∀ i ∈ I¯ ,
and so, equation (3. 8) together with relation (3. 7) implies that
γC(wa1ϕa1(x¯− a
1), ..., wamϕam(x¯− a
m)) =
∑
i∈I¯
q¯iwaiϕai(x¯− a
i)
and
ϕai(x¯− a
i) = (p¯i)T (x¯− ai).
(b) All the calculations and transformations done within part (a) may be carried
out in the inverse direction. 
Remark 3.3 The optimality conditions obtained for the optimization problem
(P γC (F)) are the same as the conditions obtained by Y. HINOJOSA and J.
PUERTO in [27]. In the paper cited above the authors gave a geometrical de-
scription of the set of optimal solutions, but, as one can see, by means of duality
one obtains the same characterization of this set.
In the next two sections of this chapter we present some particular cases of the
problem (P γC (F)), namely, the Weber problem and the minmax problem with
gauges of closed convex sets.
3.1.6 The Weber problem with gauges of closed convex
sets
The Weber problem with gauges of closed convex sets is
(Pw(F)) inf
x∈Rn
m∑
i=1
waiϕai(x− a
i),
where ϕai , i = 1, ...,m, are gauges whose unit balls are the closed convex sets
Cai , i = 1, ...,m, which contain the origin, and w = {wa1 , ..., wam} is a set of
52 CHAPTER 3. LOCATION PROBLEMS
positive weights. As one can see, the problem above is equivalent to the following
one
(Pw(F)) inf
x∈Rn
l1(F (x)),
where l1 : R
m → R, l1(q) =
m∑
i=1
|qi| and F : R
n → Rm is the vector function
defined by F := (F1, ..., Fm)
T , with Fi(x) = waiϕai(x − a
i) for all i = 1, ...,m.
One may observe that the function l1 is a monotonic gauge, actually, a monotonic
norm.
If we take for C the set
{
x ∈ Rm :
m∑
i=1
|xi| ≤ 1
}
(i.e. the so-called Minkowski
unit ball), then γC reduces to l1. By the results obtained in the previous section,
the Fenchel-Lagrange dual problem to (P w(F)) becomes
(DwFL(F)) sup
(I, p, q)∈Y w(F)
{
−
∑
i∈I
qiwai(p
i)T ai
}
,
with
Y w(F) =
{
(I, p, q) : I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m,
ϕ0ai(p
i) ≤ 1, i ∈ I, q = (q1, ..., qm)
T ∈ Rm, l01(q) ≤ 1, qi > 0, i ∈ I,
qi = 0, i /∈ I,
∑
i∈I
qiwaip
i = 0
}
.
Remark 3.4 In case that the gauge γC of a convex set C is a norm, the gauge
of the polar set C0 actually becomes the dual norm. Because the dual norm of
the l1−norm is l
0
1(q) = l∞(q) = max
i=1,...,m
|qi|, we obtain the following formulation
for the dual problem
(DwFL(F)) sup
(I, p, q)∈Y w(F)
{
−
∑
i∈I
qiwai(p
i)T ai
}
, (3. 9)
with
Y w(F) =
{
(I, p, q) : I ⊆ {1, ...,m}, p = (p1, ..., pm), p
i ∈ Rn, i = 1, ...,m,
ϕ0ai(p
i) ≤ 1, i ∈ I, q = (q1, ..., qm)
T ∈ Rm, max
i∈I
qi ≤ 1, qi > 0, i ∈ I,
qi = 0, i /∈ I,
∑
i∈I
qiwaip
i = 0
}
.
Let us give now the strong duality theorem and the optimality conditions for
(Pw(F)) and its dual (DwFL(F)).
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Theorem 3.7 If v(P w(F)) > −∞, then the dual problem (DwFL(F)) has an
optimal solution and strong duality holds, i.e.
v(Pw(F)) = v(DwFL(F)).
Theorem 3.8 (a) Let x¯ be an optimal solution to (P w(F)). Then there exists
a tuple (I¯ , p¯, q¯) ∈ Y w(F), optimal solution to (DwFL(F)), such that the following
optimality conditions are satisfied
(i) I¯ ⊆ {1, ...,m}, q¯i > 0, i ∈ I¯ , q¯i = 0, i /∈ I¯ ,
(ii) max
i∈I¯
q¯i ≤ 1, ϕ
0
ai(p¯
i) ≤ 1, i ∈ I¯ ,
∑
i∈I¯
q¯iwai p¯
i = 0,
(iii)
m∑
i=1
waiϕai(x¯− a
i) =
∑
i∈I¯
q¯iwaiϕai(x¯− a
i),
(iv) ϕai(x¯− a
i) = (p¯i)T (x¯− ai), i ∈ I¯ .
(b) If x¯ ∈ Rn, (I¯ , p¯, q¯) ∈ Y w(F) and (i), (ii), (iii) and (iv) are fulfilled, then
x¯ is an optimal solution to (P w(F)), (I¯ , p¯, q¯) ∈ Y w(F) is an optimal solution to
(DwFL(F)) and strong duality holds
m∑
i=1
waiϕai(x¯− a
i) = −
∑
i∈I¯
q¯iwai(p¯
i)T ai.
Proof. Theorem 3.8 is a direct consequence of Theorem 3.6. 
3.1.7 The minmax problem with gauges of closed convex
sets
The optimization problem studied in the last part of this chapter is the minmax
problem with gauges of closed convex sets
(Pm(F)) inf
x∈Rn
max
i=1,...,m
waiϕai(x− a
i),
where ϕai , i = 1, ...,m, and w = {wa1 , ..., wam} are considered like in the previous
section. One can see that this problem is equivalent to the following one
(Pm(F)) inf
x∈Rn
l∞(F (x)),
where l∞ : R
m → R, l∞(q) = max
i=1,...,m
|qi| and F : R
n → Rm is the vector function
defined by F := (F1, ..., Fm)
T , with Fi(x) = waiϕai(x − a
i) for all i = 1, ...,m.
One may observe that the function l∞ is also a monotonic norm.
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Taking γC(q) := l∞(q) for all q ∈ R
m, the Fenchel-Lagrange dual problem to
(Pm(F)) becomes
(DmFL(F)) sup
(I, p, q)∈Y m(F)
{
−
∑
i∈I
qiwai(p
i)T ai
}
,
with
Y m(F) =
{
(I, p, q) : I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m,
ϕ0ai(p
i) ≤ 1, i ∈ I, q = (q1, ..., qm)
T ∈ Rm, l0∞(q) ≤ 1, qi > 0, i ∈ I,
qi = 0, i /∈ I,
∑
i∈I
qiwaip
i = 0
}
.
Remark 3.5 Because the dual norm of the l∞−norm is l
0
∞(q) = l1(q) =
m∑
i=1
|qi|,
we obtain the following formulation for the dual problem
(DmFL(F)) sup
(I, p, q)∈Y m(F)
{
−
∑
i∈I
qiwai(p
i)T ai
}
, (3. 10)
with
Y m(F) =
{
(I, p, q) : I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m,
ϕ0ai(p
i) ≤ 1, i ∈ I, q = (q1, ..., qm)
T ∈ Rm,
m∑
i=1
qi ≤ 1, qi > 0, i ∈ I,
qi = 0, i /∈ I,
∑
i∈I
qiwaip
i = 0
}
.
As in the previous section, we give now the strong duality theorem and the
optimality conditions for (P m(F)) and its dual (DmFL(F)).
Theorem 3.9 If v(P m(F)) > −∞, then the dual problem (DmFL(F)) has an
optimal solution and strong duality holds, i.e.
v(Pm(F)) = v(DmFL(F)).
Theorem 3.10 (a) Let x¯ be an optimal solution to (P m(F)). Then there exists
a tuple (I¯ , p¯, q¯) ∈ Y m(F), optimal solution to (DmFL(F)), such that the following
optimality conditions are satisfied
(i) I¯ ⊆ {1, ...,m}, q¯i > 0, i ∈ I¯ , q¯i = 0, i /∈ I¯ ,
(ii)
∑
i∈I¯
q¯i ≤ 1, ϕ
0
ai(p¯
i) ≤ 1, i ∈ I¯ ,
∑
i∈I¯
q¯iwai p¯
i = 0,
(iii) max
i=1,...,m
waiϕai(x¯− a
i) =
∑
i∈I¯
q¯iwaiϕai(x¯− a
i),
(iv) ϕai(x¯− a
i) = (p¯i)T (x¯− ai), i ∈ I¯ .
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(b) If x¯ ∈ Rn, (I¯ , p¯, q¯) ∈ Y m(F) and (i), (ii), (iii) and (iv) are fulfilled, then x¯
is an optimal solution to (P m(F)), (I¯ , p¯, q¯) ∈ Y m(F) is an optimal solution to
(DmFL(F)) and strong duality holds
max
i=1,...,m
waiϕai(x¯− a
i) = −
∑
i∈I¯
q¯iwai(p¯
i)T ai.
Proof. Theorem 3.10 is a direct consequence of Theorem 3.6. 
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Chapter 4
Multiobjective optimization
problems
Most real life optimization problems require simultaneous optimization of more
than one objective function. Problems with multiple objectives and criteria are
generally known as multiobjective optimization or multiple criteria optimization
problems. In general, these problems are concerned with the minimization of a
vector of objectives f = (f1, ..., fs)
T , X ⊆ Rn, fi : X → R, i = 1, ..., s, that
can be subject of a number of constraints defined by g = (g1, ..., gk)
T , gj : X →
R, j = 1, ..., k, i.e.
v-min
x∈A


f1(x)
...
fs(x)

 ,
where A =
{
x ∈ X : g(x) 5
R
k
+
0
}
. Note here that ” v-min ” stands for vector
minimization.
Because f is a vector-valued function, there is no longer a single optimal
solution but rather a whole set of possible solutions. There are different solution
concepts for vector optimization problems, e.g. so-called Pareto efficient, weakly
efficient and properly efficient solutions. Throughout this work we use the Pareto
efficient and properly efficient solution concepts.
The Pareto efficient solutions for a multiobjective optimization problem are
those ones for which it is not possible to increase the satisfaction of any single
objective without decreasing the satisfaction of one or more other objectives. As
a consequence, a feasible point is defined as optimal if there does not exist a
different feasible point with the same or smaller objective function values such
that there is a strict decrease in at least one objective function value. In general
there is no single solution point of a vector optimization problem but the solutions
are represented by a set of points. For an overview of Pareto efficiency see [1],
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[9], [10], [13], [18], [21], [34], [40], [44], [57] and [62].
The classical and still widely used approach for generating the Pareto optimal
set is to convert the original multiobjective optimization problem into a scalar
one by forming a linear combination of the objectives
inf
x∈A
λT f(x),
where λ = (λ1, ..., λs)
T ∈ Rs, λi > 0, are the so-called weights. This method
generates Pareto optimal solutions which can be easily shown. Assume that a
feasible element x minimizes λT f and it would not be Pareto optimal. Then there
is an admissible element y that is dominating x, i.e. fi(y) ≤ fi(x), for i = 1, ..., s,
and fj(y) < fj(x) for at least one j ∈ {1, ..., s}. Therefore λ
T f(y) < λT f(x)
which is a contradiction to the assumption that λT f(x) is a minimum. Solving
this scalarized problem with classical techniques for single-objective optimization
yields a set of solutions. This method, known as scalarization, is described in
many books and papers. For a detailed discussion of some scalarization techniques
see [18], [19], [20], [21], [26], [33], [34], [58] and [74].
The properly efficient solutions are slightly restricted, they eliminate some
trade-offs between the objectives. The concept of proper efficiency was introduced
for the first time by KUHN and TUCKER in [42], but since then other well-known
definitions have been given by GEOFFRION [20], BORWEIN [6], BENSON [3]
and HENIG [25]. By the results presented by SAWARAGI, NAKAYAMA and
TANINO in [57], for the optimization problem presented in this work, all these
four concepts turn out to be equivalent. Because the properly efficient solu-
tions are characterized by optimizing associated utility-related scalar optimiza-
tion problems, they provide us a useful framework for finding the Pareto optimal
solutions. Therefore, in what follows, we first scalarize the multiobjective prob-
lem and solve it by the conjugate duality method described in the second chapter.
Using the results from there we generalize them and move from scalar towards
vector optimization problems.
4.1 Duality in multiobjective optimization
4.1.1 Motivation
In vector optimization, duality theorems and Lagrangian functions have been
known for a long time. In the literature one can find papers devoted to linear and
nonlinear problems, papers dealing with duality under smooth and non-smooth
assumptions for both the objective and constraints functions, etc.
Our propose in this chapter is to show how conjugate duality, presented in
Chapter 2, can contribute to study duality for multiobjective optimization prob-
lems. For this sake we consider a vector optimization problem where the objective
functions as well as the constraints are given by composed functions. First, we
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transform this problem into a scalarized one, and then, based on dual informa-
tion obtained for appropriately formulated single objective problems we establish
a theoretical frame on conjugate duality in multiobjective optimization.
Because various mathematical optimization models can be reduced to com-
posed programming, the suggested problem turns out to be quite general, and so,
it provides a unified framework for studying different multiobjective optimization
problems. Similar problems were studied via numerical, geometrical, etc. meth-
ods by J. V. BURKE, R. A. POLIQUIN [8], C. J. GOH, X. Q. YANG [22], J.
JAHN, W. KRABS [35], V. JEYAKUMAR, X. Q. YANG [37], [38], [39], [75],
[76] and S. K. MISHRA, R. N. MUKHERJEE [47]. In most of these papers, in
order to obtain some duals, the authors made use of more additional assumptions
concerning the objective functions and the constraints, such as differentiability,
invexity, etc. In the approach presented below we solve this problem using con-
vexity and monotonicity assumptions.
4.1.2 Problem formulation
Let us consider a nonempty subset X ⊆ Rn and the vector-valued functions F =
(F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X → Rl, f = (f1, ..., fs)
T : Rm →
R
s and g = (g1, ..., gk)
T : Rl → Rk. We assume that Fi, i = 1, ...,m, Gj, j =
1, ..., l, are convex functions and fi, i = 1, ..., s, and gj, j = 1, ..., k, are convex
and componentwise increasing functions.
The optimization problem which we consider in this chapter is
(Pv) v-min
x∈A
f(F (x)),
where
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
.
Note here that ”v-min” stands for vector minimization.
In what follows let us give the efficiency definitions which we shall use through-
out this chapter.
Definition 4.1 An element x¯ ∈ A is said to be efficient (or Pareto efficient) with
respect to (Pv) if from f(F (x)) 5
R
s
+
f(F (x¯)), for x ∈ A, it follows that f(F (x)) =
f(F (x¯)).
Definition 4.2 An element x¯ ∈ A is said to be properly efficient with respect to
(Pv) if there exists λ = (λ1, ..., λs)
T ∈ int(Rs+), (i.e. λi > 0, i = 1, ..., s), such
that λT f(F (x¯)) ≤ λT f(F (x)), for all x ∈ A.
Remark 4.1 As we have seen in the introduction of this chapter, each properly
efficient element is also efficient.
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4.1.3 Duality for the scalarized problem
According to the Definition 4.2 we consider the following scalarized problem (P λ)
to (Pv)
(P λ) inf
x∈A
λT f(F (x)),
where λ = (λ1, ..., λs)
T is a fixed vector in int(Rs+).
We may observe that (P λ) is a special case of the original problem (P ) (cf.
Subsection 2.1.1). Therefore we solve it using some of the results obtained for
(P ). In what follows we take into consideration only the Fenchel-Lagrange dual
problem because it is the most comprehensive and at the same time leads to some
former results obtained by G. WANKA, R. I. BOT¸ and E. VARGYAS in [71].
Applying the results of Subsection 2.1.4, the Fenchel-Lagrange dual problem of
(P λ) becomes
(DλFL) sup
p∈Rn, q∈Rm,
q′∈Rl, t∈Rk+
{
−(λT f)∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
.
Proposition 4.1 Assume that λ ∈ int(Rs+), f = (f1, ..., fs)
T : Rm → Rs and
fi, i = 1, ..., s, are componentwise increasing functions. Then λ
T f : Rm → R is
componentwise increasing.
Proof. Let x, y ∈ Rm be such that xi ≤ yi for all i = 1, ...,m. We have to prove
that λT f(x) ≤ λT f(y). Because fi, i = 1, ..., s, are componentwise increasing
functions and λ ∈ int(Rs+), it follows that
λT f(x) = λ1f1(x) + ... + λsfs(x) ≤ λ1f1(y) + ... + λsfs(y) = λ
T f(y),
which implies that λT f is componentwise increasing. 
By propositions 2.3 and 4.1 we can take q ∈ Rm+ and therefore (D
λ
FL) becomes
(DλFL) sup
p∈Rn, q∈Rm+ ,
q′∈Rl+, t∈R
k
+
{
−(λT f)∗(q)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
.
Because
s
∩
i=1
ri(dom(fi)) 6= ∅, λi > 0, i = 1, ..., s, and fi are convex for all i =
1, ..., s, we have (cf. Theorem 2.2)
(λT f)∗(q) =
(
s∑
i=1
λifi
)∗
(q) = inf
{
s∑
i=1
(λifi)
∗(ri) :
s∑
i=1
ri = q
}
.
According to Proposition 2.3, ri, i = 1, ..., s, have to be positive, and so, the dual
(DλFL) becomes
(DλFL) sup
(p, q, q′,r, t)∈Y λ
{
−
s∑
i=1
(λifi)
∗(ri)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
,
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with
Y λ =
{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rm+ , q
′ ∈ Rl+, r = (r
1, ..., rs),
ri ∈ Rm+ , i = 1, ..., s,
s∑
i=1
ri = q, t ∈ Rk+
}
.
Since λi > 0, it follows that (λifi)
∗(ri) = λif
∗
i
(
ri
λi
)
, for all i = 1, ..., s. Redenoting
ri
λi
by ri we obtain
(DλFL) sup
(p, q, q′,r, t)∈Y λ
{
−
s∑
i=1
λif
∗
i (r
i)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
,
(4. 1)
with
Y λ =
{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rm+ , q
′ ∈ Rl+, r = (r
1, ..., rs),
ri ∈ Rm+ , i = 1, ..., s,
s∑
i=1
λir
i = q, t ∈ Rk+
}
.
As we will see in the following subsection, this form of the dual problem help us
to find a dual to the multiobjective problem (Pv).
By means of the strong duality presented in Theorem 2.7, we can formulate
the strong duality for the scalarized problem (P λ) and its Fenchel-Lagrange dual
(DλFL). In order to do this, let us prove first the convexity of the objective function
of the scalarized problem (P λ).
Proposition 4.2 Let λ ∈ Rs+ be fixed. The function λ
T (f ◦ F ) : X → R is
convex.
Proof. The convexity of λT (f ◦ F ) =
s∑
i=1
λifi(F1, ..., Fm) follows from the con-
vexity and monotonicity of the functions fi, i = 1, ..., s, and the convexity of
Fj, j = 1, ...,m, as well as the fact that λ ∈ R
s
+. 
Theorem 4.1 Assume that X ⊆ Rn is a nonempty convex subset and the con-
straint qualification (CQ) is fulfilled. Then it holds
v(P λ) = v(DλFL).
Provided that v(P λ) > −∞, the strong duality holds, i.e. the optimal objective
values of the primal and the dual problem coincide and the dual problem (DλFL)
has an optimal solution.
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Proof. Theorem 4.1 is a direct consequence of Theorem 2.7. 
Remark 4.2 The constraint qualification (CQ) from above is the same as in the
case of problem (P ), which was defined in Subsection 2.2.3.
To investigate later the multiobjective duality for (Pv) we need the optimality
conditions regarding to the scalar problem (P λ) and its dual (DλFL). These are
formulated in the following theorem.
Theorem 4.2 (a) Let the assumptions of Theorem 4.1 be fulfilled and let x¯ be an
optimal solution to (P λ). Then there exists a tuple (p¯, q¯, q¯′, r¯, t¯) ∈ Y λ, optimal
solution to (DλFL), such that the following optimality conditions are satisfied
(i) fi(F (x¯)) + f
∗
i (r¯
i) = (r¯i)T F (x¯), i = 1, ..., s,
(ii) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii) t¯T g(G(x¯)) +
(
t¯T g
)∗
(q¯′) = q¯′T G(x¯),
(iv) q¯′T G(x¯) +
(
q¯′T G
)∗
X
(−p¯) = (−p¯)T x¯,
(v) t¯T g(G(x¯)) = 0.
(b) Let x¯ be admissible to (P λ) and (p¯, q¯, q¯′, r¯, t¯) be admissible to (DλFL), sat-
isfying (i), (ii), (iii), (iv) and (v). Then x¯ is an optimal solution to (P λ),
(p¯, q¯, q¯′, r¯, t¯) is an optimal solution to (DλFL) and strong duality holds.
Proof. By Theorem 4.1 there exists a tuple (p¯, q¯, q¯′, r¯, t¯) ∈ Y λ, optimal solution
to (DλFL), such that
λT f(F (x¯)) = −
s∑
i=1
λif
∗
i (r¯
i)−
(
t¯T g
)∗
(q¯′)−
(
q¯T F
)∗
X
(p¯)−
(
q¯′T G
)∗
X
(−p¯).
The equality from above implies, analogously to Theorem 2.10, the following
optimality conditions:
(i′) λT f(F (x¯)) +
s∑
i=1
λif
∗
i (r¯
i) = q¯T F (x¯),
(ii′) q¯T F (x¯) +
(
q¯T F
)∗
X
(p¯) = p¯T x¯,
(iii′) t¯T g(G(x¯)) +
(
t¯T g
)∗
(q¯′) = q¯′T G(x¯),
(iv′) q¯′T G(x¯) +
(
q¯′T G
)∗
X
(−p¯) = (−p¯)T x¯,
(v′) t¯T g(G(x¯)) = 0.
Because (p¯, q¯, q¯′, r¯, t¯) ∈ Y λ, it follows that
s∑
i=1
λir¯
i = q¯, and so, relation (i′)
becomes
s∑
i=1
λifi(F (x¯)) +
s∑
i=1
λif
∗
i
(
r¯i
)
=
s∑
i=1
λi(r¯
i)T F (x¯),
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which together with the fact that λ ∈ int(Rs+) implies that
fi(F (x¯)) + f
∗
i (r¯
i) = (r¯i)T F (x¯), i = 1, ..., s.
The rest of the proof is a direct consequence of Theorem 2.10. 
4.1.4 The multiobjective dual problem
After we have studied the scalarized problem, we formulate by its help a multiob-
jective dual (Dv) to the problem (Pv), which will be actually a vector maximum
problem. We define the Pareto optimal solutions to (Dv) in the sense of maximum
and prove the weak and strong duality theorems between (Pv) and its dual.
The dual multiobjective optimization problem (Dv) is introduced by
(Dv) v-max
(p,q,q′,r,t,λ,u)∈B
h(p, q, q′, r, t, λ, u),
with
h(p, q, q′, r, t, λ, u) =


h1(p, q, q
′, r, t, λ, u)
...
hs(p, q, q
′, r, t, λ, u)

 ,
hi(p, q, q
′, r, t, λ, u)=−f ∗i (r
i)−
1
sλi
((
tT g
)∗
(q′)+
(
qT F
)∗
X
(p)+
(
q′T G
)∗
X
(−p)
)
+ui,
for i = 1, ...s, and the dual variables
p = (p1, ..., pn)
T ∈Rn, q = (q1, ..., qm)
T ∈Rm, q′ = (q′1, ..., q
′
l)
T ∈Rl, r = (r1, ..., rs)
∈Rm × ...× Rm, t = (t1, ..., tk)
T ∈Rk, λ = (λ1, ..., λs)
T ∈Rs, u = (u1, ..., us)
T ∈Rs,
and the set of constraints
B =
{
(p, q, q′, r, t, λ, u) : q ∈ Rm+ , q
′ ∈ Rl+, r
i ∈ Rm+ , i = 1, ..., s, t ∈ R
k
+,
λ ∈ int(Rs+),
s∑
i=1
λir
i = q,
s∑
i=1
λiui = 0
}
.
Definition 4.3 An element (p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) ∈ B is said to be efficient (or
Pareto efficient) with respect to the problem (Dv) if from h(p, q, q
′, r, t, λ, u) =
R
s
+
h(p¯, q¯, q¯′, r¯, t¯, λ¯, u¯), for (p, q, q′, r, t, λ, u) ∈ B, it follows that h(p, q, q′, r, t, λ, u) =
h(p¯, q¯, q¯′, r¯, t¯, λ¯, u¯).
The following theorem provides the weak duality between the vector problems
(Pv) and (Dv).
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Theorem 4.3 There is no x ∈ A and no (p, q, q′, r, t, λ, u) ∈ B fulfilling f(F (x))
5
R
s
+
h(p, q, q′, r, t, λ, u) and f(F (x)) 6= h(p, q, q′, r, t, λ, u).
Proof. Let us assume that there exist x ∈ A and (p, q, q′, r, t, λ, u) ∈ B such
that fi(F (x)) ≤ hi(p, q, q
′, r, t, λ, u), for all i = 1, ..., s, and fj(F (x)) <
hj(p, q, q
′, r, t, λ, u), for at least one j ∈ {1, ..., s}. This implies
λT f(F (x)) =
s∑
i=1
λifi(F (x)) <
s∑
i=1
λihi(p, q, q
′, r, t, λ, u) = λT h(p, q, q′, r, t, λ, u).
(4. 2)
But
s∑
i=1
λihi(p, q, q
′, r, t, λ, u)=−
s∑
i=1
λif
∗
i (r
i)−
s∑
i=1
λi
1
sλi
( (
tT g
)∗
(q′)+
(
qT F
)∗
X
(p)
+
(
q′T G
)∗
X
(−p)
)
+
s∑
i=1
λiui
=−
s∑
i=1
λif
∗
i (r
i)−
((
tT g
)∗
(q′)+
(
qT F
)∗
X
(p)+
(
q′T G
)∗
X
(−p)
)
,
and applying then for fi, i = 1, ..., s, t
T g, qT F and q′T G the Young’s inequalities
(2. 27) and (2. 28) we have
−f ∗i (r
i) ≤ fi(F (x))− (r
i)T F (x), ∀ i = 1, ..., s,
−(tT g)∗(q′) ≤ tT g(G(x))− q′T G(x), ∀ x ∈ X,
−(qT F )∗X(p) ≤ q
T F (x)− pT x, ∀ x ∈ X,
−(q′T G)∗X(−p) ≤ q
′T G(x) + pT x, ∀ x ∈ X.
Additionally, because of
s∑
i=1
λir
i = q, t ∈ Rk+ and x ∈ A, we obtain
s∑
i=1
λihi(p, q, q
′, r, t, λ, u) ≤
s∑
i=1
λifi(F (x))−
s∑
i=1
λi(r
i)T F (x) + tT g(G(x))
− q′T G(x) + qT F (x)− pT x + q′T G(x) + pT x
=
s∑
i=1
λifi(F (x)) + t
T g(G(x))
≤
s∑
i=1
λifi(F (x)).
The inequality
s∑
i=1
λihi(p, q, q
′, r, t, λ, u) ≤
s∑
i=1
λifi(F (x)) contradicts relation
(4. 2). Thus the weak duality between (Pv) and (Dv) holds. 
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Theorem 4.4 gives us the strong duality between the multiobjective problems
(Pv) and (Dv).
Theorem 4.4 Assume that the constraints qualification (CQ) is fulfilled and let
x¯ be a properly efficient element to (Pv). Then there exists an efficient solu-
tion (p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) ∈ B to the dual (Dv) and the strong duality f(F (x¯)) =
h(p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) holds.
Proof. Let x¯ be a properly efficient element to (Pv). By Definition 4.2, it follows
that there exists a vector λ¯ = (λ¯1, ..., λ¯s)
T ∈ int(Rs+) such that x¯ solves the scalar
problem
(P λ¯) inf
x∈A
λ¯T f(F (x)).
Because the constraint qualification (CQ) is fulfilled, by Theorem 4.2, there ex-
ists an optimal solution (p˜, q˜, q˜′, r˜, t˜) to the dual problem (Dλ¯FL) such that the
optimality conditions (i), (ii), (iii), (iv) and (v) are satisfied.
By means of x¯ and (p˜, q˜, q˜′, r˜, t˜) we determine now an efficient solution
(p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) to (Dv). In order to do this let λ¯ = (λ¯1, ..., λ¯s)
T be the vec-
tor given by the proper efficiency of x¯, p¯ = (p¯1, ..., p¯n)
T := (p˜1, ..., p˜n)
T = p˜,
q¯ = (q¯1, ..., q¯m)
T := (q˜1, ..., q˜m)
T = q˜, q¯′ = (q¯′1, ..., q¯
′
l)
T := (q˜′1, ..., q˜
′
l)
T = q˜′,
r¯ = (r¯1, ..., r¯s) := (r˜1, ..., r˜s) = r˜ and t¯ = (t¯1, ..., t¯k)
T := (t˜1, ..., t˜k)
T = t˜. It
remains to define the vector u¯ = (u¯1, ...., u¯s)
T . Therefore, let for i = 1, ..., s, be
u¯i :=
1
sλ¯i
( (
t¯T g
)∗
(q¯′) +
(
q¯T F
)∗
X
(p¯) +
(
q¯′T G
)∗
X
(−p¯)
)
+ (r¯i)T F (x¯). (4. 3)
For (p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) it holds q¯ ∈ Rm+ , q¯
′ ∈ Rl+, r¯
i ∈ Rm+ , i = 1, ..., s, t¯ ∈ R
k
+,
λ¯ ∈ int(Rs+) and
s∑
i=1
λ¯iu¯i =
s∑
i=1
λ¯i
1
sλ¯i
((
t¯T g
)∗
(q¯′) +
(
q¯T F
)∗
X
(p¯) +
(
q¯′T G
)∗
X
(−p¯)
)
+
s∑
i=1
λ¯i(r¯
i)T F (x¯)
=
(
t¯T g
)∗
(q¯′) +
(
q¯T F
)∗
X
(p¯) +
(
q¯′T G
)∗
X
(−p¯)+
s∑
i=1
λ¯i(r¯
i)T F (x¯).
Because
s∑
i=1
λ¯ir¯
i = q¯, from the optimality conditions derived in Theorem 4.2 we
obtain
s∑
i=1
λ¯iu¯i = q¯
′T G(x¯)− t¯T g(G(x¯))+ p¯T x¯− q¯T F (x¯)+(−p¯)T x¯− q¯′T G(x¯)+ q¯T F (x¯) = 0,
which actually means that the element (p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) is feasible to (Dv).
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Finally, we show that the values of the objective functions are equal, namely,
f(F (x¯)) = h(p¯, q¯, q¯′, r¯, t¯, λ¯, u¯). In order to do this, we prove that fi(F (x¯)) =
hi(p¯, q¯, q¯
′, r¯, t¯, λ¯, u¯), for all i = 1, ..., s. By Theorem 4.2, we have for all i = 1, ..., s,
hi(p¯, q¯, q¯
′, r¯, t¯, λ¯, u¯) =−f ∗i (r¯
i)−
1
sλ¯i
((
t¯T g
)∗
(q¯′)+
(
q¯T F
)∗
X
(p¯)+
(
q¯′T G
)∗
X
(−p¯)
)
+u¯i =
−f ∗i (r¯
i)−
1
sλ¯i
((
t¯T g
)∗
(q¯′) +
(
q¯T F
)∗
X
(p¯) +
(
q¯′T G
)∗
X
(−p¯)
)
+
1
sλ¯i
((
t¯T g
)∗
(q¯′) +
(
q¯T F
)∗
X
(p¯) +
(
q¯′T G
)∗
X
(−p¯)
)
+ (r¯i)T F (x¯) =
−f ∗i (r¯
i) + (r¯i)T F (x¯) = fi(F (x¯)).
The maximality of (p¯, q¯, q¯′, r¯, t¯, λ¯, u¯) is given by Theorem 4.3. 
4.1.5 Duality for the classical multiobjective optimization
problem with inequality constraints
In this subsection we consider the multiobjective optimization problem
(P ′v) inf
x∈A′
F (x),
where
A′ =
{
x ∈ X : G(x) 5
R
k
+
0
}
,
X ⊆ Rn, F = (F1, ..., Fs)
T : X → Rs and G = (G1, ..., Gk)
T : X → Rk.
Additionally, let us assume that Fi, i = 1, ..., s, and Gj, j = 1, ..., k, are convex
functions.
Let us give first the definitions of the efficient and properly efficient elements
with respect to problem (P ′v).
Definition 4.4 An element x¯ ∈ A′ is said to be efficient (or Pareto efficient)
with respect to (P ′v) if from F (x) 5
R
s
+
F (x¯), for x ∈ A′, it follows that F (x) = F (x¯).
Definition 4.5 An element x¯ ∈ A′ is said to be properly efficient with respect to
(P ′v) if there exists λ = (λ1, ..., λs)
T ∈ int(Rs+), (i.e. λi > 0, i = 1, ..., s), such
that λT F (x¯) ≤ λT F (x), for all x ∈ A′.
One may observe that (P ′v) is a special case of the multiobjective problem
studied in the previous subsection. Taking in problem (Pv) the functions F =
(F1, ..., Fs)
T : X → Rs, G = (G1, ..., Gk)
T : X → Rk, f = (f1, ..., fs)
T : Rs → Rs
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and g = (g1, ..., gk)
T : X → Rk, such that fi(y) = yi for all y ∈ R
s and i =
1, ..., s, and gj(z) = zj for all z ∈ R
k and j = 1, ..., k, we actually obtain the
multiobjective problem (P ′v). Defining fi, i = 1, ..., s, and gj, j = 1, ..., k, in this
way, the functions f = (f1, ..., fs)
T and g = (g1, ..., gk)
T will be obviously convex
and componentwise increasing.
Applying the results derived in the first part of this section, we determine a
multiobjective dual to (P ′v) and then we verify the weak and strong duality. In
order to do this, let us first consider the scalarized problem
(P ′λ) inf
x∈A′
λT F (x),
where λ = (λ1, ..., λs)
T is a fixed vector in int(Rs+). According to relation (4. 1),
the Fenchel-Lagrange dual of a scalarized problem is
(D′
λ
FL) sup
(p, q, q′,r, t)∈Y ′λ
{
−
s∑
i=1
λif
∗
i (r
i)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
,
with
Y ′λ =
{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rs+, q
′ ∈ Rk+, r = (r
1, ..., rs),
ri ∈ Rs+, i = 1, ..., s,
s∑
i=1
λir
i = q, t ∈ Rk+
}
.
Taking into consideration the definitions of the functions fi, i = 1, ..., s, and
gj, j = 1, ..., k, respectively, we have for all i = 1, ..., s,
f ∗i (r
i) = sup
y∈Rs
{
(ri)T y − fi(y)
}
= sup
y∈Rs
{
(ri)T y − yi
}
= sup
y∈Rs
{
(ri1, ..., r
i
i − 1, ..., r
i
s)
T y
}
=
{
0, if rii = 1 and r
i
j = 0, j = 1, ..., s, j 6= i,
+∞, otherwise,
(4. 4)
(
tT g
)∗
(q′) = sup
y∈Rk
{
q′T y − tT g(y)
}
= sup
y∈Rk
{
q′T y − tT y
}
= sup
y∈Rk
{
(q′ − t)T y
}
=
{
0, if q′ = t,
+∞, otherwise,
(4. 5)
and
(
qT F
)∗
X
(p) =
(( s∑
i=1
λir
i
)T
F
)∗
X
(p) =
(
λT F
)∗
X
(p), (by (4. 4)). (4. 6)
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Relations (4. 1), (4. 4), (4. 5) and (4. 6) imply that the dual looks like
(D′λFL) sup
p∈Rn, t∈Rk+
{
−
(
λT F
)∗
X
(p)−
(
tT G
)∗
X
(−p)
}
. (4. 7)
According to Theorem 4.1 we can formulate the following strong duality the-
orem.
Theorem 4.5 Assume that X ⊆ Rn is a nonempty convex subset and the con-
straint qualification (CQ′) (see Subsection 2.4.1) is fulfilled. Then it holds
v(P ′λ) = v(D′λFL).
Provided that v(P ′λ) > −∞, the strong duality holds, i.e. the optimal objective
values of the primal and the dual problem coincide and the dual problem (D ′λFL)
has an optimal solution.
Proof. Theorem 4.5 follows directly from Theorem 4.1. 
Let us give now the optimality conditions regarding the problems (P ′λ) and
(D′λFL).
Theorem 4.6 (a) Let the assumptions of Theorem 4.5 be fulfilled and let x¯ be
an optimal solution to (P ′λ). Then there exists a tuple (p¯, t¯) ∈ Rn×Rk+, optimal
solution to (D′λFL), such that the following optimality conditions are satisfied
(i) λT F (x¯) +
(
λT F
)∗
X
(p¯) = p¯T x¯,
(ii)
(
t¯T G
)∗
X
(−p¯) = −p¯T x¯,
(iii) t¯T G(x¯) = 0.
(b) Let x¯ be admissible to (P ′λ) and (p¯, t¯) be admissible to (D′λFL), satisfying (i),
(ii) and (iii). Then x¯ is an optimal solution to (P ′λ), (p¯, t¯) is an optimal solution
to (D′λFL) and strong duality holds.
Proof.
(a) By Theorem 4.5 there exists a tuple (p¯, t¯) ∈ Rn × Rk+, optimal solution to
(D′λFL), such that
λT F (x¯) = −
(
λT F
)∗
X
(p¯)−
(
t¯T G
)∗
X
(−p¯),
which implies that{
λT F (x¯) +
(
λT F
)∗
X
(p¯)− p¯T x¯
}
+
{
t¯T G(x¯) +
(
t¯T G
)∗
X
(−p¯) + p¯T x¯
}
− t¯T G(x¯) = 0.
Using Young’s inequality we have
λT F (x¯) +
(
λT F
)∗
X
(p¯)− p¯T x¯ ≥ 0
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and
t¯T G(x¯) +
(
t¯T G
)∗
X
(−p¯) + p¯T x¯ ≥ 0.
Because x¯ is an optimal solution to (P ′λ) and t¯ ∈ Rk+, it follows that t¯
T G(x¯) ≤ 0,
which actually implies relations (i), (ii) and (iii).
(b) All the calculations and transformations done within part (a) may be carried
out in the inverse direction. 
Having determined the optimality conditions for the scalarized problem, we
are now able to construct a multiobjective dual problem to (P ′v). Therefore, let
us consider the following optimization problem
(D′v) v-max
(p,t,λ,u)∈B′
h′(p, t, λ, u),
with
h′(p, t, λ, u) =


h′1(p, t, λ, u)
...
h′s(p, t, λ, u)

 ,
h′i(p, t, λ, u) = −
1
sλi
( (
λT F
)∗
X
(p) +
(
tT G
)∗
X
(−p)
)
+ ui, i = 1, ..., s,
the dual variables
p = (p1, ..., pn)
T ∈ Rn, t = (t1, ..., tk)
T ∈ Rk, λ = (λ1, ..., λs)
T ∈ Rs,
u = (u1, ..., us)
T ∈ Rs,
and the set of constraints
B′ =
{
(p, t, λ, u) : t ∈ Rk+, λ ∈ int(R
s
+),
s∑
i=1
λiui = 0
}
.
The next two theorems yield the weak and strong duality for the multiobjec-
tive problems (P ′v) and (D
′
v).
Theorem 4.7 There is no x ∈ A′ and no (p, t, λ, u) ∈ B′ fulfilling F (x) 5
R
s
+
h′(p, t, λ, u) and F (x) 6= h′(p, t, λ, u).
Proof. Analogous to the proof of Theorem 4.3. 
Theorem 4.8 Assume that the constraints qualification (CQ′) is fulfilled and let
x¯ be a properly efficient element to (P ′v). Then there exists an efficient solution
(p¯, t¯, λ¯, u¯) ∈ B′ to the dual (D′v) and the strong duality F (x¯) = h(p¯, t¯, λ¯, u¯) holds.
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Proof. Let x¯ be a properly efficient element to (P ′v). By Definition 4.5, it follows
that there exists a vector λ¯ = (λ¯1, ..., λ¯s)
T ∈ int(Rs+) such that x¯ solves the scalar
problem
(P ′
λ¯
) inf
x∈A′
λ¯T F (x).
Because the constraint qualification (CQ′) is fulfilled, by Theorem 4.6, there exists
(p˜, t˜), an optimal solution to the dual problem (D′λ¯FL), such that the optimality
conditions (i), (ii) and (iii) are satisfied.
By means of x¯ and (p˜, t˜) we determine now an efficient solution (p¯, t¯, λ¯, u¯)
to (D′v). In order to do this let λ¯ = (λ¯1, ..., λ¯s)
T be the vector given by the
proper efficiency of x¯, p¯ = (p¯1, ..., p¯n)
T := (p˜1, ..., p˜n)
T = p˜, and t¯ = (t¯1, ..., t¯k)
T :=
(t˜1, ..., t˜k)
T = t˜. It remains to define the vector u¯ = (u¯1, ...., u¯s)
T . Therefore, let
for i = 1, ..., s, be
u¯i :=
1
sλ¯i
( (
λ¯T F
)∗
X
(p¯) +
(
t¯T G
)∗
X
(−p¯)
)
+ Fi(x¯). (4. 8)
For (p¯, t¯, λ¯, u¯) it holds t¯ ∈ Rk+, λ¯ ∈ int(R
s
+) and
s∑
i=1
λ¯iu¯i =
s∑
i=1
λ¯i
1
sλ¯i
( (
λ¯T F
)∗
X
(p¯) +
(
t¯T G
)∗
X
(−p¯)
)
+
s∑
i=1
λ¯iFi(x¯)
=
( (
λ¯T F
)∗
X
(p¯) +
(
t¯T G
)∗
X
(−p¯)
)
+ λ¯T F (x¯).
By the optimality conditions derived in Theorem 4.6 we have
s∑
i=1
λ¯iu¯i = p¯
T x¯− λ¯T F (x¯)− p¯T x¯ + λ¯T F (x¯) = 0,
which actually means that the element (p¯, t¯, λ¯, u¯) is feasible to (D′v).
Finally, we show that the values of the objective functions are equal, namely,
F (x¯) = h′(p¯, t¯, λ¯, u¯). In order to do this, we prove that Fi(x¯) = h
′
i(p¯, t¯, λ¯, u¯), for
all i = 1, ..., s. By Theorem 4.6, we have for all i = 1, ..., s,
h′i(p¯, t¯, λ¯, u¯) = −
1
sλ¯i
( (
λ¯T F
)∗
X
(p¯) +
(
t¯T G
)∗
X
(−p¯)
)
+ u¯i
= −
1
sλ¯i
( (
λ¯T F
)∗
X
(p¯) +
(
t¯T G
)∗
X
(−p¯)
)
+
1
sλ¯i
( (
λ¯T F
)∗
X
(p¯) +
(
t¯T G
)∗
X
(−p¯)
)
+ Fi(x¯) = Fi(x¯).
The maximality of (p¯, t¯, λ¯, u¯) is given by Theorem 4.7. 
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4.1.6 Duality for the multiobjective optimization problem
without constraints
In what follows, let us consider the multiobjective optimization problem
(P ′′v ) v-min
x∈X
f(F (x)),
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm and f = (f1, ..., fs)
T : Rm → Rs.
Assume that Fi, i = 1, ...,m, are convex and fj, j = 1, ..., s, are convex and
componentwise increasing functions.
Problem (P ′′v ) was already treated by G. WANKA, I. R. BOT¸ and E. VAR-
GYAS in [71], our purpose hereby is to show how these results can be ob-
tained as special case from the general results formulated in subsections 4.1.3
and 4.1.4. Therefore, let us observe that problem (P ′′v ) can be obtained from
problem (Pv), by taking the functions G = (G1, ..., Gl)
T : X → Rl, j = 1, ..., l,
and g = (g1, ..., gk)
T : Rl → Rk, such that gi(y) = 0, for all i = 1, ..., k, and
y ∈ Rl. Analogously to the previous section first we study the scalarized problem
and then, by means of the scalarized dual, we determine a multiobjective dual to
(P ′′v ). Finally, the weak and strong duality theorems are formulated.
Let us begin with the scalarized problem
(P ′′λ) inf
x∈X
λT f(F (x)),
where λ = (λ1, ..., λs)
T ∈ int(Rs+) is a fixed vector. By relation (4. 1), the
Fenchel-Lagrange dual of the scalarized problem is
(D′′
λ
FL) sup
(p, q, q′,r, t)∈Y ′′λ
{
−
s∑
i=1
λif
∗
i (r
i)−
(
tT g
)∗
(q′)−
(
qT F
)∗
X
(p)−
(
q′T G
)∗
X
(−p)
}
,
with
Y ′′λ =
{
(p, q, q′, r, t) : p ∈ Rn, q ∈ Rm+ , q
′ ∈ Rl+, r = (r
1, ..., rs),
ri ∈ Rm+ , i = 1, ..., s,
s∑
i=1
λir
i = q, t ∈ Rk+
}
.
Because in this case
(
tT g
)∗
(q′) = (0)∗ (q′) = sup
y∈Rl
{
yT q′
}
=
{
0, if q′ = 0,
+∞, otherwise,
and therefore (
q′T G
)∗
X
(−p) = 0∗X(−p) = − inf
x∈X
pT x = δ∗X(−p),
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the Fenchel-Lagrange dual problem becomes
(D′′λFL) sup
p∈Rn,q∈Rm+ ,r
i∈Rm+ ,
i=1,...,s,
sP
i=1
λir
i=q
{
−
s∑
i=1
λif
∗
i (r
i)−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
. (4. 9)
According to theorems 4.1 and 4.2 we can formulate the strong duality theorem
and give the optimality conditions for (P ′′λ) and (D′′λFL).
Theorem 4.9 Assume that X ⊆ Rn is a nonempty convex subset. If v(P ′′λ) >
−∞, then its dual problem (D′′λFL) has an optimal solution and strong duality
holds, i.e.
v(P ′′λ) = v(D′′λFL).
Theorem 4.10 (a) Let the assumptions of Theorem 4.9 be fulfilled and let x¯
be an optimal solution to (P ′′λ). Then there exists a tuple (p¯, q¯, r¯), with r¯ =
(r¯1, ..., r¯s), optimal solution to (D′′λFL), such that the following optimality condi-
tions are satisfied
(i) f ∗i (r¯
i) + fi(F (x¯)) = (r¯
i)T F (x¯), i = 1, ..., s,
(ii)
(
q¯T F
)∗
X
(p¯) + q¯T F (x¯) = p¯T x¯,
(iii) δ∗X(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P ′′λ) and (p¯, t¯, r¯), with r¯ = (r¯1, ..., r¯s), be admissible
to (D′′λFL), satisfying (i), (ii) and (iii). Then x¯ is an optimal solution to (P
′′λ),
(p¯, t¯, r¯) is an optimal solution to (D′′λFL) and strong duality holds.
In the following we construct a multiobjective dual to the problem (P ′′v ).
Therefore, let us consider the optimization problem
(D′′v) v-max
(p,q,r,λ,u)∈B′′
h′′(p, q, r, λ, u),
with
h′′(p, q, r, λ, u) =


h′′1(p, q, r, λ, u)
...
h′′s(p, q, r, λ, u)

 ,
h′′i (p, q, r, λ, u) = −f
∗
i (r
i)−
1
sλi
( (
qT F
)∗
X
(p) + δ∗X(−p)
)
+ ui, i = 1, ..., s,
the dual variables
p = (p1, ..., pn)
T ∈ Rn, q = (q1, ..., qm)
T ∈ Rm, r = (r1, ..., rs), ri ∈ Rm,
i = 1, ..., s, λ = (λ1, ..., λs)
T ∈ Rs, u = (u1, ..., us)
T ∈ Rs,
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and the set of constraints
B′′ =
{
(p, q, r, λ, u) : q ∈ Rm+ , r
i ∈ Rm+ , i = 1, ..., s, λ ∈ int(R
s
+),
s∑
i=1
λir
i = q,
s∑
i=1
λiui = 0
}
.
The next two theorems provide us the weak and strong duality for the multi-
objective problems (P ′′v ) and (D
′′
v).
Theorem 4.11 There is no x ∈ X and no (p, q, r, λ, u) ∈ B′′ fulfilling f(F (x))
5
R
s
+
h′′(p, q, r, λ, u) and f(F (x)) 6= h′′(p, q, r, λ, u).
Proof. Analogous to the proof of Theorem 4.3. 
Theorem 4.12 Let x¯ be a properly efficient element to (P ′′v ). Then there exists
an efficient solution (p¯, q¯, r¯, λ¯, u¯) ∈ B′′ to the dual (D′′v) and the strong duality
f(F (x¯)) = h′′(p¯, q¯, r¯, λ¯, u¯) holds.
Proof. Let x¯ be a properly efficient element to (P ′′v ). By the definition of proper
efficiency, it follows that there exists a vector λ¯ = (λ¯1, ..., λ¯s)
T ∈ int(Rs+) such
that x¯ solves the scalar problem
(P ′′
λ¯
) inf
x∈X
λ¯T f(F (x)).
By Theorem 4.10, there exists (p˜, q˜, r˜), an optimal solution to the dual problem
(D′′λ¯FL), such that the optimality conditions (i), (ii) and (iii) are satisfied.
By means of x¯ and (p˜, t˜, r˜) we determine now an efficient solution (p¯, q¯, r¯, λ¯, u¯)
to (D′′v). In order to do this let λ¯ = (λ¯1, ..., λ¯s)
T be the vector given by the
proper efficiency of x¯, p¯ = (p¯1, ..., p¯n)
T := (p˜1, ..., p˜n)
T = p˜, q¯ = (q¯1, ..., q¯m)
T :=
(q˜1, ..., q˜m)
T = q˜, and r¯ = (r¯1, ..., r¯s)T := (r˜1, ..., r˜s)T = r˜. It remains to define
the vector u¯ = (u¯1, ...., u¯s)
T . Therefore, let for i = 1, ..., s, be
u¯i :=
1
sλ¯i
( (
q¯T F
)∗
X
(p¯) + δ∗X(−p¯)
)
+ (r¯i)T F (x¯). (4. 10)
For (p¯, q¯, r¯, λ¯, u¯) it holds q¯ ∈ Rm+ , r¯
i ∈ Rm+ , i = 1, ..., s, λ¯ ∈ int(R
s
+) and
s∑
i=1
λ¯iu¯i =
s∑
i=1
λ¯i
1
sλ¯i
( (
q¯T F
)∗
X
(p¯) + δ∗X(−p¯)
)
+
s∑
i=1
λ¯i(r¯
i)T F (x¯)
=
( (
q¯T F
)∗
X
(p¯) + δ∗X(−p¯)
)
+ q¯T F (x¯).
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By the optimality conditions derived in Theorem 4.10, we have
s∑
i=1
λ¯iu¯i = p¯
T x¯− q¯T F (x¯)− p¯T x¯ + q¯T F (x¯) = 0,
which actually means that the element (p¯, q¯, r¯, λ¯, u¯) is feasible to (D′′v).
Finally, we show that the values of the objective functions are equal, namely,
f(F (x¯)) = h′′(p¯, q¯, r¯, λ¯, u¯). In order to do this we prove that fi(F (x¯)) =
h′′i (p¯, q¯, r¯, λ¯, u¯), for all i = 1, ..., s. By Theorem 4.10, we have for all i = 1, ..., s,
h′′i (p¯, q¯, r¯, λ¯, u¯) = −f
∗
i (r¯
i)−
1
sλ¯i
( (
q¯T F
)∗
X
(p¯) + δ∗X(−p¯)
)
+ u¯i
= −f ∗i (r¯
i)−
1
sλ¯i
( (
q¯T F
)∗
X
(p¯) + δ∗X(−p¯)
)
+
1
sλ¯i
( (
q¯T F
)∗
X
(p¯) + δ∗X(−p¯)
)
+ (r¯i)T F (x¯) = fi(F (x¯)).
The efficiency of (p¯, q¯, r¯, λ¯, u¯) is given by Theorem 4.11. 
4.2 Special cases
The last section of this work is motivated by a paper of S. NICKEL, J. PUERTO
and A. M. RODRIGUEZ-CHIA [52], in which the authors studied a single-
objective location problem with sets as existing facilities, giving a geometrical
characterization of the set of optimal solutions. In [5], R. I. BOT¸ and G. WANKA
treated the same problem by means of conjugate duality. Our purpose here is
to study, based on former results of this work, the duality for a multiobjective
location problem involving sets as existing facilities.
In order to do this, first we consider a more general multiobjective problem
in which the components of the objective function are composites of different
monotonic norms with a vector-valued convex function. This problem turns out
to be a special case of the nonconstrained problem (P ′′v ) studied in Subsection
4.1.6. Applying the results obtained in the previous section we study the multi-
objective problem from above, taking into consideration some properties of the
monotonic norms. Using the results derived for monotonic norms we introduce
the multiobjective dual problem and study the weak and strong duality for the
multiobjective location model involving sets as existing facilities. Afterwards, as
particular cases of this problem, the multiobjective Weber and minmax problems
with infimal distances are studied. The last three location models were treated
in detail by G. WANKA, R. I. BOT¸ and E. VARGYAS in [71].
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4.2.1 The case of monotonic norms
Let X be a nonempty subset of Rn and F = (F1, ..., Fm)
T : X → Rm, l =
(l1, ..., ls)
T : Rm → Rs be vector-valued functions. Assume that Fi : X → R, i =
1, ...,m, are convex functions on X and li : R
m → R, i = 1, ..., s, are monotonic
norms on Rm. The optimization problem which we consider here is
(P lv) v-min
x∈X
l+(F (x)),
where l+ = (l+1 , ..., l
+
s )
T such that l+i (t) := li(t
+), i = 1, ..., s, with t+ =
(t+1 , ..., t
+
m)
T and t+j = max{0, tj}, j = 1, ...,m.
Applying the results obtained in Subsection 4.1.6, we derive a multiobjective
dual to (P lv) and formulate the weak and strong duality theorems. Therefore, let
us first consider the scalarized problem
(P lλ) inf
x∈X
λT l+(F (x)),
where λ = (λ1, ..., λs)
T ∈ int(Rs+) is a fixed vector. By the results obtained in
Subsection 4.1.6, its Fenchel-Lagrange dual is (see relation (4. 9))
(DlλFL) sup
p∈Rn,q∈Rm+ ,r
i∈Rm+ ,
i=1,...,s,
sP
i=1
λir
i=q
{
−
s∑
i=1
λi(l
+
i )
∗(ri)−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
.
Because li, i = 1, ...s, are monotonic norms, by Proposition 3.7 for all i = 1, ..., s,
we have
(l+i )
∗(ri) =
{
0, if ri ∈ Rm+ and l
0
i (r
i) ≤ 1,
+∞, otherwise,
where l0i is the dual norm of li, and so, the Fenchel-Lagrange dual becomes
(DlλFL) sup
p∈Rn, q∈Rm+ , r
i∈Rm+ ,
l0i (r
i)≤1, i=1,...,s,
sP
i=1
λir
i=q
{
−
(
qT F
)∗
X
(p)− δ∗X(−p)
}
. (4. 11)
Analogously to Theorem 4.9 and Theorem 4.10 we have:
Theorem 4.13 Assume that X ⊆ Rn is a nonempty convex subset. If v(P lλ) >
−∞, then its dual problem (DlλFL) has an optimal solution and strong duality
holds, i.e.
v(P lλ) = v(DlλFL).
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Theorem 4.14 (a) Let the assumptions of Theorem 4.13 be fulfilled and let x¯ be
an optimal solution to (P lλ). Then there exists a tuple (p¯, q¯, r¯1, ..., r¯s), optimal
solution to (DlλFL), such that the following optimality conditions are satisfied
(i) l+i (F (x¯)) = (r¯
i)T F (x¯), i = 1, ..., s,
(ii)
(
q¯T F
)∗
X
(p¯) + q¯T F (x¯) = p¯T x¯,
(iii) δ∗X(−p¯) = −p¯
T x¯.
(b) Let x¯ be admissible to (P lλ) and (p¯, q¯, r¯1, ..., r¯s) be admissible to (DlλFL), sat-
isfying (i), (ii) and (iii). Then x¯ is an optimal solution to (P lλ), (p¯, q¯, r¯1, ..., r¯s)
is an optimal solution to (DlλFL) and strong duality holds.
Furthermore we construct a multiobjective dual problem to (P lv),
(Dlv) v-max
(p,q,r,λ,u)∈Bl
hl(p, q, r, λ, u),
with
hl(p, q, r, λ, u) =


hl1(p, q, r, λ, u)
...
hls(p, q, r, λ, u)

 ,
hli(p, q, r, λ, u) = −
1
sλi
( (
qT F
)∗
X
(p) + δ∗X(−p)
)
+ ui, i = 1, ..., s,
the dual variables
p = (p1, ..., pn)
T ∈ Rn, q = (q1, ..., qm)
T ∈ Rm, r = (r1, ..., rs), ri ∈ Rm,
i = 1, ..., s, λ = (λ1, ..., λs)
T ∈ Rs, u = (u1, ..., us)
T ∈ Rs,
and the set of constraints
Bl =
{
(p, q, r, λ, u) : q ∈ Rm+ , r
i ∈ Rm+ , l
0
i (r
i) ≤ 1, i = 1, ..., s,
λ ∈ int(Rs+),
s∑
i=1
λir
i = q,
s∑
i=1
λiui = 0
}
.
The next two theorems provide the weak and strong duality for the multiob-
jective problems (P lv) and (D
l
v).
Theorem 4.15 There is no x ∈ X and no (p, q, r, λ, u) ∈ Bl fulfilling l+(F (x))
5
R
s
+
hl(p, q, r, λ, u) and l+(F (x)) 6= hl(p, q, r, λ, u).
Proof. Analogous to the proof of Theorem 4.3. 
Theorem 4.16 Let x¯ be a properly efficient element to (P lv). Then there exists
an efficient element (p¯, q¯, r¯, λ¯, u¯) ∈ Bl, solution to the dual (Dlv), and the strong
duality l+(F (x¯)) = hl(p¯, q¯, r¯, λ¯, u¯) holds.
Proof. Theorem 4.16 is a direct consequence of Theorem 4.12. 
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4.2.2 The multiobjective location model involving sets as
existing facilities
Let C = {C1, ..., Cm} be a family of convex sets in R
n such that
m
∩
i=1
C i = ∅, where
C i denotes the closure of the set Ci, for all i = 1, ...,m. We consider the same
vector function d : Rn → Rm as in [5], i.e.
d(x) := (d1(x,C1), ..., dm(x,Cm))
T ,
where
di(x,Ci) = inf{γi(x− yi) : yi ∈ Ci}, i = 1, ...,m,
and γi, i = 1, ...,m, are norms on R
n.
Remark 4.3 Because Ci are convex sets and γi are norms, i = 1, ...,m, it follows
that the functions di(x,Ci) are convex and continuous on R
n, for all i = 1, ...,m.
The multiobjective location problem with sets as existing facilities is
(P l(C)) v-min
x∈Rn
l(d(x)),
with l = (l1, ..., ls)
T and lj : R
m → R, j = 1, ..., s, monotonic norms on Rm.
Because
l+j (d(x)) = lj((d(x))
+) = lj(d(x)), ∀x ∈ R
n, j = 1, ..., s,
where (d(x))+ = ((d1(x))
+, . . . , (dm(x))
+) with (di(x))
+ = max{0, di(x)}, for
i = 1, ...,m, we can write (P l(C)) in the equivalent form
(P l(C)) v-min
x∈Rn
l+(d(x)).
As one can see, (P l(C)) is a particular case of the problem (P lv). In order to study
the duality for this problem, we study again at first the duality for the scalarized
problem
(P lλ(C)) inf
x∈Rn
λT l+(d(x)),
with λ = (λ1, ..., λs)
T ∈ int(Rs+) fixed.
According to relation (4. 11), its Fenchel-Lagrange dual problem is
(DlλFL(C)) sup
p∈Rn,q,rj∈Rm+ ,l
0
j
(rj)≤1,
j=1,...,s,
sP
j=1
λjrj=q
{
−
(
qT d
)∗
(p)− δ∗
Rn
(−p)
}
.
Taking into consideration that
−δ∗
Rn
(−p) = inf
x∈Rn
pT x =
{
0, if p = 0,
−∞, otherwise,
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and for q ∈ Rm+ , by Theorem 2.2 and Remark 4.3,
(
qT d
)∗
(0) =
( m∑
i=1
qidi
)∗
(0) = inf
{
m∑
i=1
(qidi)
∗(pi) :
m∑
i=1
pi = 0
}
,
the dual problem becomes
(DlλFL(C)) sup
pi∈Rn,i=1,...,m,
mP
i=1
pi=0,q,rj∈Rm+ ,
l0j (r
j)≤1,j=1,...,s,
sP
j=1
λjrj=q
{
−
m∑
i=1
(qidi)
∗ (pi)
}
.
In order to get the same results as the authors in [71], in the objective function
of this dual we separate the terms for which qi > 0 from those for which qi = 0
and then the dual can be written as
(DlλFL(C)) sup
pi∈Rn,i=1,...,m,
mP
i=1
pi=0,q,rj∈Rm+ ,
l0j (r
j)≤1,j=1,...,s,
sP
j=1
λjr
j=q,
I⊆{1,...,m},qi>0,i∈I,qi=0,i/∈I
{
−
∑
i∈I
(qidi)
∗ (pi)−
∑
i/∈I
(0)∗(pi)
}
.
For i /∈ I we have
(0)∗(pi) = sup
x∈Rn
{
(pi)T x− 0
}
= sup
x∈Rn
{
(pi)T x
}
=
{
0, if pi = 0,
+∞, otherwise.
For i ∈ I, it holds (qidi)
∗(pi) = qid
∗
i
(
pi
qi
)
, (cf. [14]). Redenoting 1
qi
pi by pi, we
obtain
(DlλFL(C)) sup
(I, p, q, r)∈Y l(C)
{
−
∑
i∈I
qid
∗
i (p
i)
}
, (4. 12)
with
Y l(C) =
{
(I, p, q, r) : I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m,
q = (q1, ..., qm)
T ∈ Rm, qi > 0, i ∈ I, qi = 0, i /∈ I, r = (r
1, ..., rs), rj ∈ Rm+ ,
l0j (r
j) ≤ 1, j = 1, ..., s,
∑
i∈I
qip
i = 0,
s∑
j=1
λjr
j = q
}
.
The next theorems present the strong duality and the optimality conditions
for (P lλ(C)) and (DlλFL(C)), respectively.
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Theorem 4.17 If v(P lλ(C)) > −∞, then the dual problem (DlλFL(C)) has an
optimal solution and strong duality holds,
v(P lλ(C)) = v(DlλFL(C)).
Theorem 4.18 (a) Let x¯ be an optimal solution to (P lλ(C)). Then there exists
a tuple (I¯ , p¯, q¯, r¯) ∈ Y l(C), optimal solution to (DlλFL(C)), such that the following
optimality conditions are satisfied
(i) I¯ ⊆ {1, ...,m}, I¯ 6= ∅, q¯i > 0, i ∈ I¯ , q¯i = 0, i /∈ I¯ ,
(ii) r¯j ∈ Rm+ , l
0
j (r¯
j) = 1, j = 1, ..., s,
s∑
j=1
λj r¯
j = q¯,
∑
i∈I¯
q¯ip¯
i = 0,
(iii) lj(d(x¯)) = (r¯
j)T d(x¯), j = 1, ..., s,
(iv) x¯ ∈ ∂d∗i (p¯
i), i ∈ I¯ .
(b) If x¯ ∈ Rn, (I¯ , p¯, q¯, r¯) ∈ Y l(C) and (i), (ii), (iii) and (iv) are fulfilled, then
x¯ is an optimal solution to (P lλ(C)), (I¯ , p¯, q¯, r¯) ∈ Y l(C) is an optimal solution to
(DlλFL(C)) and strong duality holds
λT l(d(x¯)) = −
∑
i∈I¯
q¯id
∗
i (p¯
i).
Proof. Because x¯ is an optimal solution to (P lλ(C)), by Theorem 4.17 it follows
that there exists (I¯ , p¯, q¯, r¯) ∈ Y l(C), optimal solution to (DlλFL(C)), such that
λT l(d(x¯)) = −
∑
i∈I¯
q¯id
∗
i (p¯
i). (4. 13)
Because (I¯ , p¯, q¯, r¯) ∈ Y l(C), it follows that I¯ ⊆ {1, ...,m}, q¯i > 0, i ∈ I¯ , q¯i =
0, i /∈ I¯ , r¯j ∈ Rm+ such that l
0
j (r¯
j) ≤ 1, for all j = 1, ..., s,
s∑
j=1
λ¯j r¯
j = q¯ and∑
i∈I¯
q¯ip¯
i = 0. Additionally, by Proposition 3.7 l∗j (r¯
j) = 0, j = 1, ..., s, and so,
equation (4. 13) becomes
s∑
j=1
λj
(
lj(d(x¯)) + l
∗
j (r¯
j)− (r¯j)T d(x¯)
)
+
∑
i∈I¯
q¯i
(
di(x¯, Ci) + d
∗
i (p¯
i)− (p¯i)T x¯
)
= 0,
(4. 14)
which together with Young’s inequality implies that
(i′) lj(d(x¯)) = (r¯
j)T d(x¯), j = 1, ..., s,
(ii′) di(x¯, Ci) + d
∗
i (p¯
i) = (p¯i)T x¯, i ∈ I¯ .
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If I¯ would be empty, then it would follow that q¯i = 0, for all i = 1, ...,m, which
together with
s∑
j=1
λ¯ir¯
i = q¯ and r¯j ≥ 0, j = 1, ..., s, imply that r¯j = 0, j = 1, ..., s.
From (i′) it holds then lj(d(x¯)) = 0, which actually means that d(x¯) = 0, i.e.
di(x¯, Ci) = 0, ∀ i = 1, ...,m.
But, this would imply that x¯ ∈
m
∩
i=1
C i, which is a contradiction to the hypothesis
m
∩
i=1
C i = ∅. By this, the relation (i) is proved.
Now, let us show that l0j (r¯
j) = 1, j = 1, ..., s. By the definition of the dual norm,
we have
l0j (r¯
j) = sup
lj(v)≤1,
v∈Rm
{|(r¯j)T v|}, j = 1, ..., s.
Because
m
∩
i=1
C i = ∅, it holds lj(d(x¯)) > 0, for j = 1, ..., s. Let be v¯
j = 1
lj(d(x¯))
d(x¯) ∈
R
m. We have lj(v¯
j) = 1, j = 1, ..., s, and then, by (i′),
l0j (r¯
j) = l0j (r¯
j)lj(v¯
j) ≥ (r¯j)T v¯j =
(r¯j)T d(x¯)
lj(d(x¯))
= 1.
In conclusion, l0j (r¯
j) = 1, j = 1, ..., s.
For (iv), let us observe that (ii′) is equivalent to p¯i ∈ ∂di(x¯, Ci) for i ∈ I¯ (cf.
[14]). On the other hand, di being a convex and continuous function, verifies (cf.
[14])
p¯i ∈ ∂di(x¯, Ci) ⇔ x¯ ∈ ∂d
∗
i (p¯
i), i ∈ I¯ ,
which proves (iv). 
Remark 4.4 We denoted here by ∂f(x) the subdifferential of the function f at
the point x.
As a multiobjective dual problem of the primal problem (P l(C)) we can in-
troduce
(Dl(C)) v-max
(I,p,q,r,λ,u)∈Y l(C)
hd(I, p, q, r, λ, u),
with
hd(I, p, q, r, λ, u) =


hd1(I, p, q, r, λ, u)
...
hds(I, p, q, r, λ, u)

 ,
hdj (I, p, q, r, λ, u) = −
1
sλj
(∑
i∈I
qid
∗
i (p
i)
)
+ uj, j = 1, ..., s,
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the dual variables
I ⊆ {1, . . . ,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m, q = (q1, . . . , qm)
T ∈ Rm,
r = (r1, ..., rs), rj ∈ Rm, j = 1, ..., s, λ = (λ1, ..., λs)
T ∈ Rs, u = (u1, ..., us)
T ∈ Rs,
and the set of constraints
Y l(C) =
{
(I, p, q, r, λ, u) : I ⊆ {1, ...,m}, qi > 0, i ∈ I, qi = 0, i /∈ I, r
j ∈ Rm+ ,
l0j (r
j) = 1, j = 1, ..., s, λ ∈ int(Rs+),
∑
i∈I
qip
i = 0,
s∑
j=1
λjr
j = q,
s∑
j=1
λjuj = 0
}
.
The following theorems state the weak and strong duality assertions.
Theorem 4.19 There is no x ∈ Rn and no (I, p, q, r, λ, u) ∈ Y l(C), such that
lj(d(x)) ≤ h
d
j (I, p, q, r, λ, u), j = 1, ..., s, and lk(d(x)) < h
d
k(I, p, q, r, λ, u) for at
least one k ∈ {1, ..., s}.
Theorem 4.20 Let x¯ be properly efficient element to (P l(C)). Then there exists
an efficient solution (I¯ , p¯, q¯, r¯, λ¯, u¯) ∈ Y l(C) to (Dl(C)) and strong duality
lj(d(x¯)) = −
1
sλ¯j
(∑
i∈I¯
q¯id
∗
i (p¯
i)
)
+ u¯j, j = 1, ..., s,
holds.
4.2.3 The biobjective Weber-minmax problem with infi-
mal distances
In this subsection, for the same data set C = {C1, ..., Cm} as in the previous
one, we consider a multiobjective minimization problem with a two-dimensional
objective function, its first component being given by the Weber location problem
and the second one by the minmax location problem with infimal distances. Thus,
the primal problem is
(PWM(C)) v-min
x∈Rn


m∑
i=1
widi(x,Ci)
max
i=1,...,m
widi(x,Ci)

 ,
where di(x,Ci) = inf
yi∈Ci
γi(x − yi), i = 1, ...,m, and wi > 0, i = 1, ...,m, are
positive weights. Let be, for i = 1, ...,m, the norms γ ′i : R
n → R, γ′i = wiγi and
the corresponding distance functions d′i(·, Ci) : R
n → R, d′i(x,Ci) = inf
yi∈Ci
γ′i(x −
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yi) = widi(x,Ci). This means that the primal problem (P
WM(C)), as a special
case of (P l(C)), becomes
(PWM(C)) v-min
x∈Rn
(
l1(d
′(x))
l∞(d
′(x))
)
,
with d′(x) = (d′1(x,C1), ..., d
′
m(x,Cm)) and the norms l1, l∞ : R
m → R, l1(z) =
m∑
i=1
|zi|, l∞(z) = max
i=1,...,m
|zi|, for z ∈ R
m. As for the dual norms, we recall that
l01(z) = l∞(z) and l
0
∞(z) = l1(z). Obviously, l1 and l∞ are monotonic norms.
Taking into consideration the form of the dual problem (Dl(C)), observing
that d′∗i (p
i) = (widi)
∗(pi) = wid
∗
i (
1
wi
pi), and, redenoting 1
wi
pi by pi, we construct
the biobjective dual to the primal problem (P WM(C)). This becomes
(DWM(C)) v-max
(I, p, q, r, λ, u)∈Y WM (C)
(
h1(I, p, q, r, λ, u)
h2(I, p, q, r, λ, u)
)
,
with
h1(I, p, q, r, λ, u) = −
1
2λ1
(∑
i∈I
qiwid
∗
i (p
i)
)
+ u1,
h2(I, p, q, r, λ, u) = −
1
2λ2
(∑
i∈I
qiwid
∗
i (p
i)
)
+ u2,
the dual variables
I ⊆ {1, . . . ,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m, q = (q1, . . . , qm)
T ∈ Rm,
r = (r1, r2), r1, r2 ∈ Rm, λ = (λ1, λ2)
T ∈ R2, u = (u1, u2)
T ∈ R2,
and the set of constraints
Y WM(C)=
{
(I, p, q, r, λ, u) : I⊆{1, ...,m}, qi > 0, i ∈ I, qi = 0, i /∈ I, r
1, r2 ∈ Rm+ ,
max
i=1,...m
r1i = 1,
m∑
i=1
r2i = 1, λ ∈ int(R
2
+),
∑
i∈I
qiwip
i = 0,
2∑
j=1
λjr
j = q,
2∑
j=1
λjuj = 0
}
.
Let us give also for these problems the weak and strong duality theorems.
Theorem 4.21 There is no x ∈ Rn and no (I, p, q, r, λ, u) ∈ Y WM(C) such that
m∑
i=1
widi(x,Ci) ≤ h1(I, p, q, r, λ, u), and max
i=1,...,m
widi(x,Ci) ≤ h2(I, p, q, r, λ, u)
and
m∑
i=1
widi(x,Ci) < h1(I, p, q, r, λ, u) or max
i=1,...,m
widi(x,Ci) < h2(I, p, q, r, λ, u).
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Theorem 4.22 Let x¯ be properly efficient element to (P WM(C)). Then there
exists an efficient solution (I¯ , p¯, q¯, r¯, λ¯, u¯) ∈ Y WM(C) to (DWM(C)) and the strong
duality holds, i.e.
m∑
i=1
widi(x¯, Ci) = −
1
2λ¯1
(∑
i∈I¯
q¯iwid
∗
i (p¯
i)
)
+ u¯1
and
max
i=1,...,m
widi(x¯, Ci) = −
1
2λ¯2
(∑
i∈I¯
q¯iwid
∗
i (p¯
i)
)
+ u¯2.
4.2.4 The multiobjective Weber problem with infimal dis-
tances
We consider as another application of the multiobjective duality results in Sub-
section 4.2.2 the multiobjective Weber problem with infimal distances for the
data C
(PW (C)) v-min
x∈Rn
(
m∑
i=1
w1i di(x,Ci), ...,
m∑
i=1
wsi di(x,Ci)
)T
,
where di(x,Ci) = inf
yi∈Ci
γi(x− yi), i = 1, ...,m, γi, i = 1, ...,m, are norms defined
on Rn and wji , i = 1, ...,m, j = 1, ..., s, are positive weights. Considering the
norms lWj : R
m → R, j = 1, ..., s, defined by
lWj (z) :=
m∑
i=1
wji |zi|,
we have
lWj (d(x)) =
m∑
i=1
wji di(x,Ci).
We notice that lWj , j = 1, ..., s, are monotonic norms, with the dual norms
(lWj )
0(z) = max
i=1,...,m
|zi|
wji
. So, the primal problem (P W (C)) becomes
(PW (C)) v-min
x∈Rn
lW (d(x)),
where lW = (lW1 , ..., l
W
s )
T : Rm → Rs and d(x) = (d1(x,C1), ..., dm(x,Cm)). Due
to Subsection 4.2.2, a multiobjective dual problem to (P W (C)) is
(DW (C)) v-max
(I, p, q, r, λ, u)∈Y W (C)
hW (I, p, q, r, λ, u),
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with hW = (hW1 , ..., h
W
s )
T ,
hWj (I, p, q, r, λ, u) = −
1
sλj
(∑
i∈I
qid
∗
i (p
i)
)
+ uj, j = 1, ..., s,
the dual variables
I ⊆ {1, . . . ,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m, q = (q1, . . . , qm)
T ∈ Rm,
r = (r1, ..., rs), rj ∈ Rm, j = 1, ..., s, λ = (λ1, ..., λs)
T ∈ Rs, u = (u1, ..., us)
T ∈ Rs,
and the set of constraints
Y W (C) =
{
(I, p, q, r, λ, u) : I ⊆ {1, ...,m}, qi > 0, i ∈ I, qi = 0, i /∈ I, r
j ∈ Rm+ ,
max
i=1,...,m
rji
wji
= 1, j = 1, ..., s, λ ∈ int(Rs+),
∑
i∈I
qip
i = 0,
s∑
j=1
λjr
j = q,
s∑
j=1
λjuj = 0
}
.
Using theorems 4.19 and 4.20 we can formulate the following duality results:
Theorem 4.23 There is no x ∈ Rn and no (I, p, q, r, λ, u) ∈ Y W (C) such
that
m∑
i=1
wji di(x,Ci) ≤ h
W
j (I, p, q, r, λ, u), i = 1, ..., s, and
m∑
i=1
wki di(x,Ci) <
hWk (I, p, q, r, λ, u) for at least one k ∈ {1, ..., s}.
Theorem 4.24 Let x¯ be properly efficient element to (P W (C)). Then there exists
an efficient solution (I¯ , p¯, q¯, r¯, λ¯, u¯) ∈ Y W (C) to (DW (C)) and strong duality, i.e.
m∑
i=1
wji di(x¯, Ci) = −
1
sλ¯j
(∑
i∈I¯
q¯id
∗
i (p¯
i)
)
+ u¯j, j = 1, ..., s,
holds.
4.2.5 The multiobjective minmax problem with infimal
distances
The last optimization problem we are going to consider in this work is the mul-
tiobjective minmax location problem with infimal distances for the data C
(PM(C)) v-min
x∈Rn
(
max
i=1,...,m
w1i di(x,Ci), ..., max
i=1,...,m
wsi di(x,Ci)
)T
,
where di(x,Ci) = inf
yi∈Ci
γi(x − yi), i = 1, ...,m, and w
j
i , i = 1, ...,m, j = 1, ..., s,
are positive weights. Considering the norms lMj : R
m → R, j = 1, ..., s, defined
by
lMj (z) = max
i=1,...,m
wji |zi|,
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we have that
lMj (d(x)) = max
i=1,...,m
wji di(x,Ci).
We notice that lMj , j = 1, ..., s, are monotonic norms, with the dual norm
(lMj )
0(z) =
m∑
i=1
|zi|
wji
. Thus, the primal problem (P M(C)) becomes
(PM(C)) v-min
x∈Rn
lM(d(x)),
where lM = (lM1 , ..., l
M
s )
T : Rm → Rs. Due to Subsection 4.2.2, a multiobjective
dual problem to (P M(C)) is
(DM(C)) v-max
(I, p, q, r, λ, u)∈Y M (C)
hM(I, p, q, r, λ, u),
with hM = (hM1 , ..., h
M
s )
T ,
hMj (I, p, q, r, λ, u) = −
1
sλj
(∑
i∈I
qid
∗
i (p
i)
)
+ uj, j = 1, ..., s,
the dual variables
I ⊆ {1, ...,m}, p = (p1, ..., pm), pi ∈ Rn, i = 1, ...,m, q = (q1, . . . , qm)
T ∈ Rm,
r = (r1, ..., rs), rj ∈ Rm, j = 1, ..., s, λ = (λ1, ..., λs)
T ∈ Rs, u = (u1, ..., us)
T ∈ Rs,
and the set of constraints
Y M(C) =
{
(I, p, q, r, λ, u) : I ⊆ {1, ...,m}, qi > 0, i ∈ I, qi = 0, i /∈ I, r
j ∈ Rm+ ,
m∑
i=1
rji
wji
= 1, j = 1, ..., s, λ ∈ int(Rs+),
∑
i∈I
qip
i = 0,
s∑
j=1
λjr
j = q,
s∑
j=1
λjuj = 0
}
.
Remark 4.5 We emphasize the interesting observation that both dual problems
(DW (C)) and (DM(C)) differ only in the constraints max
i=1,...,m
rji
wji
= 1 and
m∑
i=1
rji
wji
= 1,
respectively.
The corresponding duality results for (P M(C)) and (DM(C)) are the following:
Theorem 4.25 There is no x ∈ Rn and no (I, p, q, r, λ, u) ∈ Y M(C) such that
max
i=1,...,m
wji di(x,Ci) ≤ h
M
j (I, p, q, r, λ, u), j = 1, ..., l, and max
i=1,...,m
wki di(x,Ci) <
hMk (I, p, q, r, λ, u) for at least one k ∈ {1, ..., s}.
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Theorem 4.26 Let x¯ be properly efficient element to (P M(C)). Then there exists
an efficient solution (I¯ , p¯, q¯, r¯, λ¯, u¯) ∈ Y M(C) to (DM(C)) and strong duality, i.e.
max
i=1,...,m
wji di(x¯, Ci) = −
1
sλ¯j
(∑
i∈I¯
q¯id
∗
i (p¯
i)
)
+ u¯j, j = 1, ..., s,
holds.
Theses
1. The main objective of this thesis is to establish a unified duality approach
for both scalar and multiobjective convex composed programming prob-
lems. First, we study in the second chapter the single-valued composed
optimization problem
(P ) inf
x∈A
f(F (x)),
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
,
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X → Rl,
f : Rm → R and g = (g1, ..., gk)
T : Rl → Rk. Using different perturbation
functions we assign three dual supremum problems to the primal problem
(P ), which we denote by (DL), (DF ) and (DFL). As one may observe, (DL)
turns out to be the well-known Lagrange dual, (DF ) the Fenchel dual and
(DFL) the so-called Fenchel-Lagrange dual problem. In what follows we
analyze the relations between the optimal objective values of those three
duals and then the relations between the optimal objective values of the
primal and the dual problems, respectively. As a first result it can be
stated that
v(DFL) ≤ v(DL) and v(DFL) ≤ v(DF ),
where v(DL), v(DF ) and v(DFL) denote the optimal objective values of
the corresponding duals. In fact, under some convexity assumptions and
regularity conditions, they are even equal. The same convexity assumptions
and regularity conditions will assure the strong duality between (P ) and
(DL), (DF ) and (DFL), i.e. v(P ) = v(DL) = v(DF ) = v(DFL), where v(P )
denotes the infimum of (P ). We mention that the weak duality between
the primal and dual problems always holds, because of the construction of
the duals. That means the suprema of the duals are less than or equal to
the infimum of the primal problem (P ). Additionally, based on the verified
strong duality, necessary and sufficient optimality conditions for each of
these primal-dual pairs are derived.
2. As a first application of the general problem, the classical optimization
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problem with inequality constraints
(P ′) inf
x∈A′
F (x),
A′ =
{
x ∈ X : G(x) 5
R
k
+
0
}
is studied. Here X ⊆ Rn is a nonempty set and F : X → R, G =
(G1, ..., Gk)
T , Gi : X → R, i = 1, ..., k, are vector-valued functions. Using
the results obtained in the first part we construct three dual problems to
(P ′) and verify the strong duality for each of them. In conclusion, the op-
timality conditions are deduced. We mention that the results obtained by
deriving them from the general problem coincide with those obtained by G.
WANKA and R. I. BOT¸ in [70].
3. Furthermore, the optimization problem without constraints
(P ′′) inf
x∈X
f(F (x))
is analyzed. In this case, X ⊆ Rn and F = (F1, ..., Fm)
T , Fi : X → R, i =
1, ...,m. This problem was already treated in detail by G. WANKA, R. I.
BOT¸ and E. VARGYAS in [71]. Our intention hereby is to show how the
results obtained by these authors can be derived from the problem (P ).
In order to do this we examine only the Fenchel-Lagrange dual problem.
For this primal-dual pair we formulate a strong duality theorem and derive
optimality conditions.
4. The third chapter of this work is devoted to location problems. First we
consider a quite general problem
(P γC ) inf
x∈X
γ+C (F (x)),
where γC : R
m → R is a monotonic gauge of a closed convex set C con-
taining the origin, γ+C : R
m → R, γ+C (t) := γC(t
+), with t+ = (t+1 , ..., t
+
m)
T
and t+i = max{0, ti}, i = 1, ...,m, and F = (F1, ..., Fm)
T : X → Rm is a
vector-valued function. Embedding this problem into the general frame-
work developed for the original problem (P ), we assign a Fenchel-Lagrange
dual problem to it, prove the strong duality and derive the optimality con-
ditions. The importance of this problem is that it provides a unified method
for dealing with different location problems via conjugate duality.
5. As a first application of the previous problem we consider the model with
monotonic norms
(P l) inf
x∈X
l+(F (x))
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where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm is a vector-valued function,
l : Rm → R is a monotonic norm on Rm and l+ : Rm → R, l+(t) := l(t+),
with t+ = (t+1 , ..., t
+
m)
T and t+i = max{0, ti}, i = 1, ...,m.
As further applications the location model with unbounded unit balls
(P γC (F)) inf
x∈Rn
γC
(
wa1ϕa1(x− a
1), ..., wamϕam(x− a
m)
)
,
the Weber problem with gauges of closed convex sets
(Pw(F)) inf
x∈Rn
m∑
i=1
waiϕai(x− a
i)
and the minmax problem with gauges of closed convex sets
(Pm(F)) inf
x∈Rn
max
i=1,...,m
waiϕai(x− a
i)
are studied with respect to duality (see also G. WANKA, R. I. BOT¸ and
E. VARGYAS [72]). We mention that F := {a1, ..., am} is a set of m points
of Rn which represents the set of existing facilities, each facility ai ∈ F
having an associated gauge ϕai whose unit ball is a closed convex set Cai
containing the origin, w = {wa1 , ..., wam} is a set of positive weights and
γC : R
m → R is a monotonic gauge of a closed convex set C containing the
origin. The last three problems were studied also by Y. HINOJOSA and J.
PUERTO in [27]. There the authors gave a geometrical characterization of
the set of optimal solutions.
6. The fourth chapter of this work is devoted to duality in multiobjective
optimization. First, we study the composed multicriteria problem
(Pv) v-min
x∈A
f(F (x)),
A =
{
x ∈ X : g(G(x)) 5
R
k
+
0
}
,
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm, G = (G1, ..., Gl)
T : X →
R
l, f = (f1, ..., fs)
T : Rm → Rs and g = (g1, ..., gk)
T : Rl → Rk. We
assume that Fi, i = 1, ...,m, Gj, j = 1, ..., l, are convex functions and
fi, i = 1, ..., s, and gj, j = 1, ..., k, are convex and componentwise increasing
functions. In order to do this, first we examine the scalarized problem
(P λ) inf
x∈A
λT f(F (x)),
where λ = (λ1, ..., λs)
T is a fixed vector in int(Rs+). Applying the results ob-
tained for the single-valued problem (P ), we determine its Fenchel-Lagrange
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dual (DλFL). Analogously to the previous sections we prove the strong du-
ality between (P λ) and (DλFL) and, in conclusion, we derive the optimality
conditions. By means of the scalar dual, we construct the multiobjective
dual problem (Dv) to (Pv). Finally, the weak and the strong duality be-
tween (Pv) and (Dv) are proved.
7. Closely related to (Pv), two special problems are analyzed, first the classical
multiobjective optimization problem with inequality constraints
(P ′v) inf
x∈A′
F (x),
A′ =
{
x ∈ X : G(x) 5
R
k
+
0
}
,
where X ⊆ Rn, F = (F1, ..., Fs)
T : X → Rs and G = (G1, ..., Gk)
T : X →
R
k, and then the multiobjective optimization problem without constraints
(P ′′v ) v-min
x∈X
f(F (x)),
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm and f = (f1, ..., fs)
T : Rm →
R
s. We mention that the results obtained in this way for (P ′v), (P
′′
v ) and
their duals are identical to those obtained by using different approaches by
G. WANKA and R. I. BOT¸ in [69] and G. WANKA, R. I. BOT¸ and E.
VARGYAS in [71], respectively.
8. Similarly to the scalar case, some multiobjective location models are con-
sidered. The first one is the multicriteria problem with monotonic norms
(P lv) v-min
x∈X
l+(F (x)),
where X ⊆ Rn, F = (F1, ..., Fm)
T : X → Rm, l = (l1, ..., ls)
T : Rm → Rs,
Fi : X → R, i = 1, ...,m, are convex functions on X, li : R
m → R, i =
1, ..., s, are monotonic norms on Rm and l+ = (l+1 , ..., l
+
s )
T such that l+i (t) :=
li(t
+), i = 1, ..., s, with t+ = (t+1 , ..., t
+
m)
T and t+j = max{0, tj}, j = 1, ...,m.
As a second application of the general theory we examine the multiobjective
model involving sets as existing facilities
(P l(C)) v-min
x∈Rn
l(d(x)),
where C = {C1, ..., Cm} is a family of convex sets in R
n such that
m
∩
i=1
C i =
∅, l = (l1, ..., ls)
T with lj : R
m → R, j = 1, ..., s, monotonic norms on
R
m, d(x) := (d1(x,C1), ..., dm(x,Cm)) and di(x,Ci) = inf{γi(x − yi) : yi ∈
Ci}, i = 1, ...,m, where γi, i = 1, ...,m, are norms on R
n. This model was
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motivated by a paper of S. NICKEL, J. PUERTO and A. M. RODRIGUEZ-
CHIA ([52]), where the authors give a geometrical characterization of the
sets of optimal solutions. We establish duality results as well as necessary
and sufficient optimality conditions.
9. Finally, closely related to the model involving sets as existing facilities, the
biobjective Weber-minmax problem with infimal distances
(PWM(C)) v-min
x∈Rn


m∑
i=1
widi(x,Ci)
max
i=1,...,m
widi(x,Ci)

 ,
the multiobjective Weber problem with infimal distances
(PW (C)) v-min
x∈Rn
(
m∑
i=1
w1i di(x,Ci), ...,
m∑
i=1
wsi di(x,Ci)
)T
,
and the multiobjective minmax problem with infimal distances
(PM(C)) v-min
x∈Rn
(
max
i=1,...,m
w1i di(x,Ci), ..., max
i=1,...,m
wsi di(x,Ci)
)T
,
are studied. Also here we construct multiobjective dual problems and derive
weak and strong duality assertions.
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Index of notation
R the set of real numbers
R the extended set of real numbers
R
p the p-dimensional Euclidean space
R
p
+ the non-negative orthant of R
p
int(X) the interior of the set X
ri(X) the relative interior of the set X
X the closure of the set X
dom(f) the domain of the function f
f ∗ the conjugate of the function f
f ∗X the conjugate of the function f relative to the set X
δX the indicator function of the set X
5
R
p
+
the partial ordering induced by the non-negative orthant Rp+
xT y the inner product of the vectors x and y
γ0C the dual of the gauge γ
0
C
l0 the dual norm of the norm l
v-min the notation for a multiobjective optimization problem
in the sense of minimum
v-max the notation for a multiobjective optimization problem
in the sense of maximum
v(P ) the optimal objective value of a minimization problem (P )
v(D) the optimal objective value of a maximization problem (D)
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