We show that every model of I 0 has an end extension to a model of a theory (extending Buss' S 0 2 ) where logspace computable function are formalizable. We also show the existence of an isomorphism between models of I 0 and models of linear arithmetic LA (i.e., secondorder Presburger arithmetic with nite comprehension for bounded formulas).
0 Introduction.
In the last two decades the research on bounded arithmetic has been focussed mainly on the theories of I 0 and I 0 + 1 and on their fragments. The interest in these theories is in part motivated by complexity theoretical considerations. It is well known that the provably recursive function of I 0 + 1 are those computable by algorithms in the polynomial time hierarchy while the provably recursive functions of I 0 correspond to the linear time hierarchy. Some open problems in bounded arithmetic are known to be equivalent to problems of complexity theory. More precisely, to the same problems of complexity theory formalized in models of these theories.
For instance, it is known that I 0 + 1 is nitely axiomatizable if and only if I 0 + 1 proves that the polynomial time hierarchy collapses (one direction is trivial, the converse is not, see 1], 10]). The rst is one of the central problem of bounded arithmetic the second (with true arithmetic in place of I 0 + 1 ) is one of the central problem in complexity theory.
Other central problems in bounded arithmetic are justi ed by considerations independent of complexity theory. For instance, we do not know if I 0 proves the pigeonhole principle or 1 Research supported by the Netherlands Foundation for Scienti c Research (NWO) grant PGS even some weak version of it (see, below). The provability of these and other combinatorial statements is natural and interesting in itself and also in connection with number theory in models of bounded arithmetic (see 9] ). (Also complexity theoretical translations of these problems exists, see 4], but the arithmetical form captures more intriguing aspects.)
A third group of important open problems in bounded arithmetic is connected to the socalled \end extension problem" and/or to the \ 1 -conservativity problem". The end extension problem 8] asks whether every model of I 0 +B 1 has a proper end extension to a model of I 0 , or, more generically, it asks for characterizations of models of I 0 with a proper end extension to models of I 0 . The 1 -conservativity problem is the following question.
* Is every 1 sentence provable in I 0 + 1 provable also in I 0 ?
It is generally accepted that this is not the case. Possible candidates to confute 1 -conservativity are: the weak pigeonhole principle (no 0 formula de nes an injection from 2n to n) or the in nity of primes (in the form: for every x there is a prime x<p<x 2 ).
Let us consider a question connected both with the 1 -conservativity problem and with the end extension problem.
** Does every model of I 0 has and end extension to a model of I 0 + 1 ?
Clearly, a positive answer to ** would imply a positive answer to the 1 -conservativity problem but it would have also other generally unaccepted consequences. In fact, every model of I 0 that has a proper end extension to a model of I 0 is a model of B 1 . So, from a positive answer to ** we could infer that I 0 +: 1 proves B 1 . This is open but it is conjectured to be false. Let us call Logrec the theory de ned in the same way as PV 1 but having symbols and axioms only for the functions computable in logarithmic space. We prove that question ** has positive answer if Logrec is substituted for I 0 + 1 .
Actually, the theorem is stated and proved in a di erent setting than what we claimed in the previous paragraph. We shall work with second-order theories that correspond to I 0 , I 0 + 1 and Logrec. The second-order setting comes naturally along with the idea of the proof: the end extension is build very constructively adding numbers at the top of a model of I 0 . These numbers are identi ed with the set they code in the model of I 0 (in other words: their binary representation is present in the model of I 0 though the number itself may not).
The plan of the paper is as follows. The main result is precisely stated in the next section. Section 2 and 3 are of introductory nature while the technical work is con ned in Section 4 and 5. The result is presented in a second-order setting and it is to a large extent selfcontained, the exact translation of it in a rst-order form is not spelled out here, but in Section 2 and 3 we provide enough details to the reader who wishes to undertake this enterprise by him/herself. The last section may be read independently of the proof of the main theorem; it aims to present the theory 
Preliminaries
Here we introduce the de nitions needed to state precisely the results of the paper. We shall try to be reasonably selfcontained, the reader willing to know more on basic facts about BA, its fragments and the relation with Buss' setup will nd some material in 10]. Our basic languages are L 2 (+; ) and L 2 (+), i.e., that of second-order arithmetic with and respectively without the symbol of multiplication. Speci cally, L 2 (+; ) consists of two symbols for constants: 0, 1, two symbols for binary functions: +, and two symbols for binary relations: <, 2. Moreover, there are two sorts of variables: rst and second-order. The language L 2 (+) coincides with L 2 (+; ) but for the absence of the symbol of multiplication.
First and second-order variables are meant to range respectively over numbers and nite sets of numbers. Terms are constructed from rst-order variables only. The intended meaning of X<y is: \all elements of X are less than y". Let Finally, the symbols for classes of formulas just de ned may occur pre xed by 9 and/or 8 to mean that formulas in the class may be pre xed by unbounded ( rst and/or second-order) existential, resp. universal, quanti ers.
It is not di cult to realize that we have given an alternative concise way of de ning the polynomial time hierarchy. In fact, up to identifying sets with strings, the classes X<y and the least upper bound axiom. This last axiom deserves some special remark. It claims the existence of the least upper bound of every set, so, the least number principle follows from it (over some comprehension). It entails also that all sets are` nite'. The least upper bound of the set X will be denoted by jXj; the largest element of a nonempty X is then jXj?1. Finally, in the last line below we display the schema of nite comprehension. 0 2 Some complexity theoretical aspects.
Let us conclude the introductory part of the paper by commenting on the complexity theoretical strength of the fragment p 0 -rec. We claim that functions computable in logarithmic space are provably total in this theory. We shall not prove this fact in detail but we hope to give enough arguments to convince the reader of this fact. We need a technical observation on the schema of (8w<b)(8x<a)(9y<a)'(w; x; y) ! 9Z (8w<b)'(w; Z(w); Z(w+1)).
To prove this x a b and de ne as follows: \ hx; wi; hy; zi i '(w; x; y) and z is w+1 modulo b+1". A path of length 2b through can be easily transformed, using p 0 comprehension, into a Z satisfying the formula above.
We need this more general schema of recursion to derive that if (8x<a)(9y<a)'(x; y) and x 0 <a is given, then there is a path through ' that starts from x 0 . To see this, apply the schema above to the formula w = 0^y = x 0 ] _ w>0^'(x; y)]; then shift the resulting path Z by one to the left.
Let M be a model of p 0 -rec. The rst-order part of M satis es I 0 (this because of p 0 -comp). So, we have a 0 -de nition of ( rst-order) exponentiation and to every x we can associate a string of length log x (see 3] Ch.V Sec.3). This makes it possible to formalize computation of a Turing machine whose space resources are bounded by the logarithm of the length of the input in the way we explain below. Let us associate each set I with a binary string of length jIj. Our deterministic Turing machine reads the input I in a read-only tape and writes the output O in a write-only tape. The working space is bounded by the logarithm of jIj times some xed constant n (that we think of as a standard number). So, internal states of the Turing machine can be coded by rst-order elements x<jIj n . We can formalize, by using a p 0 -formula with I as parameter, the next-state relation among states of a Turing machine having written I in the input tape. Let '(x; y; I) be this formula. If we assume that the Turing machine never halts (but possibly loops in a state), the antecedent of the schema of . One has to de ne 0 2 , 1 2 , + 2 , 2 and < 2 in n := fX : X2Mg in order that n satis es all axioms of I 0 + 1 . The de nition of 0 2 , 1 2 and < 2 is immediate: 0 2 := ;, Finally the reader may check that the two operations are mutually inverse, i.e., that M is actually (isomorphic to) Log n.
The isomorphism presented above applies also to fragments of BA, resp. S 2 . In fact, . We have seen in the previous section that logspace computations are formalizable in p 0 -rec. We know (see, e.g., 3] Ch.V Sec.2(f)) that we can design Turing machines that computes additon resp. multiplication of binary numbers by using, essentially, the school algorithms. The amount of tape needed for the computation of the two basic arithmetical operations grows logarithmically with the length of the input. So, we can assume that a sutable formalization of these algorithms can be used to de ne a rst-second-order isomorphism for a weak fragment such as p 0 -rec. In this article we shall never need to make the rst-order theory which corresponds to p 0 -rec explicit. But it adds relevance to our result to know that such a rst-order theory exists. (As far as we know, a rst-order theory corresponding to In principle, one could attempt the construction of a rst-second-order isomorphism for models of LA in a similar way. But, unfortunately, a direct formalization of the school algorithms for plus and times is not possible in LA. The non totality of ( rst-order) multiplication forces to repeated use of divide and conquer techniques to de ne the graph of (second-order) multiplication. So, the nal check of the recursive equations. For this reason we shall avoid the use of the rst-second-order isomorphism for LA. Still, since the existence of such an isomorphism is heuristically interesting, we suggest a the following brief informal argument: given a model M of LA end extend it to a model of p 0 -rec and construct the rst-order model n isomorphic to it. Observe that the immage of M onder this isomorphism is an initial segment of n and is a model of I 0 isomorphic to M.
Bootstrapping
In this section we discuss some routine work of bootstrapping. While in BA bootstrapping is a matter of a few lines, the details of the bootstrapping of LA are very lengthy. The exposition will gain in clarity if the task of working out the plan outlined below is left to the diligent reader. The most important things to show are that the graphs of multiplication and exponentiation are de nable by linear formulas and that`small' sets may be coded by numbers in the usual way. (The de nition of multiplication is given at the end of this section. The de nition of exponentiation can be given using similar ideas.) Clearly, multiplication and exponentiation are not provably total in LA but their recursive equations are provable. In particular their inverse functions, division, roots and logarithms are total functions.
One needs also to check that every model of LA + 8x; y (x y)# has an unique expansion to a model of BA. The linear de nability of exponentiation is mainly needed to have a good notion of (L)logatithm. What we need is that Logarithms commute with the second-order operation given (mentioned) in the previous section. An interval is a set of the form fx : a x<a+bg for some b>0 and is denoted by a; a+b). b is called the length of the interval. When a = 0 we write b) for 0; b). An interval of Z is an interval which is contained in Z and which is maximal, i.e., it is not properly contained in an interval which is also a subset of Z. The formula expressing \ a; a+b) is an interval of Z" is where ' is quasi-linear, n is standard and jx;Xj is the least upper bound ofx;X. When is a quasi-linear formula and F is a quasi-linear function, the formula (ỹ;Ỹ ; F(x;X)) is considered as the abbreviation of the quasi-linear formula obtained by unfolding the de nition of F inside (in other words: an expansion of the language is not necessary). So, the composition of quasi-linear functions is again a quasi-linear function. In the lemma below we show that in M R quasi-linear functions are closed under recursion provided that their values do not get too large. Precisely, we prove the following. Lemma ).
By the < 2 -least number principle there is a quasi-linear function that takes X<a as input and outputs the < 2 -minimal Z satisfying the formula (*) above (with p for r). So, ( ) for n = 1 follows immediately. Now, assume that for some n>0, ( ) holds for all quasi-linear formulas. To prove the claim for n+1 consider the quasi-linear formula (X; Y ) : F(0; X) = X^F(p n ; X) = Y^(8w<p n )'(F (w; X); F(w+1; X)), where F is obtained by the induction hypothesis. W.l.o.g. we can assume that (8X<a)(9Y <a) '(X; Y ). Now, applying the induction hypothesis for n = 1, we can nd G such that G(0; X) = X and (G(w; X); G(w+1; X)) for all w<p. It is easy to check that the following quasi-linear
