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An increasing demand for an extended flexibility to model types and production volumes in the manufacture
of large-size assemblies has generated a growing interest in the reduction of jig and fixtures deployment during
assembly operations. A key factor enabling and sustaining this reduction is the constantly expanding availability
of instruments for dimensional measurements of large-size products. However, the increasing complexity of these
measurement systems and their set-up procedures may hinder the final users in their effort to assess whether
the performance of these instruments is adequate for pre-specified inspection tasks. In this paper, mixed-effects
and fixed-effects linear statistical models are proposed as a tool to assess quantitatively the effect of set-up
procedures on the uncertainty of measurement results. This approach is demonstrated on a Metris Indoor GPS
system (iGPS). The main conclusion is that more than 99 % of the variability in the considered measurements is
accounted for by the number of points used in the bundle adjustment procedure during the set-up phase. Also,
different regions of the workspace have significantly different error standard deviations and a significant effect
on the transient duration of measurement. This is expected to affect adversely the precision and unbiasedness
of measurements taken with Indoor GPS when tracking moving objects.
Keywords: Large scale metrology; large volume metrology; distributed coordinate measuring systems;
Indoor GPS; iGPS; uncertainty
1. Introduction
During the last decades research efforts in coordinate-measuring systems for large-size objects
have led to a broadening of the range of instruments commercially available (cf. Estler et al.
2002).
These coordinates measurement instruments can be grouped into two categories: centralised
and distributed systems (Maisano et al. 2008).
A centralised instrument is a measuring system constituted by a single hardware element
that in performing a measurement may require one or more ancillary devices such as, typically,
a computer. An example of a centralised instrument is a laser tracker that makes use of a
spherically-mounted reflector (SMR) to take a measurement of a point spatial coordinates and
that needs to be connected to a monitor of environmental conditions and to a computer.
A distributed instrument is a collection of separate independent elements whose separately
gathered measurement information needs to be jointly processed in order for the system to
determine the coordinates of a point. A single element of the system typically cannot provide
measurements of the coordinates of a point when standing alone. Precursors of these apparatuses
can be identified in wireless indoor networks of sensors for automatic detection of object location
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(cf. Liu et al. 2007). These networks can be deployed for inspection tasks in manufacturing
operations once their trueness has been increased. The term trueness is defined in BS ISO 5725-
1:1994 (1994) as ‘the closeness of agreement between the average value obtained from a large
series of test results and an accepted reference value’ (section 3.7).
When inspecting parts and assemblies of large dimensions, it is often more practical or con-
venient to bring the measuring system to the part rather than vice versa, as it is typically the
case on a smaller scale. Therefore, instruments for the inspection of large size objects are usu-
ally portable. In performing a measurement task, a single centralised instrument, say a laser
tracker, can then be deployed in a number of different postions which can also be referred to
as stations. By measuring some fixed points when changing station, the work envelop of the
instrument can be significantly enlarged enabling a single centralised instrument to be used for
inspection of parts significantly larger than its original work envelope. To illustrate this concept,
in Figure 1(a) the top view of three geometrical solids, a cylinder, a cube and an octahedron
(specifically a hexagonal prism) is displayed. These solids are inspected by a single centralised
instrument such as a laser tracker, which is moved across different positions (1, 2, . . . , 6 in the
figure) from each of which the coordinates of the points P1, P2 and P3 are also measured. In
this respect, a single centralised system appears therefore comparable with a distributed system,
whose inherent multi-element nature enables work envelopes of any size to be covered, provided
that a sufficient number of elements are chosen. This characteristic of a measuring system of
adapting itself to suit the scale of a measuring task is often referred to as scalability (cf. Liu
et al. 2007). The concept above can therefore be synthesised by saying that a centralised system
is essentially scalable in virtue of its portability, whereas a distributed system is such due to its
intrinsic modularity.
With a single centralised instrument, measurement tasks within a working envelope however
extended cannot be performed concurrently but only serially. Each measurement task to be
performed at a certain instant in time needs a dedicated centralised instrument. This is shown
in Figure 1(a) where the cylinder is measured at the current instant with the instrument in
position 2, whereas the hexagonal prism is going to be measured in a future instant when the
instrument will be placed in position 3. With a distributed system this limitation does not hold.
With a distributed system, concurrent measurement tasks can be performed provided that each
of the concurrent tasks has a sensor or subgroup of sensors dedicated to it at a specific instant
within the distributed instrument. In Figure 1(b), the same three objects considered in the case
of a centralised instrument are concurrently inspected using a distributed systems constituted by
six signal transmitter elements (1, 2, . . . , 6) and three probes each carrying two signal receiving
elements whereby the coordinates of the probe tips are calculated.
[Figure 1 about here]
This characteristic of distributed systems is especially advantageous when concurrently track-
ing the position of multiple large-size components during assembly operations. The sole way of
performing the same concurrent operation with a centralised system would require the avail-
ability and use of more than a single centralised instrument (laser tracker, for instance), with
potentially-detrimental economic consequences on the manufacturing organisation in terms of
increased fixed assets, maintenance costs and increased complexity of the logistics.
A number of different distributed systems have been developed recently, some as prototypes
for research activities (cf., for instance, Priyantha et al. 2000, Piontek et al. 2007), some others
with a level of maturity sufficient for them to be made commercially available (cf., for instance
Welch et al. 2001, Maisano et al. 2008). In this second case, the protection of the intellectual
property (IP) rights prevents the users a transparent access to the details of the internal mech-
anisms and of the software implemented in the systems. This may constitute a barrier to a full
characterisation of the performance of the equipment. This investigation endeavours to provide
better insight into the performance of such systems by using widespread statistical techniques.
The main objective is therefore not to criticise or evaluate the specific instrument considered
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thereafter, but to demonstrate the use of techniques that may be beneficially deployed also on
other distributed systems. In particular, the effect of discretionary set-up parameters on the
variability and stability of the measurement results has been analysed.
In the next section the main characteristics of the Metris iGPS, which is the instrument
considered, are described. A cone-based mathematical model of the system is then presented
in section 3. The experimental set-up is described in section 4 and the results of the tests are
analysed in section 5. Conclusions are drawn thereafter.
2. Physical description of the instrument
The instrument used in this study is the iGPS (alias indoor GPS) manufactured by Metris.
The description of such a system provided in this section is derived from publicly available
information.
The elements constituting the system are a set of two or more transmitters, a number of
wireless sensors (receivers) and an unit controlling the overall system and processing the data
(Hedges et al. 2003, Maisano et al. 2008).
Transmitters are placed in fixed locations within the volume where measurement tasks are
performed. Such a volume is also referred to as a workspace.
Each transmitter has a head rotating at a constant angular velocity, which is different for each
transmitter, and radiates three light signals: two infrared fan-shaped laser beams generated by
the rotating head, and one infrared strobe signal generated by light emitting diodes (LED’s).
The LED’s flash at constant time intervals ideally in all directions, but practically in a multitude
of directions. Each of these time intervals is equal to the period of revolution of the rotating
head on which the LED’s are mounted. For any complete revolution of the rotating head a single
flash is emitted virtually in all directions. In this way, the LED signals received by a generic
sensor from a transmitter constitute a periodic train of pulses in the time domain where each
pulse is symmetric (cf. Hedges et al. 2003, column 6).
The rotating fan-shaped laser beams are tilted by two pre-specified opposite angles, φ1 and
φ2 (e.g., -30 ◦ and 30 ◦, respectively) from the axis of rotation of the head. These angles are
also referred to as slant angles. The fact that the angular velocity of the head is different for
different transmitters enables each transmitter to be distinguished (Sae-Hau 2003). A schematic
representation of a transmitter at the instant t1 when the first fanned beam L1 intersects the
sensor in position P and at the instant t2 when the second fanned beam L2 passes through P is
shown in Figure 2, where two values for the slant angles are also shown. Ideally, the shape of each
of the fanned beams should be adjustable to adapt to the characteristics of the measurement tasks
within a workspace. Although two beams are usually mounted on a rotating head, configurations
with four beams per head have also been reported (Hedges et al. 2003, column 5). To differentiate
between the two fanned beams on a transmitter, their time position relative to the strobe signal
is often considered (see Figure 2).
[Figure 2 about here]
The fanned beams are often reported as planar (Maisano et al. 2008, Liu et al. 2008), as
depicted in Figure 2. Yet, the same beams when emitted from the source typically have a conical
shape that is first deformed into a column via a collimating lens and then into fan-shape via a
fanning lens (Hedges et al. 2003, column 6). It is believed that only an ideal chain of deformations
would transform completely and perfectly the initial conical shape into a plane. For these reasons,
the final shape of the beam is believed to preserve traces of the initial shape and to be more
accurately modelled with a portion of a conical surface, rather than a plane. Each of the two
conical surfaces are then represented with a vector, called cone vector, that is directed from the
apex to the centre of the circular diretrix of the cone. The angle between the cone vector and
any of the generatrix on the cone surface is called cone central angle. This angle is designated
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by α1 and α2 for the first and the second beam, respectively. The apex of these cones lies on
the axis of rotation of the spinning head. In Figure 3, a schema of the portion of the conical
surface representing a rotating laser beam is displayed. In this figure, two portions of conical
surfaces are shown to illustrate α2 and φ2 (φ2 > 0, having established counterclockwise angle
measurements around the x axis as positive).
[Figure 3 about here]
The angular separation between the optical axes of the two laser modules in the rotating head
is denoted with θoff , when observed from the direction of the rotational axis of the spinning
head. The rotation of the head causes each of the cone surfaces and therefore their cone vectors
to revolve around the same axis. The angular position of the cone vector at a generic instant is
denoted with θ1 (t) and θ2 (t), for the first and second fanned beam respectively. These angles
are also referred to as scan angles and are defined relative to the strobe LED synchronisation
signal, as illustrated here below.
Wireless sensors are made of one or more photo-detectors and a wireless connection to the
controlling unit for the transmission of the positional information to the central controlling unit.
The use of the photo-detectors enables the conversion of a received signal ( stroboscopic LED,
first fanned laser, second fanned laser) into the instant of time of its arrival (t0, t1 and t2 in
Figure 2). The time intervals between these instants can then be converted into measurements
of scan angles from the knowledge of the angular velocity of the head for each transmitter (ω
in Figure 2). It is expected that θ1 = ω · (t1− t0) and that θ2 = ω · (t2− t0). At the instant
t0 when the LED signal reaches the generic position P, the same LED signal also flashes in any
direction. Therefore, at the very same instant t0, the LED fires also in the reference direction
where the angles in the plane of rotation are measured from (i.e. θ1 = θ2 = 0).
In this study, any plane orthogonal to the axis of rotation is referred to as a plane of rotation.
For any spherical coordinate system having the rotational axis of the transmitter as the z axis
and the apex common to the aforementioned conical surfaces as the origin, the angle θ1 swept
by the cone vector of the first fanned beam in the time interval t1 − t0 is connected with the
azimuth of P measured from any possible reference direction x established in the xy plane, which
is the plane of rotation passing through the common apex of the conical surfaces.
From a qualitative point of view, the elevation (or the zenith) of P can be related to the
quantity ω · (t2− t1). With analogy to Figure 2, it is argued that, also in the case of conical
fanned shaped beams, when the elevation (or zenith) of P is increasing (decreasing), the time
interval t2 − t1 is also increasing. Vice versa, the reason why a time interval t2 − t1 is larger
than another can only be found in the fact that the position of the sensor in the first case has a
higher elevation than in the second.
In the most typical configuration, two receivers are mounted on a wand or a bar in calibrated
positions. A tip of the wand constitutes the point for which the location is calculated based on
the signals received by the two sensors. When the receivers are mounted on a bar, the bar is
then often referred to as vector bar. If such a receivers-mounted bar is short, say with a length
between 100 and 200 mm, it is then called a mini vector bar. These devices are equipped with
firmware providing processing capabilities. The firmware enables the computation of azimuth
and elevation of the wand or bar tip for each of the spherical reference systems associated with
each of the transmitters in the system. This firmware is called a position computation engine
(PCE).
A vector bar therefore acts as a mobile instrument for probing points as shown in the schema
of Figure 1(b). More recently, receiving instruments with four sensors have been developed,
enabling the user to identify both the position of the tip and the orientation of the receiving
instrument itself.
January 5, 2010 21:46 International Journal of Computer Integrated Manufacturing indoor
Sources of variability in the set-up of an Indoor GPS 5
3. The role of the bundle adjustment algorithms in indoor GPS
The computation of azimuth and elevation of the generic position P in the spherical reference
system of a generic transmitter enables the direction of the oriented straight line l from the
origin (the apex of the cones) to P to be identified. However, it is not possible to determine the
location of P on l. In other words, it is not possible to determine the distance of P from the
origin. Therefore, at least a second transmitter is necessary to estimate the position of P in a user
arbitrarily predefined reference system {Uref}. In fact, assuming that position and orientation
of the i− th and j − th transmitters in {Uref} are known, then the coordinates of the generic
point on li and on lj can be transformed from the spherical reference system of the transmitters
to the common reference system {Uref} (cf. section 2.3 in Craig 1986). Then, P can be estimated
with some non-linear least squares procedure, which minimises the sum of the squared distances
between the estimates of the coordinates of P in {Uref} and the generic point on li and lj .
Only in an ideal situation li and lj would intersect. As any measurement result, azimuth and
elevation are only known with uncertainty (cf.sections 2.2 and 3.1 in JCGM:100:2008 2008). Very
little likelihood exists that these measured values for li and lj coincide with the ‘true’ unknown
measurands. The same very little likelihood applies therefore to the existence of an intersection
between li and lj . When adding a third k − th transmitter, qualitative geometrical intuition
supports the idea that the distances of the optimal P from each of the lines li, lj and lk are likely
to be less variable until approaching and stabilising around a limit that can be considered typical
for the measurement technology under investigation. Increasing the number of transmitters is
therefore expected to reduce the variability of the residuals. The estimation of the coordinates of
P, when the position of the transmitters is known, is often referred to as a triangulation problem
(Savvides et al. 2001, Hartley and Sturm 1997).
If the position and orientation of the transmitters in {Uref} are not known, then they need
to be determined before the actual usage of the measurement system. To identify the position
and orientation of a transmitter in {Uref}, six additional parameters need to be estimated (cf.
section 2.2 in Craig 1986). This more general engineering problem is often referred to as three-
dimensional (3D) reconstruction and occurs in areas as diverse as surveying networks (Wolf and
Ghilani 1997), photogrammetry and computer vision (Triggs et al. 2000, Lourakis and Argyros
2009). The estimation of three-dimensional point coordinates together with transmitters posi-
tions and orientations to obtain a reconstruction which is optimal under a pre-specified objective
function and an assumed errors structure is called bundle adjustment (BA). The objective or
cost function describes the fitting of a mathematical model for measurement procedure to the
experimental measurement data. Most often, but not necessarily, this results in minimising the
sum of the squares of the deviations of the measurement data from their values predicted with
a non-linear functions of the unknown parameters (Triggs et al. 2000, Lourakis and Argyros
2009). A range of general purpose optimisation algorithms, such as for instance Gauss-Netwon
and Levenberg-Marquardt can be used to minimise the non-linear objective function. Alterna-
tively, significantly increased efficiency can be gained if these algorithms are adjusted to account
for the sparsity of the matrices arising in the mathematical description of 3D reconstruction
problems (Lourakis and Argyros 2009).
In the measurement system investigated, a BA algorithm is run in a set-up phase whereby
the position and orientation of each transmitter in {Uref} are determined. Therefore, during
the subsequent deployment of the system (measuring phase), the coordinates of a point are
calculated using triangulation methods mentioned above.
However, as it is typically encountered in commercial measurement systems, the BA algorithms
implemented in the system are not disclosed completely to the users. This makes it difficult for
both users and researchers to devise analytical methods to assess the effects of these algorithms
on the measuring system. In this investigation, consideration is given to experimental design and
statistical techniques to estimate the effect that decisions taken when running the built-in BA
algorithm exert on measurement results.
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4. Experimental set-up
Four transmitters were mounted on tripods and placed at an height of about two metres from
the floor level. The direction of the rotational axis of each transmitter spinning head was ap-
proximately vertical. Each of the four transmitters was placed at the corners of an approximate
square of about eight metre side.
A series of six different targets fields labelled I, II, III, IV, V , VI and respectively consisting of
8, 9, 10, 11, 12 and 13 targets was considered during the BA procedure. Each of these fields was
obtained by adding one target to the previous field, so that the first eight targets are common
to all the fields, the first nine targets are common to the last five fields and so on. A schema of
this experimental configuration is shown in Figure 4.
[Figure 4 about here]
All the fields were about 1.2 m above floor level. The target positions were identified using
an isostatic support mounted on a tripod which was moved across the workspace. A set of the
same isostatic supports was also available on a carbon-fibre bar that was used to provide the BA
algorithm built in the system with a requested measurement of length (i.e., to scale the system).
A distance of 1750 mm between two isostatic supports on the carbon-fibre bar was measured on
a coordinate-measuring machine (CMM). The carbon-fibre bar was then placed in the central
region of the workspace. The coordinates of the two targets 1750 mm far apart were measured
with iGPS and their 1750 mm distance was used to scale the system in all the targets fields
considered. In this way, the scaling procedure is not expected to contribute to the variability
of the measurement results even when different targets fields are used in the BA procedure.
Figure 5 shows an end of the vector bar used in this set-up (the large sphere in the figure), while
coupled with an isostatic support (the three small spheres) during the measurement of a target
position on the carbon-fibre bar.
[Figure 5 about here]
The BA algorithm was run on each of these six targets fields so that six different numerical
descriptions of the same physical positions and orientations of the transmitters were obtained.
Six new targets locations were then identified using the isostatic supports on the carbon-fibre
bar mentioned above. Using the output of the BA executions, the spatial coordinates of these
new targets locations were measured. The approximate position of the six targets relatively to
the transmitters is shown in the schema of Figure 6.
[Figure 6 about here]
Each target measurement consisted in placing the vector bar in the corresponding isostatic
support and holding it for about 30 s. This enabled the measurement system to collect and
store about 1200 records of target coordinates in {Uref} for each of the six targets. In this
way, however, the number of records for each target is different, due to the human impossibility
of performing manually the measurement procedure with a degree of time control sufficient to
prevent this situation to occur.
5. Results
Each of the six target positions displayed in Figure 6 and labelled 1, 2, 3, 4, 5, 6 was mea-
sured using each of the six BA set-ups I, II, . . . , VI, giving rise to a grouping structure of 36
measurement conditions (cells).
When measuring a target location its three Cartesian coordinates in {Uref} are obtained. To
reduce the complexity of the analysis from three-dimensional to mono-dimensional, instead of
these coordinates the distance of the targets from the origin of {Uref} is considered. Central to
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this investigation is the estimation of the effect on the distance target-origin due to the choice
of a different number of target points when running the BA algorithm. The target locations
1, 2, . . . , 6 do not identify points on a spherical surface, so they are at different distances from
the origin of {Uref}, regardless of any possible choice of such a reference system. These target
locations therefore contribute to the variability of the measurements of the distance target-origin
whereby the detection of a potential contribution of the BA set-ups to the same variability can
be hindered. To counteract this masking effect, the experiment was carried out by selecting
first a target location and then randomly assigning all the BA set-ups for that location to the
sequence of tests. This was repeated for all the six target positions. Such an experimental strategy
introduces a constraint to a completely random assignment of the 36 measurement conditions to
the the run order. In the literature (cf. chapter 27, 16 and 8 in Neter et al. 1996, Faraway 2005,
2006, respectively), this strategy is referred to as Randomised Complete Block Design (RCBD).
The positions of the target 1, 2, . . . , 6 constitutes a blocking factor identifying an experimental
unit or block, within which the BA set-ups are tested. The BA set-ups I, II, . . . , VI constitutes
a random sample of all the possible set-ups that differs only for the choice of the location and
number of points selected when running the BA algorithm during the system set-up phase. On
the other hand, the analysis of the obvious contribution to the variability of the distance origin-
target when changing the location of the targets would not add any interesting information to
this investigation. These considerations lead to describe the experimental data of the RCBD with
a linear mixed-effects statistical model, which is first defined and then fitted to the experimental
data.
5.1. Mixed-effects models
The distance dij of the i − th (i = 1, . . . , 6) target from the origin measured when the j − th
(j =I, . . . , VI) BA procedure is used is modelled as the sum of four contributions: a general mean
µ, a fixed effect τi due to the selection of the i− th target point, a random effect bj due to the
assignment of the j− th BA set-up and a random error eij due to all those sources of variability
inherent in any experimental investigation that is not possible or convenient to control. This is
described by the equation:
dij = µ+ τi + bj + eij (1)
In equation 1 and hereafter, the Greek symbols are parameters to be estimated and the Latin
symbols are random variables. In particular, the bj ’s have zero mean and standard deviation
σb; the eij ’s have zero mean and standard deviation σ. The eij ’s are assumed to be made of
independent random variables normally distributed, i.e. eij ∼ N(0, σ2). The same applies to the
bj ’s, namely bj ∼ N(0, σ2b ). The eij ’s and the bj ’s are also assumed to be independent of each
other. Under these assumptions, the variance of dij , namely σ2d, is given by the equation:
σ2d = σ
2
b + σ
2 (2)
Using the terminology of the ‘Guide to the expression of uncertainty in measurement’ (cf. defini-
tion 2.3 in JCGM:100:2008 2008), σd is the standard uncertainty of the result of the measurement
of the distance origin-target location.
As pointed out in the previous section, the number of the determinations of the distance
target-origin that have been recorded is different for each of the 36 measurement conditions. For
simplicity of the analysis, the number of samples gathered in each of these conditions has been
made equal by neglecting the samples in excess of the original minimum sample size over all the
cells. This resulted in considering 970 observations in each cell. The measurement result provided
by the instrument in each of these conditions and used as a realization of the response variable
dij in equation 1 is then defined as the sample mean of these 970 observations. There is a single
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measurement result in each of the 36 cells. The parameters of the model, i.e. µ, τi, σb and σ have
been estimated by the Restricted Maximum Likelihood (REML) Method as implemented in the
lme() function of the package nlme of the free software environment for statistical computing and
graphics called R (cf. R Development Core Team 2009). More details about the REML method
and the package nlme are presented in Pinheiro and Bates (2000). The RCBD assumes that there
is no interaction between the block factor (target locations) and the treatment (BA set-up). This
hypothesis is necessary so that the variability within a cell represented by the variance σ2 of
the random errors, can be estimated when only one experimental result is present in one cell.
In principle, such an estimation is enabled by considering the variation of the deviations of the
data from their predicted values across all the cells. This would estimate the variability of an
interaction effect, if it was present. If an interaction between target locations and BA set-ups
actually exists, the estimate σˆ of σ provided in this study would account for both interaction
and error variability in a joint way and it would not be possible to separate the two components.
Therefore, from a practical point of view, the more the hypothesis of no interaction is violated,
the more σˆ overestimates σ.
After fitting the model, an assessment of the assumptions on the errors has been performed on
the realised residuals, i.e. the deviation of the experimental results from the results predicted by
the fitted model for corresponding cells (eˆij = dij − dˆij). The realised residuals plotted against
the positions of the targets do not appear consistent with the hypothesis of constant variance of
the errors. In fact, as shown in figure 7(a), the variability of the realised residuals standardised
by σˆ, namely eˆij =
(
dij − dˆij
)
/σˆ seems different in different target locations.
[Figure 7 about here]
For this reason, an alternative model of the data has been considered which accounts for
the variance structure of the errors. This alternative model is defined as the initial model (see
equation 1), bar the variance of the errors which is modelled as different in different target
locations, namely:
σi = σnew · δi δ1 = 1 (3)
From equation 3 it follows that σnew is the unknown parameter describing the error standard
deviation in the target position 1, whereas the δi’s (i = 2, . . . , 6) are the ratios of the error
standard deviation in the i− th target position and the first.
The alternative model has been fitted using one of the class variance functions provided in the
package nlme and the function lme() so that also σnew and the δi’s are optimised jointly with
the other model parameters (µ, τi and σb ) by the application of the REML method (section 5.2
in Pinheiro and Bates 2000).
For the alternative model, diagnostic analyses of the realised residuals were not in denial of its
underlying assumptions. The standardised realisations of the residuals, i.e. eˆij =
(
dij − dˆij
)
/σˆi
when plotted against the target locations (figure 7(b)) do not appear any longer to exhibit
different variances in different target locations as it was the case in the initial model (figure 7(a)).
The same standardised realisations were also found not to exhibit any significant departure from
normality.
The fact that all the targets fields have more than 50% of the targets in common together with
the fact that each field has been obtained by recursively adding a single target to the current
field may cause the experimenters to expect that the measurement results obtained when differ-
ent targets fields have been used in the BA procedure have some degree of correlation. If that
were the case, then the experimental results should be in denial of the assumed independence of
the random effects bj ’s. The random effects, like the errors, are unobservable random variables.
Yet, algorithms have been developed to predict the realisations of these unobservable random
effects on the basis of the experimental results and their assumed model (equation 1,2, 3 with
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the pertinent description above). The predictor used in this investigation is referred to as best
linear unbiased predictor (BLUP). It has been implemented in nlme and it is described, for
instance, in Pinheiro and Bates (2000). The predicted random effects bˆj ’s for the model and the
measuraments results under investigation are displayed in figure 8(a). To highlight a potential
correlation between predicted random effects relative to targets fields which differ only by one
target the bˆj+1’s have been plotted against the bˆj in figure 8(b) (j = 1, . . . , 5). From a graphical
examination of the diagrams of figure 8 it can be concluded that, in contrast with what the pro-
cedure for establishing the targets fields may lead the experimenter to expect, the measurement
results do not appear to support a violation of the hypothesis of independence of the random
effects. Similar values for the BLUP’s and therefore similar conclusions can be drawn also for
the initial mixed-effect model (The BLUP’s for the initial model have not been reported for
brevity).
[Figure 8 about here]
As suggested in Pinheiro and Bates (2000) (section 5.2, in particular), to support the selection
between the initial and the alternative model a likelihood ratio test (LRT) has been run using
the generic function anova() implemented in R. A p-value of 0.84 % led to the rejection of the
simpler initial model (8 parameters to be estimated) when compared with the more complex
alternative model (8+5 parameters to be estimated). The same conclusion would hold if the
selection decision is made on the basis of the Akaike Information Criterion (AIC) also provided
in the output of anova() (more about AIC in chapter 1 and 2 of Pinheiro and Bates 2000).
This model selection bears significant practical implications. From a practitioner’s point of
view, in fact, selection of the alternative model means that the random errors have signifi-
cantly different variances when measuring targets in different locations of the workspace. The
workspace is not homogeneous: there are regions where the variability of the random errors is
significantly lower than in others. This also means that a measurement task can therefore be
potentially designed so that this measuring system can perform it satisfactorily in some regions
of its workspace but not in others.
REML estimates of the parameters that have practical implications are:
σˆb = 160.7µm (4)
σˆ = 14.28µm δˆ2 = 0.2625 δˆ3 = 0.8599 δˆ4 = 0.3706 δˆ5 = 0.1260 δˆ6 = 0.5446 (5)
Estimates τˆi confirm the tautological significance of the location of the targets or block factor,
whereas µˆ, depending on the the parametrisation of the model, can for instance be the centre of
mass of the point locations or can also be associated with a particular target location (cf. chapter
13 and 14 in Faraway 2005). All these estimates do not convey any practical information. They
are therefore not reported.
The significance of the random effect associated with the BA set-up procedure has been tested
using a likelihood ratio approach, where the alternative model has been compared with a null
model characterised by an identical variance structure of the errors but without any random
effect (i.e. σb = 0). The p-value was less than 10−32 under the assumption of a chi-squared
distributed likelihood ratio. In reality, as explained in section 8.2 of Faraway (2006), such an
approach is quite conservative, i.e. it tends not to reject the null hypothesis by overestimating the
p-value. However, given the extremely low p-value (< 10−32), there is strong evidence supporting
the rejection of the null hypothesis of an insignificant random effect (H0 : σb = 0).
From a practical point of view, this indicates that caution should be exerted when selecting
the target locations for running the BA algorithm during the set-up phase: when repeating the
BA procedure during the set-up with identical positions of the transmitters, the consideration
of a different number of targets significantly inflates the variability of the final measurement
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results.
Substituting the estimates of equation 4 and 5 in the adaptation of equation 2 to the alternative
model, it is derived after a few passages that the choice of a different number of targets when
running the BA algorithm during the set-up phase accounts for 99.22 %, 99.94 %, 99.42 %, 99.89
%, 99.99 %, 99.77 % of the variance of the measured distance origin-target when the target is
in location 1, 2, 3, 4, 5 and 6, respectively. If there was no discretion left to the operator when
selecting the number of targets and their locations during the BA procedure, then the overall
variability of the final results in each of the location tested could have been reduced by the large
percentages reported above.
It may be worth pointing out that the designed experiment considered in this investigation
could be replicated K times, on the same or in different days. The obtained measuring results
could then be modelled with the following equation:
dijk = µ+ τi + bj + ck + eijk (6)
with ck ∼ N(0, σ2c ), k = 1, 2, . . . ,K, being the random effect associated with the k−th repetition
of the experiment. The significance of the random effects ck’s could then be tested in a similar
way as the significance of the bj ’s has been tested above. The practical use of the model of
equation 6 is twofold. First, it enables the experimenter to detect if a significant source of
varibility can be associated with the replication of the whole experiment. For instance, if each
replication takes place in slightly different natural and/or artificial light conditions, then testing
the significance of the ck would tell if these enviromental conditions had a significant effects
on the measurement results (dijk). The estimate σˆc would quantify the increased variability of
the response varible attributable to them. Second, the increased number of measurements taken
would raise the confidence of the experimenter in the estimates of σˆb, σˆc and σˆ. For instance,
it would dissipate (or confirm) the suspicion that the experimenter may have that the random
effects attributed in equation 1 to the different setups, namely the bj ’s, may be contributed to by
the natural varibility due to repetition which was estimated in equations 4 and 5. This further
study can be considered as future work.
5.2. Transient definition and analysis
In the above analysis, the average of all the 970 experimental data in a cell has been considered.
The variability of each of these 970 determinations of distance, say σt, is significantly larger
than that of their average (σd). If these determinations were mutually independent, then it
would be σd = σt/
√
(970). But the determinations are instead highly correlated, owing to the
fact that they are taken at a varying sampling intervals of the order of milliseconds. Identifying
the correlation structure of these determinations is beyond the scope of this investigation. In
this study, when the instrument is measuring the t-th determination, say dt,ij , a running average
of all the determinations measured until that instant, say d¯t,ij is considered. An interesting
question that arises is: ‘How many determinations are sufficient for the instrument to provide a
measurement d¯t,ij that does not differ much from the measurement result dij?’. A 2µm maximum
deviation from dij has been considered for differentiating the steady and the transient states of
d¯t,ij . The value t? has been used to identify the end of the transient. In other words, for any
index t > t? it holds |dt,ij − dij | < 1µm.
In Figure 9, for each of the 36 experimental conditions two continuous horizontal lines 1 µm
apart from the measurement result dij delimit the steady state region, whereas a single vertical
dashed line indicates the transition index t? from the transient to the steady state as defined
above.
[Figure 9 about here]
From Figure 9, it is observed that for the same target location(panels in the same column)
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the transition from transient to steady state may occur at different t?’s for different BA set-ups
(different vertical dashed lines in each panel). This suspicion is even stronger when considering
t? for the same BA set-up but for different target locations (panels on a row in Figure 9).
To ascertain whether the variation of t? with the BA set-ups and with the target locations
examined is significant or is only the result of uncontrolled or uncontrollable random causes,
the experimental values of t? calculated starting from the RCBD already discussed have been
analysed with a fixed-effects ANOVA model (cf. section 16.1 in Faraway 2005). The values of t?
have been computed by an ad hoc function implemented in R by one the authors. The t?’s are
assumed as though they are generated by the following equation:
t?ij = µ+ βi + γj + eij (7)
where the βi’s and the γj ’s are the effects of the blocking factor (the target locations) and of the
BA set-ups, respectively, whereas the eij ’s are the random error, assumed independent, normally
distributed with constant variance and zero mean. The parameters have been estimated using
the ordinary least squares method as implemented in the function lm() in R (cf. R Development
Core Team 2009). The assumptions underlying the models have been checked on the realised
residuals and nothing amiss was found. To test the potential presence of interaction between
the two factors in the form of product of their two effects, a Tukey test for additivity was also
performed (cf. section 27.4 in Neter et al. 1996). This test returned a p-value of 30.43 %. It is
therefore concluded that the experimental data do not support the rejection of the hypothesis
of an additive model in favour of this particular type of interaction effect of target locations and
BA set-ups on t?ij .
The effect of the target positions on t? resulted significant, i.e. H0 : βi = 0 (i = 1, 2, . . . , 6)
gives rise to p-value=3.88 %, (under the hypotheses of the model). However, the effect of the
BA set-ups did not appear to be significant, i.e. H0 : γi = 0 (i = 1, 2, . . . , 6) gives rise to
p-value=84.96 % (under the hypotheses of the model).
From a practical point of view, two are the main implications of these findings. First, the
selection of a different number of targets when running BA algorithms during the set-up phase
does not appear to have significant consequences on the duration of the transient for obtaining a
measurement. Second, the duration of the transient appears to be significantly different for differ-
ent target locations within the workspace. Otherwise stated, there are regions of the workspace
that require longer transient periods than others before a measurement result stabilises. And
this is expected to bear consequences on the accuracy and precision of the determination of the
position of moving objects (tracking).
In fact, if a target point is in motion at a speed sufficient for a number of determinations
greater than t? to be recorded in each measured point of its trajectory, then all the measurements
results will be representative of a steady state. But this may hold for some portions of the target
trajectory, whereas in others, characterised by a lower t?, such a condition may not be satisfied
with a consequent inflation of the variability of those estimated positions, which may also be
biased.
6. Conclusions
The main characteristics of Metris Indoor GPS have been reviewed on the basis of information
in the public domain. In particular, the working principles of the system have been presented in
terms of a cone-based mathematical model.
The overall description of the system has been instrumental to highlight the key role of bundle
adjustment procedures during the set-up of the system. The selection of the number and location
of target points that are used when running the bundle adjustment procedure during the set-up
phase can be affected by discretionary judgements exerted by the operators.
To investigate the statistical significance of the effects of this selection, a randomised complete
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block design has been run on the distance between the origin of the reference system and the
measured positions of target locations different from those used during the bundle adjustment
in the set-up phase. This design enhances the possibility for the potential effects of different
set-ups on the distances origin-targets to be detected by discriminating them from the obvious
effects of the target positions. The set-ups considered were different only in the number of the
targets used when executing the bundle adjustment procedure.
A mixed-effects and a fixed-effects linear statistical models were fitted to the measurements
results using the restricted maximum likelihood method and the ordinary least squares technique,
respectively.
The measurement results defined as the sample average of the 970 determinations of distance
recorded in each target location for each set-up have been analysed with the mixed-effects model.
By analysing the realisations of the residuals, statistically different standard deviations of the
random errors were identified for different target positions. The work envelope of the instrument
do not therefore appear homogeneous: in some areas the variability of the random error is greater
than in others, when performing measurements of the distance of a target from the origin. Due to
this heterogeneity, the punctual estimates of the standard uncertainty of the measured distances
(σd) were different for different target position and were lying in a range between 160.8 and
161.4 µm. The different set-ups, tested to be statistically significant, always accounted for more
than 99.2 % of the estimated standard uncertainty (the percentage is varying in different target
position). This quantitative evidence suggests that the selection of points when running the
bundle adjustment algorithms in the set-up phase should not be overlooked. Performing this
selection in a consistent way according to some rule that ideally leads to chose the same points
when the transmitters are in the same positions may be a course of action worth considering.
Also, for replication and comparison purposes, it may be advisable to quote the locations of the
targets used in setting up the system when reporting the results of a measurement task.
The duration of the transient, i.e. the number of determinations of distance needed for their
current average to be within ±1µm from the measurement result (the average of the 970 deter-
minations), has been analysed with the fixed-effects model. The different set-up configurations
considered did not have any significant effect on the duration of the transient. However, this du-
ration was significantly different in different target locations. It can therefore be concluded that
the working space of the instrument is heterogeneous also for the characteristics of the transient
of measurement. It is expected that this conclusion has negative implications on the precision
and unbiasedness of the measurements obtained when using the instrument for tracking moving
points or moving objects that the target points (or vector bars) are attached to. Given a pre-
specified configuration of iGPS transmitters without any partition in zones being pre-established
among them, if an object is moving within an area of the working space of such an iGPS, say
area A, its position may be tracked correctly, because the transient is sufficiently short there.
But if the same movement of the same object is tracked by the same iGPS in another area of the
same iGPS working area, say area B, the system may not be able to track its location correctly
because the transient has not yet finished.
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(a) Centralised (b) Distributed
Figure 1. Centralised and distributed measurement systems.
January 5, 2010 21:46 International Journal of Computer Integrated Manufacturing indoor
REFERENCES 15
P
TIMEt1t0
STROBE STROBE
L1
ω
L1
(a) Instant t1
t0 t1 t2 TIME
P
L2 L1
L1 L2
STROBE STROBE
ω
+30 −30
(b) Instant t2
Figure 2. Schema of a transmitter at the instants t1 and t2 when the first and the second
fanned beam respectively intersects the position of a sensor (P). -30 and +30 are two arbitrary
values of the slant angles.
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Figure 3. Schema of a shaped laser beam with two portions of conical surfaces to show the central angle α2 and the slant
angle φ2.
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Figure 4. Target fields I, II, III, IV, V and VI.
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Figure 5. Isostatic support identifying a target.
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Figure 6. Target field when running the instrument.
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Figure 7. Realisations of the standardised residuals (dimensionless) grouped by target po-
sitions for the initial and the alternative mixed-effects models
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(a) BLUP’s of the bj ’s (b) bˆj+1 versus bˆj
Figure 8. BLUP’s of the random effects for each targets field and the graphically insignificant
autocorrelation between BLUP’s of random effects associated with consecutive targets fields.
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Figure 9. Transition from the transient and the steady state
