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The nullity of a graph G, denoted by η(G), is the multiplicity of the
eigenvalue zero in its spectrum. It is known that η(G)  n − 2
if G is a simple graph on n vertices and G is not isomorphic to nK1.
The extremal graphs attaining the upper bound n−2 and the second
upper bound n−3have been obtained. In this paper, the graphswith
nullityn−4 are characterized. Furthermore the tricyclic graphswith
maximum nullity are discussed.
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1. Introduction
Let G be a simple graph. The vertex set of G is referred to as V(G), the edge set of G as E(G). IfW is
a nonempty subset of V(G), then the subgraph of G obtained by taking the vertices in W and joining
those pairs of vertices in W which are joined in G is called the subgraph of G induced by W and is
denoted by G[W]. We write G − {v1, . . . , vk} for the graph obtained from G by removing the vertices
v1, . . . , vk and all edges incident to them.
Wedefine the union ofG1 andG2, denoted byG1∪G2, to be the graphwith vertex-set V(G1)∪V(G2)
and edge-set E(G1) ∪ E(G2). If G1 and G2 are disjoint we denote their union by G1 + G2. The disjoint
union of k copies ofG is oftenwritten kG. As usual, the complete graph and cycle of order n are denoted
byKn andCn, respectively. An isolated vertex is sometimes denoted byK1. A path is a graph P of the form
V(P) = {v1, v2, . . . , vk} and E(P) = {v1v2, v2v3, . . . , vk−1vk}, where the vertices v1, v2, . . . , vk are
all distinct.We say that P is a path from v1 to vk , or a (v1,vk)-path. It can be denoted by Pk or v1v2 . . . vk .
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Fig. 1. Graph P(1)(X1, X2, X3, X4).
Fig. 2. Graph P(2)(X1, X2, X3, X4, X5).
Fig. 3. Graph P(3)(X1, X2, X3, X4, X5, X6).
Let r  2 be an integer. A graph G is called r-partite if V(G) admits a partition into r classes
X1, X2, . . . , Xr such that every edge has its ends in different classes; vertices in the same partition
must not be adjacent. Such a partition (X1, X2, . . . , Xr) is called a r-partition of the graph. A complete
r-partite graph is a simple r-partite graph with partition (X1, X2, . . . , Xr) in which each vertex of Xi is
joined to each vertex of G−Xi; such a graph is denoted by K(X1, X2, . . . , Xr) or Kn1,n2,...,nr if |Xi| = ni.
Instead of ‘2-partite’ (‘3-partite’) one usually says bipartite (tripartite). A chain-like r-partite graph is a
simple r-partite graphwithpartition (X1, X2, . . . , Xr) inwhich each vertex ofXi is joined to each vertex
of Xi+1 for i = 1, . . . , r−1; such a graph is denoted by P(X1, X2, . . . , Xr) or Pn1,n2,...,nr if |Xi| = ni. For
r  4, P(1)(X1, X2, . . . , Xr) denotes the graph obtained from P(X1, X2, . . . , Xr) by joining each vertex
of X2 to each vertex of X4; such a graph is also denoted by P
(1)
n1,n2,...,nr if |Xi| = ni. See Fig. 1. For r  5,
P(2)(X1, X2, . . . , Xr) denotes the graph obtained from P(X1, X2, . . . , Xr) by joining each vertex of X1
to each vertex of X4 and X5; such a graph is also denoted by P
(2)
n1,n2,...,nr if |Xi| = ni. See Fig. 2. For r  6,
P(3)(X1, X2, . . . , Xr) denotes the graph obtained from P
(2)(X1, X2, . . . , Xr) by joining each vertex of
X6 to each vertex of X2 and X3; such a graph is also denoted by P
(3)
n1,n2,...,nr if |Xi| = ni. See Fig. 3.
Let G and G′ be two graphs. Then G and G′ are isomorphic, denoted by G ∼= G′, if there exists a
bijection ϕ : V(G) → V(G′) with xy ∈ E(G) ⇐⇒ ϕ(x)ϕ(y) ∈ E(G′) for all x, y ∈ V(G).
The adjacency matrix A(G) of graph G of order n, having vertex-set V(G) = {v1, v2, . . . , vn} is the
n × n symmetric matrix [aij], such that aij = 1 if vi and vj are adjacent and 0, otherwise. A graph
is said to be singular (non-singular) if its adjacency matrix is a singular (non-singular) matrix. The
eigenvalues λ1, λ2, . . . , λn of A(G) are said to be the eigenvalues of the graph G, and to form the
spectrum of this graph. The number of zero eigenvalues in the spectrum of the graph G is called its
nullity and is denoted by η(G). Let r(A(G)) be the rank of A(G), clearly, η(G) = n − r(A(G)). The rank
of a graph G is the rank of its adjacency matrix A(G), denoted by r(G). Then η(G) = n − r(G). Each of
η(G) and r(G) determines the other.
It is known that 0  η(G)  n−2 ifG is a simple graph on n vertices andG is not isomorphic to nK1.
In [3], Collatz and Sinogowitz first posed the problem of characterizing all graphs G with η(G) > 0.
This question is of great interest in chemistry, because, as has been shown in [4], for a bipartite graphG
(corresponding to an alternant hydrocarbon), if η(G) > 0, then it indicates themolecule which such a
graph represents is unstable. In recent years, this problem has been investigated by many researchers
([2,5–9]).
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The extremal matrices attaining the upper bound n − 2 and the second upper bound n − 3 have
been obtained in [2].
Theorem 1.1 [2]. Suppose that G is a simple graph on n vertices and n  2. Then η(G) = n − 2 if and
only if G is isomorphic to Kn1,n2 + kK1, where n1 + n2 + k = n, n1, n2 > 0, and k  0.
Theorem 1.2 [2]. Suppose that G is a simple graph on n vertices and n  3. Then η(G) = n − 3 if and
only if G is isomorphic to Kn1,n2,n3 + kK1, where n1 + n2 + n3 + k = n, n1, n2, n3 > 0, and k  0.
All the graphs with pendent vertices which attain the third maximal nullity n − 4 have been
characterized in [8, Theorem 1]. In this paper we investigate all the graphs with the third maximal
nullity n − 4 and generalize the result in [8]. Our result is as follows.
Theorem 1.3. Suppose that G is a simple connected graph on n vertices and n  4. Then η(G) = n − 4
if and only if G is isomorphic to Kn1,n2,...,nr (r = 4), Pn1,n2,...,nr (r = 4 or 5), P(1)n1,n2,...,nr (r = 4 or
5), P
(2)
n1,n2,...,nr (r = 5 or 6) or P(3)n1,n2,...,nr (r = 6) where n1 + n2 + · · · + nr = n and ni > 0
(i = 1, . . . , r).
Some special classes of graphs have been discussed. A connected simple graph with n vertices is
said to be unicyclic if it has n edges, bicyclic if it has n + 1 edges, and tricyclic if it has n + 2 edges.
The paper [9] obtained the maximum nullity for the unicyclic graphs, and characterized the unicyclic
graphs with themaximumnullity. The paper [7] solved the same problems for the bicyclic graphs. The
paper [8] gave an asymptotic result on the tricyclic graphs with the maximum nullity.
Set En =
{
P
(1)
m1,1,3,1,m2
, P
(1)
n−5,1,3,1, Pm′1,1,4,1,m′2 , P1,4,1,n−6, P
(1)
n−5,1,1,2,1, P
(2)
1,2,1,1,1,n−6, P1,2,2,1,n−6,
P3,2,1,n−6, P1,4,1,1,n−7, P3,2,1,1,n−7
}
, wherem1 + m2 = n − 5 andm′1 + m′2 = n − 6.
Theorem 1.4 [8]. For sufficiently large n, let T n be the set of tricyclic graphs on n vertices. Let G ∈ T n,
then η(G)  n − 4, the equality holds if and only if G is isomorphic to one graph of En.
With the aid of Theorem 1.3, we obtain the following result.
Theorem 1.5. For n  8, let T n be the set of tricyclic graphs on n vertices. If G ∈ T n, then η(G)  n− 4,
and the equality holds if and only if G is isomorphic to one graph of En.
This paper is organized as follows. Theorems 1.3 and 1.5 are proved in Section 2.
2. Main results
For any vertex x ∈ V(G), define Γ (x) = {v : v ∈ V(G) and v is adjacent to x}, Γ (x) = Γ (x) ∪ {x}
and Γ ′(x) = V(G)\Γ (x). Other definitions and notation not in this article can be found in [1]. The
following lemma is well known (see [2]).
Lemma2.1. Let A be a symmetric n×n realmatrix and let the rank of A be k. Then there exists a nonsingular
principal minor of order k.
The following results are quoted from [2,4].
Lemma 2.2 [2].
(i) Let H be an induced subgraph of G. Then r(H)  r(G).
(ii) Let G = G1 + G2, then r(G) = r(G1) + r(G2), i.e., η(G) = η(G1) + η(G2).
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Lemma 2.3 [2].
(i) r(Cn) =
⎧⎨
⎩
n − 2, if n ≡ 0(mod4);
n, otherwise.
(ii) r(Pn) =
⎧⎨
⎩
n − 1, if n is odd;
n, otherwise.
Lemma 2.4 [4]. For a graph G containing a vertex of degree 1, if the induced subgraph H (of G) is obtained
by deleting this vertex together with the vertex adjacent to it, then the relation η(H) = η(G) holds.
Lemma 2.5. Suppose G is a simple graph and r(G) = 4. Then there exists an induced subgraph H of G
such that H is isomorphic to K4, P4, P
(1)
1,1,1,1 or P2 + P2.
Proof. By Lemma 2.1, the adjacencymatrix A(G) has a nonsingular principal minor of order 4. So there
exists an induced subgraph H of G such that H has 4 vertices and r(H) = 4. It can be verified that H is
isomorphic to K4, P4, P
(1)
1,1,1,1 or P2 + P2. 
The join G1 ∨ G2 of disjoint graphs G1 and G2 is the graph obtained from G1 + G2 by joining each
vertex of G1 to each vertex of G2. For any vertex x ∈ V(G), we use r(x) for r(G[Γ (x)]), and r′(x) for
r(G[Γ ′(x)]). r(x) and r′(x) are very useful in the proof of Theorem 1.3.
Lemma 2.6. Suppose G is a simple connected graph and r(G) = 4. Let v be an arbitrary vertex of G. We
have
(i) r(v) = 0, 2 or 3.
(ii) if r(v) = 3, then there is no isolated vertex in G[Γ (v)].
(iii) if r(v)  2 and Γ ′(v) is not empty, then each vertex of Γ ′(v) is adjacent to at least one vertex of
Γ (v).
(iv) if r(v) = 3 and Γ ′(v) is not empty, then each vertex of Γ ′(v) and each vertex of Γ (v) are adjacent.
(v) if Γ ′(v) is not empty, then r′(v) = 0 or 2.
(vi) if r′(v) = 2, then each isolated vertex of G[Γ ′(v)] and each vertex of Γ (v) are adjacent.
(vii) if r′(v) > 0, then r(v) = 0 or 2.
Proof. (i) By Lemma 2.2(i), we see that r(v)  r(G) = 4.
Suppose r(v) = 4. By Lemma 2.5, there exists an induced subgraph H of G[Γ (v)] such that H is
isomorphic to K4, P4, P
(1)
1,1,1,1 or P2 + P2. Thus G contains K5, K1 ∨ P4, K1 ∨ P(1)1,1,1,1 or K1 ∨ (P2 + P2)
as an induced subgraph. We can verify that r(K5) = 5, r(K1 ∨ P4) = 5, r
(
K1 ∨ P(1)1,1,1,1
)
= 5 and
r(K1 ∨ (P2 + P2)) = 5, so r(G)  5, a contradiction. Therefore r(v) < 4.
Since r(v) = r(G[Γ (v)]) = 1, we have r(v) = 0, 2 or 3.
(ii) If r(v) = 3, then G[Γ (v)] contains a triangle. Let the vertices of this triangle be v1, v2 and
v3. Suppose G[Γ (v)] contains an isolated vertex v0. Then η(G[v0, v, v1, v2, v3]) = η(G[v1, v2, v3])
by Lemma 2.4. Due to the fact that η(G[v1, v2, v3]) = 0, we have r(G[v0, v, v1, v2, v3]) = 5, a
contradiction. So there is no isolated vertex in G[Γ (v)].
(iii) Since r(v)  2, there exist x, y ∈ Γ (v) such that G[v, x, y] is isomorphic to K3. Suppose there
exists v′ ∈ Γ ′(v) such that v′ is not adjacent to any vertex of Γ (v). Since G is connected, there exists
v′′ ∈ Γ ′(v) such that v′ and v′′ are adjacent. By Lemma 2.4, η(G[v′, v′′, v, x, y]) = η(G[v, x, y]) = 0,
and then r(G[v′, v′′, v, x, y]) = 5, a contradiction.
(iv) Suppose there exist x ∈ Γ (v) and x′ ∈ Γ ′(v) such that x and x′ are not adjacent. From (ii),
we see G[Γ (v)] contains no isolated vertex, and then G[Γ (v)] is isomorphic to a complete tripartite
graph K(X, Y, Z). Without loss of generality we may assume x ∈ X . By (iii), there exists v0 ∈ Γ (v)
such that v0 and x
′ are adjacent. We consider the following two cases.
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Fig. 4. Case 1 in Lemma 2.6(iv).
Case 1. v0 ∈ X .
Takeanyvertexy ∈ Y . SeeFig.4. Ifx′ andyarenotadjacent, thenη(G[x′, v0, v, x, y]) = η(G[v, x, y])
by Lemma 2.4, and therefore η(G[x′, v0, v, x, y]) = 0, so r(G[x′, v0, v, x, y]) = 5, a contradiction. If
x′ and y are adjacent, then G[x′, v0, v, x, y] is isomorphic to K1 ∨ P4, so r(G[x′, v0, v, x, y]) = 5, a
contradiction.
Case 2. v0 ∈ X .
Without loss of generalitywemayassume that v0 ∈ Y . Take anyvertex z ∈ Z. If x′ and z are adjacent,
then G[x′, v0, v, x, z] is isomorphic to K2 ∨ (K2 + K1), so r(G[x′, v0, v, x, z]) = 5, a contradiction. If
x′ and z are not adjacent, then η(G[x′, v0, v, x, z]) = η(G[v, x, z]) = 0, so r(G[x′, v0, v, x, z]) = 5, a
contradiction.
Therefore each vertex of Γ ′(v) and each vertex of Γ (v) are adjacent.
(v) Let t = r(G[Γ ′(v)]). By Lemma 2.2(i), t  r(G) = 4.
By Lemma2.1, there exists an induced subgraphH′ ofG[Γ ′(v)] such thatH′ is order t and r(H′) = t.
Assume that the vertex set of H′ is {v1, . . . , vt}. Choose an arbitrary vertex v0 ∈ Γ (v).
Suppose t > 2. By Lemma 2.4, we have η(G[v, v0, v1, . . . , vt]) = η(G[v1, . . . , vt]) = 0, and then
r(G[v, v0, v1, . . . , vt]) = t + 2 > 4, a contradiction. Hence t  2, so r′(v) = 0 or 2.
(vi) Suppose there exist an isolated vertex of G[Γ ′(v)], w and a vertex x of Γ (v) such that w and
x are not adjacent. Since r′(v) = 2, G[Γ ′(v)] is isomorphic to K(X′, Y ′) + kK1. Choose vertex x′ ∈ X′
and vertex y′ ∈ Y ′.
Since G is connected, there exists vertex y ∈ Γ (v) such that y and w are adjacent. From Lemma
2.4, η(G[w, y, v, x, x′, y′]) = η(G[v, x, x′, y′]). Applying Lemma 2.4 again, then η(G[v, x, x′, y′]) =
η(G[x′, y′]) = 0, so r(G[w, y, v, x, x′, y′]) = 6, a contradiction.
(vii) Suppose r(v)  3. Then r(v) = 3, so G[Γ (v)] contains a triangle. Let the vertices of this
triangle be v1, v2 and v3.
Since r′(v) > 0, there exist v′1, v′2 ∈ Γ ′(v) such that v′1 and v′2 are adjacent. By (iv), v′1 is adjacent
to v1, v2 and v3. Similarly, v
′
2 is adjacent to v1, v2 and v3. Therefore G[v′1, v′2, v1, v2, v3] is isomorphic
to K5, so r(G[v′1, v′2, v1, v2, v3]) = 5, a contradiction. Thus r(v) = 0 or 2. 
Lemma2.7. SupposeG is a simple connected graphonnvertices and r(G) = 4. If K4 is an induced subgraph
of G, then G is isomorphic to a complete 4-partite graph Kn1,n2,n3,n4 where n1 + n2 + n3 + n4 = n and
ni > 0 for i = 1, . . . , 4.
Proof. Suppose v1, v2, v3, v4 are the vertices of K4, the induced subgraph of G. Let X = Γ (v4). Then
G[X] contains a triangle and r(G[X])  3. By Lemma 2.6(i), r(G[X]) = 3. From Theorem 1.2 and
Lemma 2.6(ii), we may assume G[X] is isomorphic to a complete tripartite graph K(X1, X2, X3)where
vi ∈ Xi, i = 1, 2, 3.
LetW = Γ ′(v4). IfW is not empty, then no two vertices inW are adjacent. Otherwise there exist
two verticesw,w′ ∈ W such thatw andw′ are adjacent. Hence r(G[Γ ′(v4)]) > 0. By Lemma 2.6(vii),
we have r(G[X])  2, a contradiction.
From Lemma 2.6(iv), each vertex ofW and each vertex of X are adjacent ifW is not empty.
Set W ′ = W ∪ {v4}. We see G is isomorphic to a complete 4-partite graph with partition
(X1, X2, X3,W
′). 
Two special graphs, G1 and G2, are used in this paper: see Fig. 5. We can verify that r(G1) = 6 and
r(G2) = 6.
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Fig. 5. Graphs G1 and G2.
For graph G, suppose S is a subset of V(G) and v is a vertex of G. We use d(v, S) for the length of the
shortest path from v to S. If S only contains one vertex w, we may use d(v,w) instead of d(v, {w}).
Lemma 2.8. Suppose G is a simple connected graph on n vertices and r(G) = 4. P2 + P2 is an induced
subgraph of G. Let v1, v2, v3, v4 be the vertices of P2 + P2, where v1 and v2, v3 and v4 are adjacent. If
r(vt) = 0 for t = 1, 2, 3, 4, then d(v1, {v3, v4})  3 or d(v2, {v3, v4})  3.
Proof. Suppose d(v1, {v3, v4}) < 3 and d(v2, {v3, v4}) < 3. Since neither v3 nor n4 is adjacent to v1,
d(v1, {v3, v4}) > 1. Similarly, d(v2, {v3, v4}) > 1. Then d(v1, {v3, v4}) = 2 and d(v2, {v3, v4}) = 2,
and thus there exists a path of length 2 from v2 to {v3, v4}. Without loss of generality we may assume
that there exists a path of length 2 from v2 to v3. Therefore there exists a vertex v such that v2vv3 is a
path of G.
Then v is not adjacent to v1. Otherwise r(v1)  2, a contradiction.
Similarly we have v is not adjacent to v4.
By the fact that d(v1, {v3, v4}) = 2, then d(v1, v3) = 2 or d(v1, v4) = 2.We consider the following
two cases.
Case 1. d(v1, v3) = 2.
Then there exists a vertex v′ such that v1v′v3 is a path of G. Hence v = v′. Otherwise r(v1)  2, a
contradiction.
Since r(vt) = 0 for t = 1, 2, 3, G[v1, v2, v, v3, v′] ∼= C5, so r(G[v1, v2, v, v3, v′]) = 5, a contradic-
tion.
Case 2. d(v1, v4) = 2.
Then there exists a vertex v′ such that v1v′v4 is a path of G. Hence v = v′. Otherwise r(v1)  2, a
contradiction.
Since r(vt) = 0 for t = 1, 2, 3, 4, G[v1, v2, v, v3, v4, v′] is isomorphic to C6 or G1, where G1 is
shown in Fig. 5. Therefore r(G[v1, v2, v, v3, v4, v′]) = 6, a contradiction.
Then we have d(v1, {v3, v4})  3 or d(v2, {v3, v4})  3. 
Lemma 2.9. Suppose G is a simple connected graph on n vertices and r(G) = 4. P2 + P2 is an induced
subgraph of G. Let v1, v2, v3, v4 be the vertices of P2 + P2, where v1 and v2, v3 and v4 are adjacent.
If r(vt) = 0 for t = 1, 2, 3, 4, then G is isomorphic to Pn1,n2,...,n5 where n1, n2, . . . , n5 > 0 and
n1 + n2 + · · · + n5 = n.
Proof.Wemay assume that d(v2, {v3, v4})  d(v1, {v3, v4}), and then d(v1, {v3, v4})  3 by Lemma
2.8.
By Lemma 2.6(v), r′(v2) = 2. From Theorem 1.1, G[Γ ′(v2)] is isomorphic to K(X′, Y ′) + k′K1. Let
W be the set of these k′ isolated vertices of G[Γ ′(v2)] where (X′, Y ′,W) is a partition of Γ ′(v2).
Since G is connected, there exist x′ ∈ (X′ ∪ Y ′) and x ∈ Γ (v2) such that x′ and x are adjacent.
Without loss of generality we may assume x′ ∈ X′.
Since v3 ∈ Γ ′(v2) and v4 ∈ Γ ′(v2), v3 ∈ X′ or Y ′. We may assume v3 ∈ X′. Then v4 ∈ Y ′, so
x′ = v4. Since d(v1, {v3, v4})  3, v1 = x. See Fig. 6.
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Fig. 6. The graph in Lemma 2.9.
v1 is not adjacent to x
′ since d(v1, {v3, v4})  3. Similarly v1 is not adjacent to any vertex of X′, and
v1 is not adjacent to any vertex of Y
′.
We can prove x is not adjacent to v4. Otherwise both x and x
′ are adjacent to v4, so r(G[Γ (v4)])  2,
a contradiction.
Therefore x is adjacent to v3. Otherwisewehave v3 = x′ since x is adjacent to x′. ThusG[v1, v2, x, x′,
v4, v3] is isomorphic to P6, so r(G[v1, v2, x, x′, v4, v3]) = 6, a contradiction.
Similarly we can prove x is adjacent to each vertex of X′. Since r(v3) = 0, x is not adjacent to any
vertex of Y ′.
We claim that v4 is not adjacent to any vertex of Γ (v2). Otherwise there exists v ∈ Γ (v2) such
that v4 is adjacent to v. Then G[v, v2, x, v3, v4] is isomorphic to C5 since r(vt) = 0 for t = 2, 3, 4, so
r(G[v, v2, x, v3, v4]) = 5, a contradiction.
Set X = Γ (v2) ∩ Γ (v3) and Y = Γ (v2)\X . Then x ∈ X and v1 ∈ Y . We have the following result.
Fact 1. Any vertex of Y is not adjacent to any vertex of X′. Otherwise there exists v ∈ Y and
v′ ∈ X′ such that v and v′ are adjacent. Note that v3 is not adjacent to any vertex of Y , so v′ = v3. Thus
G[v, v1, x, v3, v4, v′] is isomorphic toG1, whereG1 is shown in Fig. 5. Hence r(G[v, v1, x, v3, v4, v′]) =
6, a contradiction.
Fact2.AnyvertexofY is not adjacent toanyvertexofY ′. Otherwise thereexistv ∈ Y andy′ ∈ Y ′ such
that v and y′ are adjacent. We have G[v, v2, x, v3, y′] is isomorphic to C5, so r(G[v, v2, x, v3, y′]) = 5,
a contradiction.
Fact 3. Each vertex of X and each vertex of X′ are adjacent. Otherwise there exist v ∈ X and
v′ ∈ X′ such that v and v′ are not adjacent. Then G[v1, v2, v, v3, v4, v′] is isomorphic to P6, so
r(G[v1, v2, v, v3, v4, v′]) = 6, a contradiction.
Fact 4. Any vertex of X and any vertex of Y ′ are not adjacent. Otherwise there exist v ∈ X and
y′ ∈ Y ′ such that v and y′ are adjacent. Note that both v and y′ are adjacent to v3, so r(G[Γ (v3)])  2,
a contradiction.
From Lemma 2.6(vi), we see ifW is not empty, then each vertex ofW and each vertex of Γ (v1) are
adjacent.
SetW ′ = W ∪ {v1}. From Facts 1–4, we have G ∼= P(Y,W ′, X, X′, Y ′). 
Lemma 2.10. Suppose G is a simple connected graph on n vertices and r(G) = 4. If P2 + P2 is an induced
subgraphofG, thenG is isomorphic to Pn1,n2,...,nr (r = 5)or P(2)n1,n2,...,nr (r = 6)wheren1+n2+· · ·+nr =
n and ni > 0 (i = 1, . . . , r).
Proof. Suppose the vertices of P2 + P2, the induced subgraph of G, are v1, v2, v3 and v4 where v1 and
v2, v3 and v4 are adjacent. It is clear that r(G[Γ ′(vt)]) = 0, for t = 1, 2, 3, 4. From Lemma 2.6(v), we
have r(G[Γ ′(vt)]) = 2, for t = 1, 2, 3, 4.
By Lemma 2.6(vii), r(G[Γ (vt)]) = 0 or 2, for t = 1, 2, 3, 4.
If r(vt) = 0 for t = 1, 2, 3, 4, then the result follows by Lemma 2.9.
If there exists integer i, 1  i  4, such that r(G[Γ (vi)]) = 2, then, without loss of generality, we
may assume r(G[Γ (v1)]) = 2.
By Theorem 1.1, G[Γ (v1)] is isomorphic to K(X, Y) + kK1. Let Z be the set of these k isolated
vertices of G[Γ (v1)], where (X, Y, Z) is a partition of Γ (v1). By Theorem 1.1, G[Γ ′(v1)] is isomorphic
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Fig. 7. The graph in Lemma 2.10.
to K(X′, Y ′) + k′K1. LetW be the set of these k′ isolated vertices of G[Γ ′(v1)], where (X′, Y ′,W) is a
partition of Γ ′(v1).
Since v3 ∈ Γ ′(v1) and v4 ∈ Γ ′(v1), v3 ∈ X′ or Y ′. We may assume v3 ∈ X′. Then v4 ∈ Y ′. See
Fig. 7.
By Lemma 2.6(iii), v3 is adjacent to at least one vertex of Γ (v1), i.e., Γ (v3) ∩ Γ (v1) = ∅. We shall
prove that v3 is adjacent to at least one vertex of X ∪ Y . Otherwise take v ∈ Γ (v3) ∩ Γ (v1). Then
v ∈ Z. Choose any vertices x ∈ X and y ∈ Y . By Lemma 2.4, η(G[v3, v, v1, x, y]) = η(G[v1, x, y]) = 0,
so r(G[v3, v, v1, x, y]) = 5, a contradiction.
Without loss of generality we may assume v3 is adjacent to at least one vertex of X , say x. We
claim that v3 is adjacent to each vertex of X . Otherwise there exists v ∈ X such that v and v3 are not
adjacent. Then v = x. Take any vertex y ∈ Y . If v3 and y are not adjacent, then η(G[v3, x, y, v1, v]) =
η(G[y, v1, v]) = 0, so r(G[v3, x, y, v1, v]) = 5, a contradiction. If v3 and y are adjacent, then
G[v3, x, y, v1, v]) is isomorphic to K1 ∨ P4, so r(G[v3, x, y, v1, v]) = 5, a contradiction.
Since v3 is adjacent to each vertex of X , v2 ∈ X .
We can prove v3 is not adjacent to any vertex of Y . Otherwise there exists y ∈ Y such that y and v3
are adjacent. If v2 ∈ Y , then G[v2, v1, x, y, v3] is isomorphic to K1 ∨ P4, so r(G[v2, v1, x, y, v3]) = 5,
a contradiction. If v2 ∈ Y , then v2 ∈ Z , so η(G[v2, v1, x, y, v3]) = η(G[x, y, v3]) = 0 by Lemma 2.4.
Therefore r(G[v2, v1, x, y, v3]) = 5, a contradiction.
We claim that v4 is not adjacent to any vertex of X . Otherwise there exists v ∈ X such that v and v4
are adjacent. Take any vertex y ∈ Y . If y and v4 are adjacent, then G[v1, v, y, v3, v4] is isomorphic to
K1∨P4, so r(G[v1, v, y, v3, v4]) = 5, a contradiction. If y and v4 arenot adjacent, thenG[v1, v, y, v3, v4]
is isomorphic to K1 ∨ (K2 + K2), so r(G[v1, v, y, v3, v4]) = 5, a contradiction.
Weshall see thatv4 is adjacent toeachvertexofY . Otherwise thereexistsy ∈ Y such thatyandv4 are
not adjacent. Then η(G[v4, v3, x, y, v1]) = η(G[x, y, v1]) = 0, and hence r(G[v4, v3, x, y, v1]) = 5, a
contradiction. Therefore v2 ∈ Y , and then v2 ∈ Z.
We can prove the following results.
Fact 1. For any vertex v′ ∈ X′, v′ is adjacent to each vertex of X . Otherwise there exists v ∈ X such
that v′ is not adjacent to v. Since v3 is adjacent to each vertex of X , v′ = v3. Then G[v2, v1, v, v3, v4, v′]
is isomorphic to P6 or C6, so r(G[v2, v1, v, v3, v4, v′]) = 6, a contradiction.
Fact 2. For any vertex v′ ∈ X′, v′ is not adjacent to any vertex of Y . Otherwise there exists y ∈ Y such
that v′ is adjacent to y. Then G[v1, x, y, v′, v4] ∼= K1 ∨ P4, so r(G[v1, x, y, v′, v4]) = 5, a contradiction.
Fact 3. For any vertex y′ ∈ Y ′, y′ is not adjacent to any vertex of X . Otherwise there exists v ∈ X
such that v and y′ are adjacent. Take any vertex y ∈ Y . No matter if y′ is adjacent to y, we can verify
that r(G[y′, y, v1, v, v3]) = 5, a contradiction.
Fact 4. For any vertex y′ ∈ Y ′, y′ is adjacent to each vertex of Y . Otherwise there exists y ∈ Y such
that y and y′ are not adjacent. Then, by Lemma 2.4, η(G[y′, v3, x, v1, y]) = η(G[x, v1, y]) = 0, so
r(G[y′, v3, x, v1, y]) = 5, a contradiction.
We can prove v2 is not adjacent to any vertex of X
′. Otherwise there exists x′ ∈ X′ such that
x′ and v2 are adjacent. Then x′ = v3. Choose any vertex y ∈ Y . Then η(G[v3, x, y, v1, v2, x′]) =
η(G[y, v1, v2, x′]) = 0, so r(G[v3, x, y, v1, v2, x′]) = 6, a contradiction.
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Fact 5. For any vertex z ∈ Z , z is not adjacent to any vertex of X′. Otherwise there exists x′ ∈ X′ such
that x′ and z are adjacent. Since v2 is not adjacent to any vertex of X′, z = v2. Choose any vertex y ∈ Y .
Then η(G[v2, v1, z, x′, x, y]) = η(G[z, x′, x, y]) = 0, so r(G[v2, v1, z, x′, x, y]) = 6, a contradiction.
Fact 6. For any vertex z ∈ Z , z is not adjacent to any vertex of Y ′. Otherwise there exists y′ ∈ Y ′ such
that z and y′ are adjacent. Then G[z, v1, x, v3, y′]) is isomorphic to C5, and thus r(G[z, v1, x, v3, y′]) =
5, a contradiction.
From Lemma 2.6(vi), each vertex ofW is adjacent to each vertex of Γ (v1) ifW is not empty.
SetW ′ = W ∪ {v1}. From Facts 1-6, we see G ∼= P(2)(X, X′, Y ′, Y,W ′, Z). 
In the proofs of Lemmas 2.7 and 2.10, for the graphs with rank 4 we consider r(v) and r′(v). Then,
by Theorems 1.1 and 1.2, we can obtain some information about G[Γ (v)] and G[Γ ′(v)]. Similar to the
proofs of Lemmas 2.7 and 2.10, we can prove
Lemma 2.11. Suppose G is a simple connected graph on n vertices and r(G) = 4. If P(1)1,1,1,1 is an induced
subgraph of G, then G is isomorphic to P
(1)
n1,n2,...,nr (r = 4 or 5), P(2)n1,n2,...,nr (r = 5 or 6) or P(3)n1,n2,...,nr
(r = 6) where n1 + n2 + · · · + nr = n and ni > 0 (i = 1, . . . , r).
Lemma 2.12. Suppose G is a simple connected graph on n vertices and r(G) = 4. If P4 is an induced
subgraph of G, then G is isomorphic to Pn1,n2,...,nr (r = 4 or 5), P(1)n1,n2,...,nr (r = 5), P(2)n1,n2,...,nr (r = 5 or
6) or P
(3)
n1,n2,...,nr (r = 6) where n1 + n2 + · · · + nr = n and ni > 0 (i = 1, . . . , r).
Proof of Theorem 1.3. The sufficiency follows by direct calculations.
The necessity is immediate from Lemmas 2.7, 2.10–2.12. 
The bipartite graphs and trees with n vertices and nullity n − 2 have been characterized. From
Theorem 1.3 we can characterize the unicyclic graphs, bipartite graphs and trees with nullity n − 4.
Corollary 2.13 ([9], Theorem 4.3). Suppose that G is an unicyclic graph on n vertices and n  5. Then
η(G) = n− 4 if and only if G is isomorphic to P1,2,1,m1 , P1,2,1,1,m2 , Pm3,1,2,1,m4 , P(1)m5,1,1,1 or P(1)m6,1,1,1,m7
where mi > 0 (i = 1, . . . , 7).
Corollary 2.14 ([6], Theorem 3.2). Suppose that G is a bipartite graph on n vertices and n  4. Then
η(G) = n − 4 if and only if G is isomorphic to Km1,m2 + Km3,m4 + lK1 or Pn1,n2,...,nr + kK1 (r = 4 or 5)
where mj > 0 (j = 1, . . . , 4), ni > 0 (i = 1, . . . , r) and k, l  0.
Corollary 2.15. Suppose that T is a tree on n vertices and n  4. Then η(G) = n − 4 if and only if T is
isomorphic to Pm1,1,1,m2 or Pm3,1,1,1,m4 where mi > 0 (i = 1, . . . , 4).
Proof of Theorem 1.5.Note that K2,4 (K1,1,3) is the unique complete bipartite (tripartite) graphwhich
is a tricyclic graph. Forn  8, theredoesnotexist a tricyclicn-vertexgraphwhich is a completebipartite
(tripartite) graph. Then η(G)  n − 4, and the equality holds if and only if G is isomorphic to one
graph of En by Theorem 1.3. 
3. Proofs of some lemmas
In this section we shall prove Lemmas 2.11 and 2.12. The methods in these proofs are similar. So in
some places we omit the proof details and only give the results.
Lemma 3.1. Suppose G is a simple connected graph on n vertices and r(G) = 4. P(1)1,1,1,1 is an induced
subgraph of G and v1 is the pendent vertex in this subgraph. If r(v1) = 2, then G is isomorphic to P(3)n1,n2,...,n6
where n1, n2, . . . , n6 > 0 and n1 + n2 + · · · + n6 = n.
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Proof. Since v3, v4 ∈ Γ ′(v1), r′(v1) = 2 by Lemma2.6(v). ThenG[Γ ′(v1)] is isomorphic toK(X′, Y ′)+
k′K1. LetW be thesetof thesek′ isolatedverticesofG[Γ ′(v1)],where (X′, Y ′,W) is apartitionofΓ ′(v1).
Without loss of generality we may assume v3 ∈ X′, and then v4 ∈ Y ′.
Since r(v1) = 2, G[Γ (v1)] is isomorphic to K(X, Y) + kK1. Let Z be the set of these k isolated
vertices of G[Γ (v1)], where (X, Y, Z) is a partition of Γ (v1). See Fig. 7.
SetW ′ = W ∪ {v1}. By Lemma 2.6(vi), each vertex ofW is adjacent to each vertex of Γ (v1) ifW is
not empty.
We can prove that for any vertex v ofΓ (v1), either v3 or v4 is adjacent to v. Otherwise η(G[v, v1, v2,
v3, v4]) = η(G[v2, v3, v4]) = 0 by Lemma 2.4, so r(G[v, v1, v2, v3, v4]) = 5, a contradiction.
Take any vertex x from X . Either v3 or v4 is adjacent to x. Without loss of generality wemay assume
v3 is adjacent to x.
We shall prove that v4 is adjacent to each vertex of Y . Otherwise there exists v ∈ Y such that v4
is not adjacent to v. Since either v3 or v4 is adjacent to v, v3 is adjacent to v. If x and v4 are adja-
cent, then G[x, v, v1, v3, v4] is isomorphic to K1 ∨ P4, so r(G[x, v, v1, v3, v4]) = 5, a contradiction.
If x and v4 are not adjacent, then, by Lemma 2.4, η(G[v4, v3, x, v, v1]) = η(G[x, v, v1]) = 0, so
r(G[v4, v3, x, v, v1]) = 5, a contradiction.
Similarly, we can have
Claim 1. v3 is not adjacent to any vertex of Y .
Claim 2. v4 is not adjacent to x.
Claim 3. v3 is adjacent to each vertex of X .
Claim 4. v4 is not adjacent to any vertex of X .
Thus v2 ∈ Y by Claim 1 and v2 ∈ X by Claim 4. Therefore v2 ∈ Z , so Z = ∅.
We can prove the following results.
Fact 1. Each vertex of X′ and each vertex of X are adjacent.
Fact 2. Any vertex of Y ′ and any vertex of X are not adjacent.
Fact 3. Any vertex of Y and any vertex of X′ are not adjacent.
Fact 4. Each vertex of Y and each vertex of Y ′ are adjacent.
Fact 5. v3 is adjacent to each vertex of Z.
Fact 6. Each vertex of X′ and each vertex of Z are adjacent.
Fact 7. Each vertex of Y ′ and each vertex of Z are adjacent.
Therefore G is isomorphic to P(3)(X, X′, Y ′, Y,W ′, Z). 
Lemma 3.2. Suppose G is a simple connected graph on n vertices and r(G) = 4. P(1)1,1,1,1 is an induced
subgraph of G and v1 is the pendent vertex in this subgraph. If r(v1) = 0, then G is isomorphic to P(1)n1,n2,...,nr
(r = 4 or 5) or P(2)n1,n2,...,nr (r = 5 or 6) where n1 + n2 + · · · + nr = n and ni > 0 (i = 1, . . . , r).
Proof. Since v3, v4 ∈ Γ ′(v1), r′(v1) = 2 by Lemma2.6(v). ThenG[Γ ′(v1)] is isomorphic toK(X′, Y ′)+
k′K1. LetW be thesetof thesek′ isolatedverticesofG[Γ ′(v1)],where (X′, Y ′,W) is apartitionofΓ ′(v1).
Without loss of generality we may assume v3 ∈ X′, and then v4 ∈ Y ′.
SetW ′ = W ∪ {v1}. By Lemma 2.6(vi), each vertex ofW is adjacent to each vertex of Γ (v1) ifW is
not empty.
We consider the following three cases.
Case 1. v2 is adjacent to each vertex of X
′ ∪ Y ′, and v3 and v4 are adjacent to each vertex of Γ (v1).
We can prove that G ∼= P(1)(W ′, Γ (v1), X′, Y ′).
Case 2. v2 is adjacent to each vertex of X
′ ∪ Y ′, and there exists v ∈ Γ (v1) such that v ∈ Γ (v3) or
v ∈ Γ (v4).
Without loss of generality we may assume v ∈ Γ (v3). Set X1 = Γ (v1)\Γ (v3), so X1 = ∅. Set
X2 = Γ (v1) ∩ Γ (v3), and thus v2 ∈ X2, so X2 = ∅. We can prove that G ∼= P(2)(Y ′, X1,W ′, X2, X′).
Case 3. there exists x′ ∈ X′ ∪ Y ′ such that v2 is not adjacent to x′. Without loss of generality we
may assume x′ ∈ X′. Set X′1 = Γ (v2) ∩ X′ and X′2 = X′\X′1, and hence v3 ∈ X′1 and x′ ∈ X′2, so X′1 = ∅
and X′2 = ∅. The following three subcases need to be considered.
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Subcase 3.1. v2 is adjacent to each vertex of Y
′ and v4 is adjacent to each vertex of Γ (v1). We can
prove that G ∼= P(1)(W ′, Γ (v1), X′1, Y ′, X′2).
Subcase 3.2. v2 is adjacent to each vertex ofY
′ and there exists v ∈ Γ (v1) such that v4 is not adjacent
to v. Set X1 = Γ (v1)∩Γ (v4) and X2 = Γ (v1)\X1.We can prove thatG ∼= P(2)(X1,W ′, X2, X′1, Y ′, X′2).
Subcase 3.3. there exists y′ ∈ Y ′ such that v2 is not adjacent to y′. Set Y ′1 = Y ′ ∩ Γ (v2) and
Y ′2 = Y ′\Y ′1. We can prove that G ∼= P(2)(X′1, Y ′2, X′2, Y ′1, Γ (v1),W ′). 
Proof of Lemma 2.11. It is clear from Lemmas 3.1 and 3.2. 
Let path P be an induced subgraph of G. Suppose v is an end vertex of P. v is expandable in P if there
exists vertex v′ such that v′ is not on the path P, and v′ is adjacent to v, but not adjacent to any other
vertex of P. Otherwise v is non-expandable in P.
Lemma 3.3. Suppose G is a simple connected graph and r(G) = 4. If P4 = v1v2v3v4 is an induced
subgraph of G, then either v1 or v4 is non-expandable in the subgraph P4.
Proof. Suppose both v1 and v4 are expandable in the path v1v2v3v4. Then there exists vertex v such that
v and v1 are adjacent and G[v, v1, v2, v3, v4] is isomorphic to P5. Similarly, there exists vertex v′ such
that v′ and v4 are adjacent and G[v1, v2, v3, v4, v′] is isomorphic to P5. Then G[v, v1, v2, v3, v4, v′] is
isomorphic to P6 or C6, and hence r(G[v, v1, v2, v3, v4, v′]) = 6, so r(G)  6, a contradiction. Then
either v1 or v4 is non-expandable in the path v1v2v3v4. 
Lemma 3.4. Suppose G is a simple connected graph on n vertices and r(G) = 4. If P4 = v1v2v3v4 is an
induced subgraph of G and r(vt) = 0 for t = 1, 2, 3, 4, then G is isomorphic to Pn1,n2,...,nr where r = 4
or 5 and n1 + n2 + · · · + nr = n, ni > 0 (i = 1, . . . , r).
Proof. Since v3, v4 ∈ Γ ′(v1), r′(v1) = 2 by Lemma2.6(v). ThenG[Γ ′(v1)] is isomorphic toK(X′, Y ′)+
k′K1. LetW be the set of thesek′ isolatedvertices ofG[Γ ′(v1)]where (X′, Y ′,W) is apartitionofΓ ′(v1).
Without loss of generality we may assume v3 ∈ X′, and then v4 ∈ Y ′.
SetW ′ = W ∪ {v1}. By Lemma 2.6(vi), each vertex ofW is adjacent to each vertex of Γ (v1) ifW is
not empty.
By Lemma 3.3, either v1 or v4 is non-expandable in the subgraph P4. Without loss of generality we
may assume that v1 is non-expandable in the subgraph P4. We consider the following two cases.
Case 1. v2 is adjacent to each vertex of X
′. Then we can prove that G ∼= P(W ′, Γ (v1), X′, Y ′).
Case2.Thereexistsx′ ∈ X′ such thatv2 isnotadjacent tox′. SetX′1 = X′∩Γ (v2)andX′2 = Γ (v2)\X′1.
Then we can prove that G ∼= P(W ′, Γ (v1), X′1, Y ′, X′2). 
Proof of Lemma 2.12. If r(vt) = 0 for t = 1, 2, 3, 4, then the result follows from Lemma 3.4.
If there exists integer i (1  i  4) such that r(vi) > 0, then, without loss of generality, we may
assume that r(v1) > 0 or r(v2) > 0.We shall prove that P
(1)
1,1,1,1 is an induced subgraph of G. Consider
the following two cases.
Case 1. r(v1) > 0.
Since r′(v1) > 0, r(v1) = 2 by Lemma 2.6(vii). Then G[Γ (v1)] is isomorphic to K(X, Y) + kK1. Let
Z be the set of these k isolated vertices of G[Γ (v1)] where (X, Y, Z) is a partition of Γ (v1). See Fig. 7.
If v2 ∈ Z , then take vertex x ∈ X and vertex y ∈ Y . Hence G[v2, v1, x, y] ∼= P(1)1,1,1,1.
If v2 ∈ Z , then wemay assume that v2 ∈ X . Take vertex y ∈ Y . We claim that y and v4 are adjacent.
Otherwise η(G[v4, v3, v2, v1, y]) = η(G[v2, v1, y]) = 0 by Lemma 2.4, so r(G[v4, v3, v2, v1, y]) = 5,
a contradiction.
Therefore G[v4, y, v1, v2] ∼= P(1)1,1,1,1.
Case 2. r(v2) > 0.
Then, by Lemma 2.6(i), r(v2) = 2 or 3. We claim that r(v2) = 2. Otherwise r(v2) = 3, and then
G[Γ (v2)] contains a triangle, so K4 is an induced subgraph of G. Then, by Lemma 2.7, G is isomorphic
to a complete 4-partite graph, which contradicts the fact that P4 is an induced subgraph of G.
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Then G[Γ (v2)] is isomorphic to K(X, Y) + kK1. Let Z be the set of these k isolated vertices of
G[Γ (v2)] where (X, Y, Z) is a partition of Γ (v2).
If v1 ∈ Z or v3 ∈ Z , then take vertex x ∈ X and vertex y ∈ Y . Thus G[v1, v2, x, y] or G[v3, v2, x, y]
is isomorphic to P
(1)
1,1,1,1.
If v1 ∈ Z and v3 ∈ Z , then v1, v3 ∈ X or v1, v3 ∈ Y . Without loss of generality, we may assume
that v1, v3 ∈ X . Take vertex y ∈ Y . We have y and v4 are not adjacent. Otherwise G[y, v1, v2, v3, v4] ∼=
K1 ∨ P4, and then r(G[y, v1, v2, v3, v4]) = 5, a contradiction.
Therefore G[v4, v3, v2, y] ∼= P(1)1,1,1,1.
Then P
(1)
1,1,1,1 is an induced subgraph of G. Since P4 is an induced subgraph of G, G is not isomorphic
to the graph in Fig. 1. Therefore the result follows from Lemma 2.11. 
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