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Zusammenfassung
Diese Dissertation beschreibt einen neuartigen Ansatz zur Entwicklung und Simu-
lation von Modellen des Signalflusses in neuronalen Netzwerken unter anatomisch und
funktionell realistischen Randbedingungen. Dieser Ansatz besteht aus den folgenden
Methoden:
1. Ein standardisiertes anatomisches Referenzsystem der betrachteten Hirnregion und
Registrierungsmethoden die es erlauben anatomische Daten aus unterschiedlichen
Experimenten mit ho¨chstmo¨glicher Genauigkeit zu integrieren.
2. Eine Methode zur Bestimmung morphologischer Typen von Nervenzellen um Mes-
sungen von der Morphologie und funktioneller Antworten einzelner Nervenzellen in
Bezug zu setzen.
3. Eine Methode um ein mittleres dreidimensionales (3D) statistisches Modell der
neuronalen Netzwerke in einer Hirnregion zu bauen, das auf einer repra¨sentativen
Stichprobe aller Nervenzelltypen in dieser Hirnregion beruht. Dieses Modell bein-
haltet 3D morphologische Modelle fu¨r jede Nervenzelle in der Hirnregion, und die
Zahl und 3D Verteilung synaptischer Verknu¨pfungen zwischen diesen.
4. Eine Methode um dieses Netzwerk aufgrund von gemessenen Antworten unter-
schiedlicher Nervenzelltypen zu aktivieren, und die Antwort einzelner repra¨sentativer
Nervenzellen bestimmten Typs innerhalb dieses Netzwerkmodells zu simulieren.
Die Machbarkeit und Gu¨ltigkeit dieses Ansatzes wird am Beispiel des Tasthaarsystems
im Kortex der Ratte demonstriert. Das 3D Modell dieses prima¨ren sensorischen Kor-
tex entha¨lt ∼ 530000 Nervenzellen von 16 unterschiedlichen Typen und ∼ 6 × 109 tha-
lamokortikale und intrakortikale Synapsen. Aktivierung dieses Modells mit gemessen
funktionellen Antworten auf passive Beru¨hrung eines Schnurrhaares und Simulation der
Antworten unterschiedlicher Nervenzelltypen zeigt dass die simulierten Antworten mit
experimentellen Messungen u¨bereinstimmen. Dies erlaubt es mit Hilfe von Comput-
ersimulationen zu untersuchen wie robuste Antworten auf unterschiedliche Sinnesreize
in unterschiedlichen Nervenzelltypen entstehen, und experimentell u¨berpru¨fbare Vorher-
sagen zu machen.
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Abstract English
In this thesis, a new concept for development and simulation of anatomically and
functionally constrained models of signal flow in neural networks is described. This
approach consists of the following tools:
1. A standardized anatomical reference frame of the brain region studied and regis-
tration methods to integrate anatomical data from different experiments with the
highest precision possible.
2. A method for determining morphological neuron types to allow correlation between
measurements of the morphology and functional responses of individual neurons.
3. A tool to build an average three-dimensional (3D) statistical model of the neural
networks in a brain region based on a representative sparse sample of all neuron
types present in the brain region. This model contains 3D morphological models for
every neuron in the brain region, as well as the total number and 3D distribution
of synaptic contacts between them.
4. A method to activate the network based on measured responses of different neuron
types, and to simulate the response of individual neurons representative of different
cell types within this network model.
The feasibility and validity of this process is demonstrated on the example of rat vibrissal
cortex. The 3D model of this primary sensory area in cortex contains ∼ 530, 000 neurons
of 16 different types and ∼ 6×109 thalamocortical and intracortical synapses. Activation
of this model with functional responses measured after whisker touch and simulation of
the responses of different neuron types shows that the simulated model responses match
experimental measurements. This allowed investigating how robust sensory-evoked re-
sponses after different sensory stimuli are formed in different neuron types using computer
simulations, and to make predictions to experimentally test these hypotheses.
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Chapter 1
Introduction
1.1 Simulating sensory-evoked signal flow in neural
networks
One fundamental question in neuroscience is how sensory input gives rise to perception,
and ultimately behavior. This question is usually studied by presenting an animal with a
sensory stimulus, and measuring the resulting flow of sensory-evoked signals in different
brain networks, for example by measuring the electrical activity of nerve cells (neurons).
The responses of neurons to sensory stimuli have been characterized depending on dif-
ferent parameters of the stimulus, giving rise to the concept of receptive fields. While
an experimentally controlled parameter of the stimulus (for example, the frequency of
a sound) is varied, the response of the same neuron to repeated demonstrations of the
same stimulus (i.e., trials) is measured. This revealed that individual neurons can display
responses to a specific subset of stimulus parameters (i.e. to specific stimulus features).
For example, a neuron in primary auditory cortex may only respond to sounds with a
frequency between 400-450Hz, while a neuron in primary visual cortex may respond to
bars of a certain orientation, or a neuron in primary somatosensory cortex to touch of a
specific part of the body.
On the other hand, over the past 100 years, the anatomical, biophysical and synaptic
properties of individual neurons, and their relations, have been studied extensively. For
example, neurons are commonly grouped into different cell types based on the shape of
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their dendrites (i.e. the processes that receive signals) and axon (i.e. the process that
transmits the output signal of a neuron) morphologies. Often, these cell types defined by
structural parameters display specific functional properties. For example, neurons in cor-
tex that have spines on their dendrites in general release excitatory neurotransmitters at
their synapses (i.e., they may serve to increase the activity of other neurons), while neu-
rons without spines usually release inhibitory neurotransmitters (i.e., they may decrease
the activity of other neurons). The biophysical properties of neurons are dependent on the
presence of ion channels in the cell membrane, which determine the response of a neuron
to changes of the membrane potential. The detailed dendrite morphology and the spatial
distribution of different types of ion channels within the neuron can further influence in-
tegration of electrical signals. Finally, neurons are interconnected by synapses that allow
presynaptic neurons to influence the membrane potential in postsynaptic neurons. The
location of these synapses on different parts of the dendrites and soma of postsynaptic
neurons further influences how their signals are integrated by the postsynaptic neuron.
In the living animal, all these properties of neurons interact in linear and nonlinear ways
and give rise to measured responses after presentation of a sensory stimulus. However,
because the basic mechanisms underlying signal flow in the brain (i.e., synaptic transmis-
sion, electrical signal propagation in dendrites and axons, and function of ion channels)
have been studied and described in detail over the last 70 years, it has been suggested
to develop biologically detailed and comprehensive models combining these mechanisms
with data about the structural and functional organization of specific brain regions, also
referred to as across-scale-models. The goal of these models is to understand principles
underlying the observed signal flow in the living brain, such as the mechanisms giving
rise to receptive fields of different neurons ([1, 2], Figure 1.1).
Here, I am going to describe a ”network-embedded modeling” approach implementing
this idea. In this approach, all model parameters are to be determined by experimental
data. These model parameters are used as boundary conditions for simulations of neuron
activity based on mathematical descriptions of different biophysical mechanisms, e.g.
synaptic transmission. If the simulation results agree with experimental results, the
model can be regarded as ”functionally realistic”, i.e., it is representative of the neural
activity in the brain of a living animal. This allows to investigate the effect of the
2
Figure 1.1: Prerequisites for predictive simulations of neural circuits. Minimal require-
ments to generate biophysically and anatomically realistic models of neurons and the
connections between them (synapses). In this thesis, I will describe how to define mor-
phological neuron types and correlate these with electrophysiological measurements; how
to determine anatomical connectivity between these neurons based on the total number,
spatial distribution and morphology of neurons of different types; and how to convert
these neurons and the synapses between them into biophysically and functionally realis-
tic average models. Figure adopted from [1].
model parameters (which are often not easy to control and manipulate experimentally)
on functional responses and to identify mechanistic principles underlying these responses.
In turn, the model can then be used to make predictions about the effects of specific
manipulations which are experimentally testable.
The goal of this thesis is to develop the concepts and tools necessary to develop models of
neural networks that allow such predictive simulations. On the example of the vibrissal
part of rat primary somatosensory cortex (vS1, often referred to as barrel cortex), I will
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describe how to perform network-embedded simulations of neurons of different cell types
integrated into an anatomically realistic model of the neural networks in this brain region.
The basic modeling concept used in this approach is to determine all synaptic inputs to a
neuron that are active after a sensory stimulus, and simulate the response of the neuron
to these inputs. In order to do so, the following data are necessary (see Figure 1.1):
• Measurements of action potential (AP)/spiking responses of all presynaptic neu-
rons.
• Measurements of the synaptic connectivity between all presynaptic neurons and the
postsynaptic neuron (commonly referred to as a ”connectome”).
• Measurements of the biophysical properties of synapses of the presynaptic neurons
onto the postsynaptic neuron, and of the dendrites and axon of the postsynaptic
neuron.
At present, the only experimental methods that allow simultaneous measurement of
AP/spiking responses of neurons and reconstruction of the neuron morphology (required
to determine synaptic connectivity) are whole-cell or cell-attached electrophysiological
recordings. However, using these methods it is usually only possible to record the ac-
tivity and recover the morphology of one neuron per animal. Therefore, the concept of
cell types [3] (i.e., cells that have common synaptic input, common response properties
and common output targets) is used to combine functional and morphological data from
many different experiments. Specifically, I developed a framework that allows to go from
a sparse, but representative sample of functional and morphological measurements from
all cell types in rat vS1 to a dense model of the neural networks in rat vS1 (i.e., a model
containing the total number of neurons found in rat vS1, as well as their cell type, mor-
phologies and functional properties). Here, a sparse representative sample refers to the
requirement that the experimental sample should contain all cell types present in rat
vS1, and represent the average and biological variability of functional and morphological
parameters within a cell type. Hence, the model is statistical in nature, and the modeling
approach uses the resulting statistical distributions of cell type-specific connectivity pat-
terns and response properties as constraints. During simulations, I draw samples from
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these distributions, for example, the response probability of each neuron in the model
to a sensory stimulus, or the probability of finding one or more synapses between two
neurons. Each sample results in a possible spatiotemporal pattern of synaptic inputs to
the simulated neuron, and is therefore interpreted as an individual trial. The spatiotem-
poral pattern of synaptic inputs in each trial is used to simulate the time course of the
membrane potential of the neuron in response to these inputs. The simulation results of
many trials are then used to compute quantities that are experimentally accessible, for
example, the average membrane potential at the soma, or the probability and timing of
AP responses at the soma after a stimulus. These quantities are then compared to exper-
imental measurements. If the simulation results and experimental measurements match
within the observed variability, the model is regarded as functionally realistic and can be
used further to identify mechanisms underlying the responses of the simulated neuron,
i.e., the influence of the different statistical distributions of functional and anatomical
parameters on the response is investigated.
The thesis is organized as follows:
• Brief review of biopysical descriptions of single neurons and the organization of the
rat vibrissal system.
• Description of the anatomical data, concepts and methods needed to build the
statistical network model.
• How to combine the statistical network model with statistical distributions of the
activity of different cell types and biophysical models of synapses and neurons to
perform network-embedded simulations.
• Description of the properties of the anatomically realistic network model.
• Description of the results of network-embedded simulations of neurons from different
cell types in response to sensory input.
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1.2 Biophysical models of neurons and synapses
The membrane of a neuron is formed by a ∼ 2− 4nm thick lipid bilayer, which is nearly
impermeable to ions dissolved in the cell plasma. If there are different ionic concentra-
tions in the cell plasma and the extracellular space, the cell membrane can therefore be
electrically described as a capacitor. However, there are ion-permeable proteins in the
cell membrane (ion channels). These ion channels can be permeable for a wide range of
ions (unspecific) or selective for specific ions (e.g. Na+ or Ca2+ channels). Ion flow (i.e.,
the current) through these channels can be described by Ohm’s law:
I(t) = g(V, t) · (Vm(t)− Erev)
Here, I is the total current through the ion channel, g is the channel conductance, Vm
is the potential across the cell membrane and Erev is the reversal potential of the ion
channel. If the ion channel is selective for a single ion species, the reversal potential is
determined by the concentration difference of this ion species across the cell membrane
and can be calculated by the Nernst equation [4]. If the channel is permeable for multiple
ion species, the reversal potential depends on the concentration difference of all permit-
ted ion species. Some ion channels always permit ion flow (i.e., they are open), and are
called leak or passive channels. These channels are mostly responsible for the resting
membrane potential of a neuron, which is usually around −80mV . The conductance of
other ion channels is voltage- and/or time-dependent (i.e., active channels). This leads to
nonlinear depolarization of the membrane potential in response to changes, for example
giving rise to the action potential as described by Hodgkin and Huxley [5]. The action
potential is thought to be the fundamental unit of information processing in the brain.
Briefly, sufficient depolarization of the membrane potential opens voltage-dependent Na+
channels. Because the concentration of Na+ in the intracellular plasma is lower than in
the extracellular space, this results in influx of Na+ ions, leading to further depolarization
of the membrane potential. This nonlinear amplification leads to rapid (within ∼ 1ms)
depolarization of the membrane potential towards the reversal potential of Na+ ions. Af-
ter a short time, the Na+ channels become inactivated. At the same time, more slowly
reacting voltage-dependent K+ channels open. The concentration of K+ ions is reversed
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compared to Na+; hence this leads to an outward K+ current, that hyperpolarizes the
cell again towards the resting membrane potential.
In addition to various voltage- and time-dependent ion channels present in the cell mem-
brane, the morphology of the dendrites and the axon of a neuron leads to a non-uniform
membrane potential distribution. To describe this quantitatively, the dendrites and axon
are modeled as cylinders with specific membrane resistance and capacitance rm and cm
(i.e. normalized to membrane surface area), and with specific axial resistance ra (i.e. nor-
malized to length and cross-sectional area of the dendrite/axon). Because the diameter of
dendrites/axon is much smaller than their length, the membrane potential is assumed to
be uniform along the radial dimension. Then, the membrane potential can be described
by the cable equation as introduced by Rall [6]:
τ
∂V
∂t
= −V + λ2∂
2V
∂x2
Here, τ = rmcm is the characteristic time constant, and λ =
√
drm
4ra
, where d is the diame-
ter of the dendrite/axon, is the characteristic length. τ is the time scale during which the
membrane potential adjusts to changes, and λ is the length scale across which changes
in the membrane potential spread along the dendrites and axon.
Finally, neurons are interconnected through chemical and/or electrical synapses [7]. Elec-
trical synapses (gap junctions) are formed by specialized ion channels that permeate the
membrane of both connected neurons and thus allow ion flow, usually in both directions;
however, they are rarely found in cortex. In contrast, chemical synapses transmit signals
in one direction. Upon depolarization of the presynaptic axon during an action poten-
tial, neurotransmitters are released and chemically bind to receptors on the postsynaptic
side. These receptors open ion channels in the postsynaptic membrane, leading to current
flow across the postsynaptic membrane. Depending on the reversal potential of the ion
channels, the effect of the synapse can either be inhibitory (i.e. hyperpolarization of the
membrane potential) or excitatory (i.e. depolarization of the membrane potential).
Thus, electrical activity in a single neuron is determined by the activity of all its presy-
naptic neurons, the morphology and biophysical properties of its dendrites/axon inte-
grating this activity, and in turn it influences the activity of all its postsynaptic neurons.
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Mathematically, this can be describe by a large system of coupled non-linear differential
equations, which in general cannot be solved analytically. Instead, neuron morpholo-
gies are spatially discretized into isopotential compartments, and the cable equation
and Hodgkin-Huxley-type equations are solved numerically for all compartments and
ion channels present within them [8].
1.3 The rat vibrissal system
The vibrissal system of rodents is a widely used model system for studying sensory-evoked
signal flow and behavior. For example, sensory-evoked input to a single facial whisker is
sufficient to trigger decision making in rats [9]. A unique property of the vibrissal system
is that there exists a corresponce between structural and functional units processing
whisker touch, which provide an anchor point for the present approach to integrated
anatomical and functional data from different experiments. In cortical layer (L) 4 of vS1,
neuron-dense regions, termed ”barrels”, exist. These barrels are arranged horizontally
into rows and arcs, mirroring the layout of the facial whiskers (i.e., somatotopic layout).
Neurons located within, above and below a barrel respond to deflections of the whisker
that is somatotopically aligned to this barrel. Vertical arrangement of neurons responding
to the same sensory input is observed across sensory modalities and species [10, 11, 12],
and gave rise to the concept of ”cortical columns” as elementary functional units of
sensory cortices. Extrapolation of barrels throughout the entire cortical depth gives
rise to cylindrical structures called barrel columns, which are regarded as the structural
correlates of cortical columns in vS1, each representing a single whisker (Figure 1.2).
The following description of the structural and functional organization of the rat vib-
rissal system is adapted from Feldmeyer et al. 2013 [14].
The sensory signal flow towards the barrel column starts in the primary afferent fibers
that innervate the whisker follicle using a variety of specialized end organs. The primary
sensory neurons with somata in the trigeminal ganglion (TG) carry strictly mono-whisker
signals to the brainstem trigeminal nuclei (TN), which in turn relay whisker-specific and
unspecific signals to different thalamic nuclei, which in turn innervate sensory and mo-
tor cortical areas. These cortical areas display interconnections, as well as feedback
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Figure 1.2: Functional organization of rat vibrissal cortex. Sensory input to individual
whiskers is sufficient to trigger decision-making in rats. The specific arrangement of the
facial whiskers is mirrored in the organization of rat vS1. There, adjacent facial whiskers
are represented by adjacent functional cortical columns. These functional columns have
an anatomical correlate in L4, called barrel. Figure adopted from [13].
connections to the vibrissae-related thalamic and brainstem nuclei, thus forming a large
sensory-motor loop (Figure 1.3). Here, I am going to focus on the lemniscal pathway pro-
viding whisker-specific signals from the ventral posterior medial nucleus of the thalamus
(VPM) to vS1, and on intrinsic cortical circuits within vS1.
The lemniscal pathway originating in brainstem principal nucleus of the trigeminal
complex is relayed via VPM thalamus and terminates in L4. Thalamocortical inputs are
met with strongly interconnected L4 circuitry which in terms of synaptic numbers and
strengths is affected much more by internal cortical circuitry than the thalamic input. L4
then projects the bulk of its output fibers to L2/3 which in turn send a major pathway
down to L5 (Figure 1.4; for a review see [15]).
Extracellular recordings of action potential firing and intracellular recordings of mem-
brane potential have provided rich information about barrel cortex function. Extracel-
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Figure 1.3: Functional organization of the rat vibrissal system. TG: trigeminal ganglion.
SpVc: spinal trigeminal nucleus pars caudalis. SpVi: spinal trigeminal nucleus pars
interpolaris. PrV: principal trigeminal nucleus. POm: posterior medial subdivision of
the thalamus. VPM: ventral posterior medial nucleus of the thalamus. M1: primary
motor cortex. S2: secondary somatosensory cortex. S1: primary somatosensory cortex.
In this study, I will focus on the lemniscal pathway from VPM to vS1, and on circuits
within vS1. Figure adopted from [14].
Figure 1.4: The ‘canonical’ microcircuit of rat vibrissal cortex. The ‘canonical’ microcir-
cuits receiving lemniscal thalamic input from the ventroposterior medial nucleus (VPM)
predominantly in L4 (and to lesser degree in L5B). Figure adopted from [14].
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lular microelectrode recordings in anaesthetized, awake and behaving rats revealed the
typical cortical response in the main receiving column (‘the principal column’, PC) to
precise single-whisker deflections, which is a short lasting excitatory response typically
followed by strong inhibition. The inhibitory period suppresses tactile inputs following
at a short interval fitting the notion of a fine balance between excitatory and inhibitory
signal flows [16, 17, 18, 19, 20, 21, 22]. Activation of barrel cortex follows a laminar
pattern [23, 24, 25]. However, relating response patterns to the neuron type by juxtacel-
lular recordings and subsequent neuronal reconstruction [26, 27] confirmed layer-specific
delays of transient responses but showed clear deviation from what would be expected
from the known anatomically defined sequence of intracolumnar projections discussed
before. The shortest latencies were found in L4, and L6, the thalamus-recipient layers,
as expected by available anatomical data. However, L5B thick tufted cells, which appear
as an endpoint of cortical processing, show similar short latency responses. It has been
shown that L5 neurons receive significant thalamic input, via their apical dendrites in L4
and their basal dendrites in L5 and L6, and therefore bypass processing in L4 and L2/3
[28, 29, 30, 31, 32].
The best-studied properties of barrel cortex receptive fields are multi-whisker integration
and directionality. It is important to point out that these properties already exist on the
ascending pathway but are transformed at the entry to the barrel cortex [33]. There-
fore, it is an ongoing experimental effort to find out which aspect of the multi-whisker
response is due to integration on the ascending pathway and which one is generated by
trans-columnar processing [23, 34, 35, 36, 37, 38, 39]. A current consensus is that trans-
columnar processing plays generally a leading role in shaping excitatory and inhibitory
parts of receptive fields [40, 35].
However, current models of how receptive fields are generated at the synaptic level dis-
agree with recent experimental findings. For example, a popular model of generating
responses in cortical neurons is to assume that functionally specific excitatory synap-
tic inputs are spatially clustered on dendritic branches [41]. When activated by the
same stimulus, the effect of these synapses is nonlinearly amplified by voltage-dependent
NMDA receptors, leading to a response of the postsynaptic neuron. However, two-photon
imaging of putative excitatory synaptic inputs in cortical neurons revealed that these
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inputs are not spatially clustered, but rather randomly distributed (i.e. in a salt-and-
pepper-like pattern) across the dendrites of the postsynaptic neuron [42, 43]. A different
model suggests that instead of spatial clustering of synaptic input, synchronous activa-
tion of synapses (i.e., within a few milliseconds) may underlie sensory-evoked responses
of cortical neurons [44]. However, this has only been demonstrated experimentally for
thalamic input giving rise to sensory-evoked responses after deflection of the principal
whisker (PW, i.e., somatotopically aligned to the barrel column where the neuron is lo-
cated) [45]. In contrast, responses to surrounding whiskers (SuW), as mentioned above,
are assumed to be shaped by intracortical connections. However, to date it has remained
unclear what the underlying pathways are.
This problem is often studied on the example of two cell types in rat vS1: L2 pyrami-
dal neurons in the superficial layers, which are easily accessible experimentally, and L5
thick-tufted pyramidal neurons, which provide output from cortex to various subcortical
regions. The receptive field properties of both cell types in response to PW and SuW
deflections have been widely studied at the sub- and suprathreshold level [46, 47, 26, 48].
Here, I will show which pathways are underlying the broad subthreshold responses of
L2 pyramidal neurons to SuW deflections, which have been observed to be highly het-
erogeneous [43], and how the interaction of excitatory and inhibitory synapses results
in a robust representation of the sensory stimulus. Further, I will identify the specific
pathways underlying the sub- and suprathreshold responses of L5 thick-tufted pyramidal
neurons. Here, synchronous thalamocortical and intracortical synaptic inputs give rise to
PW responses of this cell type, while the response to SuW deflections is mediated by a
specific cell type in cortical L6.
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Chapter 2
Methods
Anatomical data required to determine cell type-specific synaptic input distributions of
neurons in rat vibrissal cortex span many orders of magnitude in spatial scale. For ex-
ample, individual boutons (swellings along axons and presynaptic part of a synapse) and
spines (protrusions from dendrites and postsynaptic part of a synapse) have a size in the
order of micrometers [49], while the total length of axons of individual neurons can reach
up to tens of centimeters [50]. Further, anatomical data are acquired in many different
experiments and using different histological protocols to visualize different parts of neu-
rons and the brain. For example, to reconstruct the morphology of dendrites, soma and
axon of single neurons, usually only one neuron is labeled in an individual experiment
[51, 52]. In other experiments, neuron-specific proteins expressed in the soma are la-
beled immunohistochemically to determine the total number of neurons in a brain region
[53, 30]. Therefore, I first developed a method to register anatomical data from different
experiments to an average 3D model of rat vS1 using anatomical landmarks (i.e. the
barrels in L4, the pia and white matter surfaces) as references [54]. The goal of this
registration method was to minimize systematic errors of morphological and anatomical
measurements due to tissue processing in order to determine the biological variability
of morphological and anatomical parameters between different animals. Second, I de-
termined the total number and 3D distribution of all excitatory and inhibitory neuron
somata in rat vS1 and VPM thalamus and their variability across animals (collaboration
with Hanno Meyer at the Max Planck Florida Institute for Neuroscience). Third, I deter-
mined the number and spatial distribution of different morphological (i.e. dendrite and
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axon patterns) types of excitatory and inhibitory neurons after registration to the aver-
age vS1 model (collaboration with Rajeevan Narayanan and Daniel Udvary at the Max
Planck Institute for Biological Cybernetics). Based on these data, I developed a new con-
cept and a statistical framework to determine anatomical synaptic connectivity between
all neurons in vS1 using overlap of presynaptic bouton and postsynaptic spine distribu-
tions (collaboration with Vincent Dercksen at the Zuse Institut Berlin). This statistical
model contains ∼ 6 × 109 synapses between ∼ 530, 000 neurons and allows statistical
measurements of the average connectivity and its variability based on cell type identity,
soma location and detailed 3D dendrite/axon morphology. Finally, I used the morphol-
ogy of neurons reconstructed after physiological measurements to associate functional
properties of these neurons, such as response probabilities or synaptic input strength,
with the corresponding morphological cell types. These data and tools allowed me to
embed individual neuron models into the network model of vS1 and statistically mea-
sure the distribution of synaptic inputs at subcellular resolution, as well as the response
probabilities of presynaptic neurons based on their cell type identity. Monte Carlo sam-
pling from the distribution of these model constraints, where each sample determines a
possible pattern of active synaptic inputs impinging onto the neuron model after whisker
deflection (i.e., a trial), was then used to simulate the response of these neurons to many
trials of sensory-evoked synaptic input patterns.
2.1 Acquisition of anatomical and functional data
Experiments to acquire functional and/or morphological data in the present thesis were
performed by Arno Schmitt and Damian Wallace (Max Planck Institute for Biological
Cybernetics, Tuebingen, and caesar institute, Bonn), Christiaan de Kock (VU Univer-
sity, Amsterdam), Rajeev Narayanan (Max Planck Institute for Biological Cybernetics,
Tuebingen), Mike Hemberger (Max Planck Institute for Medical Research, Heidelberg),
Marlene Arzt and Hanno Meyer (Max Planck Florida Institute for Neuroscience).
Note: All methods have been described in detail previously and are adopted from the
respective publications [54, 55, 52, 56, 57].
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Animal preparation. All experiments were carried out in accordance with the Dutch
law after evaluation by a local ethical committee at the VU University Amsterdam, The
Netherlands, and with the animal welfare guidelines of the Max Planck Society. All pro-
cedures have been described in detail previously [26, 52]. Briefly, Wistar rats (P25-P45,
m/f, Charles River) were anesthetized with isoflurane and subsequently with urethane
by intraperitoneal injection. The depth of anesthesia was assessed by monitoring pinch
withdrawal, eyelid reflexes and vibrissae movements. Throughout the experiment, the
animal’s body temperature was maintained at 37.5± 0.5oC by a heating pad.
In vivo recording and labeling of single neurons. In vivo cell-attached recordings
and biocytin fillings have been described in detail previously [51, 52]. Briefly, pipettes
were filled with normal rat ringer supplemented with 2% biocytin. The pipette was
advanced in 1µm steps to locate single neurons, which was indicated by an increase in
electrode resistance (unbiased sampling, irrespective of spiking activity). Juxtasomal bio-
cytin filling was performed by applying square pulses of positive current. Filling sessions
were repeated to obtain high quality axon fillings.
Unlabeled inhibitory interneurons (INs) located in L1 and pyramidal neurons (PNs) in
L2 of rat vS1 were targeted for whole-cell electrical recordings using two-photon (2p) mi-
croscopy. Recordings were targeted to the principal column (PC, i.e., the barrel column
containing the neuron’s soma) / surround column (SC, i.e., a barrel column different from
the PC) using intrinsic optical imaging (IOI). The pipette solution contained 0.3− 0.5%
biocytin, and neurons were labeled after recording sessions. Fluorescent dye was added
to visualize the pipette and the patched neurons. Membrane potential was recorded us-
ing an Axoclamp 2-B amplifier or a MultiClamp 700B amplifier (Axon Instruments) and
digitized using a CED power1401 data acquisition board (CED; Cambridge Electronic
Design).
Whisker stimulation. A piezoelectric stimulator was attached to a whisker ∼ 10mm
from its base, and the whisker was deflected by 3.3 to ∼ 5o (∼ 1mm amplitude) for
200-500ms. Stimulation was repeated at constant intervals of 2–3.5 s, was not triggered
by membrane potential, and occurred randomly with respect to up- and down-states.
Histology. Animals were transcardially perfused with 0.9% saline followed by 4%
paraformaldehyde (PFA). Brains were removed and post-fixed with 4% PFA for 24h,
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transferred to 0.05M phosphate buffer and stored at 4o C.
For reconstruction of neuron morphology, 100µm thick vibratome sections were cut tan-
gential to vS1 (45o angle) ranging from the pia surface to the boundary of the white mat-
ter. Sections 6-12 containing the granular part of cortex were processed for cytochrome-C
oxidase staining in order to better visualize barrel contours [58]. All sections were treated
with avidin-biotin (ABC) solution and subsequently neurons were identified using the
chromogen 3,3’-diaminobenzidine tetrahydrochloride (DAB) for post-hoc reconstruction
procedures [59]. Selection criteria for reconstructions were adequate labeling across all
serial sections and sufficient cytochrome-C signals to reconstruct the barrel and septum
pattern.
For neuron counting in cortex, 43-48 consecutive vibratome sections of 50µm thickness
were cut tangentially to vibrissal cortex of 28-29 days old rats; and for neuron counting
in thalamus, 15-18 50µm thick sections were cut semi-coronally, i.e., approximately tan-
gential to the barreloid field [60]. Sections were then double-immunolabeled for GAD67
[61, 62, 63] and NeuN [64] to reveal excitatory and inhibitory neuron somata, as described
previously [53, 65].
2.2 Registration of anatomical data to an average
reference frame
Note: The description of these methods is in parts adopted from Egger et al. 2012,
Meyer, Egger et al. 2013 and Egger, Dercksen et al. 2014 [54], [55] and [66].
2.2.1 3D reference frame
The most important prerequisite to assemble average dense models of the neuronal cir-
cuitry is the definition of an average 3D reference frame that allows integration of anatom-
ical data obtained from many animals. In general, the reference frame describes the 3D
geometry of the brain region(s) of interest in terms of anatomical landmarks. Further, it
specifies the variability of these landmarks across animals, which serves as a resolution
limit of the average network model. More specifically, the 3D reference frame has to de-
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scribe (i) the boundaries of the brain region(s) of interest, (ii) anatomical substructures
within these regions, and (iii) a global and/or multiple local coordinate systems. The lat-
ter reflects the general scenario that brain areas have irregular and/or curved boundaries
and sub-structures. In case of rat vS1, the 3D reference frame has been generated by
reconstructing the pia surface of entire rat cortex, the white matter tract (WM) bound-
ary surface and the circumferences of 24 cortical barrel columns (i.e. each representing
one of the large facial whiskers on the animals’ snout [67]). Using high-resolution 3D
images of the left hemisphere of Wistar rats at an age of 28 days (Figure 2.1, [54, 68]),
2D outlines of barrels, the pia and WM surface were detected automatically in individual
optical sections. The 3D pia and WM surfaces, as well as barrel top and bottom points
and orientations were reconstructed in 3D from these 2D contours. Barrel columns were
reconstructed by extrapolating the L4 barrel outlines along the vertical column axes to-
wards the pia and WM surfaces (compensating for overlapping columns in deep layers
[54]).
Repeating these reconstructions for 12 animals of the same strain and age, I super-
imposed all geometries using rigid transformations, minimized the distances between the
respective center locations of the 24 barrel columns and calculated the average column
center locations, column diameters and orientations, as well as the average 3D surfaces
of the pia and WM above and below vS1, respectively (Figure 2.2).
The column centers are given with respect to a global coordinate system, where the z-
axis is defined as the shortest perpendicular axis between the center of the barrel column
representing the D2 whisker and the pia surface above the column. The x-axis points
from the D2 center towards the center of the first adjacent rostral column (i.e. along
the whisker row towards D3). The y-axis points approximately towards the first adjacent
caudal column (i.e. along the whisker arc towards C2). Because the pia and WM surfaces
are curved, the orientation of each barrel column is tilted with respect to the (D2) z-
axis. Therefore, I determined 23 additional local coordinate systems (i.e. for each barrel
column), using the same approach used to determine the global D2 coordinate system.
The final average reference frame of rat vS1 thus comprises the average pia and WM
surfaces, 24 column center coordinates and diameters with respect to the global D2
coordinate system and 24 z-axes, representing local coordinate systems that define the
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Figure 2.1: 3D reconstruction of anatomical landmarks in rat vibrissal cortex. (A) Tan-
gential view of the left hemisphere of a rat brain. The barrel field is located in the primary
somatosensory cortex (S1), adjacent to the secondary somatosensory cortex (S2). (B) The
barrels are arranged in a somatotopic layout of rows (A–E) and arcs (1–6). The four bar-
rels in front of the first arc are named by greek labels (α-δ). The barrel center (BC) is
the centroid of a barrel and is used to describe the 3D location of individual barrels. The
coordinate system used to describe the 3D layout of the barrel field based on the position
of the BCs is centered on the D2 barrel (red), which is centrally located within the barrel
field. The z axis points vertically along the D2 barrel column axis, the x axis is chosen
to point towards the D3 barrel center (approximately along the row) and the y axis is
perpendicular to the x and z axes and points approximately along the arc. (C) View of
a coronal section of the left hemisphere (see dashed line in a). Barrels can be visualized
by cutting cortical sections tangential to the barrel cortex. (D) The barrel cortex is or-
ganized into vertical barrel columns. These are obtained by cylindrical extrapolation of
the barrel outlines along their respective BC axis to the pia and WM, respectively. The
location of a barrel along the BC axis is described by the barrel top (BT) and barrel
bottom (BB) points. (E) Tangential sections through rat cortex, indicating the relative
depth below the pia, with anatomical landmarks: red – pia, blue – WM, orange – blood
vessels. The inset in section S13 shows an example of a high-resolution optical section of
the barrel field. Figure adopted from [54].
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Figure 2.2: Average 3D reference frame of the barrel cortex. (A) Standardized barrels,
pia and WM shown from a tangential view. (B) Three standardized barrels and barrel
columns (B3, C2, D1), pia and WM shown from a (semi-coronal) side view. Figure
adopted from [54].
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orientation of each barrel column within the curved cortex. I further measured the
variability of these anatomical landmarks across animals. The 3D standard deviations
(SDs) of the column center locations were on average 89µm (i.e., equivalent to a cube
with ∼ 50µm sides), of the pia-WM distances ∼ 100µm and of the column orientations
4.5o (see section 3.1.1). Thus, I defined the resolution limit of the average reference frame
accordingly as 50µm. Consequently, the volume comprising the average reference frame
of rat vS1 was superimposed with a grid of 50x50x50µm3 voxels and a local z-axis was
calculated for each voxel by interpolating from the respective nearest barrel column axes.
The resolution limit of the average reference frame poses a lower limit for the possible
precision with which anatomical data from different experiments can be registered, and
determines the spatial resolution at which synaptic connectivity between different neurons
in the average network model can be estimated.
2.2.2 3D registration of anatomical landmarks
All anatomical and morphological data, when acquired with respect to a 3D reconstruc-
tion of the anatomical landmarks present in the reference frame, can be registered to this
reference frame. Each 3D reconstruction of the anatomical landmarks in an individual
experiment is aligned to the average reference frame of rat vS1 by matching the location
of corresponding anatomical landmarks using rigid 3D transformations, i.e., translation,
rotation and scaling. The optimal transformations are found by minimizing the sum of
squared distances between corresponding anatomical landmarks in the individual exper-
iment and the average reference frame. The optimal translation aligns the centers of
mass of the reconstruction and the average reference frame [69]. After translation to the
center of mass, an optimal transformation for each 3D reconstruction is computed by
minimizing the sum of squared differences S between the barrel top and barrel bottom
points of corresponding barrels in the reconstruction and the average reference frame:
S =
n∑
i=1
(~xi,Avg − T · ~xi,Recon)2
Here, i = 1, . . . , n enumerates the corresponding barrel top and barrel bottom points, T
is a transformation matrix, and Avg and Recon refer to the average reference frame and
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the reconstruction to be matched at each corresponding point i. To compute the optimal
rotation, all points that are to be aligned are then written in two 3xN matrices MAvg and
MRecon. Now, the optimal transformation matrix Topt can be computed from the singular
value decomposition (SVD) of:
MReconM
T
Avg = V ΣU
T
V and U are orthogonal matrices whose columns are the left and right singular vectors
of MReconM
T
Avg, respectively. The matrix Σ has the singular values as entries on the
diagonal. The optimal rotation can now be computed:
Topt = UV
T
(see [69]). During registration of neuron somata counts to the average reference frame of
vS1, scaling in the horizontal (i.e. the x-y) plane is allowed in addition to rotation. In
these experiments, tissue sections are processed to allow immunohistochemical staining
of neuron somata and not fixed, but prepared as free-floating sections. This can lead to
anisotropic deformations in the horizontal plane. In this case, the transformation matrix is
regarded as the product of a rotation matrix R and a scaling matrix Λ = diag(λx, λy, 1).
Finding the optimal transformation matrix Topt = RoptΛopt is done using an iterative
algorithm that alternates between solving for the optimal rotation matrix and the optimal
scaling matrix. In this iterative algorithm, the optimal transformation matrix can be
computed from the SVD of:
ΛMReconM
T
Avg = V ΣU
T
⇒ Topt = UV T
In the alternating step, the elements λk of the optimal scaling matrix Λopt can be com-
puted as:
λk =
(
MReconM
T
AvgRopt
)
kk
(MReconMTRecon)kk
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Here, the index kk refers to the diagonal elements of the matrices in the numerator and
denominator of the expression. Iteration is stopped when the relative change of the sum
of squared distances between iterations is smaller than 10−3.
2.2.3 3D reconstruction of neuron somata distributions
Images used for automated detection of neuron somata were acquired using a prototype
confocal laser scanning system (based on LAS AF SP5, Leica Microsystems) equipped
with a glycerol/oil immersion objective (HC PL APO 20x, 0.7 N.A.), a tandem scanning
system (Resonance Scanner), spectral detectors with hybrid technology (GaAsP pho-
tocathode) and mosaic scanning software (Matrix Screener (beta-version), provided by
Frank Sieckmann, Leica Microsystems). Mosaic image stacks of volumes up to 5mm x
3.5mm x 0.05mm (in cortex) and 3mm x 3mm x 0.05mm (in thalamus) were acquired
at a resolution of 0.36075µm x 0.36075µm x 0.5µm per voxel (2.5x digital zoom, 8x line
average, 8kHz scanning speed, 15x10 and 9x9 fields of view in cortex and thalamus,
respectively) for each consecutive brain section.
NeuN-positive somata were detected in each confocal image stack using a previously
described automated counting algorithm ([70]; Figure 2.3). Each detected soma is rep-
resented by a 3D position landmark. The accuracy and robustness of the algorithms has
been validated against manual counts performed by expert users [70, 53]. The precentage
of false-positive and false-negative detected NeuN-positive somata was ∼ 5% each, and
the mean deviation of the automatically detected 3D soma location was ∼ 6µm. For
detection of GAD67-positive somata, the previously reported automated algorithms were
modified to allow for reliable detection independent of the density of GAD67-positive
boutons. Images were subdivided into overlapping bricks of 1024x1024 pixels. Uneven
background intensity within bricks due to spatially varying density of GAD67-positive
boutons was removed, followed by detection and removal of individual GAD67-positive
boutons. Accuracy and precision of the automated counts of GAD67-positive somata
was validated by comparison with manual counts by an expert user (Hanno Meyer). At a
resolution of 50µm (corresponding to the resolution of the average model of rat vS1), the
percentage of false-positive and false-negative detected GAD67-positive neuron somata
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was ∼ 12%. Hence, the inter-animal variability of neuron somata distributions can be
determined with ∼ 5% accuracy for all neuron somata at a resolution of 50µm, and with
∼ 12% accuracy for excitatory and inhibitory neuron somata distributions at a resolution
of 50µm.
Note: In 5 out of 96 columns (A1-3, B2-3), the automated routines failed to reliably sep-
arate between GAD67-positive and negative somata in some portions of supragranular
and granular layers. Excitatory/inhibitory neuron numbers of A1-3 and B2-3 in vS1 are
thus based on data from 3, instead of 4 animals.
After automated detection of neuron somata in each section, the 3D distribution of land-
marks from each section was scaled to a section thickness of 50µm to compensate for
tissue shrinkage along the slicing direction. Outlines of anatomical structures (i.e. pia,
barrels and WM in cortex, and VPM, barreloids and the thalamic reticular nucleus (RT)
in thalamus) were manually drawn on median projections of the GAD67 image stacks for
each section for the neuron soma count experiments. Using the blood vessel patterns as
reference landmarks, the contours and soma landmarks of adjacent cortical brain sections
were aligned manually by rigid transformations using ZIBAmira software (Visualization-
ScienceGroup) [54]. Contours and soma landmarks from thalamic sections were aligned
analogously using the outlines of RT and individual barreloids as reference structures.
3D reconstruction of cortex geometry was performed as described above. Barreloids in
VPM were reconstructed from 2D outlines using 3D Delaunay triangulation.
After alignment of all sections and 3D reconstruction of anatomical landmarks, each
neuron soma was assigned to the closest barrel column/barreloid or to septum, as well
as to supragranular, granular or infragranular cortical layers (i.e., above, within or below
the L4 barrels). Total neuron counts for individual columns/barreloids were obtained
by counting all neuron somata assigned to the same column/barreloid. Vertical density
profiles were computed in 50µm steps along the respective vertical column axes. Density
profiles along the row or arc were obtained after registration of the 3D neuron somata
distribution of all experiments to the average model of rat vS1, as described above (section
2.2). After registration, each counting dataset was superimposed with a 50µm voxel grid
and converted into two 3D somata distributions for excitatory and inhibitory neurons,
respectively (i.e. number of somata in 103 per mm3). Finally, all four 3D somata density
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Figure 2.3: Automated detection of all excitatory and inhibitory neuron somata in the
vibrissal areas of rat somatosensory cortex and thalamus. (A) Large-scale, high-resolution
confocal image stacks from 50µm-thick brain sections, cut tangentially to the cortical
surface from the pia to the WM. (Left) GAD67 projection images allow delineation of
anatomical reference structures (red) in each section, such as pia, L4 barrels, and WM.
(Right) NeuN projection images in the same sections. (B) Confocal image stacks from
50µm-thick sections of vibrissal thalamus, cut tangentially from the dorsal medial (d.m.)
to the ventral lateral (v.l.) direction. (Left) GAD67 projection images allow delineation
of anatomical reference structures (red), such as RT (Left), VPM (Right), and individual
barreloids. (Right) NeuN projection images in the same sections. (C) Optical section of
GAD67 image stack from A (*) superimposed with landmarks representing automatically
detected inhibitory somata (red). (D) NeuN-positive somata were automatically detected
within the same area. (E) Area from B (*) with automatically detected NeuN-positive
neuron somata. Brightness has been adjusted in all panels for visualization purposes.
Figure adopted from [55].
distributions were averaged separately for excitatory and inhibitory neurons.
In summary, the present approach of automated detection of all neuron somata within
entire rat vS1 allowed to analyze the 3D distribution of excitatory and inhibitory neuron
somata at the resolution of the average model of rat vS1. Therefore, no assumptions
about organizational principles of neuron somata were necessary during development of
the average model of neural networks in rat vS1, as presented later in section 2.4.
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2.3 Morphological cell type assignment of neurons in
vS1
Note: This description is in part adapted from Narayanan, Egger et al. 2015 [56].
The concept of cell types is used here to describe neurons that share common properties of
synaptic input, sensory-evoked responses and synaptic output to other neurons. Synaptic
input to neurons is largely determined by soma location and dendrite morphology, while
synaptic output is related to the axon projection patterns. Hence, I used morphological
parameters of neuron somata, dendrites or axons to objectively determine cell types in rat
vS1. These morphological cell types serve to combine morphological, physiological and
functional data from experiments performed in different animals to generate an average
model of the neural networks in rat vS1, as well as network embedded simulations of
single neurons with cell type-specific distributions and properties of synaptic input.
3D morphological reconstructions. The dataset used for determination of mor-
phological cell types should reveal location-dependent differences in morphology, spatial
distribution and overlap of different cell types at the resolution of the average reference
frame of rat vS1, i.e., capturing the morphological variability between and within cell
types. In order to obtain such a representative and unbiased sample of different cell
types in rat vS1, neurons across the entire cortical depth were targeted blindly in vivo (in
case of excitatory neurons) or based on their soma shape in vitro (in case of inhibitory
interneurons). In total, 167 in vivo-labeled neuron morphologies of excitatory cell types
and 204 in vitro-labeled neuron morphologies of inhibitory cell types were analyzed in
this thesis.
Experiments to label excitatory neuron morphologies were performed by Christiaan de
Kock and Rajeev Narayanan, in addition to 21 morphologies of excitatory cell types in
vS1 and 14 morphologies of thalamocortical axons from VPM projecting into vS1 pub-
lished previously and generously provided by Randy Bruno, Marcel Oberlaender and Bert
Sakmann [71, 72, 50, 73]. Of the 153 neurons of excitatory cell types in vS1, 79 contained
soma and dendrites, and 74 contained soma, dendrites and axon. Neuronal structures
were traced manually using Neurolucida software (MicroBrightfield, Williston, VT; 78 re-
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constructions with soma and dendrites, and 11 reconstructions with soma, dendrites and
axon), or automatically extracted (n=64) from image stacks using a previously reported
and validated automated tracing software [74]. 3D image stacks of up to 5mm x 5mm
x 0.1mm were acquired in vS1 at a resolution of 0.092µm x 0.092µm x 0.5µm per voxel
(i.e. at 100x magnification, numerical aperture 1.4). Manual proof-editing of individual
sections and automated alignment across sections were performed using custom-designed
software [75]. For registration of single neuron morphologies to the average reference
frame of rat vS1, outlines of pia, barrels and WM in cortex were manually drawn on low
resolution images (4x) of each section.
Experiments to label inhibitory neuron morphologies in acute brain slices were performed
by Hanno Meyer, Marlene Arzt and Mike Hemberger (MPI Heidelberg and MPI Florida).
In addition, 91 neuron morphologies of inhibitory cell types (also labeled in vitro) that
have previously been published [76, 77] were kindly provided by Moritz Helmstaedter,
Dirk Feldmeyer and Bert Sakmann. Neuronal structures were traced manually using
Neurolucida software (MicroBrightfield, Williston, VT). The pia outline was drawn on a
high-resolution (40x) image, while outlines of WM and the barrel bottom border were
drawn onto a low-resolution image (4x) of the tissue section containing the neuron. These
outlines were then used as landmarks for registration of the neuron morphologies to the
average reference frame of rat vS1.
Excitatory morphological cell types. Dendritic cell types were determined based
on 22 morphological, topological and reference frame-dependent features that were de-
termined for each dendrite reconstruction after registration to the D2 column [54]. In
the first step, all cells were grouped under manual supervision with the help of the OP-
TICS algorithm [78]. Briefly, this algorithm results in a sorting of all data points based
on the density of data points in the 22-dimensional feature space, and their respective
distances to each other in this feature space. Neurons that are located closely in feature
space are located closely in the resulting sorting. However, this sorting does not result in
assignment of neurons to different groups. Instead, groups are assigned manually based
on the sorted results of the OPTICS algorithm, i.e., neurons that are located closely in
the OPTICS sorting and have small mutual distance values are assigned to the same
group. This revealed a clear separation between supragranular/granular (in the following
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refered to as [supra-]granular) and infragranular neurons, except for one neuron, which
was subsequently grouped with the [supra-]granular neurons based on its laminar soma
location. Next, [supra-]granular neurons were sorted using OPTICS in 3D feature spaces
that have previously been shown to separate supragranular and granular cell types, re-
spectively [31]. Neurons that could be unambiguously assigned to the supragranular or
granular feature spaces were not considered in the other feature space anymore. This pro-
cedure was iteratively repeated until a robust set of supragranular (4 groups comprising
38 neurons) and granular (4 groups comprising 36 neurons) groups was determined, while
a minority of neurons (n=16) could not be unambiguously assigned. Infragranular neu-
rons were sorted using OPTICS in a 21-dimensional feature space which has previously
been shown to separate between infragranular cell types [31]. This sorting revealed 4
infragranular neuron groups comprising 56 neurons. For 7 neurons, unambiguous manual
assignment to one of these groups was not possible. In order to also assign ambiguous
neurons to one of the groups in an unbiased way, I calculated their distances to each
group. The distance dk of a neuron to group k was calculated as follows:
dk =
√
(~f − ~µk)TC−1k (~f − ~µk)
Here, ~f is the feature vector of the neuron, ~µk is the mean feature vector of group k, and
C−1k is the inverse covariance matrix of group k in the respective feature space. Intuitively,
this is the distance of the neuron to the mean of group k in the feature space in units of
standard deviations of each feature of group k. Because [supra-]granular and infragranular
feature spaces have different dimensions (3 vs. 21), I converted these distances into a
comparable probability space. Assuming that neuron features are normally distributed
around the mean of each group, I converted each distance dk into a probability pk using
the cumulative distribution function F of the chi-squared distribution (i.e. pk is the
probability of finding a neuron at a distance equal to or more than dk from group k):
pk = 1− F (d2k, DOFk)
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Here, DOFk are the degrees of freedom of group k. For [supra-]granular neurons, this was
equal to the dimensions of the feature space. For infragranular neurons, this was equal
to the rank of the covariance matrix Ck, because infragranular groups consisted of less
neurons than the dimensionality of the infragranular feature space. In these cases, C−1k
was replaced by the pseudo-inverse C+k . pk was then compared to the values computed
for all other groups and the neuron was assigned to the group with the highest value of
pk, and the probability of the neuron belonging to group k was calculated as:
P (k) =
pk∑
groups i pi
These different groups were given cell type names by comparison of the dendrite morphol-
ogy with previously reported cell types in rat vS1. In supragranular layers, excitatory
cell types are named L2 pyramidal neurons (L2py), L3 pyramidal neurons (L3py); in
granular layers, L4 pyramidal neurons (L4py), L4 star-pyramidal neurons (L4sp), L4
spiny stellate neurons (L4ss); in infragranular layers, L5 slender-tufted pyramidal neu-
rons (L5st), L5 thick-tufted neurons (L5tt), L6 cortico-cortical pyramidal neurons (L6cc),
L6 inverted pyramidal neurons (L6inv), and L6 cortico-thalamic neurons (L6ct). Finally,
three groups in supragranular layers were merged to L3py, two groups in the granular
layer were merged to L4sp and one neuron group in infragranular layers was split into
the L6cc and L6inv based on common dendritic/axonal vertical projection profiles.
Inhibitory morphological cell types. Morphological cell types of inhibitory interneu-
rons (INs) were determined based on 9 morphological and reference frame-dependent
features of 204 in vitro labeled axon morphologies after registration to the D2 column
(described in detail in the Master thesis by Daniel Udvary [79]). In contrast to excitatory
cell types, INs were grouped based on their axon projection patterns to reveal organiza-
tional principles of inhibitory pathways along the vertical column axis. Axon projection
patterns of INs were analyzed with respect to zones defined by variations in the density
of inhibitory neuron somata along the vertical column axis (i.e., complementary to the
concept of cortical layers as defined by variations of the density of excitatory neuron
somata [53]). Because INs were labeled in acute brain slices, absolute axon length values
may suffer from uncontrollable cutting artifacts, hence axon projection patterns along the
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vertical column axis were normalized to an integral of 1. Similarly to the assignment of
excitatory cell types, INs were sorted hierarchically using a supervised grouping method.
Remaining INs that could not be assigned to one group were subsequently assigned based
on the probability space defined by the set of unambiguously assigned groups of INs. In
the first step, INs were sorted into two groups based on the vertical extent of their axon
projection patterns (i.e., local projecting INs (n=80) with axon projections remaining
close to the soma, and non-local projecting INs (n=78) with additional axon projections
targeting other zones along the vertical column axis). In the next steps, non-local pro-
jecting INs were subdivided into 4 different groups based on their soma location and
non-local axon projection patterns. INs were manually grouped based on their respective
distances in 5- or 9-dimensional feature spaces, based on how many of the 9 features
were required to separate IN groups. Similar to the sorting using the OPTICS algorithm
described above, INs were sorted based on their mutual distances within these feature
spaces (i.e., INs with similar feature values were grouped together). The resulting cell
types were named according to the region along the vertical column axis where somata
of each cell type were most commonly found, and according to their non-local projection
patterns (supragranular-asymmetric projecting INs (n=11), granular-symmetric (n=11)
and granular-asymmetric (n=9) projecting INs, and infragranular-asymmetric projecting
INs (n=47)). In the last step, the remaining INs (n=46) were grouped using the proba-
bility space defined by unambiguously assigned INs.
Correlation of functional data with morphological cell types. In order to corre-
late functional and physiological properties of cortical neurons in rat vS1 with the above
defined morphological cell types, I only used data from experiments where neurons were
labeled and reconstructed after recording their functional or physiological properties.
In a subset (n=57) of the excitatory neurons used for determination of morphological
cell types described above, spontaneous spiking activity as well as responses to whisker
deflections in the anaesthetized rats were recorded. Properties of synaptic connections
between excitatory and inhibitory neurons in rat vS1 were based on studies in which
physiological characterization of synapses (e.g. measurement of unitary excitatory/in-
hibitory postsynaptic potential (EPSP/IPSP) amplitudes, rise and decay time constants
of EPSPs/IPSPs, or measurements of synaptic facilitation and/or depression) was fol-
29
lowed by labeling and reconstruction of neuron morphologies. Biophysical properties of
cell types simulated in detail in network-embedded models were taken from in vivo or
in vitro studies measuring the response properties of neurons to current injections into
the soma and/or dendrites followed by labeling and reconstruction of neuron morphol-
ogy. Correspondence between morphologies described in these studies and the cell types
identified in this thesis was performed based on qualitative description of morphological
features, because in vitro studies suffer from uncontrollable systematic errors in quanti-
tative descriptions of morphological parameters of neurons [31, 56].
2.4 Generation of a dense statistical connectome from
sparse morphological data
Note: The description in the following sections has been adapted from Egger, Dercksen
et al. 2014 [66].
Here, I present a novel approach to statistically measure connectivity between neurons,
implemented within an interactive software environment called NeuroNet, which formu-
lates a coherent framework to measure structural overlap between two neurons, yielding
connection probabilities with respect to all neurons present in the overlapping volume.
Estimating synaptic connectivity based on structural overlap is commonly referred to as
”Peters’ rule” [80]. So far, no consistent quantitative framework for estimating connec-
tivity between pairs of neurons based on this concept has been developed, leading to
controversy about the validity and limits of Peters’ rule [81, 82, 83, 84]. I developed a
quantitative version of Peters’ rule that requires generation of an average dense model of
the neuronal circuitry; dense referring to the fact that every neuron within the model of
the brain structure of interest (i) has to be distributed according to measured 3D soma
distributions, (ii) is represented by a complete 3D reconstruction of soma, dendrites and
axon found at the respective location and (iii) contains information of cell type, as well
as subcellular distributions of dendritic spines, diameters and axonal boutons (Figure 2.4
A). NeuroNet allows integrating such anatomical data into a common reference frame
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that describes the average geometry, as well as its variability across animals, of the
brain region(s) of interest (Figure 2.4 B). Within the resolution of the reference frame,
NeuroNet further allows calculating synaptic innervation between any two neurons in the
model, always taking all other neurons within the respective overlap volumes into account
(Figure 2.4 C). The resultant dense ”statistical” connectome yields pairwise connection
probabilities, statistical distribution of numbers of putative synaptic contacts between
connected neurons and subcellular synapse distributions for all neurons within an entire
brain region. Structural connectivity underlying network-embedded simulations is deter-
mined by sampling from these distributions.
NeuroNet has been implemented as an extension package for the Amira visualization
software (VisualizationScienceGroup) by Vincent Dercksen (Zuse Institut Berlin), allow-
ing for 3D visualization of anatomical input data, dense neuronal networks and synaptic
connectivity measurements [85].
2.4.1 Anatomical input data
Mandatory anatomical input data to NeuroNet comprise: 1. an average 3D reference
frame, 2. 3D distributions of excitatory and inhibitory neuron somata, 3. representative
samples of cell type-specific complete 3D morphological reconstructions and 4. mea-
surements of cell type-specific subcellular distributions of soma/dendrite surface areas,
dendritic spines and axonal boutons. In the following I introduce the formats for pre-
senting the respective data to NeuroNet at the example of anatomical data from rat vS1
(Figure 2.5).
1. Average 3D reference frame. The 3D reference frame of rat vS1 is presented to
NeuroNet as follows:
1. A spreadsheet (csv file) contains information about the barrel column geometries
with respect to the global coordinate system, i.e. the 3D center locations, column
radii and a unit vector pointing along the respective orientation. Each column is
further assigned a unique identifier (substructure) label.
2. A 3D vector field (AmiraMesh vector field) containing unit vectors at 50µm resolu-
tion pointing towards the curved pia surface. In general, such vector fields should
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be sampled at the resolution of the 3D reference frame.
3. 3D boundary surfaces (AmiraSurface format) describing the 3D volume of the brain
region (here: pia and WM surfaces). Additional boundary surfaces of anatomical
substructures can be provided, e.g. borders of cytoarchitectonic cortical layers.
2. 3D soma distributions. The second anatomical prerequisite to generate an average
dense model of the neuronal circuitry are measurements of the number and 3D distribu-
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Figure 2.4 (previous page): Generating dense statistical connectomes. (A) Generating a
dense statistical connectome of a brain or brain region requires an average 3D reference
frame of this brain region. The reference frame is used to register all anatomical data
obtained from different experiments to a common coordinate system. Anatomical data to
be collected from the brain region of interest: Number and 3D distribution of excitatory
and inhibitory neuron somata; 3D reconstructions of representative samples of dendrites
and axons of excitatory and inhibitory neuron cell types; determination of postsynaptic
target sites, e.g., spine densities and dendrite surfaces, and presynaptic bouton densities
for excitatory and inhibitory neuron cell types. (B) Anatomical data are assembled into a
complete 3D network model. First, based on their 3D location, excitatory and inhibitory
neuron somata are assigned to different anatomical substructures of the brain regions
and to cell types. Next, somata of all cell types are replaced with dendrite and axon
morphologies of the respective cell types. (C) Innervation from neuron i to neuron j
is computed in 3D at a resolution determined by the anatomical variability of the 3D
reference frame. This computation takes all possible postsynaptic targets of neuron i in
addition to neuron j into account. Figure adopted from [66].
tion of excitatory and inhibitory neuron somata for the entire brain region(s) of interest
(Figure 2.5 B). These distributions have to be obtained with respect to, and at the reso-
lution of, the average reference frame. The average density fields of excitatory/inhibitory
neuron somata for entire rat vS1 are provided to NeuroNet as 3D images (AmiraMesh
format). I further determined the number of neurons per thalamic barreloid [86, 55],
which provide whisker-specific input to the respective barrel column [87].
3. Cell type-specific 3D morphologies. The third prerequisite to generate an
average dense model of the neuronal circuitry are reconstructions of complete 3D soma/-
dendrite/axon morphologies of all cell types present in rat vS1 (Figure 2.5 C). For each
cell type, a number of properties is defined using a spreadsheet:
1. whether the cell type is excitatory or inhibitory,
2. whether the morphology should be rotated during network assembly, i.e. if den-
drites/axon display asymmetric projections, such as polar dendrites pointing to-
wards the center of a barrel column (e.g. L4ss [71]),
3. whether the reconstructions contain only axon or dendrites/axon,
4. whether the cell type has somata within and/or outside barrel columns (e.g. L4ss/L4sp
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Figure 2.5: Anatomical data used for generating dense statistical connectomes of rat vib-
rissal cortex (vS1). (A) Left: Rat vS1 contains segregated anatomical structures, called
barrels, which are arranged somatotopically to the pattern of the large facial whiskers.
Right top: Tangential view of barrels in the average reference frame of rat vS1 cortex (see
inset on left). These barrels provide natural landmarks for registration of anatomical data
into the average reference frame. Bottom: Semi-coronal view of barrel columns in 3D.
Pia and WM surfaces delineate the vertical cortical boundaries in 3D. (B) 3D distribution
of excitatory (left) and inhibitory (right) neuron somata with respect to cortical barrel
columns in rat vS1. Center: Close-up view of neuron somata in insets in left and right
panels. (C) Left: 3D dendrite reconstructions of 10 excitatory (black) and 5 inhibitory
(green) cell types. Right: 3D dendrite (black) and axon (blue) reconstruction of an exci-
tatory L5 slender-tufted pyramidal neuron. (D) Close-up views of the soma and dendrite
surface reconstructions of an excitatory (black, top) and an inhibitory (green, bottom)
neuron, corresponding to the dendrite morphologies marked with an asterisk (*) in (C).
(E) Determination of dendritic spines, dendrite surface and axonal boutons of a L4 spiny
stellate neuron. Top: z-projection of a 50µm thick section containing the soma, dendrites
and axon branches. Center: From left to right: Close-up view of dendrite branch in left
inset in top panel; close-up view of dendrite segment in inset in panel to the left; digital
reconstruction of dendrite surface and spine locations of dendrite segment in panel to the
left. Bottom left: Close-up view of axon branch in right inset in top panel. Bottom right:
Close-up view of axon segment in inset in bottom left panel, with digital reconstruction
of axon and bouton locations along the axon (shifted for visualization). Figure adopted
from [66].
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are only located inside the column, but not in septa between columns [88, 45, 71]),
5. the density of presynaptic contact sites (i.e. boutons) per µm axon, in particular
one value for boutons in infragranular, granular and supragranular layers of vS1,
respectively.
Each neuron morphology is further registered to all barrel columns in the average refer-
ence frame of rat vS1. Because column height, column diameter, as well as the barrel
height vary across rat vS1 [68], each morphology is scaled along the vertical column axis,
and its relative radial soma distance to the column axis is preserved. This ensures that
its laminar soma location, horizontal soma location (e.g. inside barrel column or in the
septum between columns), as well as layer-specific dendrite and axon projections are pre-
served. Finally, the spatial distribution of each cell type is determined by 3D boundary
surfaces that describe the (sub)regions(s) where the cell type is found. If more than one
cell type is present within such a 3D region, the relative frequency of morphologies from
each cell type within the overlap region is specified using spreadsheets for excitatory and
inhibitory cell types, respectively. The morphologies are specified as Amira SpatialGraphs
[75], and the branches comprising the morphologies are labeled as soma, apical dendrite,
basal dendrite, or axon, respectively. Each cell type is represented twice, both as an
axon cell type and a dendrite cell type. This implementation allows including long-range
connections such as VPM axons, where soma/dendrites are located in the thalamus. The
number of these long-range axon morphologies is specified using a spreadsheet based on
cell counts in thalamus (i.e. the number of neurons per whisker-specific barreloid [55]).
4. Subcellular morphological statistics. The final anatomical prerequisite to gen-
erate an average dense model of the neuronal circuitry is measurements of the density
of postsynaptic target sites (PSTs), i.e. spines along dendrites of excitatory neurons
and surface areas of somata and dendrites of excitatory/inhibitory neurons for all cell
types present within the brain region(s) of interest. 3D reconstructions of soma and
dendrite diameters of excitatory and inhibitory neurons were performed manually using
NeuroLucida software (Figure 2.5 D). Dendrite morphologies obtained using the auto-
mated reconstruction pipeline did not have associated diameter values. Therefore, I
developed a database of dendrite branch diameters grouped by cell type and distance of
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the branch tip to the soma based on the set of reconstructions with associated dendrite
diameters. Dendrite branches of all reconstructions of the same cell type were grouped
into basal and apical dendrites, and assigned to distance bins in 50µm steps if the dis-
tance of the branch tip to the soma was less then 400µm, and in 100µm steps if the
distance was greater than 100µm. Diameter values of all branches were fit with an expo-
nential function A+B exp(−Cd), where d is the distance of the branch tip to the soma.
Parameter B was normalized by the soma diameter. The values of the fit parameters of
all branches belonging to the same cell type and distance bin were averaged and stored
in the database. Then, dendrite morphologies without associated diameter values were
assigned diameter values by an exponential function with parameter values from the cor-
responding cell type/ soma distance entry in the database. Parameter B was scaled by
the soma diameter of the morphology.
Average bouton length densities were obtained from high-resolution image stacks (100x,
NA=1.4; 0.092 x 0.092 x 0.2µm3 voxel size) in supra-, granular and infragranular layers.
Horizontally projecting axons were chosen for analysis. Bouton length densities were de-
termined by manually marking the 3D location of each bouton along the reconstructed
axons and measuring the respective path lengths between the marked boutons. Boutons
were assigned as en passant or terminal. En passant boutons were identified as prominent
and approximately spherical swellings along axonal branches, without definition of a min-
imal radius. Terminal boutons were identified as prominent and approximately spherical
swellings located at the end of short axonal branches. Swellings were assigned as boutons
only if the swellings were visible in all three image planes. Measurements were performed
for n=11,386 boutons from axonal segments in n=22 different rats (see Table 2.1).
These data are grouped by morphological cell type. Connections between cell types
are specified in NeuroNet using a spreadsheet (csv file) with predefined format. For each
possible connection between two cell types, the presynaptic cell type, postsynaptic cell
type, as well as the normalized number of PSTs per µm2 area, and/or per µm branch
length is defined, based on measured values (using the methods stated above) for each cell
type and substructure (soma, apical dendrite, or basal dendrite). This meta-connectivity
list thus specifies general knowledge of whether two cell types can in principle connect to
each other and at which substructures. For example, inhibitory interneurons may specif-
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Cell type Supragra. Granular Infragra.
L2 0.31 0.31* 0.34
L3 0.23 0.25 0.25
L4py 0.18 0.25 0.22
L4sp 0.21 0.28 0.24
L4ss 0.24 0.27 0.25
L5st 0.19 0.24 0.28
L5tt 0.20 0.25 0.19
L6cc 0.20 0.27 0.26
L6inv 0.29 0.26 0.23
L6ct 0.27* 0.27* 0.27
VPM 0.28 0.31 0.34
L1 0.48 0.48* 0.48*
Other IN 0.20 0.20 0.20
Table 2.1: Cell type-specific bouton density. Densities are given in µm−1. Values were
determined separately for axon branches in supragranular, granular and infragranular
layers. (*) Assumed because no horizontally projecting axon branches could be found.
ically innervate somata and dendritic shafts of excitatory neurons. Thus, connections
from interneuron to excitatory cell types can be specified in the meta-connectivity list
such that PSTs are exclusively calculated by the surface areas of the excitatory somata
and dendrites (i.e. soma/dendrite surface-specific PSTs). In contrast, connections from
excitatory to excitatory cell types may be specified in the meta-connectivity list such
that PSTs are calculated exclusively by the spine densities (i.e. dendrite length-specific
PSTs).
2.4.2 Data integration and up-scaling to generate average dense
circuit models
Upon availability of the above described anatomical data in appropriate formats, Neu-
roNet automatically generates an average dense representation of the neuronal circuitry
of the brain region defined by the reference frame (Figure 2.6). First, the cell type-
specific boundary surfaces are integrated (Figure 2.6 A shows a subsample of the cell
type-boundaries) into the 3D reference frame. Next, the excitatory and inhibitory so-
mata distributions are registered into the 3D reference frame. Excitatory and inhibitory
soma positions are generated for all voxels in the soma density grid by multiplying the
37
respective density values within the voxel volume (e.g. (50µm)3) and rounding to the
nearest integer. 3D soma locations within a voxel are drawn from a uniform distribution.
Based on the 3D location, each soma is further assigned to a unique substructure (barrel
column) and cell type (Figure 2.6 B). Each soma is assigned to the barrel column (mod-
eled as a cylinder) that contains the 3D soma position. To determine the cell type, first
the region containing the soma is determined by identifying its location with respect to
the cell type boundary surfaces. The cell type is then selected randomly based on the
relative frequency of cell types within this region (as specified by the respective csv file).
Soma/dendrite morphologies are then placed at all computed soma positions (Figure 2.6
C). For each soma, a dendrite morphology is chosen at random from all morphologies
fulfilling the following criteria:
1. the cell type of the morphology is the same as the cell type assigned to the soma,
2. the morphology is registered to the barrel column that is closest to the new soma
location,
3. the soma location of the morphology is not further away from the new soma location
than one voxel of the resolution of the average vS1 model (i.e., the original soma
location of the morphology and its location within the model are within ±50µm
along the z-axis of the respective column).
The latter step guarantees that potential location-specific morphological properties
are preserved within the resolution limit of the reference frame. Lastly, the morphologies
are transformed as follows: (i) translation of the morphology to the new soma location; (ii)
rotation around the soma, such that the vertical orientation is preserved and optionally
(iii) cells with asymmetric projection patterns (e.g. polar dendrites) are rotated such that
their orientation is retained (e.g. L4ss are rotated around the column axis to preserve
projections towards the barrel column center). Third, axon morphologies of each cell
type are inserted to match the number of somata/dendrites for each cell type (Figure
2.6 D). For each soma, an axon morphology is chosen at random from all morphologies
fulfilling the following criteria:
1. the cell type of the morphology is the same as the cell type assigned to the soma,
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Figure 2.6: Network assembly process. (A) Average 3D reference frame of rat vibrissal
cortex, with 3D organization of horizontal (i.e., barrel columns) and vertical (i.e., layers)
structures. Every point in this brain region can be assigned to a barrel column and a
cortical layer with 50µm precision. (B) 3D distribution of 530,000 somata of 10 excitatory
and 6 inhibitory cell types. (C) Replacement of somata with cell type-specific 3D dendrite
morphologies. (D) Replacement of somata with cell type-specific 3D axon morphologies.
Shown here: Thalamocortical axons from VPM (black), intracortical axons of inhibitory
interneurons (green). (E) Top: Close-up view of inset in (B). Center: Close-up view of
inset in (C), showing the dendrites of a single L4 spiny stellate (L4ss) neuron (red) next
to all dendrites from all cell types in the neighboring barrel column. Bottom: Close-up
view of inset in (D), showing a single thalamocortical VPM axon (blue) next to all axons
from two cell types in the neighboring barrel column. Figure adopted from [66].
2. the morphology is registered to the barrel column that is closest to the soma loca-
tion.
In contrast to dendrite morphologies, axon morphologies are not transformed to new soma
locations to prevent that rotation/translation results in loss of location-specific projection
patterns (e.g. L4ss neuron in vS1 display axons confined to the respective barrel column
containing the soma [71] and hence translations would result in innervation of septal
areas, which is not observed experimentally). Long-range axons innervating the modeled
brain region (i.e. their somata are located elsewhere) are registered in the same way as
cell types with somata inside the brain region of interest, preserving their vertical and
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horizontal projection patterns with respect to the reference frame at 50µm resolution.
Then, long-range axons are up-scaled (i.e. duplicated) until the number of morphologies
specified for this cell type is reached (e.g. VPM axons are up-scaled to meet the average
number of somata per thalamic barreloid, e.g. 311 for the D2 whisker [55]). The result of
the network assembly step is a dense representation of the neuronal circuitry of an entire
brain region, where each neuron of a measured 3D soma distribution is represented by
dendrite/axon morphologies of the appropriate cell type and location/orientation within
the resolution of the average vS1 model (Figure 2.6 E).
2.4.3 Calculation of statistical synaptic innervation at subcel-
lular levels
So far, the dense network model of rat vS1 does not contain synapses between neurons.
The set of connections between all neurons in a network is usually referred to as a con-
nectome [89]. The sparse morphological sample underlying the dense network model has
been obtained from different animals, and hence anatomical connectivity can only be
described statistically at the resolution of the average model. Here, I will describe how to
obtain such a statistical connectome from the dense network model under the assumption
of independent synapse formation. The statistical connectome describes the probability
of finding a certain number of synapses between any two neurons in the dense network
model, as well as the subcellular distribution of these synapses (i.e., their location on
the dendrites/soma of the postsynaptic neuron at the resolution of the average reference
frame of rat vS1).
First, for each presynaptic neuron i its axon is converted into a 3D bouton density at
the resolution of the reference frame by clipping the axon of neuron i with all six faces of
each voxel, summing up the length of the respective axon branches within the voxel and
multiplying this value by the cell type- and substructure-specific bouton length density.
Second, each postsynaptic neuron j is converted into a 3D PST density at the resolu-
tion of the reference frame by clipping the soma and dendrites of neuron j with all six
faces of each voxel, summing up the length and the surface area of the respective dendrite
branches and the soma and multiplying these values by the connection-specific PST length
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or area density. Dendrite and soma surface area are computed from the diameter values
along the branches using trapezoidal integration. 3D PST densities of each postsynaptic
neuron j for connections with neurons of cell type T(i) of the presynaptic neuron i in the
voxel centered on ~x are determined as the sum of two terms (PSTspines + PSTsurface):
PSTj(~x, T (i)) =
∑
labels L
lj,L(~x) · λT (i),T (j)(L) +
∑
labels L
aj,L(~x) · αT (i),T (j)(L)
Here, label L refers to a subcellular structure of the postsynaptic neuron, i.e. soma, basal
dendrite or apical dendrite. lj,L(~x) is the total length of all compartments of label L of
neuron j inside the voxel centered on ~x (in µm). λT (i),T (j)(L) is the length PST density
(e.g. 1 spine per µm basal dendrite) for connections from neurons of type T(i) to neurons
of type T(j) onto target structures with label L (in µm−1), as provided by spine density
measurements and specified in the meta-connectivity spreadsheet. aj,L(~x) is the total
surface area of all compartments of label L of neuron j inside the voxel centered on ~x
(in µm2). αT (i),T (j)(L) is the surface PST density (e.g. 0.4 PSTs per µm
2 soma surface)
for connections from neurons of type T(i) to neurons of type T(j) onto target structures
with label L (in µm−2). Whereas bouton distributions can be measured (e.g. using the
methods stated above), I derived spine and surface PST densities by assuming that the
total number of boutons Ball(~x) (see Table 2.1) from all presynaptic cell types T(i) should
match the number of total PSTs from all cell types T(j):
∑
i,j
PSTsurface,j(~x, T (i)) + PSTspine,j(~x, T (i)) = Ball(~x)
I reduced this equation to 1 dimension (i.e. collapsing the 3D densities to the z axis),
and assumed that:
1. connections from excitatory to excitatory cell types exclusively target spines (i.e.
the surface PST density values were set to 0 [90])
2. connections from excitatory to inhibitory cell types exclusively target surface PSTs
(including the soma), because inhibitory dendrites are usually aspiny (i.e. length
PST density values were set to 0 [91])
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3. connections from inhibitory to all other cell types exclusively target surface PSTs
(i.e. inhibitory dendrites are usually aspiny, and inhibitory neurons target dendritic
shafts and the soma of excitatory neurons [92])
4. spine density can be different in supragranular, granular and infragranular layers
[93]
5. surface area PST density values are identical for all cell types and different subcel-
lular structures (assumption, because no experimental data are available)
Then, I fit the respective PST density values λT (i),T (j) and αT (i),T (j) using standard least
squares algorithms (see fitting result in Figure 2.7 and Table 2.2).
Pre Type Post Type λapic λbasal αsoma αapic αbasal
EXC L2 1.68 1.68 – – –
EXC L3 1.68 1.68 – – –
EXC L4py 1.68 1.17 – – –
EXC L4sp 1.17 1.17 – – –
EXC L4ss 1.17 1.17 – – –
EXC L5st 1.68 1.04 – – –
EXC L5tt 1.68 1.04 – – –
EXC L6cc 1.04 1.04 – – –
EXC L6inv 1.04 1.04 – – –
EXC L6ct 1.04 1.04 – – –
EXC IN – – 0.74 0.74 0.74
IN EXC – – 0.06 0.06 0.06
IN IN – – 0.06 0.06 0.06
Table 2.2: Cell type-specific meta-connectivity list. EXC - all excitatory cell types; IN -
all inhibitory cell types. Units: λ: µm−1; α: µm−2.
Third, the precision (across animal variability) of the average reference frame deter-
mines the voxel resolution, i.e. the smallest scale at which axo-dendritic overlap can
be calculated between morphologies obtained in different animals. Thus, locations of
somata/dendrites/axons within a voxel cannot be further resolved and proximity of bou-
tons and PSTs within a voxel cannot be used to estimate synaptic innervation. Instead, I
assume that all PSTs within a voxel are equally likely to receive any bouton in the same
voxel (i.e. independent synapse formation at resolutions smaller than the accuracy of the
reference frame). The probability that neuron j is targeted by a bouton within the voxel
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Figure 2.7: Excitatory bouton and PST distribution. Total number of excitatory boutons
and corresponding PSTs in rat vS1, measured in 50µm bins along the vertical column
axis. PSTs are calculated based on the distribution of dendrite lengths of excitatory
neurons, and dendrite and soma surface areas of inhibitory interneurons, and the fit
results in Table 2.2.
centered on ~x is then given by:
pj(~x, T (i)) =
PSTj(~x, T (i))
PSTall(~x, T (i))
Here, PSTall(~x, T (i)) refers to the total number of potential postsynaptic contact sites
for connections with presynaptic cell of type T(i) in the voxel centered on ~x, i.e.
PSTall(~x, T (i)) =
∑
j
PSTj(~x, T (i))
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If Bi boutons from neuron i are present in the voxel at ~x, the probability that neuron j
is targeted by n of these boutons is given by the binomial distribution:
P (n; pj, Bi) =
(
Bi
n
)
pnj (1− pj)Bi−n
Average values for Bi and pj in our networks are O(10
1)-O(102) and O(10−3), respectively.
Given the about 5 orders of magnitude differences between Bi and pj, I approximate the
binomial distribution by a Poisson distribution (i.e. Bi →∞ and pj → 0):
P (n; I˜ij(~x)) =
I˜nij(~x)
n!
exp(−I˜ij(~x))
Here, I defined the average innervation I˜ij(~x) from neuron i to neuron j in the voxel at
~x:
I˜ij(~x) := Bi(~x) · pj(~x)
The connectivity statistics between any two neurons (i,j) can thus be described by the
3D scalar field I˜ij(~x). The probability of finding a connection between any two neurons
i and j within a specific voxel located at ~x is further given by:
pij(~x) = 1− P (n = 0; I˜ij(~x)) = 1− exp(−I˜ij(~x))
Because I assume that synapses in different voxels are formed independently of another,
the total probability of finding a connection between two neurons i and j is:
pij = 1−
∏
~x
P (n = 0; I˜ij(~x)) = 1− exp(−
∑
~x
I˜ij(~x))
= 1− exp(−Iij)
Here, Iij :=
∑
~x I˜ij(~x) is the total (i.e. summed over all overlapping voxels) average
innervation from neuron i to neuron j. Intuitively, Iij is the expected number of synapses
connecting neuron i to neuron j.
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2.4.4 Calculation of statistical synaptic innervation at cell type
levels
Using the innervation matrix Iij for all pairs of neurons in the network, analyses can be ex-
tended to the population level, allowing comparison with pairwise connectivity measure-
ments performed in vitro/vivo. In silico, pairwise connectivity between two populations
(pre: A and post: B) can be described by three experimentally accessible parameters:
the convergence Cb, i.e. the fraction of the presynaptic population connected to a single
postsynaptic neuron b ∈ B, the divergence Da, i.e. the fraction of the postsynaptic pop-
ulation targeted by a single presynaptic neuron a ∈ A, and the connection probability
PAB, i.e. the probability that any two neurons a ∈ A, b ∈ B are connected. These three
quantities can now be defined in terms of the neuron-to-neuron connection probability
pij = 1− exp(−Iij) introduced above:
Cb = 〈pab〉a∈A
Da = 〈pab〉b∈B
PAB = 〈pab〉a∈A, b∈B
Here, 〈· · · 〉a∈A is the ensemble average across all neurons a in population A etc. Addi-
tionally, the distribution of the number of synapses per connection nAB between these
two populations can be computed by averaging across the individual synapse number
distributions nij := P (n; Iij):
nAB = 〈nab〉a∈A, b∈B = 〈Poisson(Iab)〉a∈A, b∈B
2.4.5 Structural connectivity constraints on functional connec-
tivity during simulations
These structural connectivity parameter distributions form the basis for network-embedded
simulations of single neuron morphologies, as they provide limits on functional connec-
tivity (i.e., which synapses are active at what time) between presynaptic cell types and
the postsynaptic neuron. First, statistical connectivity from all presynaptic neurons in
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the dense network model to the postsynaptic neuron can be calculated depending on the
location of the postsynaptic neuron (limited by the resolution of the average reference
frame of vS1), e.g., at the registered location of an individual neuron recorded in vivo.
Second, the subcellular distribution of synapses I˜ij(~x) influences how synaptic inputs are
integrated by the postsynaptic neuron. The amplitude of postsynaptic potentials (PSPs)
from synapses located far from the soma is strongly attenuated and has a slower time
course compared to PSPs from synapse located closer to the soma [94]. Third, summa-
tion of Iij over all presynaptic neurons of the same cell type gives the total number of
expected inputs from one particular cell type to a single neuron, rendering an upper limit
of how many synapses of each cell type can potentially be active on the postsynaptic
neuron (i.e., proportional to the average functional connectivity). Fourth, the conver-
gence Cb described above determines the variability of the functional connectivity: If the
convergence is high, i.e., the postsynaptic neuron receives synapses from a large fraction
of the presynaptic population, then this population can influence the postsynaptic neuron
in each trial despite large heterogeneity and trial-to-trial variability of the responses of
individual neurons in the presynaptic population (i.e., the postsynaptic neuron can ”av-
erage” across the presynaptic population and the variability of functional connectivity
across trials is small compared to the mean functional connectivity). On the other hand,
if the convergence is low and the postsynaptic neuron only receives synapses from a small
fraction of the presynaptic population, then the functional connectivity is influenced by
the trial-to-trial variability of individual presynaptic neurons (i.e., the number of active
synapses may be very different from one trial to the next and hence the variability of the
functional connectivity is large compared to the mean functional connectivity). Finally,
the synapse number distribution nij is related to the reliability of functional connectiv-
ity between two neurons: Release of neurotransmitters at individual cortical synapses is
stochastic (i.e., not every action potential arriving at the presynaptic bouton results in
release of neurotransmitters [95]). The reliability of a connection thus depends on the
number of synapses between two neurons, i.e., if they are connected by more than one
synapse, then the presynaptic neuron is more likely to influence the postsynaptic neuron
every time it is active.
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2.5 Network-embedded simulations of different cell
types
In this section, I will describe a new strategy to perform network-embedded simulations
of functionally realistic models of different excitatory cell types during different network
states, e.g. ongoing (spontaneous) or sensory-evoked activity. Functional synaptic input
to a single postsynaptic neuron, as well as the integration of this input, is modeled using
mathematical descriptions of synapses and ion channels, and using the cable equation to
model dendrites, soma and axon of the postsynaptic neuron. The parameters constraining
these models are determined experimentally:
1. The location of the postsynaptic neuron is determined with 50µm precision (limited
by the variability of the average reference frame of vS1).
2. The number and subcellular distribution of synapses from different presynaptic
cell types is given as statistical distribution of connection probability and synapse
numbers at a resolution of 50µm (as described above in section 2.4.3).
3. The number and timing of spikes in presynaptic neurons of different cell types is
based on in vivo measurements of spontaneous and sensory-evoked activity, given
as spiking probability as a function of time (as described above in sections 2.1 and
2.3).
4. The effect of synaptic inputs is given as distribution of amplitudes of unitary EPSP-
s/IPSPs (uEPSPs/uIPSPs) for different cell types, based on in vitro measurements
between pairs of identified neurons.
5. The biophysical properties of the postsynaptic neuron (e.g. the density of ion chan-
nels in soma and axon) are determined based on in vivo and in vitro measurements
of identified neurons.
These experimental constraints are regarded as statistical distributions and sampled
stochastically.
In practice, first a neuron morphology that is representative for its morphological cell
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type is selected, and, depending on its location, the number and subcellular distribution
of synaptic inputs, as well as the presynaptic partner neurons are determined. Second,
presynaptic neurons are turned into point neurons and activated based on cell type-
specific response probabilities measured in vivo. Finally, the dendrites, soma and (if
necessary) the axon of the neuron morphology are converted into a biophysically realistic
compartmental model of this cell type. Spatial discretization (compartmentalization) is
performed without simplification of the dendritic topology and dendritic branch lengths.
Each sample from the distributions of experimental constraints thus results in a possible
spatiotemporal synaptic input pattern (i.e., functional connectivity) onto the neuron. Be-
cause the distributions of experimental constraints represent the biological variability of
the respective structural and functional parameters, all functional connectivity configura-
tions allowed within these constraints can be interpreted as an individual trial. Each trial
is then simulated by numerically solving the cable equation and, if voltage-dependent ion
channels are present, Hodgkin-Huxley type equations to determine the membrane poten-
tial of the neuron in space and time. The simulated responses of many trials are then
compared with in vivo measurements of the response of neurons of this cell type, e.g. after
whisker deflection. I will demonstrate this approach on two examples: the subthreshold
response of a L2py neuron to SuW deflection, and the spiking response of L5tt neurons
to PW and SuW deflections.
2.5.1 L2 pyramidal neuron model
Note: This description has in part been adapted from Egger, Schmitt et al. 2015 [57].
The aim of this model is to investigate the contribution of excitatory synaptic inputs
and inhibitory synaptic inputs from INs located in L1 to subthreshold responses of a
L2py after SuW deflection.
Network embedding. In this model, D1 is chosen as the PW. Hence, for neurons lo-
cated in the D1 column, this model represents a PW deflection. In order to model SuW
deflections, I therefore additionally included the D2 column in the model. For neurons
located in the D2 column, a D1 whisker deflection represents a SuW deflection. As a
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representative model for the population of L2py in the D2 column I selected a L2py mor-
phology located at a cortical depth of 215µm. The distance to the D2 column center was
65µm, and the distance to the D1 column center was 390µm (Figure 2.8).
Figure 2.8: Soma and dendrite morphology of L2 neuron model in rat vS1. Red: Soma
and basal dendrites, orange: apical dendrites. Soma and dendrite diameters increased for
visualization.
The total length of the dendritic arbor of the L2py neuron model was 8, 880µm, close
to the average dendrite length of this cell type (8, 580µm) [31, 56]. Next, I determined
the innervation of the L2py neuron model by seven excitatory and one inhibitory cell
types (L2py, L3py, L4py, L4sp, L4ss, L5st, L5tt, and L1 INs) using the NeuroNet soft-
ware, as described above (see section 2.4.3). The number and location of excitatory and
inhibitory synapses was determined based on the innervation (i.e., Poisson approximation
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Cell type Synapses per connection PC Synapses per connection SC
L1 IN 1-2** –
L2py 1.4* 2.8
L3py 1.4* 2.8
L4py 2.25* 4.5*
L4sp 2.25* 4.5*
L4ss 2.25* 4.5
L5st 1.4* 2.8*
L5tt 1.4* 2.8*
Table 2.3: Anatomical constraints on connectivity between presynaptic cell types and
L2py model neuron. Parameters are based on in vitro [96, 97] measurements, *extrapo-
lated based on the measured values, or **based on connectivity measurements using the
dense network model alone.
as described above) once and kept fixed for the remaining simulations. For excitatory
connections to L2py, additional experimental constraints on the number of synapses per
connection are available based on paired recordings and reconstructions of different cell
types [96, 97], and these were therefore included in the model. L4py and L4sp neurons
were assumed to connect to the L2py neuron with the same number of synapses per
connection as L4ss neurons. L5st and L5tt pyramidal neurons were assumed to make the
same number of synapses per connection as L2py/L3py neurons. Transcolumnar connec-
tions were assumed to have half the number of synapses per connections compared with
intracolumnar connections (Table 2.3).
Additional constraints on the number of synapses per connection beyond the distribu-
tions resulting from the dense network model are not available for inhibitory connections
from L1 INs. Within these constraints, I randomly created 50 samples from the space of
possible connectivity patterns. Each sample varied in the number of connected presynap-
tic neurons, as well as the identity of the synapses connected to each presynaptic neuron.
This allows investigating the influence of detailed wiring patterns on the observed model
response.
Activity of presynaptic neurons from different cell types. All neurons in the
dense network model that were presynaptic to the L2py neuron model were converted
into point neurons while keeping their cell type identity and 3D soma location. These
presynaptic neurons were then activated independently depending on the average ongo-
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ing and sensory-evoked activity of the respective cell type after PW or SuW deflection.
Ongoing and sensory-evoked activity of different cell types was determined by identifying
the morphological cell type of neurons recorded and identified during in vivo experiments,
as described in the Methods section 2.3 and the Results section 3.1.3. During simulated
periods of ongoing activity, presynaptic neurons were modeled as Poisson spike sources
with constant AP firing rates (Table 2.4). During simulated periods of evoked activity,
additional sensory-evoked spikes were generated by the presynaptic neurons. Presynaptic
neurons with soma location closest to the D1 column were activated based on the evoked
response probability of the corresponding cell type after PW deflection (Table 2.4). The
timing of excitatory cell types was determined based on a log-normal distribution with
parameters µ = 1.61, σ = 1.5, and an offset of 10ms after stimulus (corresponding to a
median response time of 15ms after stimulus [26]), because latencies of excitatory cell
types after whisker deflection, as well as the subcellular distribution of synaptic inputs
from these cell types, were similar. Timing of whisker-evoked presynaptic responses of
L1 INs were determined from a normal distribution with a mean of 15.2ms after stimulus
and a standard deviation (SD) of 2.2ms (see section 3.1.3).
Presynaptic neurons with soma location closest to the D2 column were activated based
on the evoked response probability of the corresponding cell type after SuW deflection
(Table 2.4). The timing of excitatory cell types was determined from a uniform distri-
bution between 10-50ms after the stimulus. As for PW deflections, latencies of different
cell types were modeled as uniform because the subcellular distributions of synaptic in-
puts from these cell types were similar. L1 INs showed no increased activity after SuW
deflections.
Additional delays of action potentials due to finite conduction velocity along the axon
were not modeled, i.e., each synapse was activated at the same time as the corresponding
presynaptic neuron.
Synapses from different presynaptic cell types. Conductance-based synapses
were modeled with a double-exponential time course and use-dependent depression or
facilitation [98]; i.e., after activation of the synapse, the conductance varied according to
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Cell type Spontaneous
spiking (Hz)
Evoked spiking
PW 0-50ms
(AP/stim)
Evoked spiking
SuW 0-50ms
(AP/stim)
L1 IN 1.0 0.072 –
L2py 0.47 0.013 0.018
L3py 0.32 0.14 0.018
L4py 0.56 0.34 0.027
L4sp 0.32 0.37 0.027
L4ss 0.52 0.25 0.027
L5st 1.1 0.05 0.022
L5tt 3.53 0.33 0.173
Table 2.4: Functional constraints on activity of presynaptic cell types to L2py neuron
model. Parameters are based on in vivo measurements [26, 31, 57].
the following formula:
g(t) = gmax ·N · α · (exp(− t
τdecay
)− exp(− t
τrise
))
Here, N is a normalization constant depending on τrise and τdecay to ensure that the
maximum value of g(t) always is gmax · α. α is a facilitation/depression variable. If the
synapse is modeled as facilitating, α is described by:
dα
dt
=
1− α
τf
+ f0
∑
ts
δ(t− ts)
Here, τf is the facilitation time constant, f0 is a constant facilitation variable (f0 > 0),
ts refers to all synapse activation times, and δ is the Dirac delta function. If the synapse
is modeled as depressing, α is described by:
dα
dt
=
1− α
τd
− (1− d0) · α
∑
ts
δ(t− ts)
Here, τd is the depression time constant, d0 is a constant depression variable (0 < d0 < 1),
ts refers to all synapse activation times, and δ is the Dirac delta function. Glutamater-
gic (i.e., excitatory) synapses were modeled with a fast α-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid receptor (AMPAR) conductance and a slow, voltage dependent
N-methyl-D-aspartate receptor (NMDAR) conductance. AMPAR conductances had rise
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and decay times of 0.1 and 2ms, respectively; NMDAR conductances had rise and decay
times of 2 and 26ms, respectively [97]. Voltage dependence of the Mg block of NM-
DAR conductances was modeled by multiplying the conductance value with a factor
1/(1+η ·exp(−γ ·V )) [99], where η = 0.25, γ = 0.08/mV , and V is the membrane poten-
tial in millivolts [100]. AMPAR and NMDAR conductances had a depression variable d0
of 0.5 and 0.6, respectively, and a depression time constant τd = 200ms [101]. Inhibitory
synapses with a γ-Aminobutyric acid receptor (GABAA) conductance had rise and decay
times of 1 and 20ms, respectively [102]. GABAA conductances had a depression variable
d0 of 0.8 and a depression time constant τd = 200ms [101]. The reversal potential of glu-
tamatergic synapses was set to 0mV, and the reversal potential of GABAergic synapses
was set to -75mV.
Because during experiments whisker stimuli were delivered randomly with respect to up-
/down-states, and transition periods between states, I modeled whisker-evoked input to
the L2py neuron model during simulated up- and down-states by activating synapses
according to the average ongoing activity of the respective presynaptic cell types, as de-
scribed above. The maximum conductance and release probability during up- and down
states were constrained by systematic variation of these parameters, and calculating the
mean and standard deviation (SD) of the membrane potential at the soma, as well as
the input resistance after current injection at the soma, resulting in a distribution of
parameter sets of maximal conductance values and release probabilities of excitatory and
inhibitory synapses. For modeling up and down states, parameter sets for synaptic con-
ductances and release probabilities were chosen to match reported experimental values
[103] of the mean membrane potential during up (exp.: −58.9±1.2mV ; model: −60.1mV )
and down (−73.9± 1.4mV ; −72.5mV ) states, the SD of the membrane potential during
up states (2.5 ± 0.1mV ; 2.4mV ), and the input resistance during up (36.6 ± 2.3MΩ;
40.3MΩ) and down (29.2±2.0MΩ; 34.7MΩ) states (also see Figure 3.16 D in the results
section for comparison with in vivo measurements). From all parameter sets within the
experimental variability, I chose two parameter sets that did not differ in the conduc-
tance values of synapses, but only in the release probabilities of excitatory and inhibitory
synapses during up and down states (Table 2.5). Ongoing activity preceding whisker-
evoked input was modeled based on up-state parameters in 50% of simulation trials and
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based on down-state parameters in the other 50% of simulation trials. Transitions be-
tween states were not modeled.
Next, for a realistic model of whisker-evoked input to the L2 neuron, I first determined
the maximum conductance values of excitatory synapses by comparing the distribution of
uEPSP amplitudes obtained by separate activation of all connected presynaptic neurons
(i.e., one presynaptic neuron may activate one or more synapses) to measured distri-
butions of uEPSP amplitudes for different cell types [96, 97]. I determined the mean,
standard deviation and the maximum of the distribution of uEPSP amplitudes after suc-
cessive activation of all presynaptic neurons for a fixed value of the peak conductance
at each synapse. These parameters were obtained while systematically varying the peak
conductance across a large range, and then fitted with a second-order polynomial (see
example in Figure 2.9).
Figure 2.9: Constraining the conductance at synapses to the L2py neuron model. Mean,
standard deviation (Std) and maximum value of the uEPSP amplitude distribution of
contacts from all presynaptic L2py neurons to the L2py neuron model (i.e. at least one
synapse per contact) for different values of the maximum conductance at AMPA and
NMDA receptors. Solid lines are fit to the simulation values (dots). Dashed lines are the
corresponding values of the experimentally determined uEPSP amplitude distribution
from [96].
An optimal conductance was determined by finding the conductance value that re-
sulted in a uEPSP amplitude distribution that was the most similar to the experimentally
determined uEPSP amplitude distribution for the corresponding cell type. To do so, I
minimized the squared difference between the fit results of mean, standard deviation and
maximum to the experimentally measured values at the same time (mean and standard
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Cell type Ongoing gAMPA
(gGABA)/gNMDA
(nS)
Evoked gAMPA
(gGABA)/gNMDA
(nS)
Ongoing release
prob. up/down
Evoked release
prob. up/down
L1 IN 0.6/– 1.6/– 1.0/0.6 1.0/1.0
L2py 1.1 /1.1 0.73/0.73 0.5/0.1 0.2/0.9
L3py 1.1/1.1 0.57/0.57 0.5/0.1 0.2/0.9
L4py 1.1/1.1 0.33*/0.165* 0.5/0.1 0.2/0.9
L4sp 1.1/1.1 0.33*/0.165* 0.5/0.1 0.2/0.9
L4ss 1.1/1.1 0.33/0.165 0.5/0.1 0.2/0.9
L5st 1.1/1.1 0.57*/0.57* 0.5/0.1 0.2/0.9
L5tt 1.1/1.1 0.57*/0.57* 0.5/0.1 0.2/0.9
Table 2.5: Parameter values of excitatory and inhibitory synapses onto the L2py model
neuron. Parameters are based on in vitro [96, 97] and in vivo [103] measurements or
*extrapolated based on the measured values.
deviation were weighted double). Conductance values of synapses from L4py and L4sp
were assumed to be equal to the conductance values of synapses from L4ss. Maximum
conductance values were fitted separately for L2py and L3py synapses due to differences
in their subcellular distributions, i.e., L2py synapses had a larger mean path length dis-
tance to the soma. Conductance values of synapses from L5st and L5tt were assumed
to be equal to conductance values of synapses from L3py due to their similar subcellu-
lar distributions (Table 2.5). Reliable measurements of the connection strength of L1
IN synapses onto L2py are not available, and I therefore assumed a maximum conduc-
tance value of 1.6nS for the GABAA conductance. The release probability of excitatory
synapses was determined by systematic variation independently for up- and down-states
until the compound whisker-evoked PSP reached approximately the same absolute peak
value [104] (Table 2.5). The release probability of inhibitory synapses was fixed at 1.
Biophysically realistic neuron model. I used a previously published model of the
subthreshold behavior of L2 pyramidal neurons in rat vS1 [103]. I restricted the model
to subthreshold responses because the spiking probability of L2py is very low under the
present experimental conditions (i.e., in the anaesthetized state, after passive whisker
deflection [46]). The dendrites and soma of this cell type contain voltage-dependent
ion channels that lead to anomalous rectification of the membrane potential. When
the membrane potential is depolarized (for example during an up state), then the input
resistance of the neuron in response to current injection is higher compared to when the
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membrane potential is hyperpolarized (for example during a down state). This effect is
well-described by a phenomenological model that adds a nonlinear term to the I-V curve
of the neuron [103]:
∆V = R0∆I + cAR∆I
2
The length of individual compartments of each dendrite branch was determined by the
electrotonic length constant of the branch to time-varying input. The membrane time
constant of neurons is of the order of 10ms. I therefore determined the electrotonic
length constant of each branch at a frequency of 100Hz and set the length of individual
compartments in this branch to 10% of this length constant. The resulting length of in-
dividual compartments was on average ∼ 15µm, but never larger than ∼ 40µm. Specific
membrane resistance was set to 5, 000Ωcm2, axial resistance to 150Ωcm, and the specific
membrane capacitance was set to 1µF/cm2. Anomalous rectification in dendrites and the
soma was adjusted to give a value of cAR = 18.2MΩ/nA [103]. Spines were accounted for
by scaling the surface area of dendritic segments by
1+ASpines
AShaft
, where ASpines was computed
proportional to the length of the dendritic segment (0.8µm2/µm), and AShaft was the
surface area before adjustment [105]. The reversal potential of the leak conductance was
set to -75mV. All numerical simulations were carried out using the NEURON package
(NEURON 7.2 [106]).
Monte Carlo sampling from constrained parameter space. In the previous para-
graphs, I described how to combine statistical connectivity (i.e., 50 different network
embeddings of the same neuron), functional connectivity (i.e, spiking probabilities and
timing of presynaptic neurons, as well as synaptic release probability) and physiological
data (i.e., synaptic conductances and biophysical parameters of the soma and dendrites
of the L2py neuron model) to create a fully constrained L2py neuron model. These
constraints are still in the form of statistical distributions, representing the biological
variability underlying structural and functional connectivity to L2py neurons. Hence,
any sample from these distributions, which represents a spatiotemporal configuration of
active synapses to the L2py neuron model during ongoing and SuW-evoked activity (i.e.,
which synapses are active at what time), as well as their physiological properties, can be
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regarded as biologically realistic within the present constraints and is thus interpreted as
an individual trial. Specifically, I sample 200ms of ongoing activity (50% of the samples
during up and down states, respectively), followed by 50ms of SuW-evoked activity. For
each of these trials, the membrane potential of the neuron in the dendrites and at the
soma in response to the specific synaptic input pattern is numerically simulated. Be-
cause the model did not include a spiking mechanism, I excluded traces depolarized to
more than -38mV at the soma [22]. The first 100ms of subthreshold activity are dis-
carded to remove numerical artifacts. The parameters I will analyze subsequently are the
number of active synapses during ongoing and SuW-evoked activity for each presynaptic
cell type, the average PSP amplitude 10-50ms post-stimulus, and the average SD of the
PSP 15-50ms post-stimulus. Drawing a finite number of samples from the constrained
parameter space of functional connectivity configurations results in statistical error in
these quantities. Therefore, I estimated how many trials are required to minimize this
error sufficiently to allow investigating the influence of different parameters on the target
quantities. A total of 2,000 simulation trials (1,000 for up- and down-states, respectively)
were sufficient to minimize the statistical error to 2× 10−3mV (Figure 2.10). Thus, the
full model contained 100,000 samples (i.e., 50 different network embeddings with 2,000
samples of functional connectivity each).
Figure 2.10: Estimate of sampling error during L2py neuron simulations. Change in
average PSP amplitude (left) and PSP SD (right) after increasing the sample size by 1
to the new total sample size (bottom axis).
Finally, in order to determine the influence of the different parameter distributions on
the target quantities (average PSP amplitude and average PSP SD), I generated samples
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where all parameters/statistical distributions except for one were kept fixed.
1. To investigate the influence of sensory-evoked responses of L1 INs on the average
PSP amplitude/PSP SD, I generated 100,000 samples excluding responses of L1
INs located in the D1 column.
2. To separate the effects of excitary functional connectivity and inhibitory functional
connectivity on the average PSP amplitude/PSP SD, I first generated 100,000 sam-
ples including L1 INs located in the D1 column. Then, I simulated the response of
the L2py neuron model to the same 100,000 samples excluding L1 INs located in
the D1 column. Next, I generated 100,000 samples including L1 INs located in the
D1 column, followed by an additional 100,000 samples which were identical for L1
INs, but newly sampled for excitatory functional connectivity.
3. To investigate the influence of the subcellular distribution of L1 IN synapses to the
L2py neuron model on the average PSP amplitude/PSP SD, I generated a network
embedding in which synapses from L1 INs located in the D1 column were spatially
distributed in the same pattern as synapses from L4ss located in the D2 column,
without changing the number of synapses from L1 INs. I then generated 2,000
samples of functional connectivity including/excluding responses of L1 INs located
in the D1 column, while keeping functional connectivity of excitatory synapses fixed
(i.e., using the same set of 2,000 samples for excitatory synapses).
4. To investigate the influence of possible specificity in the connectivity from L1 INs
to the L2py neuron model beyond the statistical connectivity model, I kept con-
nectivity from excitatory cell types fixed (i.e., I randomly picked one of 50 network
embeddings) and generated 2,000 samples of functional connectivity including/ex-
cluding responses of L1 INs located in the D1 column under the constraint that L1
INs are connected to L2py neurons with 11 synapses on average.
5. I investigated the effect of different physiological and biophysical parameters on the
average PSP amplitude/PSP SD. First, I created 100,000 samples including/exclud-
ing responses of L1 INs located in the D1 column, and sampled conductance values
of excitatory synapses from a log-normal distribution [107] instead of a fixed value
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at all synapses (the mean of the log-normal distribution was set to the fixed value
used for each cell type in all other simulations). Second, I created 100,000 samples
including/excluding responses of L1 INs located in the D1 column, and excluded the
voltage-dependent NMDAR conductances at excitatory synapses. Third, I investi-
gated possible effects of varying conductance values of L1 INs by keeping functional
connectivity fixed (i.e., I randomly picked one of 50 network embeddings and gen-
erated 2,000 samples of functional connectivity) and only changing the maximum
conductance value at L1 IN synapses. Finally, I investigated possible effects of the
chloride reversal potential at L1 IN synapses by keeping functional connectivity
from excitatory cell types fixed (i.e., I randomly picked one of 50 network embed-
dings) and generated 2,000 samples of functional connectivity including/excluding
responses of L1 INs located in the D1 column, and set the reversal potential of L1
IN synapses to -85mV.
2.5.2 L5tt pyramidal neuron model
The goal of this model is to identify the mechanisms that underlie the broad whisker
touch receptive field (RF) of L5tt neurons in rat vS1.
Network embedding. In this model, the C2 barrel column and C2 whisker were chosen
as PC and PW, respectively. They are located at the center of rat vS1/the whisker
pad. I am going to model the response of L5tt to PW and eight SuW deflections (PW:
C2, SuW: B1-B3, C1, C3, D1-D3) and compare the simulated model responses to the
average response of a population (n=9) of L5tt to the same whisker deflections recorded
and identified in vivo. In order to create a model that is representative of the L5tt
population in C2, I first selected a L5tt morphology comprising soma and dendrites that
was representative of the L5tt population (Figure 2.11).
The distance of the soma to the pia surface was 1075µm (L5tt average: 1123 ±
72µm [56]). The total dendrite length of the neuron was close to the average of all L5tt
morphologies in the sample (model: 15343µm; L5tt average: 14729 ± 3391µm). The
same was true for the length of the apical (8849µm; 7946± 1589µm) and basal (6494µm;
6783± 2451µm) dendrites, as well as the number of branch points (77; 86± 23). Next, I
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Figure 2.11: Soma and dendrite morphology of L5tt neuron model in rat vS1. Red: Soma
and basal dendrites, orange: apical dendrites. Soma and dendrite diameters increased for
visualization.
placed the L5tt morphology at nine different horizontal locations within the C2 column
(Figure 2.12), with an average distance between locations of ∼ 100µm. The locations
were chosen such that the morphology at each location represents about 11% of the total
population of L5tt located in the C2 column, and therefore captures location-specific
differences in connectivity of the L5tt population.
Hence, the number and location of presynaptic neurons, as well as the number and
subcellular distribution of synapses from all presynaptic cell types in the entire dense
network model of rat vS1 and VPM to the L5tt morphology were determined for each
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Figure 2.12: Locations of L5tt neuron model in network. Tangential view onto the
nine different locations (black dots) within the C2 column used to perform network-
embedding of the L5tt dendrite morphology (red: soma and basal dendrites, orange:
apical dendrites). The spatial sampling approximately subdivides the C2 column into
nine equally-sized horizontal areas.
of the nine locations separately. At each location, 50 network embedding realizations
were generated based on the methods described in sections 2.4.3 and 2.4.4. The average
and standard deviation of the number of synapses per presynaptic cell type across these
50 realizations was calculated. Then, the network embedding realization closest to the
average for all presynaptic cell types was chosen as representative anatomical model for
this particular location.
Activity of presynaptic neurons from different cell types. As described above for
the L2py neuron model, presynaptic neurons were converted to point neurons, keeping
cell type identity and 3D soma location, and activated based on ongoing and whisker-
evoked response probabilitites and timings. In this model, I investigate the response of
L5tt to PW and eight different SuW deflections, with the goal of identifying the pathways
and mechanisms underlying whisker-evoked responses of this cell types. To do so, two
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conditions have to be met: First, for all cell types, possible differences between cell types
should be incorporated (in contrast to the L2py model described above, where the average
SuW response was modeled). Second, in order to differentiate between contributions of
different cell types to whisker-evoked responses of L5tt, differences in the response times of
different cell types should be incorporated at millisecond resolution. To do so, I created
millisecond-resolution poststimulus time histograms (PSTHs) for PW and eight SuW
deflections for all excitatory cell types in rat vS1 by identifying the morphological cell
type of neurons recorded and identified during in vivo experiments, as described in the
Methods section 2.3 and the Results section 3.1.3. For each recorded neuron, the PC is
determined after reconstruction and registration. Correspondingly, the principal whisker
is defined as the whisker that is somatotopically aligned with the PC of the neuron. The
PSTH of each cell of the 50ms following deflection of the PW and the eight SuW is
computed across trials. Next, cell type-specific whisker-evoked PSTHs are computed by
aligning the PSTHs of all cells of the same morphological type with respect to the PW,
averaging the PSTH for each whisker relative to the PW across cells and subtracting the
ongoing activity of this type. During simulations in the up-state, the amplitude of the
PSTH is scaled by a factor of 0.4571 to reflect lower response probabilities of cortical
neurons in the up-state [108]. The sum over the evoked PSTH in response to different
whisker deflections is commonly referred to as the whisker-evoked RF of a cell type.
Hence, cell type-specific RFs are shown centered on the PW and row/arc offset of the
eight SuW, while cell type- and whisker-specific evoked PSTHs are shown as a function
of time (Figure 2.13). For a detailed description of ongoing and whisker-evoked responses
of all cell types, see section 3.1.3.
During simulations of whisker deflection, each presynaptic neuron is activated as a
Poisson spike train [8] with a base rate given by the ongoing activity, and after whisker
deflection, with a time-varying spike rate given by the sum of the ongoing activity and the
PSTH. The PSTH used to model sensory-evoked activity of each presynaptic neuron is
determined based on the cell type of the neuron and the location of the deflected whisker
with respect to the PW and SuW receptive field of the neuron. For example, if the neuron
is located in the D2 column and a D2 whisker deflection is simulated, then the neuron
will be activated based on the PSTH corresponding to PW whisker deflection. However,
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Figure 2.13: Example of cell type-specific whisker receptive field and PSTH. Left: Average
whisker deflection-evoked RF of all identified L4ss neurons within 50ms post-stimulus.
The RF is centered on the PW, and eight SuW are grouped according to their relative
location to the PW on the whisker pad. Right: Average PSTH of all identified L4ss in
response to PW deflection with 1ms resolution. The amplitude of the PW response in
the left panel is equal to the sum over this PSTH.
if the neuron is located in the D2 column and a C2 whisker deflection is simulated, then
the neuron will be activated based on the PSTH after deflections of the SuW in the same
arc (here: 2), but in the more dorsal row (-1, here: C).
In vivo responses of inhibitory interneurons (except for L1 INs, see section 3.1.3) have
not been measured in combination with identification of morphologies to allow correlation
with morphological IN types used in this study. Therefore, I developed a simple model
of the response of INs to PW and eight SuW deflections. The model is motivated by
the assumption that PW and SuW responses of INs are caused by direct feed-forward
thalamocortical input and additional recurrent intracortical input to all INs [109, 110].
The PSTH for each whisker deflection is constructed by picking the maximum value
of the PSTHs of active excitatory cortical cell types (i.e., cell types with significantly
increased response within 20ms after whisker deflection) and VPM for each 1ms time bin
(Figure 2.14). In case of PW deflection, the PSTH is additionally shifted 1ms towards
the deflection time (but no earlier than VPM activation), reflecting faster responses of
INs compared to excitatory cell types after PW deflection [111]. The amplitude of these
whisker-specific PSTHs was constrained by fixing the total ratio of spikes evoked after
PW compared to SuW deflection at 2:1 [111]. This left the integral of the PW PSTH (i.e.,
the mean number of spikes in 50ms following whisker deflection) as the only parameter
of the model. This parameter was determined by comparing the simulated response
probability of the L5tt neuron model after PW deflection with the response probability
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after PW deflection measured in vivo (Figure 2.14). Responses to SuW deflections were
not separately adjusted, and therefore comparison of SuW amplitudes of the L5tt neuron
model with responses measured in vivo remains valid. Ongoing activity of inhibitory
neurons was assumed to be 7Hz [112], except for L1 INs (see Table 2.4).
Figure 2.14: Example of PW and SuW PSTH of inhibitory interneurons. Left: Example
calculation of one SuW (C1) PSTH of INs based on the maximum activity of active exci-
tatory cell types in cortex and VPM. Right: Modeled PSTHs of INs after PW deflection
(black trace) and one example SuW deflection (red trace, see left panel) after normaliza-
tion to a total activity of 1.0 and 0.5 after a PW or SuW deflection, respectively.
Finally, I determined PW and SuW PSTHs of thalamocortical input from VPM.
VPM neurons have been shown to fall into two functional groups: single whisker (SW)
and multi whisker (MW) responsive neurons [87]. On the other hand, VPM neurons
subdivide into different axonal projection patterns based on soma location within an in-
dividual barreloid [113, 114, 115]. In this thesis, I grouped all VPM neuron morphologies
and neglected these differences. Hence, I also created average PSTHs of VPM neurons
combining SW and MW responsive neurons.
Synapses from different presynaptic cell types. I used the same biophysical models
of glutamatergic and GABAergic synapses as described for the L2py neuron model (sec-
tion 2.5.1). AMPAR conductances had rise and decay times of 0.1 and 2ms, respectively;
NMDAR conductances had rise and decay times of 2 and 26ms, respectively [97]. AM-
PAR and NMDAR conductances had a reversal potential of 0mV. Voltage dependence
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of the Mg block of NMDAR conductances was modeled by multiplying the conductance
value with a factor 1/(1 + η · exp(−γ · V )) [99], where η = 0.25, γ = 0.08/mV , and
V is the membrane potential in millivolts [100]. AMPAR and NMDAR conductances
of presynaptic L5tt inputs had a facilitation variable f0 of 0.84, and a facilitation time
constant τf = 16.5ms [116]. AMPAR and NMDAR conductances of presynaptic VPM
inputs had a depression variable d0 of 0.6, and a depression time constant τd = 108ms
[45]. AMPAR and NMDAR conductances of all other presynaptic excitatory inputs had a
depression variable d0 of 0.8, and a depression time constant τd = 844ms [116]. GABAA
conductances had rise and decay times of 1 and 20ms, respectively [102], a depression
variable d0 of 0.8 and a depression time constant τd = 298ms [117]. The reversal poten-
tial of GABAA conductances was set to -75mV. As described for the L2py neuron model,
maximum conductance values of excitatory synapses were determined by comparing the
distribution of uEPSP amplitudes obtained by separate activation of all connected presy-
naptic neurons to measured distributions of uEPSP amplitudes for different cell types
(see example in Figure 2.15; Table 2.6).
Figure 2.15: Constraining the conductance at synapses to the L5tt neuron model. Mean,
median and maximum value of the uEPSP amplitude distribution of connections from
individual VPM neurons (i.e. at least one synapse per contact) to the L5tt model neuron
for different values at the maximum conductance of AMPA and NMDA receptors. Solid
lines are fit to the simulation values (dots). Dashed lines are the corresponding values of
the experimentally determined uEPSP amplitude distribution.
I determined the mean, standard deviation and the median of the distribution of
uEPSP amplitudes after activation of all presynaptic neurons for a fixed value of the
peak conductance at each synapse. uEPSPs with values smaller than 0.1mV (in case
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Cell type L2py L3py L4 L5st L5tt L6cc/inv L6ct VPM
Conductance (ns) 1.47 1.68 1.14 1.38 1.59 1.63 1.80 1.78
Table 2.6: Conductance values of excitatory synapses onto L5tt model neuron. AMPARs
and NMDARs were assumed to have the same peak conductance. L4 cell types were
assumed to have the the same peak conductance values. Parameters are based on in
vitro [118] and in vivo [32] measurements.
of presynaptic intracortical cell types) or 0.15mV (in case of VPM synapses) were not
included in the distribution, because they were below the experimental uncertainty in
the studies used to constrain the uEPSP distributions [32, 118]. Including these small
uEPSP amplitudes would systematically bias the resulting distributions towards smaller
values, and thus lead to overestimation of the peak conductance. These parameters were
obtained while systematically varying the peak conductance across a large range, and
then fitted with a linear function. The optimal conductance was determined by finding
the conductance value that minimized the squared difference between the fit results of
mean, standard deviation and median to the experimentally measured values at the same
time (Figure 2.15; mean and median were weighted double). Maximum conductance
values of inhibitory synapses were fixed at 1nS [119]. Release probabilities of excitatory
and inhibitory synapses were set to 0.6 and 0.25, respectively [117, 120].
Biophysically realistic neuron model. I used a previously published model of the
sub- and suprathreshold behavior of L5tt neurons in rat S1 based on Hodgkin-Huxley type
models of various ion channels [121]. This model describes the experimentally observed
sub- and suprathreshold properties of this cell type in a biophysically realistic way. Most
importantly, it supports two distinct action potential generation mechanisms (Figure
2.16).
First, current injection at the soma triggers a sodium channel-based AP at the soma
and the axon. This AP further back-propagates (bAP) into the apical trunk dendrite
[123]. Second, near-coincident current injection at the soma and the main bifurcation of
the apical dendrite triggers three APs in quick succession, i.e. a burst [122]. The burst
occurs when the bAP coincides with depolarization in the ”hot zone” around the main
bifurcation of the apical dendrite [124], which has a high density of voltage-dependent
calcium channels. The additional depolarization due to the bAP triggers a calcium spike
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Figure 2.16: Coincidence detection in L5tt pyramidal neurons in vitro. Left: Experimen-
tal configuration with patch electrodes at the soma, apical trunk and apical tuft of a L5tt.
Top right: After brief current injection at the soma (Istim), a somatic AP is triggered
(black voltage trace). This AP backpropagates (bAP) along the apical dendrite (blue
and red voltage traces). Bottom right: After brief current injection at the soma followed
by EPSP-like current injection at the apical tuft (black and red Istim traces), the bAP
and the current injection at the apical tuft trigger a Ca2+ spike in the apical dendrite,
which in turn triggers two more APs at the soma. Figure adopted from [122].
in the apical dendrite, which in turn spreads to the soma and triggers two more APs
(termed back-propagating action potential calcium spike (BAC) firing). The biophysical
model is adapted to the morphology of the model neuron used here with an multi-objective
optimization algorithm that determines an optimal set of the distribution of various ion
channels that generate sub- and suprathreshold responses in agreement with experimental
results ([125, 121]; kindly provided by Etay Hay and Idan Segev). A simplified axon
morphology was attached to the reconstructed soma based on [126]. The axon consisted
of an axon hillock with a diameter tapering from 3.5µm to 1µm over a length of 10µm,
an axon initial segment of length 10µm and diameter 1µm, and 1mm of myelinated axon.
The diameter of the reconstruction of the apical trunk and oblique dendrites was scaled
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by a factor of 2.5 to allow for AP backpropagation and BAC firing to occur (i.e., after
scaling the diameter of the apical trunk was 4.5µm at the soma, and 1.5µm at the main
bifurcation located at a distance of ∼ 900µm from the soma). As described for the L2py
neuron model, I determined the electrotonic length constant of each dendrite branch
at a frequency of 100Hz and set the length of individual compartments in this branch
to 10% of this length constant. The resulting length of individual compartments was
on average ∼ 15µm, but never larger than 50µm. The length of axonal compartments
was set to 10µm. Fixed membrane parameters are the axial resistance (100Ωcm in all
compartments), the membrane capacitance (1µF at the soma and axon, 2µF in the apical
and basal dendrites to account for increased surface area due to spines, and 0.04µF along
the myelinated part of the model axon) and the passive membrane conductance along the
myelinated part of the axon (gpas = 0.4pS/µm
2, i.e. equivalent to a specific membrane
resistance of 25000Ω · cm2). The reversal potential of the passive membrane conductance
was set to -90mV. Conductance densities of the non-specific cation current Ih were fixed
at 0.8pS/µm2 in the soma and axon, and 2pS/µm2 in the basal dendrites. In the apical
dendrite, the conductance density of Ih increased exponentially with the distance to the
soma: −0.8696 + 2.087 · exp(d/dmax)pS/µm2, where d is the distance to the soma, and
dmax is the distance of the apical dendrite tip located the furthest from the soma. The
parameters to be optimized are the peak conductance per unit membrane area for various
voltage-dependent ion channels and the parameters of a phenomenological model of the
calcium dynamics in different parts of the morphology (i.e. axon, soma, basal and apical
dendrites; Table 2.7).
The target of the optimization are different features of the membrane potential in
response to two stimuli, i.e. (i) brief current injection at the soma, triggering an AP at
the soma and a bAP, and (ii) brief current injection at the soma, followed by current
injection in the ”hot zone” of the apical dendrite, triggering burst firing of three APs.
The specific features are listed in Table 2.8 and were determined experimentally by Hay
et al [121].
These features are combined into five objectives, which are then optimized simulta-
neously using an evolutionary algorithm [125]. Briefly, a set of 1000 models is generated
with parameters drawn randomly from a physiologically plausible range. In every it-
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Parameter Soma Axon Apical Basal
pas 0.326 0.256 0.882 0.631
Nat 24300 880 252 –
Nap 49.9 14.6 – –
Kt 471 841 – –
Kp 0 7730 – –
SKv3.1 9830 9580 112 –
SK E2 492 0.577 34 –
CaLV A 46.2 85.8 1040 –
CaHV A 6.42 6.92 45.2 –
τCa 770 507 133 –
γCa 0.000616 0.0175 0.0005 –
Im – – 1.79 –
Table 2.7: Optimized parameters of biophysical model of L5tt model neuron. These pa-
rameters were obtained using the multi-objective optimization algorithm described in the
text. Units for different ion channel densitites are pS/µm2. τCa (ms) is the time constant
of the calcium buffering model, and γCa is a dimensionless parameter describing the cal-
cium buffer affinity. pas: passive membrane conductance; Nat: fast inactivating sodium
current; Nap: persistent sodium current; Kt: fast inactivating potassium current; Kp:
slow inactivating potassium current; SKv3.1: fast non-inactivating potassium current; SK
E2: calcium-acitvated potassium current; CaLV A: low voltage-activated calcium current;
CaHV A: high voltage-activated calcium current; Im: muscarinic potassium current.
Feature Mean ± STD Model Difference (SD)
Ca2+ spike peak 6.73± 2.54mV 10.8mV 1.6
Ca2+ spike width 37.43± 1.27ms 36.5ms 0.7
BAC spike count 3± 0 3 0
Mean somatic AP ISI 9.9± 0.85ms 9.4ms 0.6
Somatic AHP depth −65± 4mV -66mV 0.3
Somatic AP peak 25± 5mV 34mV 1.8
Somatic AP half-width 2± 0.5ms 1.6ms 0.8
Spike count (somatic cur-
rent injection only)
1± 0 1 0
bAP amplitude at 835µm
from the soma
45± 10mV 14mV 3.1
bAP amplitude at 1015µm
from the soma
46± 9.33mV 9mV 2.9
Table 2.8: Features of L5tt BAC firing used to constrain the biophysically realistic
model. Experimental features adapted from [121]. ISI: inter-spike interval; AHP: after-
hyperpolarization. Model features based on optimized parameters (see Table 2.7). Dif-
ference between model features and average experimental features given in units of SD of
the experimental features. The recording locations for the bAP amplitude were adjusted
to account for a longer apical trunk of the morphology used here.
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eration, each model is then evaluated by simulating the response to the two stimuli,
calculating the features and determining the error by calculating the difference between
each simulated and measured feature in units of standard deviations of the experimental
feature. After each model has been evaluated, a new set of 1000 models is generated from
the previous set by stochastically transferring parameter values from ”good” models (i.e.
lower errors) to ”worse” models (i.e. higher errors). Additionally, parameters values of
all models are updated stochastically to avoid converging to local minima of the objective
errors. This procedure is repeated for 500 iterations. From the final set of 1000 models,
the model with the lowest variability in all five objective errors and lowest sum across all
objective errors at the same time is chosen (Figure 2.17). All numerical simulations were
carried out using the NEURON package (NEURON 7.2 [106]).
Figure 2.17: Biophysically realistic model of a L5tt neuron (see Table 2.7 for param-
eters). Top traces: response to brief current injection at the soma (1.9nA amplitude,
5ms duration), measured at the soma (black electrode/membrane potential trace) and at
the Ca2+-”hot zone” (red electrode/membrane potential trace). Bottom traces: response
to brief current injection at the soma (1.9nA amplitude, 5ms duration), followed by an
EPSP-like current injection at the ”hot zone” (red electrode; 5ms delay after current
injection at soma, amplitude 0.5nA, 0.5/5ms rise/decay time), measured at the same
locations.
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Monte Carlo sampling from constrained parameter space. As described pre-
viously for the L2py neuron model, I generate samples from the statistical distributions
of anatomical, functional and physiological constraints to generate biologically realistic
functional connectivity patterns to the L5tt neuron model during ongoing activity and
after PW/SuW deflections. Each sample consists of 245ms of ongoing activity, followed
by 50ms of whisker-evoked activity. Each of these samples is interpreted as an individual
trial and the membrane potential in the dendrites, soma and axon of the L5tt morphol-
ogy in response to the spatiotemporal synaptic input pattern of each trial is simulated.
The first 100ms of ongoing activity are discarded to remove numerical artifacts. Ongoing
activity is analyzed in a 100ms interval (i.e., from 120-220ms), following the protocol of
[26]. The quantities I am going to analyze are the number, presynaptic cell type and
activation time of synapses, the subthreshold membrane potential at the soma during
ongoing activity, as well as the probability and timing of APs at the soma. I am going to
compare APs at the soma during ongoing and sensory-evoked activity to measurements
of the mean ongoing spike rate of L5tt, as well as the evoked response probability within
50ms after PW and eight SuW responses. Similar to the L2py neuron model, I estimated
how many samples are required to minimize the statistical (sampling) error. After 200
trials, I estimated the statistical error of the ongoing activity as ∼ 5% and the statistical
error of the evoked RF per deflected whisker as ∼ 10% (Figure 2.18). Thus, the full
model consisted of 16,200 samples (i.e., 200 samples per PW and eight SuW deflections,
for each of the L5tt neuron model at nine locations within the C2 column).
In order to determine the influence of the different parameter distributions on the
target quantities (subthreshold membrane potential at the soma during ongoing activity,
probability and timing of APs at the soma), I generated samples while keeping all but
one of the distributions fixed.
1. To investigate the possible influence of location-specific connectivity on responses
of L5tt, I analyzed the subthreshold and suprathreshold responses separately for
each of the nine model locations in the C2 column.
2. To investigate the impact of different cell types on PW- and SuW-evoked AP re-
sponses, I generated 16,200 samples without sensory-evoked activity of L5tt (i.e.,
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Figure 2.18: Estimate of sampling error during L5tt neuron simulations. Root mean
square error (RMSE) of the mean ongoing activity (left) and the evoked PSTH of nine
whiskers 50ms post-stimulus (right). The RMSE was calculated with respect to the value
of these two quantities after 200 trials. Therefore, I extrapolated the RMSE from a linear
region to the final estimated value after 200 trials.
the ongoing activity of L5tt remained unaffected), and 16,200 samples without
sensory-evoked activity of L6cc (i.e., the ongoing activity of L6cc remained unaf-
fected).
3. To investigate the possible influence of different biophysical properties of synapses
from presynaptic L5tt, which display short-term facilitation, compared to all other
presynaptic excitatory cell types displaying short-term depression, I generated 16,200
samples where synapses were simulated including facilitation/depression.
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Chapter 3
Results
3.1 Anatomical model of rat vS1
In the following pages, I am going to describe the average model of neural networks in rat
vS1, developed using the previously described methods. Across multiple spatial scales
from the 3D geometry of rat vS1 to the 3D distribution of synapses, this model is used
to provide constraints on the synaptic connectivity of single neurons depending on pre-
and postsynaptic cell type, soma location and dendrite morphology of the postsynaptic
neuron.
The most important results of the average anatomical model that impact the simulation
results are:
• As previously described, the variability of anatomical parameters and 3D geometry
of rat vS1 across animals is low. Here, I found that this can be used for precise reg-
istration of single neuron morphology to the average model of rat vS1 to determine
the 3D location of a neuron in the brain and its subcellular distribution of synaptic
inputs with high resolution.
• The 3D distribution of neuron somata is also preserved across animals, but the
vertical (laminar) and horizontal organization are found to be whisker-specific (i.e.,
an ”average column” at cellular resolution does not exist). Further, the vertical
and horizontal organization is different for excitatory and inhibitory neurons.
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• Excitatory cell types, classified using soma location and morphological and topo-
logical features of dendrites, display specific axon projection patterns, as well as
specific ongoing and whisker-evoked activity.
• Inhibitory cell types can be classified using soma location and vertical axon pro-
jection patterns. These inhibitory projection types form the structural basis of
sensory-evoked feed-forward inhibition used in simulations.
• The dense average network model of rat vS1 matches sparse experimental observa-
tions across multiple scales. However, in contrast to sparse experimental samples,
the network model allows investigation of location-and cell type-specific connectiv-
ity at subcellular resolution, which will later be used in the models.
3.1.1 Precision of 3D registration
Note: This description is adapted from Egger et al. 2012 [54].
I have previously established that the anatomical parameters describing the geometry
of individual barrel columns are column-specific, but preserved across different animals
[68]. This allowed generating an average model of the geometry of rat vS1, which serves
as the average reference frame, by registration of 12 3D reconstructions of pia and WM
surfaces, as well as the 24 barrels and barrel columns representing the large facial whiskers
to a common coordinate system and averaging the anatomical parameters of each indi-
vidual column across reconstructions. The limit on 3D registration precision of individual
experiments to the average reference frame of rat vS1 is determined by the across-animal
variability of common landmarks used for registration (here: the 3D location and orien-
tation of barrels and barrel columns), which I have previously shown to be remarkably
small [68]. The average 3D variability of the location of individual barrels and barrel
columns across different animals is 89µm (Figure 3.1). Further, I was able to show that
the 3D layout of the barrels with respect to each other is also preserved. Based on these
results, I will show in the following paragraphs that precise registration of single neu-
ron morphologies into the average reference frame of rat vS1 and subsequent integration
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into the dense network model based on 3D reconstruction of anatomical landmarks in
individual experiments is possible.
Unfortunately, the high-contrast cytochrome-oxidase staining needed to automatically
extract the barrel landmarks [68] prevents tracing biocytin-labeled [59] dendrite and in
particular axon morphologies. In turn, the low-contrast cytochrome-oxidase staining
needed to reliably trace neuron morphologies prevents automated extraction of the barrel
landmarks. Thus, to assess how accurate 3D neuron tracings can be registered to the
average reference frame by rigid transformations, systematic differences between manually
and automatically extracted reference landmarks needed to be quantified. To do so,
all visible anatomical landmarks for 94 reconstructed neuron morphologies with somata
located within rat vS1 and at varying cortical depth between L2 and L6 (recording depth:
222 − 1727µm [26]) were traced manually. Using this set of morphologies, I developed
a precise registration pipeline that automatically compensates for differences between
manually and automatically extracted landmarks. The individual steps of the pipeline
are exemplarily illustrated for one L5tt neuron [50] in Figure 3.2.
Global alignment of neuron location. The barrel center of the manually recon-
structed PC (i.e., containing the neuron’s soma) was aligned with the respective barrel
center of the average reference frame of rat vS1. This is in contrast to the optimal global
translation described before (section 2.2.2), where the center of mass of the manual recon-
struction and the average reference frame are aligned. However, alignment of the center
of the PC guarantees the highest possible registration accuracy of soma/dendrites/axon
within the PC, at the cost of achieving less precision in surrounding columns. Then, the
remaining BC locations were registered by using only rigid transformations (Figure 3.2
C, left panel). This step resulted in a rotation of the principal BC axis of 14.0 ± 7.6o
(1.6 − 32.8o, Figure 3.2 C, top-right panel). Because the BC axis of the unregistered
tracings was defined by the cutting plane of the vibratome, the rotation of the ‘global
orientation’ of the neuron, compensated for systematic differences introduced by cutting
the brain into sections. The orientation of the BC axis after the first registration step
was on average more variable (SD: 7.6o) than the 4.5o deviation in column orientation
determined for the average reference frame of rat vS1. This likely reflected the observa-
tion that the manually determined contours defining BT and BB were less precise than
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Figure 3.1 (previous page): Variability of the average reference frame of rat vS1. (A)
Variability of the registered BT points measured along rows/arcs. Barrels in shaded
region are shown in the side view in (B). (B) Vertical axis of the error ellipses shows the
variability of the registered BT, BB, pia and WM along the barrel column axis. Dashed
region indicates horizontal variability due to variability of the orientation of the barrel
column axis across animals. This error is smaller than the variability along rows and arcs
between animals, and thus negligible at the BT and BB. Figure adopted from [54].
their automated counterparts.
Local alignment of neuron orientation. I thus introduced a second rotation step.
The apical dendrite of pyramidal neurons in the cortex usually projects along an axis
perpendicular to the pia surface and thus, parallel to the large blood vessels in its im-
mediate surrounding [68]. The local blood vessel pattern can consequently be used to
determine the vertical axis of a barrel column and hence of a reconstructed neuron. To
do so, I reconstructed the blood vessels throughout vS1 and determined local vertical
axes with 50µm precision (i.e., 50µm spacing between neighboring vertical axes, see sec-
tion 2.2.1). Further, I determined the orientation corresponding to the first principal
component of the apical dendrite and rotated the tracing until this ‘dendrite orientation’
matched the vertical axis closest to the respective soma. In cases where no clear api-
cal dendrite was present (e.g., for L4ss [88]), the direction of the main axon leaving the
soma in a straight direction towards the WM was defined as the neuron’s orientation.
The additional rotation of the ‘neuron orientation’ was small (0.8 − 20.0o, 7.3 ± 4.5o,
Figure 3.2 C, bottom-right panel) compared to the global orientation step. In particular,
the resultant variability in neuron orientation of 4.5o matched the previously determined
variability in BC axis orientation across animals.
Correction of systematic landmark deviations in lower-resolution reconstruc-
tions. After translations and rotations, the new BT, BB, pia and WM locations were
systematically compared to their counterparts in the average reference frame of rat vS1.
The average vertical locations of all landmarks deviated from the average reference frame
(Figure 3.2 D, right panel). All parameters varied independently for different columns.
For example, for the D2 column, the manual BB deviated on average 59µm from the re-
spective reference landmark (manual: 947µm vs. reference: 888µm depth below the pia
surface). The BT deviated on average by 68µm (manual: 594µm vs. reference: 526µm)
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Figure 3.2 (previous page): Registration of 3D neuron morphologies to the average ref-
erence frame of rat vS1. (A) Example of a L5tt neuron reconstructed from 100µm thick
sections. Outlines of pia, WM and barrels are added to the reconstruction in the coordi-
nate system given by the slicing direction. (B) Side view of (A). The slicing direction does
not match the orientation of the column containing the neuron soma. (C) Reconstruc-
tion of landmarks in 3D and registration of the barrels to the average reference frame.
It may be necessary to correct the orientation of the neuron to match the direction of
the local column axis (gray – before rotation, red – after rotation). The histograms show
the rotation angle used to align the barrel field outlines with the average reference frame
(global orientation) and the angle of the subsequent rotation aligning the neuron orienta-
tion with the local column orientation. (D) The barrel outlines in the reconstruction are
of lower resolution along the slicing direction and thus show a systematic offset compared
to the barrel landmarks in the average reference frame. This is corrected for by transla-
tion along the local column axis. (E) The variability between different reconstructions is
minimized by scaling the supragranular, granular and infragranular structures such that
the landmarks of the reconstructed neuron coincide with the landmarks in the average
reference frame. The average scaling factors for the individual layers are very close to 1.
(F) Registration of the neuron to the average reference frame of rat vS1 allows objective
determination of anatomical parameters such as the soma location in 3D. Comparison
of the registered depth of 56 neurons with the penetration depth of the pipette recorded
during the experiment shows that this recording depth is on average 46µm lower than
the registered depth, but varies in a range of up to 200µm around the registered depth.
Figure adopted from [54].
and the depth location of the WM deviated on average by 7µm (manual: 1950µm vs.
reference: 1957µm) from the respective landmarks in the average model. Consequently, I
shifted the contours of the principal column in each tracing by the respective differences
between the mean values of the manual tracings and the average reference frame (Figure
3.2 D, left panel). Further, I measured the distance between the apical tuft endings and
the reconstructed pia surface exemplarily for four neurons where the apical tufts reached
the upper most part of L1 (i.e., true distance to the pia surface was zero). The average
distance of the apical tuft endings to the reconstructed pia surfaces was 39±5µm. Thus,
I shifted all manually traced contours by −39µm with respect to the neuron tracing.
In addition, the thickness of the first vibratome section may deviate from the assumed
100µm thickness. I therefore compared the average distance to the pia for four neurons
whose apical tufts ended within the first vibratome section and ten neurons with tufts
already reaching the pia in deeper sections. The reconstructed pia of the first section was
on average 20µm too high and I corrected the vertical pia location accordingly.
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Stepwise linear scaling. In the final registration step, differences between the regis-
tered vertical locations of BT, BB, pia and WM of each individual neuron tracing were
compared to the respective reference landmarks (Figure 3.2 E, top-right panel). BT, BB,
pia and WM deviated independently from each other. Therefore, I chose a stepwise linear
scaling to match the respective landmarks of each tracing with the counterparts in the
average reference frame (Figure 3.2 E, left panel). Three scaling factors were determined
between: (i) the pia and the BT (i.e., supragranular layers), (ii) the BT and BB (i.e.,
granular layer) and (iii) the BB and the WM (i.e., infragranular layers). The scaling
factors were on average very close to 1 (i.e., 1.05 ± 0.27, 1.09 ± 0.31 and 1.01 ± 0.11 in
supragranular, granular and infragranular layers, respectively).
Precision of neuron registration to the average vS1 model. In summary, by (i)
coarse registration of BC locations, (ii) fine tuning of neuron orientation, (iii) shifting the
vertical locations of BT, BB, pia and WM by their respective average differences between
manually and automatically determined landmarks and (iv) stepwise linear scaling of the
neuron along the vertical column axis, I found that the manually reconstructed vibrissal
cortices could be matched to the average reference frame of rat vS1 as precisely as the au-
tomatically reconstructed versions. The precision of registering individual neurons to the
average reference frame may thus be expressed as the standard error (SE) of the average
BC location across animals, multiplied with the respective scaling values in supragranular,
granular and infragranular layers, respectively. Specifically, the vertical precision of the
supragranular layers can be determined as the SE of the BT locations, which was 15µm,
multiplied with the average scaling of 1.05, resulting in SEz,supra = 16µm. The verti-
cal precisions of the granular and infragranular layers can be determined accordingly by
the SE in barrel and column heights (i.e., SEz,granular = 10µm and SEz,infra = 28µm),
respectively. Combined with the precisions along the row and arc (SErow = 19µm,
SEarc = 14µm, see above), the 3D registration accuracy for neurons located in supra-
granular layers is 28µm, in the granular layer it is 26µm and in infragranular layers it is
37µm. Consequently, the 3D location of the soma, as well as dendrites and axons close to
the PC, can on average be determined with ∼ 30µm accuracy. However, the registration
was optimized to match the BC location of the PC. The registration accuracy of neuronal
branches that project out of the PC (i.e., long-range projections into septa and SCs) was
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hence not determined by the SE of the surrounding BC locations, but by their average
SDs. The average 3D registration accuracy of neuronal (long-range) projections within
SCs was thus ∼ 89µm (i.e. a cube with 50µm side length). At this stage it should be
emphasized that the present registration precisions are to be considered with respect to
the average dimensions of the vibrissal cortex, i.e., SE and SD of the barrel location de-
scribe the precision of registered local and long-range projections, respectively. However,
since the 3D layout of an individual cortex may deviate more from the average model of
rat vS1 than the average of the 12 cortices, the ’minimal’ precision of registration may be
given as the average RMSE of the BC locations determined by a ’leave-on-out’ analysis,
i.e., 146µm. For a summary of the column-specific registration precisions see Table 3.1.
Precision of soma location without registration. As a first application of the
registration method, I compared the vertical locations of the somata after registration
with their respective recording depths (i.e., penetration depth of the pipette, Figure 3.2
F). In general, the recording depth slightly deviated from the registered depth. Some
neurons were deeper within in the cortex than suggested by their recoding depths; others
were closer to the pia. On average, the recording depth deviated by −46± 102µm from
the registered soma depth (i.e., unregistered neurons appeared to be deeper within the
cortex). The surprisingly small difference of, on average, 46µm between the registered
depth of the soma and the penetration depth of the recording pipette suggest that tissue
shrinkage due to perfusion, fixation and histology (see Methods), which can be up to 20%
[65], is largely compensated by the present approach of generating an average reference
frame of rat vS1. Consequently, the recording depth may be used as a predictor of a
neuron’s location within the present reference frame of vS1 with approximately ±102µm
precision. However, as I will show in the following section, without 3D reconstruction
of anatomical landmarks and registration of neuron morphology, as presented here, this
precision will likely be insufficient to draw conclusions about cell type or even laminar
location.
Implications for network-embedded modeling. The precision of the registration
method determines two key parameters used during model building. First, the precise
3D location of the neuron model may affect the input it receives from different presynaptic
cell types [31]. Second, the subcellular distribution of synapses from different presynaptic
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Barrel SE (µm) SD (µm) RMSE (µm)
A1 27 95 179
A2 24 80 170
A3 27 89 166
A4 26 86 166
Alpha 40 138 211
B1 19 65 106
B2 14 48 101
B3 15 51 108
B4 19 65 131
Beta 36 124 158
C1 27 92 106
C2 20 69 104*
C3 22 75 102
C4 30 102 167
Gamma 42 139 176
D1 30 105 153
D2 28 98 121
D3 24 83 110
D4 27 95 150
Delta 33 114 203
E1 20 71 148
E2 23 81 136
E3 26 91 160
E4 24 85 168
Table 3.1: Precision of registration for each barrel column. The average precision of
the soma/dendrites/axon location within the PC (i.e., containing the neuron’s soma) is
determined as the standard error of the barrel location (SE). The average precision of
long-range projecting axons into columns surrounding the principal column is given by
the standard deviation of the barrel location (SD). The minimal precision is derived from
a leave-one-out analysis as the root mean squared error between the predicted and actual
barrel location (RMSE) for 12 reconstructions of rat vS1. The RMSE of the C2 barrel
(*) is computed as the average of C1 and C3, because the C2 BC is the origin of the
coordinate system during parameterization. Table adopted from [54].
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cell types in the dense network model can only be determined as accurately as neuron
morphology can be registered to the average reference frame of rat vS1 [31]. During the
description of the network-embedded simulation results, I will show how activity of the
simulated neurons is affected by these parameters.
3.1.2 Across- and within-animal-variability of soma distribu-
tions
Note: This description is adapted from Meyer, Egger et al. 2013 [55]. Experiments to
label and image neuron somata were carried out by Hanno Meyer (Max Planck Florida
Institute for Neuroscience).
I measured the number of excitatory and inhibitory neurons within 24 barrel columns
(α − δ, A1-E4) and the septa between them in four different rats (Figure 3.3; Table
3.2). The average total number of neurons in this large portion of the vibrissal cortex
was 529, 715 ± 39, 104 (mean ± SD). 87% of the neurons in vibrissal cortex were exci-
tatory, 13% inhibitory. Extrapolating L4 barrel boundaries toward the pia and WM,
81% of all neurons were located within barrel columns, 19% in the septa between them.
The total volume of this part of the vibrissal cortex after perfusion and fixation [65]
was 6.60 ± 0.58mm3, which is consistent with measurements of the cortex geometry
using cytochrome-oxidase as a marker to reveal the barrels (6.53 ± 0.75mm3 [54]). The
across-animal-variability in total neuron numbers (SD of mean: 7.4%) and volume (8.8%)
were similar. Consequently, the average neuron density across the entire vibrissal cortex
was preserved (80, 419 ± 3, 688mm−3). The same was true for the average density in
columnar (82, 402±4, 011mm−3) and septal (72, 792±2, 419mm−3) regions, respectively.
There was no difference between the neuron density in the septa between whisker rows
(67, 078±4, 751mm−3) and in the dysgranular zone surrounding vS1 (68, 236±2, 226mm−3
anterior-medial to the E-row and 66, 311± 1, 084mm−3 posterior-lateral to the A-row).
Labeling brain sections with GAD67 did not only reveal the columnar organization of rat
vS1, as previously reported [53], but also showed the segregation of VPM thalamus into
barreloids (also see Figure 2.3 in the methods section). Using the same methodology as
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for vS1, I measured the number of excitatory and inhibitory neurons for the respective
24 barreloids in three different rats (Table 3.2). The average total number of neurons
in this portion of vibrissal thalamus was 9, 963 ± 718. As for vS1, the variability in
neuron numbers across animals was small (7.2%). 100% of the neurons in VPM thala-
mus were excitatory (i.e., GAD67-negative). The total volume of this part of vibrissal
thalamus (i.e., convex hull around 24 barreloids) was 0.19± 0.03mm3, resulting in an av-
erage neuron density across the entire VPM of 52, 494± 5, 082mm−3. Densities in VPM
within and above/below barreloids (51, 507 ± 4, 422 and 54, 440 ± 6, 559mm−3 , respec-
tively) were larger compared to the surrounding thalamic nuclei, with 49, 680±1, 097 and
41, 477 ± 3, 612mm−3 in nucleus reticularis (RT) and posterior medial nucleus (POm),
respectively.
Whisker-specific laminar organization. Each detected soma was assigned to
its nearest barrel column or to the septum, respectively (Figure 3.3 A-B). The resul-
tant column/septum-specific 3D distribution of excitatory (Figure 3.3 C) and inhibitory
somata (Figure 3.3 D) could thus be analyzed with respect to previously defined cytoar-
chitectonic layers [31]. Cortical thickness (i.e., pia-WM distance along the respective
vertical column axis) increased substantially across vS1, being thinnest at the barrel
column corresponding to the α-whisker (1, 612 ± 36µm) and thickest at the E3-whisker
representation (2, 089± 15µm).
The increase in cortical thickness was linear across whisker rows (linear regression:
R2 = 0.99, p=0.001). Consequently, the density distributions of individual barrel columns
were ’stretched’ along their respective vertical axis, resulting in column-specific depth lo-
cations and thicknesses of the respective cytoarchitectonic layers (Figure 3.3 E (dashed
lines)). In contrast, the height of the L4 barrel increased sublinearly (R2 = 0.9, p=0.10).
Thus, the depth of granular L4 was more constant across vS1 than the respective cortical
thickness. For example, cortical thickness increased from the A2- (1, 760± 39µm) to the
E2-column (2, 063 ± 50µm) by 303µm, the depth of the L4 peak (Gaussian approxima-
tion) shifted by 116µm (from 647µm to 763µm below the pia surface), whereas the L5/6
peak shifted ∼ 2.4 times more, i.e., by 275µm (from 1409µm to 1684µm). The density
of excitatory and inhibitory neurons within each of the respective layers was constant
across vS1. The average neuron density was 61, 603 ± 3, 721mm−3 (SD of mean: 6.0%)
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Exc. neurons vS1 Inh. neurons vS1 Exc. neurons VPM
α 10,244 ± 2,235 1,536 ± 298 186 ± 30
β 13,161 ± 857 1,841 ± 640 199 ± 23
γ 17,270 ± 1,406 2,393 ± 857 282 ± 11
δ 19,155 ± 1,363 2,764 ± 849 246 ± 22
A1 9,346 ± 1,480 1,675 ± 486 196 ± 23
A2 9,424 ± 1,789 1,624 ± 370 198 ± 28
A3 8,066 ± 990 1,351 ± 160 132 ± 16
A4 8,228 ± 1,679 1,432 ± 655 89 ± 20
A row 8,766 ± 719 1,521 ± 154 154 ± 53
B1 12,520 ± 1,806 1,866 ± 402 295 ± 40
B2 11,953 ± 2,279 2,089 ± 392 306 ± 26
B3 10,292 ± 1,951 1,741 ± 346 227 ± 35
B4 10,726 ± 1,952 1,667 ± 242 149 ± 8
B row 11,373 ± 1,039 1,841 ± 185 244 ± 73
C1 15,459 ± 2,538 2,032 ± 551 329 ± 12
C2 17,195 ± 1,545 2,511 ± 661 350 ± 3
C3 15,273 ± 1,661 2,258 ± 435 253 ± 19
C4 13,028 ± 3,075 1,890 ± 278 218 ± 29
C row 15,239 ± 1,709 2,173 ± 272 287 ± 62
D1 17,588 ± 2,191 2,489 ± 895 286 ± 4
D2 20,377 ± 2,124 3,005 ± 844 311 ± 7
D3 19,776 ± 3,304 2,920 ± 535 296 ± 37
D4 18,862 ± 1,443 2,758 ± 686 270 ± 26
D row 19,151 ± 1,214 2,793 ± 227 291 ± 17
E1 22,183 ± 2,412 3,276 ± 836 298 ± 55
E2 25,813 ± 4,133 3,750 ± 897 346 ± 41
E3 24,391 ± 4,890 3,575 ± 698 403 ± 33
E4 21,587 ± 4,118 3,085 ± 395 361 ± 41
E row 23,493 ± 1,961 3,421 ± 298 352 ± 43
Mean 15,497 ± 5,266 2,314 ± 697 259 ± 78
Table 3.2: Whisker-specific cellular organization in rat vS1 and vibrissal thalamus (VPM).
All numbers are mean ± SD (vS1: n=4; VPM: n=3). Table adopted from [55].
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Figure 3.3: Whisker-specific laminar cellular organization of rat vS1. (A) Tangential
view of all neuron somata in vS1 of one animal. Somata are assigned to their closest
barrel column [row colors: A (red), B (pink), C (yellow), D (green), E (blue), Greek
arc (gray)] or to the septum (white). *D5 barrel column excluded from analysis. (B)
Semicoronal view of the somata within the dashed region in A. A 3D reconstruction of
pia and WM surfaces allows for determining the position of all neuron somata with respect
to cytoarchitectonic layer borders (20). (C) A 2D average projection of the 3D excitatory
neuron density. L4 barrels are clearly visible as segregated spots of high neuron density
(24). (D) A 2D average projection of the 3D inhibitory neuron density. Segregation
between barrels and septa is not evident. L2 and upper L5 are separable as bands of
high inhibitory neuron density, as reported previously (22). (E) Average distribution of
excitatory and inhibitory neuron somata along the vertical column axis for columns in
arc-2. Shaded regions are ±1 SD. Dashed lines represent column-specific layer borders.
(F) Average distribution of excitatory/inhibitory somata across all barrel columns and
septa. Figure adopted from [55].
within supragranular (s) L1-3, 122, 931± 6, 204mm−3 (5.1%) within granular (g) L4 and
79, 092±5, 383mm−3 (6.8%) within infragranular (i) L5-6. The same was true for the av-
erage density in columnar (s: 63, 878±4, 329; g: 126, 145±6, 298; i: 79, 424±5, 441mm−3)
and septal (s: 56, 061± 2, 301; g: 111, 293± 7, 558; i: 77, 090± 5, 040mm−3) regions, re-
spectively. Because neuron densities within a layer were constant, but layer depths and
thicknesses changed across vS1, the numbers of excitatory and inhibitory neurons within
cytoarchitectonic layers were highly whisker-specific. The relative proportions of neurons
per layer were however virtually identical for all barrel columns. 24 ± 1% of all neu-
rons within a barrel column were located within supragranular layers (L1: 0.5 ± 0.1%;
L2/3: 23.3± 1.1%), 25.2± 2.0% in granular L4 and 51± 2% in infragranular layers (L5:
24.2 ± 0.9%; L6: 26.8 ± 1.2%). The proportion of neurons within the L4 barrel was in-
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dependent of the respective cortical thickness (Pearson’s correlation coefficient: r=0.02,
two-tailed t-test: p=0.93) and significantly correlated with (i.e., predicted) the respec-
tive supragranular (r=-0.46, p=0.02) and infragranular (r=-0.77, p < 10−4) proportions.
In contrast, supra- and infragranular proportions were uncorrelated (r=0.24, p=0.26).
Consequently, the largely preserved vertical extent and depth location of the L4 barrels
caused the constant laminar neuronal composition of cortical barrel columns, despite sub-
stantial whisker-specific increases in neuron numbers and cortical thickness.
Whisker-specific horizontal organization. I calculated the direction of the gradient
within the horizontal plane of vS1 (Figure 3.4 (arrows)) for the volume, neuron density,
neuron number and fraction of inhibitory neurons per barrel column, respectively. The
horizontal gradient in column volume revealed a ’rowish’ organization of rat vS1 (see
also [54]). Barrel columns within the same whisker row displayed almost identical vol-
umes, whereas the column volume increased in an orderly manner from the A- towards
the E-row by a factor of ∼ 2.5 (Figure 3.4 A, p < 10−15, 1-way ANOVA). In contrast,
average neuron densities did not differ between columns, as indicated by the absence of
a horizontal gradient across vS1 (Figure 3.4 C, p=0.49, two-tailed t-test).
Consequently, the average number of neurons per cortical barrel column followed the
gradient in column volume, resulting in relatively constant neuron numbers for columns
within the same whisker row (Table 3.2) and an orderly ∼ 2.5-fold increase from the
A- (10, 803± 1, 275 neurons) toward the E-row (26, 914± 2, 256 neurons) (Figure 3.4 B,
p < 10−15, 1-way ANOVA). Figure 3.4 C (bottom rectangle refers to the septum) indi-
cates a significant drop in neuron density between barrel columns and septa. In contrast,
the relative proportion of inhibitory neurons was independent of barrel column identity
or septal location (Figure 3.4 D, p=0.65, two-tailed t-test). Moreover, the average 1D
profiles in Figure 3.3 F (right panel) revealed that the density of inhibitory neurons was
nearly identical between columns (10, 826mm−3) and septa (9, 516mm−3). The distri-
bution of excitatory neurons differed between columns and septa, but differences were
limited to L4. There, the density of excitatory cells dropped from barrels to the septum
by up to 17%, reflecting a decrease from ∼ 120, 000 to ∼ 100, 000 neurons per mm3.
Figure 3.4 E -F further illustrates this finding for the distribution of excitatory and in-
hibitory neurons within supragranular, granular and infragranular layers, respectively. A
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Figure 3.4: Whisker-specific horizontal cellular organization of rat vS1. (A) Average vol-
ume per barrel column based on the four vibrissal cortices analyzed, showing a significant
increase from the A- to the E-row. (B) Average number of all neurons (excitatory and
inhibitory) per barrel column, increasing from the A- to the E-row concomitantly with
the column volume. (C) The average neuron density (excitatory and inhibitory) per bar-
rel column is constant across the barrel field and larger than septal neuron density (box).
(D) The average fraction of inhibitory neurons (IN) is similar across the barrel field and
does not differ between columns and the septum (box). (E) The average distribution
of excitatory/inhibitory neurons in different cortical layers, measured along arc-2 (from
left to right: A2–E2), shows a clear separation into barrel columns and septa only in L4,
where excitatory neurons delineate the barrels. (F) The average distribution of excitato-
ry/inhibitory neurons in different cortical layers, measured along the C-row (from left to
right: C1–C4), is not indicative of a separation between barrel columns and septa at the
cellular level. Figure adopted from [55].
significant separation between columns and septa was only evident for the distribution
of excitatory neurons within granular L4 along the whisker arc (i.e., between whisker
rows). Consequently, outside the L4 barrel, the cellular organization of excitatory and
inhibitory neurons was virtually identical in barrel columns, septa and the dysgranular
zone surrounding vS1.
Organization between vibrissal thalamus and cortex. I also determined the neu-
ron numbers, volumes and densities of each individual VPM barreloid (Table 3.2, Figure
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3.5 A-C). The relationship between barreloid volume and neuron density differed from
the vibrissal cortex.
Figure 3.5: The ratio between whisker-specific cortical and thalamic neurons is constant.
(A) The average volume per barreloid across VPM increases from the A- to the E-row,
as in vS1. (B) The average number of neurons per barreloid also increases from the
A- to the E-row. (C) The average neuron density per barreloid increases from the E-
toward the A-row. (D) The average ratio between the number of neurons per barrel and
corresponding barreloid is highly preserved. (E) Relationship between the number of
neurons per barreloid in VPM and the number of neurons in the corresponding barrel is
linear. Error bars are ±1 SD. (F) The linear relationship between neurons per barreloid
and the respective number of target neurons in cortex is more pronounced for granular
L4, compared with supra- and infragranular layers. Figure adopted from [55].
The neuron density was not constant across VPM, but increased from the E1 towards
the A4 barreloid by about 50%. Conversely, barreloid volume increased in the opposite
direction from the A4 towards the E3 barreloid. Consequently, the number of neurons per
barreloid was, similar to barrel columns, approximately constant within a whisker row,
increasing in an orderly manner by ∼ 2.5-fold from the A- (154±53 neurons) towards the
E-row (352±43 neurons) (p < 10−10). Thus, the ratio between the number of neurons per
barrel column and the number of neurons within the respective barreloid was relatively
constant (i.e., 68 ± 11). Because the depth locations and heights of the L4 barrels were
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more preserved than cortical thickness, I calculated the ratios between barrel columns
and barreloids for supragranular, granular and infragranular layers individually (Figure
3.5 D-F). The correlation between neuron numbers in the barreloid and the L4 barrel
(R2 = 0.76) exceeded the ones with the other layers (R2 = 0.68 for supra- and R2 = 0.62
for infragranular layers), reflecting a remarkably constant neuron ratio of 18± 3 between
each barrel and the respective barreloid (i.e., no significant gradient in neuron ratios,
p=0.14; two-tailed t-test).
Implications for network-embedded modeling. The precise 3D reconstruction of
neuron somata distributions in rat vS1 and VPM thalamus revealed three features of
the cellular organization that could impact the simulation results. First, the variability
of the number and 3D distribution of neuron somata is small between different animals.
Measured as the SD as percentage of the mean, the variability was 7% for the total number
of neurons, and ∼ 10% for the 3D distribution of neuron somata at 50µm resolution, as
determined by the precision of the average model of rat vS1. Second, in contrast, the total
number and laminar organization was different between individual barrel columns (i.e.,
whisker-specific). Further, because this organization follows a spatial pattern (increasing
along whisker rows), modeled neurons will in general receive more synaptic input from
barrel columns with a larger number of neurons compared to barrel columns with a
smaller number of neurons (assuming that axon lengths of cortical cell types are not
whisker-specific). Third, the laminar and horizontal organization of IN somata deviates
from the organization of excitatory neuron somata. Hence, it is not valid to assume that
INs account for a constant fraction of all cortical neurons when calculating statistical
connectivity at the resolution of the average model of rat vS1. Instead, the 3D IN
somata distribution is used to determine numbers of presynaptic INs.
3.1.3 Morphological and functional cell types in rat vS1
Note: This description is in part adapted from Narayanan, Egger et al. 2015 [56], and
Egger, Schmitt et al. 2015 [57].
Robustness of cell type assignment. Excitatory as well as inhibitory neuron mor-
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phologies were assigned to different cell types in a two-step process. First, all neurons
are sorted in a multi-dimensional feature space (e.g., using the OPTICS algorithm as
described in section 2.3) and manually grouped into cell types. However, the sorting may
not allow unambiguous assignment of all neurons into cell types. Therefore, I developed a
second step in which all neurons that could be assigned to a cell type, as well as neurons
that could not unambiguously be assigned to any cell type, are assigned a probability of
belonging to any cell type. This probability is calculated based on the features of each
neuron and its proximity to the different cell types in feature space. Finally, each neuron
is assigned to the cell type with the highest probability. Here, I evaluate the robustness
of this final assignment of excitatory and inhibitory neuron morphologies into cell types.
Supervised assignment of excitatory neuron morphologies resulted in unambiguous as-
signment of 126 out of 153 neurons. Based on assignment of these neurons to different
cell types, a probability space was constructed, and the probability of each neuron be-
longing to any cell type calculated (see section 2.3). The average probability used to
assign a neuron to its final cell type was 98± 8% (range: 55− 100%).
Supervised assignment of inhibitory neuron morphologies resulted in unambiguous as-
signment of 158 out of 204 neurons. As described for excitatory cell types, a probability
space based on unambiguously assigned neurons was constructed and used to calculate
the probability of each neuron of belonging to a cell type. Here, the average probability
used for cell type assignment was 98± 7% (range: 56− 100%).
Excitatory cell types. Excitatory cell types were determined from a sample of 153
excitatory neurons across the entire cortical depth (i.e. from L2 to L6). Experiments to
label neurons in vivo and reconstruct their morphology were carried out by Christiaan
de Kock and Rajeev Narayanan. Additionally, a subset of previously published dendrite
and axon morphologies [71] was kindly provided by Randy Bruno and Bert Sakmann. I
used objective classification (as described in section 2.3) to subdivide the sample into ten
axo-dendritic excitatory cell types (Figures 3.6 and 3.7; [56]).
Because morphologies were sampled in every 50µm bin of cortical depth and in ev-
ery 50µm bin along the radial column dimension, the spatial sampling is regarded as
representative for rat vS1 (i.e., sufficient to reveal possible location-specific differences
in neuron morphology). Further, the ten excitatory cell types represent all morphologi-
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Figure 3.6: Excitatory axo-dendritic cell types in the supragranular and granular layers.
(A) Top view onto exemplary morphologies of the 5 excitatory cell types located in L2–4.
(B) Semi-coronal view along the arc of the morphologies shown in panel A. Bold dashed
line represents the L4/5 border. Bold lines to the left of the exemplary morphologies
indicate the range of soma locations of the different cell types. (C) Raster plots of the
first 2 principal components (PCs) of soma- dendritic features that discriminated between
[supra-]granular cell types. Red outlined circles represent the exemplary neurons in panel
A,B. (D) Analyses of cell type-specific axonal features. The horizontal and vertical axes
refer to the relative proportion of axon in granular/supragranular and infragranular/-
granular layers, respectively. The gran-supra axon index (g-s) is -1 or +1 if all axon was
within L4 or L1–3, respectively. The infra-gran axon index (i-g) is -1 or +1 if all axon
was within L5–6 or L4, respectively. Ellipses represent mean ± SD of the respective 5
supragranular and granular soma-dendritic cell types. Background colors (as in panel B)
indicate where most axon of a respective cell type was found. Ellipses were largely dis-
joint. Thus, neurons grouped by soma-dendritic features shared cell type-specific axonal
morphologies. Figure adopted from [56].
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Figure 3.7: Excitatory axo-dendritic cell types in the infragranular layers. (A) Top view
onto exemplary morphologies of the 5 excitatory cell types located in L5–6. (B) Semi-
coronal view along the arc of the morphologies shown in panel A. Bold lines to the left
of the exemplary morphologies indicate the range of soma locations of the different cell
types. (C) Raster plots of the first 2 PCs of soma-dendritic features that discriminated
between infragranular cell types. (D) Analyses of cell type-specific axonal features (as
in Figure 3.6). As for the supragranular and granular cell types, ellipses were disjoint
indicating that dendrite and axon morphologies were cell type-specific. Figure adopted
from [56].
cal classes that have been reported to date for rat vS1: L2py (n=16) and L3py (n=30)
[46, 127]; L4sp (n=15), L4ss (n=22) and L4py (n=7) [88]; L5st (n=18) and L5tt (n=16)
[128, 129]; L6cc (n=11), L6ct (n=13) and L6inv (n=5) [130]. Consequently, sampling
∼ 1% of all excitatory neurons located within a barrel column of rat vS1 is regarded as
representative for all cell type-specific soma/dendrite/axon morphologies.
Analysis of the vertical soma locations revealed that somata of neurons from different cell
types intermingled (Figures 3.6 B and 3.7 B [31]). Hence, laminar soma location alone
is not predictive of the morphological cell type. Further, axonal parameters for each
neuron were calculated and grouped by the respective soma-dendritic cell type (Figure
3.6 D and 3.7 D). One of several features that discriminated well between axonal cell
types was the relative proportion of axon each neuron projected towards supragranular
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(s), granular (g) and infragranular (i) layers. To visualize these measures, the respective
relative proportions can be converted into into two axon indices (Figures 3.6 D and 3.7
D). For example, the gran-supra axon index is defined as (% axon supragranular - % axon
granular) / (% axon supragranular + % axon granular). It has a range from -1 to +1,
and it is +1 if 100% of the axon of a neuron is located within the supragranular layers,
and -1 if 100% of the axon of a neuron is located within the granular layer. Plotting the
mean and SDs of these indices for the respective soma-dendritic cell types illustrated that
neurons displayed axonal projection patterns that were similar within, but significantly
different between soma-dendritic cell types.
To determine if these axo-dendritic cell types also reflect functional cell types, I calculated
the ongoing activity and evoked spiking activity of 57 identified neurons in response to
PW and SuW deflections (i.e., the receptive field) in a 50ms window post-stimulus (Fig-
ure 3.8, [26]). As described previously, the ongoing activity was highly cell type-specific
(Table 3.3).
Cell type Ongoing activity (Hz)
L2 0.46± 0.69
L3 0.31± 0.44
L4py 0.64± 0.57
L4sp 0.30± 0.13
L4ss 0.53± 0.18
L5st 1.10± 0.43
L5tt 3.53± 1.59
L6cc 0.95± 0.32
L6inv 0.43*
L6ct 0.08± 0.08
Table 3.3: Ongoing activity of excitatory cell types in vS1. *Only one L6inv neuron was
characterized functionally and subsequently identified. Table adopted from [31].
The average amplitude in response to PW and SuW whisker deflection, as well as
the shape of the receptive field (i.e., the number and identity of responsive SuW) were
specific for each morphological cell type. However, sensory-evoked responses of cortical
neurons are highly variable. I therefore calculated the mean and SD of the average PW
and SuW responses for each cell type (Figure 3.9).
Figure 3.9 shows the distribution of these two parameters for each cell type. In the
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Figure 3.8: Average PW and SuW receptive fields of excitatory cell types. Whisker-
specific receptive fields are aligned to the PW (center). Along the ’arc’ axis, the arc
relative to the PW is +1/0/-1 from left to right. Along the ’row’ axis, the row relative
to the PW is +1/0/-1 from left to right. Thus, the PW is at coordinates 0/0. Only one
L6inv neuron was characterized functionally and subsequently identified.
Figure 3.9: Variability of responses of excitatory cell types. (A) Distribution of PW
response amplitude and PW response amplitude relative to SuW responses for excitatory
cell types in supragranular and granular layers. Ellipses are centered on the mean of each
cell type and represent ±1 SD. (B) Same as in A for excitatory cell types in infragranular
layers. Functional data for L6inv was available only for one identified neuron (dot).
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supragranular layers (Figure 3.9 A), L2py and L4py are mostly unresponsive and have
equally low response probabilities after PW and SuW deflections. L3py and L4sp have
similar distributions of PW and SuW response amplitudes (i.e., PW-specific), while L4ss
have a distinct SuW response to deflection of the adjacent caudal whisker in the same
row (compare Figure 3.8). In infragranular layers (Figure 3.9 B), only two cell types
(L5tt and L6cc) show substantial PW responses. L6cc responses are more reliable across
cells (lower SD) and more PW-specific than L5tt, but display a specific SuW response
to deflections of the same adjacent caudal whisker as L4ss. In contrast to the other
cell types, the average PW and SuW amplitude of L5tt correlated significantly (r=0.81,
p=0.008). L5st and L6ct responses are low and unspecific across the population. Finally,
I determined the PSTH of the average evoked response after PW and SuW deflections
(Figure 3.10; the PSTH of VPM neurons is derived from [87]). The cell types with short-
est latencies are L6cc (PW deflection: 9ms/SuW deflection: 10ms), L4ss (9ms/14ms),
L5tt (11ms/12ms), L3 (12ms/19ms) and L4sp (13ms/14ms). For comparison, the latency
of VPM neurons to PW and SuW deflections is 8ms and 13ms, respectively. This is in
line with previous analysis of this data set where neurons were grouped based on laminar
location [26]. Remarkably, the PW-evoked response of L6cc seems to be the earliest of
all excitatory cortical cell types, and it is as synchronous as the thalamocortical input
from VPM. For L6cc and L5tt, the response latency to SuW deflection is nearly identical
to the latency after PW deflection. suggesting that SuW responses of these cell types do
not originate from SuW responses of presynaptic thalamic neurons.
In summary, objective cell type assignment of excitatory neurons based on soma location
and dendrite morphology revealed that neurons within a cell type also share common
axonal projection patterns, as well as ongoing and sensory-evoked activity. Specific axon
projections of different cell types can result in specific subcellular innervation patterns
of postsynaptic neurons, in particular of the L5tt neuron model, which has a dendritic
extent across nearly the entire cortical depth. Further, in every cortical layer, cell types
with and without sensory-evoked responses intermingle. Therefore, 3D reconstruction
and registration of neuron morphology is necessary in order to correctly combine lo-
cation, axon projection patterns and ongoing and sensory-evoked responses of different
presynaptic cell types into the model.
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Figure 3.10 (previous page): PSTH of PW and SuW responses of excitatory cell types.
Evoked activity (i.e. total number of APs per stimulus per ms minus ongoing activity
per ms) for ten excitatory cell types in vS1 and VPM. Black trace: Average PW response
across all identified neurons of each cell type. Red trace: Average SuW response across
eight SuW and all identified neurons of each cell type. Dashed line marks latency of VPM
response after PW deflection (derived from the VPM evoked PSTH, see bottom panel).
Inhibitory cell types. Experiments to label and reconstruct INs in vitro/in vivo
were carried out by Hanno Meyer, Marlene Arzt, Mike Hemberger and Arno Schmitt.
Additionally, a set of previously published IN morphologies was kindly provided by
Moritz Helmstaedter, Dirk Feldmeyer and Bert Sakmann. For objective classification,
IN morphologies were not grouped by laminar soma location, as is commonly done (e.g.
[131, 77]). Cortical layers are commonly defined based on the density of excitatory neu-
ron somata [53]. However, as shown in section 3.1.2, the vertical organization of IN
somata does not correspond to cortical layers. Therefore, IN morphologies across the
cortical depth (i.e., from L2-6) were pooled and soma location and features of vertical
(i.e., along the column axis) axon projection patterns analyzed independently of cortical
layers. Classification of 204 in vitro labeled and reconstructed IN morphologies revealed
five axonal projection types (Figure 3.11, Master thesis by Daniel Udvary under my super-
vision [79]). These five projection types fall into two broad classes: Local projecting INs,
and non-local projecting INs. Each of these two classes makes up ∼ 50% of the total IN
population. Local projecting INs display ≥ 90% of their axon projection patterns within
±250µm of their soma location, as measured along the vertical column axis. Non-local
projecting INs display additional specific projection patterns along the vertical column
axis. As observed for excitatory cell types, soma locations of IN projection types inter-
mingle. Specifically, local projecting INs can be found across the entire cortical depth.
Non-local projecting types are also present across the cortical depth, but specific projec-
tion types can be found at specific depths (Figure 3.11). Finally, there was no correlation
between axon projection types and morphological features of dendrites within each cell
type. This has been described previously for a subset of the IN morphologies [132], which
additionally demonstrated that no correlation between current injection-evoked responses
and axon projections of these INs exists.
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Figure 3.11: Inhibitory axon projection cell types. Axon projections of inhibitory cell
types remained either local around the soma location of the neuron (Local, left) or dis-
played additional non-local projections (Non-Local, right). SupraAsym: Supragranular
asymmetric projecting type; GranSym: granular symmetric projecting type; GranAsym:
granular asymmetric projecting type; InfraAsym: infragranular asymmetric projecting
type. Colored bars indicated range of soma locations of the different cell types. Figure
adopted from Udvary et al., in preparation.
In contrast to previous IN classification approaches (e.g. [133]), here INs were subdi-
vided based on their axonal projections because these form the structural basis of specific
subcellular innervation of modeled neurons. Further specificity in terms of subcellular
innervation of specific postsynaptic cell types from subsets of these projection types may
exist (for example, chandelier cells are found among INs in supragranular layers and are
known to specifically target the axon initial segment of pyramidal neurons [134]), but for
simulations of sensory-evoked inhibition in this thesis I simplify inhibitory pathways to
this first-order estimate based on axon projection patterns.
In contrast to the dataset of excitatory neurons, IN morphologies were obtained by record-
ing/labeling in acute brain slices in vitro. Therefore, in vivo measured responses of these
neurons to PW and SuW deflections are not available (a model of functional responses
of INs used for simulations is given in section 2.5.1).
However, in collaboration with Arno Schmitt, Damian Wallace and Jason Kerr, I inves-
tigated structural properties and sensory-evoked responses of INs located in L1. Using
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two-photon (2p) microscopy (Figure 3.12 A), L1 INs in vS1 in anesthetized rats were
targeted for whole-cell recordings (n=29; soma depth from pia: 25 − 105µm, mean ±
SD: 59 ± 24µm). Current injections in vivo resulted in heterogeneous patterns of AP
responses (Figure 3.12 B), which closely resembled those observed for INs in acute brains
slices in vitro [135, 136, 102].
Figure 3.12: Functional characterization of L1 INs recorded in vivo. (A) Individual L1 INs
in rat vS1 were targeted for whole-cell recordings using 2p microscopy. (B) Step current
injection-evoked spiking responses (three exemplary neurons are shown). (C) Ongoing
up- and down-state activity of exemplary L1 IN. (D) All recorded L1 INs had short
latency subthreshold responses following whisker deflections (three exemplary neurons
are shown). Red, average across trials. (E) Whisker-evoked spiking of the neurons shown
in D. (F) Poststimulus time histogram at 10ms resolution of whisker-evoked spiking across
all recorded L1 INs. Box, 10th–90th percentile; line, median; dot, mean. Figure adopted
from [57].
Next, after identification of the respective PW using intrinsic optical imaging (IOI),
spontaneous and whisker deflection-evoked sub- or suprathreshold responses were mea-
sured for each recorded L1 IN. Spontaneous AP frequency was 1.1± 0.9Hz (Figure 3.12
C). All recorded L1 INs displayed reliable whisker-evoked subthreshold responses (Figure
3.12 D) with onset latencies (9.8± 2.2ms [137]) as short as those previously reported for
excitatory cell types in L3–5 [46, 35, 48]. Fourteen of 29 L1 INs showed whisker-evoked
APs. Although AP responses were heterogeneous (Figure 3.12 E), spiking occurred most
strongly in the first 20ms after stimulus, and when averaged for all neurons, the time
window of 10–20ms contained the majority of stimulus evoked APs. On average, AP
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responses had returned to prestimulus rates in less than 20ms (average, 15.2 ± 2.2ms;
Figure 3.12 F). Within the 10-20ms window, whisker-evoked activity across all L1 INs
was 0.07±0.23 APs per stimulus. Neither subthreshold nor AP responses were correlated
with spontaneous AP frequencies.
L1 IN Axons Innervate L1 of All Surrounding Columns. Following the in vivo
recording, L1 INs were labeled, 3D dendrite and axon morphologies as well as anatomical
landmarks (pia, WM and barrel outlines) were reconstructed and registered to the average
model of rat vS1 (Figure 3.13 A and B).
Figure 3.13: Morphological characterization of L1 INs labeled in vivo. (A) (Left) Exem-
plary reconstruction of L1 IN (red, dendrites; blue, axon) registered to the average model
of rat vS1 (top view onto the cortical surface). (Right) 3D axon density averaged across
all reconstructed and registered L1 INs. (B) Coronal views of A. Axonal projections
remained either confined to L1 (Left) or displayed additional sparse branches descending
into L2 (Right). (C) Average path lengths per L1 IN within and outside the PC. (D) 1D
axon length profile along the vertical cortex axis averaged across all L1 INs (black, mean;
gray, SD). Figure adopted from [57].
All reconstructed L1 INs (n=10) displayed comparable dendritic fields and 3D axon
projection patterns. In the horizontal plane (tangential to vS1; Figure 3.13 A), axonal
projections spread beyond the dimensions of the PC, innervating all surrounding barrel
columns (Figure 3.13 C). In the coronal plane, axons were confined to L1, with a subset
of cells displaying additional sparse branches descending into L2/3 of the PC (Figure 3.13
D). Similar laminar axon patterns were observed in vitro and were used to subdivide L1
INs into axonal cell types (e.g., neurogliaform (NGF)-like INs [136]). However, criteria to
distinguish between morphological types are ambiguous [135]. Moreover, whether mor-
phological properties correlate with electrophysiological responses remains controversial
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[135, 102]. In this data set, current injection-evoked responses in vivo were heterogeneous
and did not correlate with dendritic and/or axonal properties. Similarly, spontaneous AP
frequencies and whisker-evoked responses across INs with axons confined to L1 were not
significantly different from those that projected additional sparse branches to L2/3. Con-
sequently, all L1 INs were grouped as one cell type.
Implications for network-embedded modeling. Objective classification of soma and
dendrite morphologies of excitatory neurons revealed that these cell types display specific
axon projection patterns and ongoing and sensory-evoked responses after PW and SuW
deflections. Together, these features form the basis for specific subcellular functional con-
nectivity patterns to the postsynaptic neuron during network-embedded simulations. IN
cell types were determined based on axon projection patterns along the vertical column
axis, forming the structural basis for feed-forward inhibition after whisker deflections.
Apart from L1 INs, which display short-latency evoked spiking after PW deflection, INs
were grouped as one functional cell type (see also the Methods section 2.5.2) for sim-
ulation purposes. Specific subcellular functional connectivity of INs thus results from
projection type-specific innervation.
3.1.4 Dense network model of rat vS1
Note: This description is adapted from Egger, Dercksen et al. 2014 [66].
Dense average network model of rat vS1. Based on the anatomical input data
specified in the Methods section (section 2.4.2; Figure 2.5), I generated an average dense
model of entire rat vS1 (Figure 2.6). The model consists of 10 excitatory and 6 inhibitory
axo-dendritic cell types in 24 barrel columns of rat vS1, and thalamocortical axons from
the corresponding 24 barreloids in VPM. The total volume of the vS1 model was 6.4mm3
[54]. First, the average 3D distributions of excitatory and inhibitory somata were regis-
tered to the reference frame and somata were placed and assigned to cell types (Figure
2.6 B) and anatomical substructures as described in the Methods section (i.e. each soma
contains four labels: the nearest barrel column, whether the soma is inside the column
or within the septum, the cell type, and whether it is excitatory or inhibitory). The
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total number of neurons within the model was 529,926, with 462,436 being excitatory
and 67,490 being inhibitory. As described in the Methods section, placement of somata
within 50µm voxels and cell type assignment is implemented stochastically. The resulting
variability was estimated by generating 10 network realizations of the C2 barrel column
and calculating mean and standard deviation of the number of neurons per cell type
across these realizations. Measuring the SD as percentage of the mean, the variability
per cell type was on average 3% (range: 0.7− 7.5%), which is less than the variability of
the number of somata across animals (SD as percentage of the mean: 7%). Next, each
soma was replaced by an appropriate 3D soma/dendrite/axon morphology, using the up-
scaling routines specified in the Method section (section 2.4.2 and Figure 2.6 C-E). On
average, dendrite morphologies were moved 29 ± 20µm along the vertical column axis
during the up-scaling process. Thus, the spatial coverage of the sparse morphological
sample was sufficient to allow selection of a dendrite morphology of the corresponding
cell type within 50µm of nearly all somata. Additionally, axon morphologies for 6225 tha-
lamocortical projection neurons from VPM were placed in the model (i.e., up-scaled from
n=14 VPM axon reconstructions), innervating all 24 barrel columns [31, 73]. The somata
and dendrites of each neuron were converted into 3D PST surface densities, reflecting the
respective surface areas multiplied with connection-specific PST distributions. Likewise,
dendrites of excitatory neurons and axons of all neurons were converted into 3D PST
spine and bouton distributions, respectively (see Tables 2.2 and 2.1 for all values).
The resultant total soma/dendrite surface area (i.e., of all neurons in rat vS1) was
1.9 × 1010µm2. The total number of spines was 5.2 × 109, and the total number of
boutons was 6.4 × 109. The average bouton (synapse) density across entire rat vS1
was 1 bouton per µm3, which matches previous measurements (0.94 ± 0.12 synapses
per µm3) of synapse densities using electron-microscopic tomography on small tissue vol-
umes (∼ 200µm3) of rat vS1 [138]. Hence, the up-scaled model of entire rat vS1 resembles
the average structural organization of this brain region at mesoscopic (geometry within
50µm inter-animal variability), microscopic (cellular distributions within 7% inter-animal
variability) and nanoscopic (bouton densities) scales. Consequently, within the margins
specified by the respective inter-animal variability (SDs of geometry, soma distribution,
cell type-specific dendrite/axon projections, and spine/bouton densities), the dense 3D
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model of rat vS1 can be considered as a precise average representation of this particular
piece of neuronal tissue.
With respect to the network-embedded simulations, this model includes the complete tha-
lamocortical part of the lemniscal pathway, i.e., all thalamocortical and intrinsic cortical
pathways involved in signaling passive whisker touch. It therefore allows to statistically
estimate the number and subcellular distribution of synapses from all cell types involved
in whisker touch-evoked signal flow in rat vS1 to the postsynaptic neuron models.
Statistical connectivity constraints within the dense network model of rat
vS1. Within the dense network model of rat vS1, I can now determine structural overlap
of PSTs and presynaptic boutons between all pairs of neurons, always taking all neu-
rons present in the respective overlap volumes into account. Figure 3.14 illustrates this
process on the example of one L4ss neuron (j) being innervated by one thalamocortical
axon (i) originating in VPM (see also Figure 2.6 C-E). First, the bounding box (BB)
around the dendrites of the postsynaptic neuron is determined (Figure 3.14 A left) and
the number of PSTs for each 50µm voxel within the BB is calculated. In case of VPM
neurons innervating L4ss (i.e. excitatory cell types), PSTs are limited to spines [90] as
specified in the meta-connectivity input file (see Table 2.2). The exemplary L4ss neuron
comprises a total of 4,640 spines, with a maximum of 523 spines per voxel (Figure 3.14
A right).
Second, the number of presynaptic boutons in any voxel of the BB is calculated. For
the present example, the particular VPM axon has a total of 2,964 boutons in the BB,
with up to 94 boutons per voxel. However, within the BB, dendritic spines originating
from other excitatory neurons are present as well, rendering as equally likely contact sites
for the VPM boutons in each voxel as the spines of the exemplary L4ss neuron. The total
number of spines within the BB was 2.1 × 107, with a maximum of 130,000 spines per
voxel. Furthermore, VPM axons could also target somata and/or dendritic shafts of in-
hibitory interneurons ([91], as specified in the meta-connectivity input file), where a total
of 1.8× 106 PSTs on inhibitory surfaces are present within the BB, with a maximum of
13,500 surface PSTs per voxel. Consequently, the 3D innervation field Iij(~x) between the
dendrites of the L4ss neuron (j) and the axon of the VPM neuron (i), was determined
with respect to all other potential PSTs (i.e., excitatory and inhibitory) present in each
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Figure 3.14: Computation of statistical innervation between neurons in dense networks.
(A) Left: VPM axon (blue) and L4ss dendrite (red) from Figures 2.6 C–E. The grid used
for computing bouton, spine and dendrite surface densities is shown for scale. Right: Cal-
culation of the 3D innervation density I˜ij(~x) from the VPM axon to the L4ss dendrite.
The gray-colored squares in the grid represent the maximum projection of the respective
pre/postsynaptic quantity. Scale bar shows maximum value of the respective pre/postsy-
naptic quantity in the grid. Above each scale bar, the total number of pre/postsynaptic
elements in the grid is shown. (B) Resulting subcellular 3D innervation density I˜ij(~x).
(C) Left top: Connection probability from neuron i to neuron j as a function of the total
innervation Iij. Bottom: Possible range of the number of synapses from neuron i to
neuron j, nij (95th percentile for n > 0) as a function of the total innervation Iij. Right:
Four possible synapse distributions and their probability of occurrence for the innervation
from the VPM axon to the L4ss dendrite, computed from the 3D innervation density in
(B). Figure adopted from [66].
105
voxel. In addition, the number of all available target sites (2.3× 107) was four orders of
magnitude larger than the number of spines/boutons from the individual neurons, justi-
fying the approximation of the binomial connection probability by a Poisson distribution.
The resultant 3D innervation field Iij(~x) between the two exemplary neurons is shown
in Figure 3.14 B. Summing across all voxels results in the total innervation Iij = 0.66,
with a maximal innervation of 0.11 per voxel. Using the Poisson approximation (i.e.,
independent synapse formation, see Methods section 2.4.3), this innervation number cor-
responds to a pairwise connection probability of pij = 0.48, and to a range of putative
synapses between i and j of nij = 0 − 3 (Figure 3.14 C left). These numbers form the
statistical constraints for network embedding of single neuron morphologies as described
in the Methods section 2.4.3. In case of the present example, the probability that the
two neurons were unconnected was 52%, that they were connected by a single synapse
was 34%, and by two or three synapses was 12% and 2%, respectively (Figure 3.14 C
right). Specifically, when generating 50 network embedding realizations (as was done for
the simulations), in 26 of these realizations, these two neurons would be unconnected,
in 17 realizations, they would be connected by one synapse, in 6 realizations by two
synapses, and in one realization they would be connected by three synapses. Further,
the subcellular location of these synapses is constrained by the 3D innervation field Iij(~x)
(Figure 3.14 B, C).
Thus, even though the axonal arbor of the example VPM neuron displays substantial
overlap with the dendritic arbor of the example L4ss neuron (2,964 VPM boutons and
4,640 L4ss spines, respectively), the probability of these two neurons being connected
according to this quantitative implementation of Peters’ rule (see section 2.4) is less than
50%. This method of calculating statistical connectivity between neurons based on 3D
distribution of presynaptic boutons and PSTs, and at the same time taking the entire
”background” of PSTs from other neurons in the overlap volume into account, is funda-
mentally different from other approaches to estimated connectivity based on overlap of
dendrites and axons. Because there are on the order of 1000 other potential postsynaptic
target neurons projecting dendrites into the overlap region, approaches that calculate
connectivity from structural overlap without normalization by the total number of PSTs
(e.g. [82]) will result in gross overestimation of connection probabilities, or require many
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additional ad-hoc assumptions to prune contact sites between dendrites and axons un-
til realistic synapses numbers are reached [139]. In consequence, structural axo-dendritic
overlap should never be calculated from sparse morphological data alone and connectivity
measurements by Peters’ rule should not be presented in a binary fashion (i.e. overlap
equals connectivity, no overlap equals no connectivity). Instead, structural overlap in
the present form results in innervation measurements at subcellular (reference frame)
resolution, which can be converted into pairwise connection probabilities and a range
of putative synapse numbers. These can then be used as constraints to create network
embedding realizations of single neurons for simulations, as described above.
Comparison of network model connectivity measurements with experimental
results. In the following, I compare measurements of pairwise connection probabilities
and putative synaptic contact sites using the dense network model with previously re-
ported measurements in rat vS1 using (i) paired recording/reconstruction between L4ss
neurons in vitro [140, 141], (ii) dual recordings and correlation analysis between VPM
and L4, L5A, L5B and L6 neurons in vivo [45, 32], and (iii) electron-microscopic re-
constructions of synaptic contact sites between VPM and individual L4ss neurons [90].
For comparison, I restricted in silico connectivity measurements between the respective
cell types to neurons located within a single barrel column (D2, (Figure 3.15 A-C)) and
averaged connectivity measurements across all neurons of the respective D2 populations.
The D2 column model comprised 17,810 excitatory neurons including 4,657 neurons of
L4 cell types (2,480 L4ss; 1,707 L4sp; 470 L4py), 1,386 L5st, 1,103 L5tt, 1,391 L6cc, 767
L6inv and 4,048 L6ct neurons. Further, the D2 column model contained 2,545 INs and
311 thalamocortical axons originating in the D2 barreloid of the VPM [55].
Computing the innervation Iij for all pairs of VPM and L4, L5st, L5tt and L6 neurons,
respectively, as well as for all pairs of L4ss neurons, allowed calculating the respective
neuron-to-neuron connection probabilities pij and the average distribution of the number
of synapses per connection nAB (Figure 3.15 D). Further, I computed the cell type aver-
ages of (i) convergence between L4ss neurons, as well as between VPM and L4, L5st, L5tt
and L6 neurons in our D2 column model, and (ii) the 99th percentile of the number of
putative synapses, and compared these numbers to experimental results (Figure 3.15 E).
The in silico L4ss-to-L4ss convergence measurements yielded a value of 0.31± 0.10, com-
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Figure 3.15: Validation of the rat vS1 statistical connectome. (A) Cell type-specific dis-
tribution of neuron somata in the model D2 column. (B) Cell type-specific distribution
of dendrites in the model D2 column from (A). Note that large basal dendrites of L3py
neurons located in the septum around the L4 barrel obscure dendrites of L4ss located
inside the barrel. (C) Distribution of L4ss axons (blue) and VPM axons (black) in the
model D2 column from (A). (D) Distribution of neuron-to-neuron innervation Iij , the
neuron-to-neuron connection probability pij and the average distribution of the number
of synapses per connection nij for the four postsynaptic cell types in (B) and the two
presynaptic cell types in (C). (E) Comparison of pair-wise connectivity statistics in the
model D2 column (in silico) and experimental results from physiological and anatom-
ical measurements in vitro and in vivo. Top: convergence of intra-barrel connectivity
and thalamocortical connectivity from VPM. Bottom: Observed and calculated range of
number of synapses per connection (in silico: 99% cumulative range of the average distri-
bution of nij). (F) Effect of the size of the sparse morphological sample on connectivity
measurements. Top: Mean convergence of thalamocortical input from VPM to four cell
types in the model D2 column (see E for color-code) as a function of the VPM axon
sample size. Bottom: Standard deviation of the convergence of thalamocortical input to
these four cell types as a function of the VPM axon sample size. Figure adopted from
[66].
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pared to 0.31-0.36 as measured in vitro [140, 141]. VPM-to-L4 convergence was 0.40±0.13
(in silico), compared to 0.43± 0.08 (in vivo). VPM-to-L5st convergence was 0.29± 0.10
(in silico), compared to 0.17±0.12 (in vivo). VPM-to-L5tt convergence was 0.38±0.10 (in
silico), compared to 0.44±0.17 (in vivo) and VPM-to-L6 convergence was 0.19±0.09 (in
silico), compared to 0.09±0.14 (in vivo) [45, 32]. The in silico measurements of pair-wise
connection probabilities matched the previously reported cell type-specific values within
one SD. However, while the error bar of the experimental measurements reflects the sta-
tistical error due to a limited sample size, the error bar of the in silico measurements
represents the variability of the convergence within a cell type. This variability reflects
location-specific differences in connectivity (e.g. VPM innervation decreases with radial
distance to the column axis [31, 142, 90]), as well as morphological variability within a
cell type (e.g. neurons with shorter dendrites receive fewer synapses [90]).
Further, even though somata of the different cell types intermingled within and across
cortical layers, the model predicted cell type-specific differences in synaptic connectivity
within layers (e.g. VPM to L5st vs. L5tt). These findings are in line with previous
reports that revealed that synaptic connectivity is in general cell type- and not layer-
specific [143, 82].
To further evaluate how the sample size of morphological reconstructions affects the
connectivity estimates, I repeated these measurements and progressively increased the
number of VPM axons used for up-scaling from 1 to 14. Increasing the sample size be-
yond ∼ 5 VPM axons did not change the results (Figure 3.15 F), indicating that at least
5 axon reconstructions are required to capture the variability of projection patterns (at
50µm resolution) within a cell type.
Finally, the range of putative synapses per connection for L4ss-to-L4ss connections was
1-5 (in silico), compared to 2-5 (in vitro, [140]). For VPM-to-L4 connections, the range
was 1-6 (in silico), compared to 1-6 (in vivo, [90]). Whereas the in silico ranges of putative
synapses per connection matched the previous in vitro/vivo results, the model predic-
tions showed that the most likely scenario for interconnected L4ss should be that they
share only a single synaptic connection. However, reconstructions from paired-recordings
revealed a more bimodal distribution, i.e. pairs of L4ss share either no contacts, or if they
are connected, they share more than one contact [140]. This potential discrepancy could
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arise from limitations to identify weakly connected L4ss (i.e. just one synaptic contact)
using paired-recordings, or could indicate that the assumption of independent synapse
formation is not justified for L4ss.
Implications for network-embedded modeling. The present dense average model
of neural networks in rat vS1 provides anatomical constraints on average connectivity
between neurons in rat vS1, as well as its variability. First, the model provides complete
input distributions from the thalamocortical part of the lemniscal pathway, i.e., thala-
mocortical and intracortical cell types involved in passive whisker touch-evoked signal
flow, as studied in the L2py and L5tt models. Second, the dense statistical connectiv-
ity model matches (sparse) experimental measurements from synapse to cell type levels
(e.g., synapse densities, numbers of synapses per connection, and connection probabili-
ties between cell types). Third, this complete, dense statistical connectivity model allows
generating network embedding realizations obeying these connectivity constraints, as well
as variability in connectivity, for example depending on the soma location of the postsy-
naptic neuron (as in the L5tt neuron model).
3.2 Simulation results
The resulting network embedding realizations of postsynaptic neurons can now be com-
bined with cell type-specific activity patterns to simulate sensory-evoked signal flow.
Based on combination of anatomical and functional constraints, I performed network-
embedded simulations of two different excitatory cell types in the average model of rat
vS1.
• Simulation of anatomically and functionally constrained network-embedded models
yielded results that agree with all previous measurements of the target quantities
without further optimization of the models.
• The strategy for sensitivity analyses (i.e., sampling from one distribution, while
keeping other constraints fixed) allowed to dissect the contribution of different pa-
rameters to simulated responses.
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• These functionally realistic models allow to make predictions using specific manip-
ulations of the network that are experimentally testable in vivo.
3.2.1 Modeling whisker deflection-evoked responses of L2py neu-
rons
Note: The description of the L2py model results is adapted from Egger, Schmitt et al.
2015 [57].
Because of its location close to the cortical surface, responses of this cell type to PW
and SuW deflections have been widely investigated in vivo using a variety of experi-
mental techniques, from whole-cell or cell-attached recordings, 2p imaging of calcium
activity in somata, to 2p imaging of Ca2+ hotspots on dendrites (i.e., putative spines)
[46, 47, 26, 43]. The observed spiking probability in response to whisker deflections is
very low (on the order of 1%, see also Figure 3.8), and therefore I restricted the model
to subthreshold responses. These have previously been shown to be similar for PW and
SuW deflections [46]; however, the underlying pathways have been shown to be only par-
tially shared [43].
The goal of this model is to identify synaptic inputs underlying subthreshold SuW re-
sponses of L2py neurons, and to investigate how excitatory and inhibitory synapses
(specifically from L1 INs) interact to shape these responses.
3.2.2 Constraints of the L2py neuron model
As described in the Methods section 2.5.1, I selected one representative L2py neuron mor-
phology, converted its soma and dendrites into a full-compartmental biophysical model
[103], and determined the number and subcellular distribution of synaptic contacts it
receives from seven excitatory cell types and L1 INs, respectively (Figure 3.16 A, Table
3.4). The total number of putative synapses in this model was 7,411, of which 7,063 were
excitatory und 348 inhibitory; 1,810 and 5,601 synapses originated from neurons located
in the PC and SC, respectively. L1 IN inputs were located on distal apical dendrites and
largely separated from those of excitatory cell types in L2-5 (Figure 3.16 B). This proce-
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dure was repeated 50 times by varying the presynaptic partner neurons assigned to each
(or multiple) synaptic contacts, reflecting different configurations of anatomical connec-
tivity in the model network within the statistical distributions of connectivity parameters
as described in the anatomical model (section 3.1.4). Combining these network embed-
ding realizations with spiking probabilities and timings of excitatory cell types and L1
INs during ongoing activity and after whisker deflection (see also Methods section 2.5.1
and Results section 3.1.3), I generated 100,000 samples of biologically realistic functional
connectivity realizations (Figure 3.16 C).
This procedure estimated that the model neuron received on average 3 ± 1 excitatory
synaptic inputs per millisecond during simulated periods of ongoing activity (i.e., up
states). Previously, the same number of active synaptic contacts was estimated by tuning
activity of presynaptic neurons until voltage traces simulated within a full-compartmental
model met those obtained by whole-cell recordings during up states in vivo [103]. The
present data further suggest that excitatory inputs after SuW deflection originate from
a highly heterogeneous mix of excitatory cell types located throughout all cortical layers
of the PC and SC (Figure 3.16 C). Consequently, these results contradict the classical
view of the cortical circuitry, which postulated L4 as the primary source of feed-forward
excitation in L2/3. This view had been challenged previously, where high-resolution 2p
imaging of Ca2+ hotspots on dendrites of L2py neurons in mouse vS1 [43] revealed that
the majority of spines responded to deflections of the PW and SWs. In line with these
in vivo imaging results, I estimate that ∼ 50% of the excitatory inputs (primarily from
L5) to L2py can be activated by the PW and SuW, 30% and 20% (primarily from L2–4)
exclusively by the PW or by a SuW, respectively.
3.2.3 Simulation of fully constrained synaptic input patterns to
L2py neuron model
By combining these functional connectivity configurations with the constrained biophys-
ical models of synapses and dendrites, I simulated dendritic integration of these spa-
tiotemporal synaptic input patterns and measured the resulting membrane potential at
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Cell type Neurons
PC
Neurons
SC
Synapses
PC
Synapses
SC
Distance
synapses PC
to soma (µm)
Distance
synapses SC
to soma (µm)
L1 IN 105 163 44 304 270± 75 188± 83
L2py 1513 1966 334 2292 155± 120 105± 60
L3py 1583 1955 186 812 206± 103 107± 63
L4py 475 592 25 256 75± 93 91± 71
L4sp 2357 2854 46 253 101± 29 124± 78
L4ss 2535 3168 150 712 115± 84 95± 39
L5st 1112 1368 1020 646 122± 87 135± 74
L5tt 1593 2128 5 326 297± 76 88± 61
Table 3.4: Anatomical model of PC-SC network and number of synapses from the two
barrel columns onto the L2py model neuron. Table adopted from [57].
Figure 3.16: Whisker-evoked responses of a L2py neuron in silico. (A) Full-compartmental
model of an in vivo-labeled L2py (blue), embedded into an anatomically well-constrained
el of the average vS1 circuitry (exemplary in vivo-labeled dendrites are shown for each
excitatory pyramidal neuron (PN) cell type). The number and subcellular distribution
of synaptic contacts impinging onto the L2py model were determined statistically (1%
of the synaptic contacts for one of 50 models are shown). (B) Path length distances
between synaptic contacts from excitatory cell types ( (black) and L1 INs (red) and the
soma of the L2py model. (C) Cell type-specific number of active synaptic contacts during
a period of 50ms following whisker deflection. (D) Simulation of 200 trials of ongoing
and whisker-evoked synaptic activity using the model configuration shown in A (15ms of
ongoing activity before and 50ms of evoked activity after the whisker deflection stimulus
are shown). (E) Comparison between simulated (in silico) and in vivo measured ongoing
(8) or whisker-evoked PSPs. 1 and 2 refer to L2py PSP measurements in our (Figure
3.20) and a previous study [46], respectively. Figure adopted from [57].
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the soma (Figure 3.16 D). The somatic membrane potential in silico during ongoing up-
and down-state activity was in agreement with previous in vivo measurements [103]. Re-
markably, without refinement of the biophysical model, or tuning/optimization of the
anatomical parameters, the shape of the postsynaptic potentials (PSPs) in silico (i.e.
peak amplitude, onset and peak latencies) were in line with our ([57], Figure 3.20) and
previous [46] in vivo measurements (Figure 3.16 E). Because the shape of the PSP re-
sponse to whisker deflections, as well as the number of synapses during ongoing activity,
as well as the type of synapses activated after SuW deflection, all match previous experi-
mental measurements in vivo, the present model can be regarded as functionally realistic.
This means, it is a realistic representation of the functional connectivity and resulting
membrane potential of L2py neurons during ongoing and sensory-evoked activity in vivo.
Therefore, this model can be used to investigate the influence of various constraints on
the simulated responses, such as the contribution of L1 INs to the PSP shape, and to
make predictions of specific manipulations that are testable in vivo.
3.2.4 Influence of different constraints on simulated responses
of L2py
To test the impact of distal L1-to-L2 synaptic inputs onto the whisker-evoked PSP, I
repeated the simulations, but deactivated the L1 INs in the PC (Figure 3.17 A). The
variability of whisker-evoked PSPs (SD of membrane depolarization 15-50ms post stim-
ulus across trials) increased significantly (Figure 3.17 B), whereas the shape of the mean
PSP remained largely unchanged (i.e. amplitude, onset and peak latencies, (Figure 3.18
A)). To determine a possible mechanism underlying this in silico prediction, I performed
sensitivity analyses as described in the Methods section 2.5.1. I generated new samples
by systematically varying one of the anatomical, functional and biophysical parameters
within the measured constraints, while keeping the other parameters unchanged (Figure
3.17 C, Figure 3.18).
Varying functional connectivity of excitatory cell types, but leaving functional L1-to-
L2 connections unchanged, did not influence average trial-to-trial variability. In contrast,
leaving functional configurations of excitatory cell types unchanged and deactivating L1
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Figure 3.17: Deactivation of L1 INs in silico predicts increase of L2py PSP variability.
(A) The same model configuration as in Figure 3.16, but without L1 INs in the PC. (B)
Comparison of whisker-evoked PSP variability between models with (Left) and without
(Right) PC L1 INs (each gray line refers to one of the 50 anatomical models). (C)
Sensitivity analyses from left to right: varying functional connectivity of PN synaptic
contacts; keeping PN functional connectivity fixed and deactivating PC L1 INs; removing
NMDARs from PN synapses; varying L1 IN synapse strengths around the value used in
all simulations (1.6 nS). (D) L1 IN inputs shunt dendritic branches as quantified by the
shunt level (SL). The average (across trials) SL decreases monotonically toward proximal
dendrites, reaching zero ∼ 100µm from the soma. (E) Change (with vs. without L1
INs) of the average (across trials) membrane potential (∆Vm) and its variability (∆SD),
calculated at multiple dendritic locations in the presence (Upper) and absence (Lower)
of NMDARs in the model. Figure adopted from [57].
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Figure 3.18: Sensitivity analysis of the computational model. (A) Top row: whisker-
evoked PSP of L2py model averaged across 100,000 simulation trials. Bottom row: SD
of whisker-evoked PSP across 100,000 simulation trials. (Left) Spatial distribution of
L1 IN synapses on L2py constrained by anatomical data (Figure 3.16). (Center) L1 IN
synapses on L2py distributed spatially overlapping with excitatory synapses of PNs (i.e.,
located on proximal dendrites; mean distance to soma along dendrites 97 ± 45µm). In
this scenario, L1 INs affect both PSP amplitude and SD at the soma. (Right) To test
the assumption of high convergence of L1 IN inputs onto the L2py neuron model (i.e., L1
IN synapses originate from a large fraction of the presynaptic population), I generated
network configurations with high specificity (i.e., low convergence) of distal L1 IN to L2py
contacts (here: 11 synapses per connection). A high number of synapses per connection
are equivalent to a low number of connected presynaptic L1 INs. In combination with
the low spiking probability of L1 INs, this results in a small number of trials in which
inhibitory synapses are activated. Therefore, the effect of L1 INs (reduction of PSP SD)
is largely abolished. (B) A hyperpolarized chloride reversal potential (-85mV) has no
effect on the reduction of the PSP SD by L1 IN synapses. The absolute value of the
PSP SD is largely unaffected (control: 3.39± 0.04mV , hyperpolarized: 3.34± 0.04mV ).
Figure adopted from [57].
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INs, the simulations resulted in identical increases of trial-to-trial variability for each of
the 50 anatomical connectivity configurations. Changing the subcellular distribution of
L1 IN inputs from the anatomically constrained configuration to overlap with excitatory
synaptic inputs resulted in reduction of both PSP amplitude and PSP SD by L1 INs
(Figure 3.18 A, center). Assuming high specificity in L1 IN - L2py connectivity (i.e., high
number of synapses per connection, or equivalently a low convergence) largely abolishes
the effect of L1 INs on the PSP SD (Figure 3.18 A, right). Next, hyperpolarizing the chlo-
ride reversal potential (Figure 3.18 B) or increasing the strength of the L1 IN synapses
beyond the value used for all simulations did not change the effect on trial-to-trial vari-
ability. The latter is in line with a previous study, which showed that changes in input
resistance saturate for large conductance values [144]. Assuming that the conductance
of excitatory synapses is not uniform, but instead follows a log-normal distribution, did
not change the average PSP amplitude (uniform conductance values: −51.38± 0.09mV,
log-normal conductance values: −51.40 ± 0.30mV; here, SD is calculated across 50 net-
work embeddings). The overall PSP SD was slightly increased, and L1 INs still reduced
the PSP SD (with L1 INs: 3.86± 0.11mV, without L1 INs: 3.92± 0.10mV). Finally, by
removing the NMDAR conductances, the increase in trial-to-trial variability was largely
abolished. Taken together, these sensitivity analyses revealed that the observed change in
trial-to-trial variability critically depends on the location (not strength) and high conver-
gence of L1 IN inputs and the presence of NMDAR conductances at excitatory synapses.
3.2.5 Theoretical explanation of mechanism underlying PSP SD
reduction
These results are reminiscent of theoretical work [145], which suggested that IN inputs can
affect NMDAR conductances locally and/or globally, depending on their relative location
to each other (Figure 3.19 A-B). First, IN input hyperpolarizes the membrane poten-
tial, which results in shunting of the adjacent (i.e. as determined by the passive mem-
brane properties) dendritic compartments. Activation of NMDAR conductances within
the shunted compartments will thus generate smaller depolarization, compared to non-
shunted dendrites (‘local’ effect). Second, the local shunting also suppresses NMDAR-
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Figure 3.19 (previous page): Principles underlying dendritic inhibition in vivo. (A)
(Top) Schematic model of proximal excitatory inputs (nonlinear NMDARs) and distal
inhibitory inputs (GABAA receptors). Note that GABA1 is located distally with respect
to NMDA1, but colocalized (proximal) relative to NMDA2, whereas GABA2 is located
distally with respect to both NMDA1 and NMDA2. (Middle) Spread of shunt level (SL,
a measure of the spatial efficacy of an inhibitory input along the dendrite) [145] from
inhibitory synapses to more proximal locations. (Bottom) Nonlinearities throughout the
dendrite mediated by NMDARs are reduced by the spread of SL from distal inhibitory
synapses to more proximal NMDARs. (B) Effect of active inhibitory inputs depends on
their location relative to active excitatory inputs. Locally, inhibitory inputs decrease the
membrane potential (local shunting) [145]. In contrast, if the active inhibitory input
is located distally with respect to the excitatory input, it can control/reduce NMDAR-
dependent nonlinearities (global reduction) [145] and thus reduce the membrane potential
noise (i.e., SD) that is amplified by the nonlinearities. (C) (Upper) Spatial distribution of
excitatory (NMDAR) and inhibitory (GABA) synaptic inputs along the dendrites of the
L2py neuron model (Figure 3.16). Excitatory synapses located within ∼ 100µm of the
soma are not shunted by the more distal inhibitory synapses and are thus primarily in-
fluenced by global reductions of nonlinearities. Excitatory synapses located further away
from the soma are both colocalized with inhibitory synapses (proximal) and affected by
more distal inhibitory synapses. They are therefore mostly affected by local inhibitory
shunting but also by global reductions of nonlinearities. (Lower) Average SL and effect of
inhibitory inputs on local membrane potential (∆Vm; Figure 3.17), confirming the local
shunting of membrane potential in more distal parts of the dendrites where inhibitory
synapses are proximal to excitatory synapses. Average SL and ∆Vm decrease toward the
soma, explaining the observation that the average PSP at the soma is largely unaffected
by distal inhibition. (D) Global nonlinearities observed at the soma. Figure adopted
from [57].
mediated non-linearities, which effectively decreases regenerative dendritic events, also
at locations that are not directly affected by the shunting (‘global’ effect). Thus, in case
IN inputs are activated simultaneously with PN inputs (e.g. after whisker deflection),
the average (i.e. across trials) evoked membrane potential within shunted dendritic com-
partments should be smaller compared to situations with no IN input (∆Vm). At the
same time, NMDAR-mediated non-linearities should be reduced throughout the entire
dendritic tree, which can be quantified as the change (with vs. without IN input) of the
trial-to-trial variability (∆SD) of the membrane potential. I quantified the two effects
for whisker-evoked L1 IN inputs impinging onto L2 PNs, by calculating the ‘shunt level’
(SL [145]) along the dendrites of our neuron model (Figure 3.17 D). The SL decreased
monotonically from the distal location of highest IN input density, reaching zero ∼ 100µm
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from the soma (i.e., IPSPs of distal L1 IN synapses have little effect at the soma). As
predicted by the theory, ∆Vm was proportional to the SL (Pearson correlation coefficient
R=0.62, p=0.02), and hence decreased monotonically towards the soma (Figure 3.17 E).
In contrast, ∆SD was independent of the dendritic location and the respective SL (R=-
0.02, p=0.95). To confirm that the decoupling between ∆SD and the SL was indeed
caused by suppression of regenerative non-linear events, I removed the NMDAR conduc-
tances from the model. As expected, ∆Vm and ∆SD then decreased both monotonically
towards the soma (i.e. proportional to the SL (Figure 3.17 E)).
This model also explains the observation that proximal L1 IN synapses affect both PSP
amplitude and PSP SD (Figure 3.18 A, center). Proximal inhibitory synapses affect
NMDAR-mediated nonlinearities. At the same time, the SL in this configuration extends
to the soma and affects the membrane potential at the soma, in contrast to the anatom-
ically constrained configuration (i.e., IPSPs of proximal L1 INs are visible at the soma).
Finally, I performed 2,000 simulation trials with AMPARs at excitatory synapses and
2,000 simulation trials with AMPARs and NMDARs at excitatory synapses to quantify
NMDAR-mediated nonlinearities in the model. I computed the respective histograms of
the whisker-evoked PSP integrals at the soma during 10-50ms following whisker stimula-
tion [101, 119] (Figure 3.19 D). Because AMPARs have a linear (independent of membrane
potential) conductance, I used the distribution of PSP integrals from these simulations
to define the range of linear PSPs (dashed line; mean + 1.5 SD). The distribution of PSP
integrals in simulations with NMDARs was broader and contained more nonlinear events
(Figure 3.19 D, upper panel). After removing the L1 INs, the number of nonlinear events
increased by ∼ 15% in simulations with AMPARs and NMDARs (Figure 3.19 D, lower
panel).
3.2.6 In vivo pharmacology confirms in silico predictions
To summarize, the in silico predictions about the effect of L1 INs on SuW-evoked sub-
threshold responses of L2py are that the PSP SD between 15-50ms should increase with-
out L1 INs, while PSP amplitude and peak latency should remain largely unaffected.
This could further be related to specific subcellular organization (i.e., located in distal
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dendrites) as well as unspecific connectivity (i.e., high convergence) of L1 IN synapses. In
vivo experiments that closely resembled the conditions of the model were performed by
Arno Schmitt (Figure 3.20 A). Injection of an AMPAR-specific antagonist (GYKI-53655
(Ivax, Budapest)) locally into L1 of the PC prevented L1 INs from AP firing (Figure 3.20
B), similar to inactivation of PC L1 INs in the model. To validate that this pharmacolog-
ical manipulation remained specific to L1 INs, somatic calcium transients in populations
of L2/3 neurons – right below the injection site – were imaged before and during the in-
jection of GYKI. Neither the average whisker-evoked population response in L2/3 (n=42
neurons from 3 animals, p=0.79, p=0.17, p=0.29), nor its variability were significantly
changed (Figure 3.20 C).
Figure 3.20: Pharmacological deactivation of L1 INs in vivo confirms in silico predictions.
(A) Experimental setting to match in vivo conditions with the in silico scenario shown in
Figure 3.17. Whole-cell patch clamp recordings were performed on L2 neurons located in
a SC during deflections of the PW before and during injection of GYKI locally into L1 of
the PC to prevent spiking in L1 INs. (B) Whole-cell recording showing ongoing activity
of exemplary L1 IN located within the PC before and during GYKI injection. (C) Left:
whisker-evoked response probabilities of L2 neurons within the PC, as revealed by 2p
calcium imaging, before and during the injection of GYKI. Right: whisker-evoked APs in
PC L2 neurons in the same animal before (black) and during (grey) GYKI injections. (D)
PC L1 injections of saline had no systematic effect on SC L2 PSP variability. (E) Ongoing
and whisker-evoked subthreshold activity of exemplary SC L2 neuron before (left) and
during (center) pharmacological blockage of PC L1 INs. Right: variability across whisker
deflection trials of PSP response increased for every recorded L2py neuron. (F) Left:
average (across trials) PSPs of SC L2 neuron before (blue) and during (green) GYKI
injections. Right: trial-to-trial variability of SC L2 PSPs was significantly increased
during GYKI injections. Figure adopted from [57].
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Moreover, to validate that the injection procedure itself did not alter the subthreshold
whisker-evoked responses of L2py, whole-cell recordings before and during injection of
saline into L1 were made and L2 PSPs in response to PW deflection were measured
(n=5, p=0.63, Figure 3.20 D). Based on these control experiments, it was possible to
investigate how the absence of L1 INs affects whisker deflection-evoked PSPs in L2py in
vivo. To do so, whole-cell recordings on L2 PNs (located within a SC) were made before
and during the injection of GYKI into L1 of the PC and PSPs in response to PW deflection
were measured. Remarkably, every L2 neuron recorded under these experimental settings
(n=7) showed an increase in trial-to-trial variability (4.0±1.4mV vs. 4.7±1.7mV , p=0.02,
Figure 3.20 E). In contrast, the shape of the PSP response remained unchanged, with
neither membrane potentials at peak amplitudes (−51.9 ± 6.1mV vs. −51.8 ± 7.1mV ,
p=1), nor peak latencies (25.2 ± 5.3ms vs. 26.6 ± 5.9ms, p=0.16) being significantly
altered (Figure 3.20 F).
Remarkably, these in vivo measurements agree with the model predictions. In particular,
the scenario that both PSP amplitude and PSP SD were affected was not observed in
the in vivo experiments, suggesting that distal inhibition of L2py by L1 INs is a general
organizational principle of this circuit. Additionally, reduction of PSP SD was observed
in every L2 neuron recorded in vivo (Figure 3.20 E), suggesting that the assumption of
high convergence/low specificity of the L1 IN–L2py connection is justified.
3.2.7 Modeling passive whisker touch receptive fields of L5tt
neurons
Using the model of L2py subthreshold SuW responses, I have successfully demonstrated
the feasibility of creating a functionally realistic model of an excitatory cell type using
fully constrained network-embedded simulations. Now, I want to apply this approach to
a more complex question. I want to develop a realistic model of AP responses of L5tt
neurons to passive whisker touch and identify cell type-specific pathways and synap-
tic mechanisms underlying these responses. L5tt provide output from cortex to various
subcortical structures, such as thalamus, superior colliculus or brainstem [146, 147]. Ad-
ditionally, they display the highest activity of excitatory cortical cell types spontaneously
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as well as after deflections of the PW and the adjacent SuW. Hence, not only is it impor-
tant to understant their output signal because it represents the output of cortex to other
brain regions, but also because it allows to study the general question of how broad RFs
arise in cortex (e.g. [26, 148]).
3.2.8 Constraints of the L5tt neuron model
Structural connectivity. As described in detail in the Methods section 2.5.2, I selected
a representative L5tt soma and dendrite morphology and created nine representative
network embedding realizations at equally spaced locations within the C2 column (see
also Figure 2.12). In Figure 3.21, the L5tt morphology and all somata of presynaptic
excitatory and inhibitory neurons to the L5tt neuron in rat vS1 and VPM of one of these
network embedding realizations are shown with respect to different cortical layers, barrel
columns and VPM barreloids.
The L5tt neuron model has presynaptic neurons located not only across the entire
cortical depth, but also horizontally across entire rat vS1. Averaged across all nine
network embedding realizations (i.e., across locations in the C2 column), the L5tt neuron
model has 19, 396±635 presynaptic partner neurons. Of those, 17, 757±639 (or 92%) are
excitatory, and 1, 639±37 (or 8%) are inhibitory. About 1/3 of all presynaptic excitatory
neurons are located in the PC (5, 936±378). In contrast, nearly 1/2 of all presynaptic INs
are located in the PC (749±56). In thalamus, most presynaptic neurons are located in the
barreloid that is somatotopically aligned to the PC of the L5tt (137±17 of 224±29 total).
Virtually all other presynaptic neurons are located in adjacent barreloids (78± 32). This
heterogeneity in the columnar origin of presynaptic cortical neurons was consistent across
all nine neuron models and was reflected in the average number of synapses originating
from different cell types and columns (and barreloids in VPM; Figure 3.22).
The total number of synapses from neurons in rat vS1 and VPM to the L5tt neuron
models is 24, 161 ± 785 (mean and SD across nine locations in the network). Of those,
21, 859± 782 (about 90% of all synapses) are excitatory and 2, 302± 74 (about 10%) are
inhibitory synapses. 9, 313± 670 (i.e., about 39%) of all synapses originate from the PC,
i.e. most of the synapses originate from neurons located in SuCs. However, this is highly
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Figure 3.21: Presynaptic neurons of L5tt neuron model. Top: Semi-coronal view of
the dendrites and soma of one L5tt neuron model embedded into the network model of
rat vS1. Surfaces represent the curved pia, WM and layer boundaries. Orange: apical
dendrite, red: basal dendrites and soma, grey: soma locations of presynaptic excitatory
neurons, black: soma locations of presynaptic inhibitory neurons. Bottom left: Tangential
view of the dendrites and soma of one L5tt neuron model embedded into the network
model of rat vS1. Circles represent the barrel column outlines in L4. Bottom right: soma
locations of presynaptic excitatory neurons in VPM. Contours represent the outlines of
barreloids in VPM. Scale bar in all panels: 500µm.
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Figure 3.22: Cell type-specific number of synapses to L5tt neuron model. 1st order SuC
refers to the eight SuCs adjacent to the PC. Error bars represent standard deviation of
the total number of synapses per cell type across nine different model locations in the
network. Shading indicates column in which somata of presynaptic neurons are located.
dependent on the presynaptic cell type. Synapses from VPM (67% from the PC), L4sp
(49%), L4ss (70%), L6ct (49%) and inhibitory neurons (52%) are mostly PC-specific. On
the other hand, synapses from L6cc (12% from the PC) and L6inv (22%) originate mostly
from neurons outside of the PC.
The variability of the total number of synapses across all locations is surprisingly small:
Measuring the SD as percentage of the mean, the variability of the total number of inputs
across locations is only 3%. However, the location-specific variability of connections from
different presynaptic cell types with different soma locations is substantially larger. For
example, the average number of synapses from L4ss located in the PC to the models
at all locations is 1, 140 ± 292 (i.e., location-specific variability of 26%). The location-
specific variability of L4ss synapses from adjacent SCs is 86% (58 ± 50 synapses). This
is also the case for thalamocortical input from VPM: The location-specific variability of
VPM synapses from the aligned barreloid is 17% (199± 34 synapses), and from adjacent
surround barrleloids is 88% (11 ± 10 synapses). The mean location-specific variability
across cell types measured in this way is 20% for synapses originating from neurons in
the PC, 68% for synapses originating from neurons in the adjacent SCs and 123% for
synapses originating from neurons located in other columns.
Finally, I determined the subcellular distribution of synapses from these different
cell types (Figure 3.23). All presynaptic cell types innervated the basal dendrites (i.e.
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Figure 3.23: Subcellular distribution of synapses from different cell types to L5tt neuron
model. Each panel shows the distribution of dendrites (grey, scale at top) of the L5tt
morphology along the vertical column axis (scale at left) and the distribution of synapses
from one presynaptic cell type onto this neuron (color, scale at bottom) along the vertical
column axis.
between 1.0-1.2mm cortical depth). The apical tuft dendrites (i.e. between 0-0.2mm
cortical depth) were mostly innervated by neurons in the supragranular layers (i.e., L2py
and L3py), L5st and INs. L4 neurons did not innervate the apical tuft despite extensive
axonal projections into the supragranular layers (see Figure 3.6). The apical oblique den-
drites (visible as a peak in the dendrite length profile around 0.9mm) were also innervated
by a specific subset of presynaptic cell types from each layer. For example, L3py, but
not L2py neurons from the supragranular layers innervated the apical oblique dendrites.
Of all L4 cell types, only L4ss innervated these oblique dendrites. In infragranular lay-
ers, L5tt and L6inv did not innervate the apical oblique dendrites. Synapses from VPM
were numerically small compared to synapses to from cell types in vS1, and were found
mostly in the basal and apical oblique dendrites. The location-specific variability of the
subcellular distribution of synapses at the level of different presynaptic cell types (i.e.,
no taking different locations of presynaptic neurons into account) is on average about
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57% (measured as the percentage of the SD of the mean at a resolution of 50µm, i.e.,
corresponding to the resolution of the average model of rat vS1). This suggests that
the precise location of the L5tt neuron model within the network at scales as small as
100µm is a major determinant of the specific synaptic innervation pattern by different
presynaptic cell types.
The anatomical connectivity constraints presented here revealed that while the overall
number of synapses to the L5tt neuron model is largely independent of its location within
the C2 column, this is not the case when grouping synaptic inputs by the cell type of
the corresponding presynaptic neuron. At a resolution of ∼ 100µm (i.e., the distance
between locations used for network-embedding of the L5tt neuron model), the number
of synapses originating from different cell types located in different barrel columns varies
more than the typical across-animal variability of anatomical parameters (e.g. the 3D
soma distribution has a variability of ∼ 10% at a resolution of 50µm). This reflects highly
cell type-specific axon projection patterns within rat vS1 (see section 3.1.3). These axon
projection patterns further lead to very specific subcellular innervation patterns of the
postsynaptic L5tt neuron, even for presynaptic cell types located in the same layer.
Functional connectivity. Based on the number and subcellular distribution of synapses
from different presynaptic cell types and the measured activity of these cell types, I gen-
erated 16,200 samples representing biologically realistic functional connectivity configu-
rations (i.e., 200 samples for each of nine whisker deflections and nine model locations).
Each sample consisted of 295ms of ongoing acitivity during the up state. The first 100ms
were discarded after simulations to remove numerical artifacts. The remaining 195ms con-
tained ongoing activity, as well as 50ms of whisker-evoked activity between 245-295ms.
During ongoing activity, on average 12 ± 3 synapses are activated per ms (Figure 3.24)
and give rise to the simulated subthreshold and suprathreshold responses. Of those, 9±3
are excitatory synapses, and 4± 2 are inhibitory synapses.
A PW deflection was represented on average by 1552 ± 69 synapses in 50ms follow-
ing the stimulus onset (Figure 3.25). Of those, 64% were excitatory and 36% inhibitory
synapses. In contrast, a SuW deflection was represented by 1065 ± 120 synapses. The
ratio of excitatory to inhibitory synapses was similar to a PW deflection. To account
for spontaneously occuring spikes in the presynaptic population, I subtracted the aver-
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Figure 3.24: Cell type-specific number of active synapses during ongoing activity (per
ms). 1st order SuC refers to the eight SuCs adjacent to the PC. Error bars represent
standard deviation across nine different model locations in the network. Shading indicates
column in which somata of presynaptic neurons are located.
age number of active synapses during an equally long interval of ongoing activity. The
resultant number of activated synapses that can be attributed to the sensory stimulus is
943± 69 after a PW deflection (60% excitatory/ 40% inhibitory synapses) and 456± 120
after a SuW deflection (54% excitatory/ 46% inhibitory synapses).
In the previous paragraphs, the SD reflects the variability of the number of active synapses
across different trials. In case of PW deflections, this variability reflects the Poisson dis-
tribution used to model activation of presynaptic neurons (SD of 39 synapses), as well
as the variability across different locations in the C2 column (SD of 56 synapses). SuW
deflections are represented by a lower number of synapses, but with nearly two-fold
variability of the number of active synapses across trials. The increased variability can
be attributed largely to two sources: First, different SuW deflections evoked different
numbers of synapses on average, and thus grouping all SuW increases the trial-to-trial
variability of the number of active synapses. For example, deflection of the B1 whisker
was represented by 1022 ± 83 synapses on average, while deflection of the D3 whisker
was represented by 950 ± 68 synapses. Second, location-specific variability after SuW
deflections was larger than after PW deflection. For example, analyzing the number of
active synapses representing a B1 whisker deflection at each of the nine locations in the
C2 column separately revealed that the remaining variability (36 synapses) reflects the
Poisson distribution underlying activation of presynaptic neurons. Hence, the variability
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of the number of synapses across different locations of the L5tt model in the C2 col-
umn is ∼ 114 synapses (i.e., about twice as large as the variability across locations after
PW deflection). This reflects the heterogeneity of synaptic connectivity from presynaptic
neurons located in SCs (as described above), which are primarily activated after SuW
deflections.
Figure 3.25: Cell type-specific number of active synapses during sensory-evoked activity.
Left: average number of active synapses from different presynaptic cell types in a 50ms
window following PW deflection. Right: average number of active synapses from different
presynaptic cell types in a 50ms window following SuW deflection. 1st order SuC refers
to the eight SuCs adjacent to the PC. Error bars represent standard deviation across nine
different model locations in the network. Shading indicates column in which somata of
presynaptic neurons are located.
3.2.9 Functionally realistic simulated responses of L5tt model
As shown in the previous paragraphs, the total number of active synapses following
whisker deflection is relatively robust (SD as percentage of the mean ∼ 5%), but the spe-
cific response in individual trials additionally depends on the cell type of the presynaptic
neuron to each synapse and specific timing of synapses (e.g., excitatory vs. inhibitory
synapses). Therefore, I numerically simulated the response of the L5tt neuron model to
the sampled spatiotemporal synaptic input patterns. During periods of ongoing activ-
ity, these synaptic inputs result in a tonic depolarization of the membrane potential and
spontaneous AP firing (Figure 3.26).
Subthreshold membrane potential was on average −65.4 ± 4.1mV . This was well
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Figure 3.26: Sub- and suprathreshold activity of L5tt neuron model during simulated
up-state. (A) Simulated membrane potential measured at the soma of the L5tt model
located at the B3 border (see Figure 2.12) during 100 trials of 100ms of simulated ongoing
activity. (B) Spike raster plot derived from the 100 membrane potential traces in (A).
Spontaneous spiking frequency based on these example trials is 1.7Hz.
within the range reported previously for this cell type during up states using in vivo
whole cell recordings (mean: -63mV, range between experiments: -73 to -55mV [149]).
The resulting ongoing spiking activity was 1.6 ± 1.4Hz (average and SD across nine
different model locations). This was on the lower end of the experimentally determined
distribution of ongoing activity of this cell type (3.5± 1.6Hz, range: 1.6-6.3Hz [31]).
Next, I investigated the responses of the L5tt models to whisker deflections by simulating
synaptic input patterns after deflection of the PW and eight SuW (see Figure 3.25).
Trials with and without spiking responses could be observed after deflection of the PW
and each of the eight SuW.
However, the number of trials which showed a response was different for each indi-
vidual whisker. In order to compare these differences to measurements of the in vivo
response of L5tt, I calculated the cumulative PSTH in 50ms following the whisker deflec-
tion onset and subtracted the average spontaneous activity determined previously (i.e., I
calculated the whisker RF). Then, I correlated the resultant evoked spike probability of
each whisker with the corresponding evoked spike probability of L5tt measured in vivo
(Figure 3.28; r=0.88, p=0.002).
Finally, I compared the time course of the simulated response with the in vivo mea-
surements ([26], Figure 3.29). The PSTH of in vivo measured responses displays two
130
Figure 3.27: Sub- and suprathreshold activity of L5tt neuron model during simulated
PW-evoked activity. (A) Simulated membrane potential measured at the soma of the
L5tt model located at the B3 border (see Figure 2.12) during 50 trials of 5ms of simulated
ongoing activity, followed by 50ms of simulated PW deflection-evoked activity. Whisker
deflection occurs at 245ms (dashed line), and leads to responses that remain subthreshold
(grey traces) and responses with APs (black traces) in 50ms following whisker deflection.
(B) Spike raster plot derived from the 50 membrane potential traces in (A).
Figure 3.28: Sensory-evoked AP responses of L5tt model match in vivo measurements.
Left: Whisker deflection RF averaged across the L5tt neuron model at all nine locations in
the C2 column (top) and averaged across all recorded and identified L5tt (bottom). Right:
Quantitative comparison of the evoked response in 50ms following whisker deflection.
Each dot represents response to the deflection of a specific whisker in vivo (bottom) and
in the model (left). Dashed line is the identity line.
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phases. The early phase (0− 25ms) displays a peak of activity in response to PW and all
SuW deflections (except for deflections of the B3 whisker). The late phase (25 − 50ms)
consists of low sustained activity that is largely independent of the identity of the de-
flected whisker. In addition to comparing the amplitude of the evoked response (Figure
3.28), I calculated the ”average spike time” (i.e., the center of mass of the PSTH) during
the early phase for the in vivo measured as well as the simulated PSTH of each whisker.
Average spike times for each whisker during the early phase differed between in vivo
measurements and simulations by 1.4 ± 1.3ms (range: 0-4ms). The simulated responses
lack a substantial sustained activity in the late phase (but see the response to C1 whisker
deflection). This is probably due to the simplified model of IN responses (see section
2.5.2). The approximation that all IN projection types respond equally to whisker de-
flections is sufficient to explain early responses of L5tt, but not the response during the
late phase.
Hence, within the given constraints, the simulated PW- and SuW-evoked responses can
be regarded as functionally realistic in terms of spiking probability as well as spike timing
during the early phase (0− 25ms post-stimulus) with millisecond accuracy.
3.2.10 Influence of different constraints on simulated responses
of L5tt
The present functionally realistic model of ongoing as well as PW- and SuW-evoked ac-
tivity allows to investigate the influence of various constraints on the simulated responses.
Specifically, I am going to investigate (1) how including cell type-specific short-term de-
pression and facilitation of synaptic inputs impacts the responses, (2) what the effect
of location-dependent variability of synaptic inputs, as described above in section 3.2.8,
on ongoing and whisker-evoked responses is, and (3) how PW- and SuW-evoked spiking
occurs within the given constraints of cell type-specific synapse numbers and activation
times (i.e., what are the mechanisms and pathways underlying these responses).
Synaptic depression and facilitation. I generated 16,200 samples of ongoing and
whisker-evoked functional connectivity as described above, and simulated the response
of the L5tt neuron model including cell type-specific facilitation and depression at in-
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Figure 3.29: Time course of measured and simulated sensory-evoked AP responses of
L5tt. Average PSTH of nine anatomical models with 1ms resolution for deflection of
PW (C2) and eight SuW. Black traces are average across 1800 simulation trials each, red
traces are averaged across measurements from 180 whisker stimulation trials (20 trials
per whisker for n=9 recorded and identified L5tt, [26]).
tracortical and thalamocortical synapses (see also the Methods section 2.5.2 for detailed
parameters). In general, simulated ongoing and sensory activity was higher (e.g. ongoing:
2.3 ± 1.9Hz, range: 0.4-5.6Hz), largely because the average inter-spike interval (ISI) of
presynaptic INs was on the same time scale as the depression time constant of inhibitory
synapses (average ISI: 143ms, depression time constant: 298ms), and therefore IN synapse
conductances were tonically reduced. However, the effect was purely multiplicative, i.e.
the ongoing activity of each of the nine models was scaled by a common factor compared
to simulations without synaptic dynamics (r=0.99, p < 10−4). The same was true when
comparing the response after PW and SuW deflections. Evoked response amplitude of
each individual whisker was on average higher by 46% and correlated significantly with
the previous set of simulations (r=0.99, p < 10−4).
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Location-dependence of ongoing and sensory-evoked activity. To investigate
location-specific differences in ongoing and sensory-evoked activity, I re-analyzed the
16,200 simulation trials described in the previous section 3.2.9 about functionally realis-
tic responses of the L5tt model, but grouped them according to the location of the neuron
model in the C2 column (i.e., 1,800 simulation trials per location).
The average subthreshold membrane potential during ongoing activity between the nine
different model locations range from -66.3 to -64.3mV. Although these differences between
models at different locations were small, they could predict the differences in ongoing
spiking activity between these locations (range: 0.25-3.95Hz; r=0.96, p < 10−4). Because
the morphology and biophysical model of the L5tt neuron at all locations was identical,
these differences have to originate from location-specific differences in excitatory and/or
inhibitory synaptic input. Hence, I calculated the ratio of the mean number of active
excitatory and inhibitory synapses per ms (E/I ratio) separately for each location. The
E/I ratio was on average 2.42± 0.12 (range: 2.24-2.63) and correlated significantly with
the average subthreshold membrane potential (r=0.92, p < 10−3) and the average ongo-
ing spike rate (r=0.86, p < 0.01) at each respective location.
I further investigated the location-dependence of PW and SuW-evoked responses. First,
I compared the whisker-evoked response strength as measured by the evoked PSTH dur-
ing 50ms following PW deflection at each location with the ongoing spiking activity of
the model at the same location. These responses were not related (r=0.39, p=0.3), in-
dicating that different synaptic inputs give rise to ongoing and whisker-deflection evoked
responses. Second, I asked if the response of the individual models at nine different loca-
tions correlated similarly with the average in vivo response of L5tt as the average model
response (i.e., averaging the response to each whisker deflection across all nine locations
in the C2 column, see Figure 3.28). All models responded to deflections of SuW, but
correlations with the average in vivo response were lower (mean correlation coefficient
r=0.67; range: 0.14 to 0.87). This suggests that the nine L5tt neuron models at different
locations within the C2 column combined can be viewed as a comparable sample of the
population responses of L5tt as the in vivo recorded sample.
Finally, I asked how the precise location in the network and the specific dendrite mor-
phology of the L5tt neuron reconstruction used for simulations contribute to its response
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properties. I determined the anatomical model that was closest to the actual registered
location of the in vivo recorded and reconstructed neuron morphology used for simula-
tions. This was the model located at the border of the C2 column towards the D3 column
(Figure 2.12). The distance between the model at the C2-D3 border and the registered
location of the neuron was 27µm, i.e. below the resolution limit of the reference frame.
Next, I compared the PW and SuW responses (i.e., evoked activity within 50ms) of the
model at the C2-D3 border and of the models at the other eight locations with the actual
responses of this neuron to PW and SuW deflections measured in vivo. The correlation
between in vivo measured responses and simulated responses was highest for the model
at the C2-D3 border (i.e., where the neuron actually was located in the brain; r=0.80,
p=0.01). Correlation coefficients between the models at the other locations and the in
vivo measured responses were lower (average: r=0.59, range: 0.19-0.79). Thus, the inte-
gration of the dendrite morphology of the neuron at its precise location in the network
model, and activation of resultant synaptic inputs based on measured response probabil-
ities, explained 64% of its response variability to PW and SuW deflections, even though
the model was never optimized or tuned with respect to the specific in vivo responses of
this neuron.
Synaptic inputs underlying whisker-evoked responses of L5tt. In order to under-
stand the mechanism underlying spiking responses in the early phase, I investigated the
synaptic input patterns impinging onto proximal dendrites (i.e., including all synapses
with a path length distance from the synapse location to the soma of less than 500µm).
First, I determined the average number of evoked synapses from excitatory and inhibitory
cell types after deflection of the PW and each SuW. Evoked synapses were defined as
the total number of active synapses in the interval 0-25ms minus the expected number of
active synapses in a 25ms interval of spontaneous activity. The ratio of evoked excitatory
to inhibitory synapses after a specific whisker deflection correlated strongly with the av-
erage response probability after deflection of the respective whisker (r=0.90, p < 10−3),
suggesting that a sufficient number of excitatory synapses have to overcome inhibitory
synapses within a ”window of opportunity” (i.e., a time window within which all synaptic
inputs have to be integrated) to trigger spiking output. This is thought to be the basic
mechanism of how feed-forward excitation from thalamus can activate cortical neurons
135
despite a small number of synapses compared to intracortical cell types, and in presence
of strong feed-forward inhibition [45, 110, 44]. However, it is not clear if such a window
of opportunity exists in the present situation, what time window it should correspond to,
and what presynaptic cell types are active within this window. Therefore, I developed
an objective method to identify such a window of opportunity based on comparison of
functional connectivity realizations that give rise to spikes with functional connectivity
realizations that do not lead to spiking responses. I sorted all trials into two groups (i.e.
trials with spike and trials without spike in the early phase after whisker deflection).
Then, I calculated the average number of active excitatory and inhibitory synapses in
each group with 1ms resolution (Figure 3.30).
Figure 3.30: Active excitatory and inhibitory synapses after whisker deflection. Average
number of active excitatory (red) and inhibitory (black) synapses per trial after PW
deflection (top) or SuW deflection (bottom, average across eight SuW). Solid lines are
averaged across all trials with spike in the early phase (0-25ms after whisker deflection),
and dashed lines are averaged across all trials without spike in the early phase.
On average, more excitatory synapses are active in trials with spikes in the early phase
than in trials without spikes in the early phase, both after PW and SuW deflection. In
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contrast, the number of active inhibitory synapses is slightly lower in trials with spikes
compared to trials without spikes. I therefore decided to investigate how well the differ-
ence in the number of active excitatory and inhibitory synapses could be used to predict
the occurence of a spike in the early phase on the basis of individual trials (Figure 3.31).
Figure 3.31: Calculation of predictive power of active synapses. (A) Average difference
between the number of active excitatory and inhibitory synapses per trial after PW de-
flection in trials with (red) or without (black) spike in the early phase. Light gray line:
window of opportunity 0-25ms post-stimulus; dark gray line: window of opportunity 5-
15ms post-stimulus. (B) Distribution of difference between the total number of active
excitatory and inhibitory synapses in the window of opportunity of 0-25ms (light gray
line in A) across all PW deflection trials. Dots: Histogram of trials; solid lines: gaussian
fit. (C) Spike probability as a function of the difference between the total number of
active excitatory and inhibitory synapses in the window of opportunity of 0-25ms. Cal-
culated from the histograms in (B). (D) Spike probability as a function of the difference
between the total number of active excitatory and inhibitory synapses in the window of
opportunity of 5-15ms (dark gray line in A).
To do so, I first calculated the difference in the number of active excitatory and in-
hibitory synapses in individual trials at 1ms resolution (Figure 3.31 A). Next, I integrated
this difference (i.e., calculated the total difference) across a window of opportunity, e.g.
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0-25ms after whisker deflection. Then, I again grouped all trials into two groups (trial/no
trial in early phase) and calculated the histogram of the total difference in the window
of opportunity for these two groups (Figure 3.31 B). From these histograms, I calculated
the empirical spike probability as a function of the total difference in the window of
opportunity (Figure 3.31 C). I then fitted a sigmoidal curve to this distribution. The
inverse width (or slope) of the fitted sigmoidal curve can be interpreted as a measure for
the predictive power of the total difference of active excitatory and inhibitory synapes in
the window of opportunity for spiking responses: a high value of the slope indicates that
the sigmoidal curve approaches a step function, which can be regarded as the perfect
predictor. For example, choosing a window of opportunity between 5-15ms (dark gray
line in Figure 3.31 A) results in a higher slope of the sigmoid fit to the spiking probability
(Figure 3.31 D). This indicates that the number of active synapses in this time window
is a better predictor of spiking activity than the number of active synapses in the entire
interval from 0-25ms. To determine the window of opportunity that best predicts the
spiking response of the L5tt neuron model in the early phase, I systematically varied the
width and beginning time point of the window of opportunity for all possible time points
in the early phase (i.e. 0-25ms). All trials were analyzed separately for the PW and each
SuW (Figure 3.32).
Each point in these two-dimensional plots corresponds to a window of opportunity
of a certain width between 1-25ms (horizontal axis) and beginning at a certain time
after stimulus onset (window offset, vertical axis). The upper right half of these two-
dimensional plots represents windows of opportunity past the early phase. Because I am
only analyzing spiking responses and synaptic inputs in the early phase (0-25ms post-
stimulus), these are therefore set to 0 and ignored during this analysis. Each valid window
of opportunity is then colored according to the value of the slope of the sigmoid fit to
the spike probability, as determined by the total difference between the number of active
excitatory and inhibitory synapses in this window. The two example calculations in Fig-
ure 3.31 C (window of opportunity: 0-25ms) and D (window of opportunity: 5-15ms) are
highlighted in green in the center panel. The structure of these plots can be understood
at the example of the C2 deflection trials (center panel in Figure 3.32). Windows in
the lower and upper left corner are poor predictors of spiking. In the lower left corner,
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Figure 3.32: Determination of most predictive window of opportunity. Slope of sigmoid
fit to spike probability as a function of difference in total number of active excitatory and
inhibitory synapses for deflection of the PW (C2) and eight SuW. Each square represents
a different window of opportunity between 0-25ms post-stimulus. Horizontal axis: width
of the window of opportunity. Vertical axis: Offset (i.e. beginning) of the window of
opportunity. Diagonal bars highlight windows of opportunity with highest average slope
and ending at the same time (shown in upper right corner). Green squares in the C2
whisker deflection panel mark the windows used in the example calculations in Figure
3.31.
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this includes windows of all widths, but not ending later than 8ms post-stimulus. This
corresponds to the latency of thalamocortical synapses from VPM. Therefore, windows
ending 8ms post-stimulus and earlier contain only synaptic activity due to spontaneous
activity of presynaptic neurons, and are therefore unrelated to sensory-evoked spiking
activity of the L5tt neuron models. In the upper left corner, windows beginning around
15ms or later contain synaptic activity that occurs after the average spike time of L5tt
in the early phase (compare Figure 3.29), and is therefore not causally related to these
spikes. Finally, windows of opportunity with high slope values are oriented in a diagonal
direction. These diagonals represent windows that end at the same time (i.e., width of
window + window offset = window end). I therefore calculated the average value of all
windows of opportunity along these diagonals (i.e., ending at the same time) and deter-
mined the ending point with the highest average value. For C2 whisker deflections, the
windows of opportunity ending after 13ms post-stimulus had the highest average slope
value (0.082). The predictive power (i.e., the slope value) of these windows of opportu-
nity is largely determined by the time at which they end, instead of the total width. For
example, after C2 whisker deflection, the window from 8-13ms has a slope value similar
to the window from 0-13ms. This suggests that active synapses between 0-8ms do not
contribute to spiking in the early phase. As described above, active synapses from 0-8ms
reflect ongoing and not sensory-evoked activity of presynaptic neurons. Therefore, the
number of evoked synapses within the window of opportunity (i.e., total number of active
synapses minus number of active synapses due to spontaneous activity) present the main
contribution to spiking in the early phase. Hence, I am going to restrict the subsequent
analyses to the number of evoked synapses within the window of opportunity.
Contribution of different cell types to activity in window of opportunity.
Within the windows of opportunity identified above for each individual whisker deflection
(Figure 3.32), I counted the number of evoked synapses of all excitatory cell types in all
trials with and without spikes in the early phase.
Figure 3.33 A shows the contribution of all 10 excitatory intracortical cell types and
thalamic input from VPM to the number of evoked synapses after PW deflection. The
total number of evoked excitatory synapses was about 21% higher in trials with spikes
than in trials without spikes in the early phase (122 ± 18 synapses in trials with spike/
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Figure 3.33: Evoked synapses in optimal window of opportunity. (A) Relative contri-
bution of all presynaptic excitatory cell types to the number of evoked synapses in PW
deflection trials with (red) and without (black) spikes in the early phase. Error bars are
SD across trials. (B) Signal-to-noise ratio (SNR; i.e. mean/SD) of the evoked synapses
in A. (C) As in A, averaged across all SuW deflection trials. Error bars are SD across
trials and different whisker deflections. (D) SNR of the evoked synapses in C.
101 ± 18 synapses in trials without spike). The cell types with the largest number of
evoked excitatory synapses were VPM (48 ± 13 in trials with spikes, 38 ± 9 in trials
without spikes), followed by L6cc (35± 9 with/ 32± 9 without spikes) and L4ss (15± 6
with/ 11 ± 6 without spikes). In order to compare how reliable these contributions
were across trials, I computed the signal-to-noise ratio (SNR) of each cell type (Figure
3.33 B). An SNR around 1 or lower indicates unreliable contribution of this cell type
across trials. In turn, a high SNR indicates that despite statistical variations across trials
as determined by the anatomical and functional constraints, a specific population of
presynaptic neurons reliably provides input to the L5tt neuron model. The most reliable
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presynaptic cell types were VPM, L6cc and L4ss. This suggests that spikes in the early
phase after PW deflection are mainly driven by excitatory input from VPM and L6cc,
and to a lesser degree by L4ss. After SuW deflections, the number of evoked excitatory
synapses was about 37% higher in trials with spikes compared to trials without spikes in
the early phase (51± 15 synapses in trials with spike/ 38± 14 synapses in trials without
spike). Contributions of different excitatory cell types to spiking were more heterogeneous
(Figure 3.33 C). The largest share of evoked excitatory synapses originated from L6cc
(21± 6 with/ 17± 6 without spikes), followed by L3py (7± 5 with/ 5± 5 without spikes)
and L5tt (7± 6 with/ 4± 6 without spikes). However, when measuring the contribution
of different cell types to evoked synapses across deflections of all SuW and across trials
by the SNR, only L6cc contributed reliably (Figure 3.33 D).
Together, VPM and L6cc accounted for 69% of all evoked excitatory synapses in the
window of opportunity after PW deflection, and the very reliable L6cc accounted for 40%
of all evoked excitatory synapses in the window of opportunity after SuW deflections.
However, these numbers are still lower than the average number of excitatory synapses
in trials without spikes, suggesting that the number and reliability of active excitatory
synapses alone are insufficient to fully explain all early spiking responses after PW and
SuW deflections. Therefore, I investigated the relative contribution and reliability of
evoked synapses from excitatory cell types depending on the time of evoked spikes.
First, all PW and SuW deflection trials with spikes between 8-25ms post-stimulus
(i.e., after activation of VPM) were sorted into 1ms bins (Figure 3.34 A). Next, for each
trial the number of evoked synapses from all presynaptic excitatory cell types between
8ms and the time of the evoked spike (i.e., the cumulative number of synapses leading
up to the spike) was determined. For all trials with spike times in the same 1ms bin,
the average and SD of the evoked number of synapses of each cell type was calculated
(Figure 3.34 B). Finally, the SNR of each cell type in each 1ms bin was calculated from
the mean and SD (Figure 3.34 C). This analysis revealed distinct patterns of evoked
synapses underlying sensory-evoked spikes in the early phase depending on the precise
spike time. Specifically, in the first 5ms after activation of the thalamus (8-13ms post-
stimulus), evoked synapses mainly originate from VPM, followed by L6cc with a delay
of about 2ms. Spikes that occur later (13-20ms post-stimulus) are driven by much more
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Figure 3.34: Reverse correlation of active synapses. (A) Number of trials with spikes
in 1ms time bins after PW deflection (left) and deflection of eight SuW (right). Bins
between 20-25ms after PW deflection contained only one spike and were excluded from
statistical analysis. (B) Relative contribution of different cell types to the total number
of evoked excitatory synapses as a function of spike time. The number of evoked synapses
of each cell type is accumulated up to the spike time and averaged across trials. (C) SNR
of evoked synapses of different cell types as a function of spike time. SNR is calculated as
mean/SD across trials and whiskers of the accumulated number of evoked synapses per
trial. Horizontal dashed line indicates SNR of 1, i.e. values around and below this line
are unreliable across trials and whiskers. Vertical dashed lines indicate time periods with
almost exclusive synaptic input from VPM and L6cc, and time periods with additional
synaptic input from other excitatory cell types.
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heterogeneous presynaptic populations including L3py and L4 cell types, and other L5tt
(Figure 3.34 B, left). This is reflected in the SNR of different excitatory cell types at
different spike times (Figure 3.34 C, left). VPM synapses are very reliable across the
entire early phase, followed by L6cc. The other intracortical cell types only contribute
reliably to the number of evoked synapses between 13-20ms post-stimulus. After SuW
deflection, a qualitatively similar picture emerges. The number as well as the reliability of
evoked synapses is dominated by L6cc up to 14ms post-stimulus. In the later phase, the
contribution of other L5tt increases, followed by evoked synapses from L3py and VPM.
These are less numerous, but equally reliable as L5tt synapses (Figure 3.34 B and C,
right).
This analysis suggests that the earliest spikes in response to PW deflection (i.e., up to
13ms post-stimulus) are evoked by synapses from VPM and L6cc, while the earliest spikes
after SuW deflection (i.e., up to 14ms post-stimulus) are evoked by synapses from L6cc.
To test this hypothesis, I repeated the simulations of PW and SuW deflections using a
model in which the evoked response of L6cc was inactivated, and a model in which the
evoked response of L5tt was inactivated (Figure 3.35).
Inactivation of the evoked response of L5tt (purple trace) revealed that the early
response (i.e., latency and amplitude of the PSTH up to the dashed line) after deflection
of the PW and all SuW was largely unaffected. In contrast, inactivation of the evoked
response of L6cc (orange trace) nearly completely abolished the early response after PW
and SuW deflection. Specifically, the response latency after deflection of the PW (C2)
and two SuW (C1 and D1) was longer, and the amplitude was reduced. The response
after deflection of the remaining six SuW was completely abolished.
3.2.11 Explanation of mechanism underlying PW and SuW re-
sponses of L5tt
In the previous section, I showed statistically that after PW and SuW deflections, specific
presynaptic cell types are reliably providing excitatory synaptic input to L5tt across
trials within a window of opportunity that is whisker-specific, but around 10-15ms post-
stimulus. In case of PW deflection, these were thalamic inputs from VPM, followed by
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Figure 3.35: Influence of L6cc and L5tt on amplitude and time course of L5tt whisker-
evoked responses. Average PSTH of nine anatomical models with 1ms resolution for
deflection of PW (C2) and eight SuW. Black traces are average across 1800 simulation
trials each (see Figure 3.29). Purple trace: average across 1800 simulation trials each,
evoked response of presynaptic L5tt inactivated. Orange trace: average across 1800
simulation trials each, evoked response of presynaptic L6cc inactivated. Dashed line:
Separation between two phases of evoked synaptic input patters from Figure 3.34.
L6cc and L4ss. In case of SuW deflections, the only cell type providing reliable excitatory
synaptic inputs were L6cc. Direct thalamic input from VPM to L5tt after PW deflections
has been demonstrated previously [32]. In contrast, the specific pathways and mechanisms
underlying responses of L5tt after SuW deflections have so far not been identified. The
present modeling and simulation results suggest the following synaptic mechanism: First,
L6cc in all columns have largely PW-specific responses, i.e. they respond most strongly
to deflections of the whisker aligned somatotopically with the barrel column that their
soma is located in (see also Figure 3.8). Second, the temporal profile of the PW deflection
response of L6cc to sensory-evoked input is highly synchronous and with short latency
(i.e., ∼ 9 − 12ms post-stimulus, Figure 3.10), most likely due to direct feed-forward
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excitation from VPM [31]. Third, the intracortical axon projections of L6cc have a wide
horizontal spread, i.e., they innervate nearly entire vS1 (Figure 3.7). Hence, L5tt in the
PC receive synaptic input from L6cc in all surrounding barrel columns (see also Figure
3.22). After deflection of a SuW, L6cc in the somatotopically aligned barrel column (i.e.,
in a SC relative to the L5tt) are activated synchronously and with short latency. These
L6cc then activate synapses on the basal dendrites of L5tt in the PC and cause short
latency spiking responses.
3.2.12 Experimentally testable prediction of the SuW response
mechanism
The identification of L6cc as the cell type underlying SuW responses of L5tt allows to
make an experimentally testable prediction. I propose to measure the receptive field of
L5tt after deflection of a second-order surround whisker (e.g. the response of a L5tt
neuron located in the C2 column after deflection of the E2 whisker). The horizontal
axonal extent of L6cc (but not L5tt) is large enough that L6cc located in the E2 column
may innervate L5tt located in the C2 column (Figure 3.36 A). Specifically, the L5tt
neuron models located in the C2 column receive on average 159± 69 excitatory synaptic
inputs from neurons located in the E2 column. Of those, 116 ± 47 synapses originate
from L6cc, 7 ± 9 from L3py, and none from VPM or L5tt. Hence, a simple estimate
based on the response probability of L6cc to PW deflections suggests that there should
be ∼ 13 ± 5 active synapses from L6cc located in E2 on the L5tt model after simulated
deflection of the E2 whisker. Based on the previous analysis of the excitatory synaptic
input required to trigger L5tt spiking, this should be sufficient to occasionally generate
E2 whisker deflection-evoked spikes.
Simulation of E2 whisker deflection revealed that these L6cc synapses are indeed
sufficient to increase the spiking output of the L5tt model (Figure 3.36 B). Specifically, the
increase in spiking was 0.13 APs in 50ms post-stimulus. Inactivation of the sensory-evoked
response of the L6cc population in the simulations completely abolished the increased
spiking response. Thus, if one or several L5tt with responses to deflection of the E2
whisker can be identified, subsequent pharmacological deactivation of neurons in the
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Figure 3.36: Experimentally testable prediction of L6cc synaptic drive underlying SuW
responses of L5tt. (A) Tangential view of the barrel field (black circular contours outline
individual barrel columns). L6cc located in the E2 column (purple: dendrites, black:
axon) have an axonal extent that extends horizontally across the entire vibrissal cortex
and can thus innervate L5tt located in the C2 column (center; red: soma and basal
dendrites, orange: apical dendrite). (B) Simulated E2 whisker deflection leads to a mea-
surable response in the L5tt model located in the C2 column. Inactivating the whisker-
evoked response of L6cc in the model completely abolishes the response of the L5tt model
to the same stimulus. Dashed line: whisker deflection.
infragranular layers of the E2 column should abolish these responses. Because L5tt
located in the C2 column hardly receive other excitatory inputs than L6cc from the
E2 column, this would confirm that indeed L6cc are the cell type providing the most
important synaptic input underlying the SuW responses of L5tt.
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Chapter 4
Discussion
In this thesis, I presented a new approach for simulations of sensory-evoked signal flow in
models of cortical neurons that are fully constrained by experimental data. I developed
the necessary tools that allow combining anatomical and functional data from different
experiments. After objective classification using morphological properties, I was able
to correlate structural and functional properties of different neuronal cell types. To re-
flect the variability within these hence defined cell types, the model constraints take the
form of statistical distributions. During simulations, Monte-Carlo sampling from these
distributions is used to explore the parameter space of possible functional connectivity
patterns between cortical neurons. Each of these samples is interpreted as an individual
trial, and the integration of the resultant spatiotemporal synaptic input patterns is simu-
lated numerically in biophysically detailed neuron models. The simulation results can be
compared with various in vivo measurements of functional responses, such as membrane
potential or spike recordings at the soma, or calcium imaging of the activation of putative
individual spines. Because the model parameters are fully constrained by experimental
data and the simulation results match functional measurements in vivo, the model may
be regarded as functionally realistic and thus allow to identify mechanisms underlying
the resulting responses, followed by specific predictions that are testable in experiments.
This approach allowed to my knowledge for the first time to determine the complete
synaptic input pattern to cortical neurons during ongoing activity and sensory-evoked
input. I determined the functional synaptic input patterns underlying subthreshold re-
sponses of L2py neurons, and the contribution of excitatory and inhibitory inputs to the
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mean and variability of this response. Further, I was able to identify a specific pathway
from L6cc neurons underlying SuW spiking responses of L5tt, resolving a general question
about the origin of broad receptive fields of this cell type.
4.1 Anatomically realistic network model of rat vS1
One major prerequisite for development of these network-embedded models was to de-
termine the structural connectivity patterns underlying signal flow after passive whisker
touch in the anaesthetized animal (i.e., the thalamocortical and intracortical part of the
lemniscal pathway of the vibrissal system). To do so, I developed an anatomically realistic
statistical network model, based on detailed reconstruction of network geometry, cellular
distributions, a sparse but representative sample of dendrite and axon morphologies, and
a statistical model of synaptic connectivity between neurons in this network model. As a
first prerequisite to building such an average network model, it is necessary to determine
if the average network structure is actually well-defined, i.e., if geometry, cellular distri-
bution and neuron morphology are reproducible across animals. Previously, I found that
the 3D variability of cortex geometry in rat vS1 is 89µm, i.e. a cube with side length of
∼ 50µm [68]. The observed variability of the distribution of neuron somata distributions
at this resolution is ∼ 10% (i.e. avg SD over the mean neuron density). Because the
error of the automated neuron counting method has previously been determined to be
4% [70], the observed variability likely reflects the true inter-animal variability. Hence,
the variations in organization of neuron somata along the column axis (Figure 3.3) and in
the horizontal plane (Figure 3.4) reflect organizational principles of rat vS1. Finally, the
set of all excitatory and inhibitory neuron morphologies contained reconstructions in all
50µm steps along the vertical barrel column axis, and in all 50µm steps along the radial
coordinate to the barrel column axis. This revealed location-specific differences in neuron
morphologies (e.g. the apical tuft dendrite of L3 pyramidal neurons always innervates
L1, regardless of soma location) and the spatial distribution of different cell types (e.g.
L4ss and L4sp are found inside the barrel column in the radial dimension, but not in the
septum between barrel columns) in line with previous studies [71, 127].
Other approaches to reconstruction of neural network models. Suggestions for
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reconstruction of such network models include dense reconstruction of synaptic connec-
tivity at electron-microscopic (EM) resolution (e.g., [150, 83]), or extrapolation of con-
nectivity measurements between many pairs of neurons, assuming uniform composition
of cortical layers and columns (e.g., [1]).
EM reconstruction of neural circuitry is currently limited to tissue volumes with side
lengths of few hundreds of micrometers [151]. In contrast, the “minimally required cir-
cuit” for simulation of passive whisker touch in rat vS1 includes all neurons immediately
postsynaptic to thalamocortical input, as well as their postsynaptic targets. Spatially,
this circuit can be defined by the volume of the axon projection patterns from a single
barrel column (intracortical or IC-unit [56], Figure 4.1).
Figure 4.1: The IC-unit of vS1. 3D bouton density distribution from axons of all re-
constructed excitatory neurons located within a cortical column, viewed along the row
(left) and arc (right). The transparent surface area comprised the bouton distribution
thresholded at 5% maximal density, revealing that IC axons from a single column activate
a volume that comprises ∼ 3× 3 columns and the septa between them. Figure adapted
from [56].
Thus, the volume of interest is at least as big as an array of 3x3 barrel columns, i.e.
on the order of 1mm3. Further, even assuming that a dense reconstruction of such a
volume is available, it would have to be repeated several times to identify features of
the circuitry that are common across animals, i.e., essentially again creating a statistical
connectome. Finally, the in vivo spiking responses of the reconstructed neurons would
remain unknown, requiring comparison with sparse samples of in vivo recorded and re-
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constructed neurons, as presented here.
The second approach, as pursued for example by the Blue Brain Project [84], relies on the
assumption that data from many different experiments can be combined and extrapolated
by assuming that the basic cellular composition and circuitry of neocortex is stereotypical
within and across brain areas. Based on the present results, for example regarding the
non-uniform cellular organization even within a single brain region, I would argue that
this assumption does not hold in general. Based on a very simple example, it is possible
to show that the assumption of cellular uniformity alone leads to quantitatively different
results from the detailed reconstruction presented here. Using NeuroNet, I estimated the
average number of active synapses to the population of L5tt located in the C2 column
after deflection of each SuW using the dense network model presented in section 3.1.4.
As described in the Methods section 2.5.2, I determined the average functional connec-
tivity to each L5tt located in the C2 column, and then calculated the average across the
population of L5tt. The resultant average number of active excitatory synapses to the
L5tt population after deflection of each SuW correlated significantly with the respective
response probabilities (r=0.73, p=0.04). However, making the same estimate using the
assumption that cortical columns are uniform structural units composed of the same
number of neurons [1, 152], results in lower correlation (r=0.57, p=0.14). Although this
is a very simple model, it seems unlikely that a biophysically detailed simulation based on
these incorrect assumptions would result in functionally realistic responses as presented
above. Therefore, an accurate and precise reconstruction of the anatomical circuitry as
presented here was key to detecting the pathway and synaptic mechanism underlying
SuW responses of L5tt.
Hence, the remaining questions about the validity of the present approach for building a
dense statistical connectome are:
1. How representative is the sparse sample of neuron morphologies in terms of the
biological variability of each cell type?
2. How does a statistical network model represent specific connectivity between cor-
tical neurons?
3. Does this high precision reconstruction of network anatomy have functional conse-
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quences?
1. Representative sample of neuron morphologies. I investigated the number of
axon morphologies required to represent morphological variability within a cell type dur-
ing the analysis of thalamocortical connectivity of the D2 barrel column (Figure 3.15 F).
Systematic variation of the number of axon morphologies used to statistically measure
network connectivity revealed that about 5 axon morphologies are required to capture the
mean and variability of cell type-specific connectivity. For nearly all excitatory and in-
hibitory cell types, the sample of morphologies comprised at least 5 reconstructions (L4py:
n=4, L6inv: n=4). To complement this analysis, I compared the set of reconstructed L5tt
dendrite morphologies used in this study (n=16) with a set of L5tt dendrite morphologies
(n=18) reconstructed in a different study (collaboration with Gerardo Rojas Piloni and
Mike Guest, Max Planck Florida Institute). I performed a principal component analysis
(PCA) of the combined set of L5tt dendrite morphologies using the 21 morphological and
topological features used for assignment of excitatory cell types (Figure 4.2).
Figure 4.2: Morphological variability of L5tt in a limited sample. First two principal
components (PC) of 21 morphological features of a combined data set of 34 in vivo
labeled L5tt dendrite/soma reconstructions. In addition to all the L5tt soma and dendrite
morphologies used in the present study (from [56]), doubling of the sample size does not
increase the variability of the sample.
The two data sets (labeled in black and red, respectively) are completely overlapping
in terms of mean and variability of the most important morphological features. Thus,
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doubling the sample size for the cell type with the most complex dendrite morphology
in rat vS1 had no effect on the statistical distribution of morphological features. This
suggests that the sample sizes of the axon and dendrite morphologies of different cell
types are sufficient to capture not only the average structure of networks in rat vS1, but
also their biological variability.
2. Validity of statistical network model. As described in detail in section 2.4, I
developed a quantitative version of “Peters’ Rule” to determine synaptic connectivity be-
tween neurons based on structural overlap of axons and dendrites within the context of
the dense network model. Intuitively, this method is based on determining all presynaptic
boutons and all postsynaptic target sites on dendritic spines, dendritic shafts and neuron
somata in entire rat vS1. Then, the 3D distribution of axons, dendrites and somata at
the resolution of the dense network model of rat vS1 (50µm) is used as a constraint to
determine which neurons can in principle connect to another. In the last step, the prob-
ability of synaptic connections between pairs of neurons is determined with respect to
all other potential connections allowed in the same volume, assuming only independent
synapse formation.
This quantitative version of Peters’ Rule results in connectivity measurements that match
(sparse) experimental measurements from the level of individual synapses to paired
recordings. Further, the resulting connectivity is not random, but displays specific proper-
ties at various scales that so far have remained puzzling. For example, different spatially
intermingling cell types in L5 receive different amounts of thalamocortical input from
VPM ([32], see Figure 3.15), largely due to different morphology of their basal dendrites,
which receive the majority of thalamocortical synapses [29, 31]. Conversely, L5tt neurons
receive specific subcellular distributions of synaptic input from presynaptic neurons of
different cell types, for example in their apical oblique and tuft dendrites (see Figure
3.23). Hence, the different axon projection patterns of excitatory cell types described in
section 3.1.3 result in specific innervation patterns of postsynaptic neurons at a resolution
of 50µm which is captured by the statistical network model described in this thesis. Fur-
ther, the dense network model allows investigating variability of connectivity within cell
types, for example depending on the specific soma location and/or dendrite morphology
of the postsynaptic neuron [31]. Commonly, connectivity measurements in neural circuits
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are expressed as a probability of connection between cell types (e.g., [153]). In contrast
to sparse experimental measurements, the dense network model allows investigating the
influence of the specific soma location and/or dendrite and axon morphology of pre- and
postsynaptic neurons on connectivity, i.e. it is possible to describe connectivity beyond
average connection probabilities [89]. For example, in collaboration with Itamar Landau
and Haim Sompolinsky (Hebrew University, Jerusalem), I have been working on develop-
ing a simplified statistical description of connectivity and its variability within the dense
network model. This allows analytical and numerical investigations of the effects of het-
erogenous connectivity patterns on network dynamics.
Nonetheless, a statistical network model as presented here cannot be used to discover
specific connectivity based on principles beyond network geometry, cellular distribution
and dendrite and axon morphologies. For example, certain inhibitory interneurons have
been shown to exclusively target the axon initial segment of pyramidal neurons [134].
Further, paired recording and subsequent reconstruction of pairs of neurons in vitro has
revealed that connections between nearby neurons (i.e., soma distances within ∼ 100µm)
in cortex usually consist of two or more synapses (e.g., [120, 140]), which may indicate un-
derlying principles beyond independent synapse formation. However, these observations
could in turn be used to investigate the resultant effect on cell type- and location-specific
connectivity within the present dense network model. For example, given the same to-
tal number of synapses in the dense network model, the assumption of non-independent
synapse formation (i.e., at least two synaptic contacts per connection) may result in lower
cell type-specific connection probabilities than observed experimentally [84]. Hence, the
present network model could be used to determine which previously suggested principles
of intracortical connectivity are in line with other experimental observations.
3. Functional relevance of detailed anatomical network model. The simulation
results revealed that it was in fact necessary to perform detailed 3D reconstruction and
registration of neuron morphologies to the average network model.
First, when investigating the effect of L1 inhibitory synapses on the sensory-evoked re-
sponses of L2 pyramidal neurons, I discovered that their precise location at the distal
apical tuft dendrites leads to shunting of dendrites without affecting the average mem-
brane potential at the soma. If the subcellular resolution of the network assembly process
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was not as high as 50µm (as determined by the biological variability of the geometry of
rat vS1), but, for example, 150µm, then it would not have been possible to detect that
these inhibitory synapses are only located on dendrites more than 100µm away from the
soma. In turn, during the network assembly process, L1 inhibitory synapses would have
been placed more proximal to the soma. There, the shunting effect of these synapses
would directly affect the membrane potential at the soma, and the simulation results
would not have correctly predicted the effect measured experimentally (see also Figure
3.18).
Second, during analysis of the L5tt neuron model, I discovered that the simulated re-
sponses of the model closest to the location where the morphology used for simulations
was located in the brain after registration matched the actual responses of this neuron
recorded in vivo. This was especially remarkable because the model was never optimized
with respect to these specific responses. Hence, understanding of the in vivo responses of
individual neurons using the present method of network-embedded simulations may be
possible, but requires both the complete reconstruction of the in vivo labeled dendrite
morphology of the neuron, as well as knowledge of the precise location of the neuron in
the network (e.g. using registration based on anatomical landmarks). This hypothesis
could be tested by using the same network model to simulate the responses of other in
vivo recorded neurons at their registered location in the network.
4.2 Identification of previously unknown cortical path-
ways
The combination of the dense network model with functional responses of different cell
types to sensory-evoked input resulted in cell type- and stimulus-specific functional con-
nectivity configurations, i.e. spatiotemporal synaptic input patterns, to the simulated
postsynaptic neurons.
Simulation of these very heterogeneous input patterns to the L2py neuron model revealed
that the subthreshold representation of SuW deflection is nonetheless robust across trials.
Together with my collegues, I was able to show that this effect is at least in part due to
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distal inhibition of apical tuft dendrites by L1 IN synapses. Despite recent interest in
the function of L1 INs [102, 135, 136], why has this effect not been discovered before?
Using sensitivity analyses of the network-embedded model of L2py, I was able to show
that the effect (i.e., reduction of PSP SD across trials) is caused by on average 5 L1
IN synapses during each trial. Simulation of the model revealed that the effect further
depends on the timing of L1 IN synapses with respect to excitatory inputs, the relative
location of these synapses (i.e., inhibitory synapses should be located distally to excita-
tory synapses) and the absolute distance of L1 IN synapses to the soma - but not, for
example, on the strength of inhibitory synapses. In the previously mentioned studies,
connections between L1 INs and L2py neurons have been described, but their function
remained unknown because they were studied in tissue slices, i.e., without simultaneous
excitatory synaptic inputs to the dendrites of the L2py neurons. Thus, the effect of ac-
tivating L1 IN synapses could only be revealed if in vivo-like synaptic input patterns of
presynaptic excitatory and inhibitory cell types coincide, as for example in the present
network-embedded model.
Using the same network-embedded modeling and simulation approach, I estimated the
pattern of synaptic inputs impinging onto L5tt during up-states (i.e. ongoing activity)
and after whisker deflection of the PW and eight SuW. The simulation results of whisker
deflection-evoked responses of L5tt show that synaptic inputs from L6cc are a major
determinant of the spiking response of this cell type both after PW and SuW responses.
Why has this major pathway in cortex gone unnoticed so far? In fact, there is evi-
dence in previous studies that L6cc display strong short-latency responses after whisker
deflection and relay this information in horizontal directions. For example, de Kock et
al. [26] describe that L6 neurons display the earliest response times of all excitatory
cortical neurons. However, because all identified L6 neurons were grouped into one cell
type, the strong response of L6cc was averaged with the non-responding L6ct. Further,
Constantinople and Bruno [32] showed that L5tt respond to PW deflections even after
pharmacological inactivation of the ”canonical circuit” from thalamorecipient neurons in
L4 to L3 and subsequently to L5tt. This is completely in line with the present simulation
results, which suggest that synaptic inputs from neurons located in L3 and L4 modulate
PW- and, to a lesser degree, SuW-evoked spiking responses after activation of L5tt by
156
L6cc. However, in contrast to the conclusion by the authors that thalamocortical input
directly drives L5tt, the simulation results suggest that it is actually the combination of
VPM and L6cc inputs that triggers the early spiking response of L5tt. In another recent
study, Velez-Fort et al. [154] showed that L6cc in mouse primary visual cortex display
short-latency sensory-evoked responses and wide horizontal axon projection patterns,
suggesting that this pathway may be a general organizational feature of sensory cortices.
Previous models of SuW responses of L5tt in rat vS1 had concluded that the synaptic
origin is most likely from intracortical sources, but were not able to identify the precise
origin. Work led by Kevin Fox [39] showed that broad pharmacological inactivation of
cortical neurons, followed by local reactivation of neurons located in L5, largely abolishes
SuW receptive fields, but leaves PW responses unaffected. The authors concluded that
PW responses are most likely driven by thalamocortical inputs, while SuW responses are
due to synaptic drive from L3 and L4 neurons. However, broad inactivation of cortex also
affects L6cc. Hence, these results are in line with the present model of L6cc underlying
SuW responses in L5tt. Finally, Kweygir-Afful et al. [37] manipulated input to thala-
mocortical projection neurons in VPM such that their SuW deflection responses were
completely abolished, i.e., they only displayed PW deflection responses. However, SuW
deflection responses of neurons located in the infragranular layers of the somatotopically
aligned barrel column in vS1 remained unaffected, i.e., cortical neurons still responded
to SuW deflections. This can also be explained by the present model: The L6cc synapses
giving rise to the SuW responses of L5tt originate mostly from L6cc located in the cor-
responding SC, which in turn have largely PW-specific responses (see also Figure 3.10).
These PW-specific responses likely derive from PW-specific thalamic inputs [31], and are
therefore unaffected by manipulation of the SuW responses of VPM neurons.
4.3 Structural and functional pathways in sensory
cortex
The identification of these new pathways using the present approach of network-embedded
modeling raise the more general question about the relationship between structural con-
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nectivity, functional connectivity and functional pathways in neural networks. For ex-
ample, in the first 50ms following PW or SuW deflection, the number of active synaptic
inputs onto the L5tt neuron model increases to ∼ 1500 and ∼ 1000, or about 5% of all
synapses, respectively, which results in an increased output in the number of spikes of 0.4
and 0.2 spikes per trial, respectively. In contrast, typical estimates of the number of exci-
tatory synaptic inputs required to trigger spiking in cortical L5tt neurons are on the order
of 100-200 synapses [155]. The reason that this substantially larger number of synaptic
inputs leads to increased spiking output in less than 50% of all trials is that strong and
synchronous feed-forward inhibition has to be overcome by strong and synchronous ex-
citatory inputs in a certain window of opportunity ([44], see also Figure 3.30). I found
that within this window of opportunity, there were on average 21 additional excitatory
inputs in trials with spikes after a PW deflection compared to trials without spikes, and
13 additional excitatory inputs in trials with spikes after a SuW deflection compared to
trials without spikes.
However, because L5tt receive a highly heterogeneous pattern of synaptic inputs after a
whisker deflection, which changes from one trial to the next, it is not possible to establish
a direct causal relationships between individual synaptic inputs and the spiking output of
the model. Instead, statistical analysis of functional connectivity configurations to L5tt
revealed that thalamocortical neurons in VPM and L6cc provided reliable synaptic input
across trials after PW deflections and L6cc after SuW deflections in the earliest phase
after sensory input.
Similarly, as described above, the observed reduction of the PSP variability of L2py is
caused by only a small number (∼ 5) of L1 IN synapses, which are however reliably
activated across trials. Further, the effect of these synapses on the PSP variability of
L2py depends on their spatial location and temporal activation with respect to excita-
tory synapses.
Hence, a specific pathway (i.e., connection from a specific presynaptic cell type) under-
lying responses of any postsynaptic cell type should not be identified solely based on its
connection strength, for example as measured by the number of synapses, or the synaptic
efficacy measured at the soma, or in isolation from other excitatory and inhibitory synap-
tic inputs that are active at the same time. This criterion would have identified L3py
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as the major pathway providing excitatory input to L5tt (i.e., the ”canonical circuit” of
neocortex [156], see also Figure 3.23), and would largely have underestimated the effect of
L1 IN synapses on L2py, which relies on the interplay of excitatory and inhibitory inputs
within the dendrites. Rather, the present approach of creating stimulus-specific func-
tional connectivity configurations allows to investigate (1) whether the number of active
synapses in a pathway increases before a spike and/or PSP response in the postsynaptic
neurons, (2) whether synaptic inputs in this pathway are activated reliably across trials,
and (3) what the effect of the interaction with other simultaneously active excitatory and
inhibitory synapses is.
I would therefore argue to analyze cortical circuits (or neural networks in general) not
in terms of serial pathway diagrams, where signals flow from one cell (or group of cells)
to the next, but rather in terms of dynamically changing, stimulus-specific functional
connectivity. Despite the resulting complexity and heterogeneity of functional connectiv-
ity patterns, it is possible to identify organizational principles underlying these patterns
across trials. These robust organizational principles can then be regarded as functional
pathways, for example underlying spiking responses of a certain cell type.
4.4 Outlook
The present thesis can be regarded as a proof-of-principle that across-scale modeling of
sensory-evoked responses can lead to new insights about mechanisms underlying sensory-
evoked signal flow. However, the results presented in this thesis are based on passive
deflection of single whiskers in anaesthetized rats. The present anatomically realistic
network model of rat vS1 presents a starting point to extend the approach of network-
embedded modeling to different behavioral states and more complex stimuli, such as
touch of an object by a rat that is actively moving its whiskers. Importantly, the struc-
ture of the network model (i.e., the number and distribution of synapses) most likely
remains unaffected when considering the transition from the anaesthetized to the awake,
whisking state. Instead, functional connectivity in the network model is influenced by
additional long-range pathways to rat vS1.
First, whisker movement-related pathways, for example from vibrissal motor cortex [157]
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or POm thalamus [158], may provide additional functional input to neurons in vS1. To
integrate these pathways into the present model, the activity of neurons in POm and
vibrissal motor cortex during whisker movement should be measured. The projection
patterns of these long-range pathways could be reconstructed either by labeling and re-
construction of individual axon projections to vS1, followed by registration to the average
model of rat vS1, as was done for thalamocortical input from VPM [73]. As an alterna-
tive, presynaptic populations could be labeled using virus injections to label all boutons
of these populations [159, 30, 90], followed by registration of bouton distributions to the
average model of rat vS1. Functional connectivity to different postsynaptic cell types can
then be determined as described in this thesis.
Second, during awake states, activity of neurons in cortex is influenced by release of
neuromodulators such as acetylcholine or epinephrine [160, 149, 161, 162]. These can
act directly on the postsynaptic neurons, for example by binding to specific ligand-gated
ion channels and changing the excitability of neurons and efficacy of synapses [160, 162],
and/or indirectly by changing the activity of specific presynaptic populations, for exam-
ple inhibitory interneurons [163]. The effects of neuromodulators acting directly on the
simulated postsynaptic neurons have to be determined experimentally for each postsy-
naptic cell type, and can then be incorporated by modification of the biophysical models
used during simulations [164].
The effect of neuromodulators on the activity of presynaptic neurons can be measured
during different behavioral states of the animal. For example, the spontaneous activity of
a subset of all reconstructed excitatory neurons (see section 3.1.3) has been measured after
animals awoke from anaesthesia, and were either non-behaving or rhythmically moving
their whiskers. A few cell types displayed increased spontaneous spiking activity in the
awake state [31]. Additionally, when animals were awake and whisking, ongoing spiking
activity of L5st was not only increased, but the timing of individual spikes was correlated
to whisker movement [165]. These effects can be incorporated into the network-embedded
modeling approach by activating presynaptic neurons based on activity measurements in
the awake and/or whisking state, thus affecting only the functional connectivity between
different presynaptic cell types and the simulated postsynaptic neuron.
Hence, by including neuromodulation of local circuits, as well as additional long-range
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circuits from other cortical and subcortical regions, it may be possible to identify mech-
anisms underlying responses of cortical neurons to different stimuli during different be-
havioral states using the present approach of network-embedded simulations.
4.5 Conclusion
The major finding of this thesis was that it is possible to develop anatomically and func-
tionally realistic models that allow predictive simulation of (simple) brain functions. A
combination of biophysical models of signal transmission and integration between and
within neurons, with experimental constraints on the morphology, connectivity and ac-
tivity of different types of neurons, allowed simulations of activity that matched in vivo
measurements. Because the models were fully constrained, this indicates that they were
a realistic representation of signal flow within neurons in living animals, and allowed
subsequent investigation of the interaction of cellular and network mechanism underlying
the responses of these neurons.
In the course of this study, I found that the following requirements have to be met to
allow for development of such models:
• Identification of cell types. This is the most important conceptual simplification in
the model. Cell types have to be identified using objective criteria, for example mor-
phological features, as used here. Further, these cell types have to allow correlation
between structural and functional data from different experiments, e.g. measure-
ments of sensory-evoked responses or properties of synaptic connections. This could
be done by morphological identification of each functionally characterized neuron,
as was done for the data presented in this thesis.
• Precise anatomical model. Reconstruction of synaptic connectivity within the stud-
ied system has to be performed at a resolution determined by the anatomical vari-
ability between different animals. This allows studying the organizational princi-
ples within a brain region, as well as sources of variability in connectivity. The key
assumption at this point is that the average structure of these circuits does not
change between animals, which I could show for the dense network model of rat
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vS1. This has the following implications: (1) the model cannot be regarded as an
actual brain, but only as a model representing common features of the cellular and
synaptic organization of a brain region; (2) investigation of processes with dynam-
ical changes in the structure of circuits (e.g. developmental or disease processes)
require reconstruction of an average circuit model at each time point to be investi-
gated; (3) small details in the structural organization lead to measurable functional
differences, and hence the model is in general species- and brain region-specific and
has to be constructed for each brain region investigated.
Based on the approach developed in this thesis, I was able to identify two novel mecha-
nisms underlying widely investigated observations of signal flow in cortical circuits that
have not been understood until now. While it might not have been impossible, it would
certainly have been more difficult to dissect these mechanisms without precise predic-
tions based on simulation results of the model. However, to get to this stage has required
building on work started about 10 years ago. It remains to be seen if such an effort is
easily repeatable and transferable to other systems and neuroscientific questions, but the
necessary concepts and tools are now available, and therefore adaptation to new problems
may proceed faster.
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Appendix A
List of abbreviations
2p Two-photon
AHP After-hyperpolarization
AMPAR α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor
AP Action potential
BAC Backpropagating action potential calcium spike
bAP Backpropagating action potential
BB/BC/BT Barrel bottom/center/top
caudal towards the tail of the animal
dorsal towards the back of the animal (i.e., informally: upwards)
EPSP Excitatory postsynaptic potential
GABA γ-Aminobutyric acid
IN Inhibitory interneuron
In silico Computer-based numerical studies
In vitro ”In glass”, i.e., experiments performed in the laboratory
In vivo Experiments performed in the living organism
IOI Intrinsic optical imaging
IPSP Inhibitory postsynaptic potential
ISI Inter-spike interval
L1/2/3/4/5/6 Cortical layer 1/2/3/4/5/6
L2py/L3py/L4py L2 pyramidal neuron/L3 pyramidal neuron/L4 pyramidal neuron
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L4sp/L4ss L4 star pyramidal neuron/L4 spiny stellate neuron
L5st/L5tt L5 slender-tufted pyramidal neuron/L5 thick-tufted pyramidal neuron
L6cc/L6inv/L6ct L6 cortico-cortical pyramidal neuron/L6 inverted pyramidal
neuron/L6 cortico-thalamic neuron
lateral towards the side
medial towards the midline
NMDAR N-methyl-D-aspartate receptor
PC Principal column, i.e., barrel column containing a neuron’s soma
PN Pyramidal neuron
POm Posterior medial subdivision of the thalamus
PSP Postsynaptic potential
PST Postsynaptic target site
PSTH Poststimulus time histogram
PW Principal whisker, i.e., the whisker that is somatotopically aligned to a neuron’s
PC
RF Receptive field
rostral towards the nose (i.e., informally: towards the front)
RT Thalamic reticular nucleus
S1/S2 Primary/secondary somatosensory cortex
SC/SuC Surround column, i.e., a column different than the PC
SD Standard deviation
SuW Surround whisker, i.e., a whisker different than the PW
uEPSP/uIPSP Unitary EPSP/IPSP
ventral towards the lower side (i.e., informally: towards the bottom)
VPM Ventral posterior medial nucleus of the thalamus
vS1 Vibrissal part of the primary somatosensory cortex
WM White matter tract
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