It is shown that any rate lib systematic convolutional code over GF(p) can be decoded up to its minimum distance with respect to the decoding constraint length by a one-step threshold decoder. It is further shown that this decoding method can be generalized in a natural way to allow "decoding" of a received sequence in its unquantized analog form.
I. Introduction
Majority decoding of linear block codes using parity checks that are orthogonal, or can be orthogonalized in steps, was first proposed by Reed [1] in 1954. This idea was further developed by Massey [2] and Mitchell et ale [3] in the early 1960's. Subsequently, Rudolph [4] proposed a one-step majority decoding scheme based on parity checks that are in general not orthogonal. In 1968, Weldon [5] presented improved majority decoding algorithms for block codes associated with finite geometries. Recently, two generalized threshold decoding methods have been devised that are capable of decoding any binary or nonbinary linear block code up to its minimum distance.
The first scheme, devised by Gore [6J, is a generalization of Massey's L-step orthogonalization, and achieves additional decoding power by relaxing the requirement that parity checks be strictly orthogonal.
The second scheme, proposed by Rudolph [7] , is a generalization of one-step majority decoding based on non-orthogonal parity checks and achieves its added power by replacing the majority element by a more general threshold element.
Threshold decoding of convolutional (recurrent) codes was introduced by Massey [2J in 1962. He showed that mUltiple-step threshold decoding is not applicable to convolutional codes (in the sense that any convolutional code that is L-step orthogonalizable is one-step orthogonalizable). Thus, generalized L-step orthogonalization does not carryover to convolutional codes in a natural way. One purpose of this paper is to show, however, that generalized one-step threshold decoding based on non-orthogonal parity checks does carryover. (Although this technique applies to any convolutional code, only rate lib codes in systematic form will be considered for ease of presentation.)
The second purpose of the paper is to show that one-step threshold decoding can be generalized in a very natural way to allow ftdecoding" of a received sequence in its unquantized analog form. This generalized decoding technique, which we call analog threshold decoding, is particularly well suited to the processing of convolutional codes because of the continuous nature of the information flow. This paper is organized as follows. In Section II, the decoding problem for convolutional codes is formulated in a way suited to the development to follow. In Section III, the Fourier series representation of discrete functions is reviewed and then applied to show the existence of a generalized one-step threshold decoder for convolutional codes.
Examples are presented to illustrate an approach to the decoder synthesis problem. In Section IV, the extension to analog threshold decoding is discussed and two methods of implementing analog threshold decoders are suggested. Concluding remarks are contained in Section V.
II. Decoding Problem for Convolutional Codes
In what follows, we will consider only rate lib convolutional codes in systematic (canonical) form over GF(p), the field of p elements, p a prime. All operations in this section are performed over GF(p) . The notation used is essentially that of Wyner and Ash A received sequence y is the sum of the transmitted code word x and a semi-infinite error vector e, i.e. y = x+e. The syndrome s is defined by s = yH T = (x+e)H T = eH T . The i th block of the received sequence, denoted by y., can be decoded correctly if we can determine l e., the i th block of e. This determination is usually made by examin-1 ing the syndrome s which contains all the available information about e while being independent of x. Since it is impractical to examine all of s, we are forced to restrict our attention to a segment of some given finite length. Because of the structure of H, this means that only a finite number of blocks of y, say y. , ... ,y. A' make a nonzero cantri- 
If
we ignore the problem of error propagation in feedback decoders, the only difference in the decoding problem using these two decoding options is that the sets of correctable error patterns will not be the same.
Since the generalized one-step threshold decoding scheme discussed here is applicable to any set of correctable error patterns, it will The purpose of the next section is to shaw how this decoding procedure can be realized by a one-step threshold decoder.
III. Generalized Threshold Decoding Rule
In this section, all operations are performed over C, the field of complex numbers, 'unless otherwise indicated. Before proceeding, it is unfortunately necessary to establish more notation.
1) The symbol "+" will be used to denote the complex exponentiation mapping~= EX, where E = exp(2~i/p). Schernatic diagrams of the defini te and feedback', decoder configurations described by )Cia = T( Lv BT)+W) are shown in Figure 3 for a = 1, t3 2.
The matrix B and weight vector ware shown prim.ed in Figure 3 (b) to indicate that the decoding logic for a given convolutional code is, in general} different for the definite and feedback decoding options . .
The existence of a one-step threshold decoder for a rate lib sY'stematic code having been established} we now tllrn to the practical prabl.em of decoder synthesis 0 Once the finite parity check matrix H has been specified, and it has been decided whether or not feedback will be used, the only variable in the design of a one-step threshold decoder is the weight vector w. So the decoder synthesis problem boils down to finding a vector ' W that satisfies -e.
(s) = T( (s A T)T 'W) and has
10 r the minimum number of nonzero components" If we require that w satisfy the above constraint for all s (as we have impli.citly assumed up to now), then the decoder is roughly analogous to a maximum likelih.ood decoder for block codes. In practice, howev'er, it is usually only required that 'W satisfy the con,straint for all s that correspond to coset leaders of weigrlt t or less J where t is tb.e guaranteed errorcorrection capabili ty of the code" In the examples to follow., dec oders are designed to meet only t11is latter requ.irementQ (This is not to say that some error patterns of wei.ght greater than t 'will not be corrected; it is simply that 'We do not specify :w~ich patterns these shall be" ) This is the parity check matrix of a rate 1/2 binary self-orthogonal code [2] . Consider first the synthesis of-a definite decoder.
For this code, t = 1 so we need only consider those syndromes associated with coset leaders of weight 1 or less (in this case) all of them). The relationship between syndromes and coset leaders is shawn in Table I . Table I . Then a decoding function for this code is The reader may have noticed that in the binary case the exponentiation operation fllr" could be eliminated by a simple modification of the threshold operator 0 (For example, the exponentiation and threshold operators in Figure 4 (a) can be replaced by a simple majority element.) This is because in the binary case xi-= l-2x, which is a trivial mapping 0 In the nonbinary case, however, the exponentiation mapping is no longer trivial, and we prefer to leave things as they are for the sake of uniformity 0 Also, as we shall see in the next section, exponentiation becomes nontrivial even in the binary case when we consider the extension to analog threshold decodingo
The example just worked is of limited interest to the designer because the code is orthogonaliza~le and we already know that a simply majority decoder exists [2Jo Therefore we now exhibit a threshold decoder for a code that is not orthogonalizableo The first method employ de devices only, and in this case we prefer to restrict our attention to the binary case so that we are dealing with real~uantities throughout. (We are assuming that y is real.) As pointed out earlier, the operator T thresholds on the sign of the real part of its argument in the binary case. Hence there is no objection to replacing the argument by its real part. Then the decoding function can be "Written x. = T(Re((yBT)t "W». We can take "W 10 to be real in the binary case (w is real), so we need only replace should result in improved performance. In fact there is some reason to believe that this particular continuous extension of the discrete decoding function might be optimal in some senseo However, we make no claims at this time.
