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Chapter 1
Introduction
1.1 Background
In the last couple of decades, advances in information technology have led to a dramatic increase in
the availability of economic data. Nowadays, central banks and statistical institutes, together with
numerous other economic organizations and private firms, produce hundreds (if not thousands) of
economic time series. These range from real activity indicators, price indexes, employment measures
and financial variables, among others.
The development of methods that allow for the use of large datasets has been the focus of a
thriving literature, both in theoretical and empirical econometric research. Starting from the seminal
papers of Stock and Watson (2002a,b), early works have concentrated on adopting information-rich
data in forecasting. Other popular applications have been the construction of various real economy
indexes such as the Aruoba-Diebold-Scotti Business Conditions Index (see Aruoba et al., 2009), or
the EuroCOIN of Altissimo et al. (2010), nowcasting applications (see, e.g., Giannone et al., 2008
and Banbura et al., 2012) and structural econometric analysis (see Bernanke et al., 2005, Boivin and
Giannoni, 2006 and Bäurle, 2013).
The studies mentioned above have mostly focused on macroeconomic variables, such as industrial
production, the Gross Domestic Product (GDP) and inflation indexes. However, a large strand of
applied econometric literature focuses on microeconomic data, for example firm-level data. These
datasets have been used to study various topics, with a particular emphasis on employment generation
(see, among others, Neumark et al., 2011 and Haltiwanger et al., 2013). Recently, there has also been
an increasing and widespread interest in the relationship between firm-level data and macroeconomic
aggregates. A few examples of these studies are Moscarini and Postel-Vinay (2012), Gabaix (2011)
and Acemoglu et al. (2012) (the first paper is discussed at length in Chapter 3, while the latter two
are considered in Chapter 4). The most common modeling approach to study this type of data has
been panel regression, but there are a number of papers adopting econometric frameworks including a
large set of information, usually employed in large macroeconomic data settings (see, eg., Alessi et al.,
2013 and Stella, 2015). Given that the use of firm-level data in macroeconomic applications is one of
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the key contributions of this thesis, it is worth to examine a few examples of studies linking firm-level
data and aggregate issues.
Forni and Reichlin (1998) is an early example of analysis regarding highly disaggregated data in
relation to the aggregate economy. In particular, the authors use a dynamic factor model to decompose
a large cross-section of sectoral variables into a common and a sectoral component. Subsequently,
they identify two common factors and distinguish them as a technological and a non-technological
shock. They find that the technological shock is not able to explain the full dynamics of output at the
business cycle frequencies, but a second economic wide shock is needed. Another interesting study is
Alessi et al. (2013), who use the factor model of Forni et al. (2000) to estimate the common factors
underlying the sales data of 660 U.S. firms. They find that one dynamic factor is driving sales at
business cycle frequencies. On the other hand, they find that within-sector comovements across firms
are present at higher frequencies.
While works like Forni and Reichlin (1998) and Alessi et al. (2013) concentrate on studying the
common component underlying disaggregated data, recently there has been an extensive interest in the
relationship between microeconomic shocks and aggregate fluctuations. A key example of this literature
is Gabaix (2011). In this paper, the author examines the impact of firm-level shocks onto aggregate
output, using sales data of the top 100 U.S. firms. He finds that these shocks are able to explain
around one third of GDP fluctuations. In regards to employment patterns, Moscarini and Postel-Vinay
(2012) examine how the net job creation stemmed from large and small employers correlate with the
aggregate unemployment rate. They find that large firms are more sensitive to the business cycle, in
contrast to previous studies (see, e.g., Gertler and Gilchrist, 1994) which have considered small firms
as more prone to be affected by the overall macroeconomic conditions.
This thesis contains a collection of essays exploring the use of large datasets to study various
macroeconomic applications, ranging from nowcasting and forecasting settings to the analysis of
employment patterns of Finnish firms and the effect of enterprise groups shocks onto the aggregate
economy. In particular, the focus on Finnish companies is another important element connecting
the first three chapters of this dissertation and provides one of the key contributions of the research
underlying this thesis.
The rest of this introductory chapter is structured as follows. In Section 1.2, I review and motivate
the use of econometric techniques that allow for the adoption of large information sets by introducing
the main problems incurred when dealing with parameter-rich empirical models. In Sections 1.3 and
1.4, I describe briefly the factor model and the basic concepts of Bayesian inference (which is needed
to carry out the analysis of Chapter 5), respectively. Finally, in Section 1.5, I provide short summaries
of the four essays forming this thesis.
1.2 Large datasets and the curse of dimensionality
The wealth of data that has been recently available to economists has provided a challenge to traditional
econometric models, especially in the time series setting. One of the most popular approaches that
2
have traditionally been used to model macroeconomic time series is the vector autoregression (VAR),
popularized by Sims (1980). The basic idea in the VAR framework is to model each time series of
interest using its own past values and the lags of the rest of the variables included in the VAR. Let
us denote the number of variables in the system as K and the number of lags as p. This implies
that a standard VAR model has pK2 parameters to be estimated, excluding constant terms and the
components in the variance-covariance matrix of the error term. For a relatively small system, say
with five economic indicators and two lags, we would need to estimate more than 50 parameters.
Another informing example is provided in Stock and Watson (2006). Imagine we are trying to
forecast variable yt using a set of K predictors included in vector Xt, where t indicates the time at
which the observation is collected. We can think that Xt includes also the lags of yt, indicating that
we are dealing with the same variables as in the VAR model. Let us assume that K is large and that
the Ordinary Least Squares (OLS) is used to estimate the unknown values of the parameters of the
model (denoted by β in (1.1)), as it is standard in traditional econometric applications. The usual
predictive regression model to forecast yt, h periods ahead in the future (i.e. yt+h), would then be
yt+h = X ′tβ + t+h. (1.1)
For simplicity, we set Xt as having zero mean and orthogonal to each other, i.e. T−1
∑T
t=1XtX
′
t = IK
with T being the total number of observations, and that the error term t is assumed to be normally
and independently distributed (n.i.d.), i.e. t ∼ N(0, σ2 ), for all t, and independent of Xt. Under
these assumptions, the resulting OLS estimator for the ith coefficient, β̂i, is going to be unbiased,
normally distributed and independent of the rest of coefficients. The mean-square sense optimal
forecast of yt+h is hence X ′tβ̂. As it is shown in Stock and Watson (2006), if we assume that Xt
and β̂ are independently distributed, then the forecast is distributed N(X ′tβ, (X ′tXt)σ2 /T ). Due to
the orthogonality assumption, a typical value of Xt is bounded in probability, so that X ′tXt/K is
stochastically bounded. This implies that we can write X ′tXt = cK where c is a constant, implying
that the forecast is distributed N(X ′tβ, cσ2K/T ) and that the forecast variance is proportional to the
number of predictors included in the model. The OLS estimation error E(X ′tβ̂−X ′tβ)2 is thus affected
by the number of variables in the regression, and it does not vanish if K is large relative to T .
Traditionally, model selection methods have been adopted to reduce the dimensionality of the
econometric specification of interest. In particular, information criteria such as the Akaike Information
Criterion (AIC) and the Bayes Information Criterion (BIC) are used to evaluate the performance of
the selected forecasting model relative to its size. That is, the number of variables included in the
VAR model or in the predictive regression (1.1). However, if K is large, there are both practical and
theoretical issues behind the use of information criteria when trying to obtain a more parsimonious
model than the case including all the predictors. If we have a large number of variables, the number of
models to evaluate in forecasting work becomes computationally intractable. Moreover, one of the
usual assumptions underlying information criteria is that the number of models to evaluate is fixed or
grows at a slow rate. This example clearly shows a need for alternative econometric models to deal
3
with large datasets.
Among the most popular econometric techniques adopted to solve the curse of dimensionality, we
find forecast combinations (see, e.g., Bates and Granger, 1969), Bayesian model averaging (Leamer,
1978), factor models (among others, Stock and Watson, 2002a) and Bayesian shrinkage regressions
(De Mol et al., 2008). In this dissertation, I mainly focus on the latter two approaches and, hence, I
discuss these two methodologies in more detail in the next two subsections.
1.3 Factor models
The main idea underlying factor models is that a small number of constructed variables, the factors,
can summarize most of the information contained in a large dataset. This approach, together with
principal component analysis, has a long tradition in statistics and econometrics. Principal component
analysis was introduced by Pearson (1901) and Hotelling (1933), and it has been adopted in a wide
range of applications in psychology, engineering and economics, among others.
Dynamic factor models were introduced in the econometric literature by Sargent and Sims (1977)
and Geweke (1977), but these first contributions were focused on rather small dimensional applications.
The introduction of dynamic factor model in large dimensional economic research is due to Stock and
Watson (2002a,b) and Forni et al. (2000). Since these seminal papers, factor models have been adopted
in numerous empirical works and are now an established technique in economic research and policy
making.
Let Xt be again K × 1 vector containing our large set of variables a time t. The dynamic factor
model specification expresses the observed time series using an unobserved common component (and
possibly its lags) and an idiosyncratic component
Xt = λ(L)ft + ut. (1.2)
In model (1.2), ft is the q × 1 vector of dynamic factors, ut is the K × 1 vector of idiosyncratic
components, L is the usual lag (backshift) operator and λ() is the K × q matrix of factor loadings. A
typical λ() takes the form
λ() =

λ11 λ12 · · · λ1q
λ21 λ22 · · · λ2q
... · · · ...
λK1 λK2 · · · λKq

The dynamic factors are usually modeled following a VAR representation
ft = Ψ(L)ft−1 + ηt, (1.3)
where Ψ(L) is q × q lag polynomial. The idiosyncratic disturbances in (1.2) are assumed normal and
uncorrelated with the factors at all leads and lags. In the exact factor model, ut are assumed to have
no autocorrelation or cross-sectional correlation (i.e. E(uit, ujt) = 0 for i 6= j), while the approximate
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factor model allows for mild auto and cross-sectional correlation.
If the lag polynomial λ(L) has finite order p, then (1.2) can be rewritten as
Xt = ΛFt + ut, (1.4)
where Ft = [f ′t , f ′t−1, . . . , f ′t−p+1]′ is r× 1 and Λ is the K × r matrix of factor loadings. Representation
(1.4) is the static factor model version of model (1.2)-(1.3), in which the r static factors consist of the
current and lagged values of the q dynamic factors.
One of the most popular techniques to estimate Ft in (1.4) is by principal components. This
estimator is derived from the least squares problem,
minF1,...,FT ,ΛVr(Λ, F ) =
1
KT
T∑
t=1
(Xt − ΛFt)′(Xt − ΛFt), (1.5)
subject to K−1Λ′Λ = Ir. To optimize (1.5), first minimize over Ft to obtain F̂t(Λ(Λ′Λ)−1) =
(Λ′Λ)−1ΛXt and plugging this into (1.5) we obtain minΛT−1
∑T
t=1X
′
t[I − Λ(Λ′Λ)−1Λ]Xt, which
is equivalent to maxΛtr{(Λ′Λ)−1/2′Λ′(T−1
∑T
t=1XtX
′
t)Λ(Λ′Λ)−1/2}. This is, in turn, equivalent to
maxΛΛ′Σ̂XXΛ subject to K−1Λ′Λ = Ir, where Σ̂XX = T−1
∑T
t=1XtX
′
t. The solution to this maxi-
mization problem is to set Λ̂ equal to the scaled eigenvectors of Σ̂XX corresponding to its r largest
eigenvalues. It follows that the least squares estimator of Ft is F̂t = K−1Λ̂Xt, which are the first r
principal components of Xt. Stock and Watson (2002a) have shown that the principal component
estimator of the factors is consistent also in the presence of mild serial- and cross-correlation in ut.
Static principal components, described in the previous paragraph, have been one of the most used
methods to estimate factor models. However, there have been multiple procedures that have been
proposed in the literature. Among them, notable examples are the dynamic principal components
of Forni et al. (2000), and the hybrid principal components and state space estimation of Doz et al.
(2011). Bai and Ng (2002) developed a series of information criteria that provide consistent estimates
of the number of static factors r, assuming the the number of factors is finite and does not increase
with (K,T ).
1.4 Basics of Bayesian inference
In the last chapter of this thesis, I adopt a Bayesian shrinkage methodology to forecast U.S. recession
periods, laying down a fairly thorough description of the model and Bayesian techniques adopted.
Therefore, in this section I provide a short review of the basic Bayesian inference concepts and discuss
the simple univariate regression model, referring strongly on Koop (2003).
The core of Bayesian econometrics revolves around the so called Bayes′ rule. Consider two random
variables A and B, with the joint probability p(A,B) = p(A|B)p(B) = p(B|A)p(A), where p(A|B) is
the conditional probability of A given B and p(A) is the marginal probability of A, and vice versa for
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B. The Bayes′ rule states that
p(B|A) = p(A|B)p(B)
p(A) . (1.6)
Let us use a simple application to interpret formula (1.6). Let us consider an econometric model
where the parameters of interest are contained in the vector θ, and y is a vector of data. Given the
data, we are interested in learning about θ given y. We can thus use (6) to obtain
p(θ|y) = p(y|θ)p(θ)
p(y) , (1.7)
where p(·) is the appropriate density function.
Notice that we are considering θ as being a random variable, which is in contrast to the frequentist
(or classical) econometrics. The latter sees θ to be fixed parameters which we try to estimate. Equation
(1.7) indicates that the density of θ given the data (which is commonly called posterior density)
is proportional to the density of the data given the parameters of the model, p(y|θ) (or likelihood
function), and our beliefs on the distribution of θ (the prior density). The prior should only contain
the information on θ which we have before we observe the data (this view however is challenged in
the empirical Bayes framework, see e.g. Casella, 1985). The posterior density of θ is the main subject
of interest in Bayesian analysis, and it should summarize all we know about the parameters after we
observe y.
One of the most basic econometric models is the univariate regression. In particular, we examine
the model in a cross-sectional setting to allow for easier derivations compared to the case in which we
use time series. Suppose we have N observations of variable y, which we want to explain with variable
x, then the linear regression model without a constant is
yi = βxi + i. (1.8)
Assume, for simplicity, that i is n.i.d N(0, σ2) and that xi are fixed (not random). Stacking yi and xi
in vectors y and x respectively and using the normality of the error term, we know that the likelihood
of y (following Koop, 2003) is
p(y|β, h) = 1
(2pi)N2
{
h
1
2 exp
[
−h2 (β − β̂)
2
N∑
i=1
x2i
]}{
h
ν
2 exp
[
− hν2s−2
]}
. (1.9)
In (1.9) ν = N − 1, β̂ =
∑
xiyi∑
x2
i
, s2 =
∑
(yi−β̂xi)2
ν and finally h =
1
σ2 , i.e. the error precision. Notice
that the term inside the first curly brackets is the kernel of the Normal distribution and the second
term is the one of a Gamma density.
To render the analysis easier, we use a conjugate prior, i.e. a prior distribution that, once combined
with the likelihood, yields a posterior that belongs to the same class of distributions. In this case, we
need a prior for both β and h. We denote it p(β, h) = p(β|h)p(h), so that we can think of it in terms of
a prior of β, conditional on h, and a prior of h. A natural conjugate prior for likelihood (1.9) involves a
Normal distribution for β|h and a Gamma for h. The name of this distribution is Normal −Gamma,
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so we have
β, h ∼ NG(β, V , s−2, ν) (1.10)
where the parameters in the parentheses of (1.10) reflect the prior information, on β and h, and are
called hyperparameters.
The posterior distribution of interest can be derived by combining the prior in (1.10) with (1.9),
getting
β, h|y ∼ NG(β, V , s−2, ν), (1.11)
where V = 1
V+
∑
x2
i
, β = V (V −1β + β̂
∑
x2i ), ν = ν + N . Furthermore, it can be shown that the
posterior density of β follows a t-distribution with posterior mean β. The formula of the posterior
mean of β gives us a good insight at how Bayesian inference works. Notice that the first term in the
parenthesis is the prior mean times the inverse of the prior variance, while the second term is the
OLS estimator times the inverse of the OLS estimator variance. In practice the posterior mean is the
weighted average between the OLS estimator and the prior mean, where the weights are proportional
to their variances. For the prior mean, the variance expresses how certain we are about the prior while∑
x2i indicates the amount of data information underlying the OLS. In the simplest case where xi = 1
for all i, then
∑
x2i = N .
In Figure 1.1 (a)-(b), I plot an example of the prior density for β conditional on h, where I set the
prior mean to zero, together with the density of the OLS estimator with mean 1 and variance 0.5 and
the resulting posterior conditional on h. In Figure 1.1 (a), I set the prior variance to 0.3 and in Figure
1.1 (b) to 0.15, to show how being more certain about the prior affects the posterior distribution.
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Figure 1.1: Prior and posterior density for the normal conjugate prior in the univariate normal linear
regression model
There are two features I want to underline in Figure 1.1. First, the prior density, and consequently
the resulting posterior, concentrates more on the mean if we tighten the prior (we set the prior variance
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to a lower value). The second interesting effect of adopting a tighter prior is how it affects the posterior
mean of β. In Figure 1.1 (a), the posterior mean is around 0.75, while in Figure 1.1 (b), where we only
lower the prior variance and leave the rest unchanged, it becomes 0.60.
The example above shows a case where obtaining the posterior density from the prior and the
likelihood is fairly easy using simple derivations. However, in more complicated applications the
resulting posterior distribution is not well known and it is not possible to obtain moments of interest
(such as the expected value) using analytical methods. In general, we are interested in the expected value
of a certain function of the posterior distribution, which would involve the evaluation of complicated
integrals. A solution to this problem is Monte Carlo integration, which involves obtaining random
draws from the posterior distribution and evaluating the function of interest based on these simulated
draws. A typical example can be the expected value of the posterior, where we can simulate the
posterior and subsequently calculate the sample average based on the draws. We can then rely on
the law of large numbers showing that the sample average converges to the expected value of the
distribution when the number of draws is large enough.
There is an additional problem caused by the posterior density being outside of a known family of
distributions, i.e. that we cannot easily obtain random draws from the posterior distribution with a
statistical software. A large part of Bayesian econometrics has been focused on developing powerful tools
to simulate posterior distributions. Between the most popular ones we find the Metropolis-Hastings
algorithm, derived by Metropolis et al. (1953) and generalized by Hastings (1970), and the Gibbs
sampler of Geman and Geman (1984).
1.5 Review of the chapters
In this subsection, I briefly describe the content of the next four chapters of this dissertation. In
particular, I delineate the main research questions, contributions and findings of each paper. While
all the studies included in the thesis are focused on the use of large dimensional models, there is an
important distinction regarding the type of data used. Chapters 2–4 are concerned with the analysis
of firm-level data, even though the applications in which they are employed are fairly heterogeneous.
On the other hand, the last chapter is focused on forecasting using a more traditional macroeconomic
dataset.
Chapter 2: Predicting Finnish Economic Activity Using Firm-Level Data
In this chapter, I compute flash estimates of Finnish monthly economic activity for the period going
from January 2006 to December 2012 using firm-level data. I use a two-step procedure where the
extracted common factors from the firm-level data are subsequently used as predictors in nowcasting
regressions. The use of firm-level data is the essential contribution compared with a large and increasing
literature on nowcasting models. The results show that large firm-level datasets are useful in predicting
aggregate economic activity in a timely fashion. The proposed factor-based nowcasting model leads to
superior out-of-sample nowcasting performance compared with the benchmark autoregressive model
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even for early nowcasts. Moreover, I find that the constructed quarterly GDP flash estimates provide
a useful real-time alternative to the current official estimates without a substantial loss in nowcasting
accuracy.
Chapter 3: Small Versus Large Firms Employment Patterns in Finland:
A Comparison.
In this joint work with Henri Luomaranta, we use monthly personnel data encompassing the entire
population of Finnish firms to examine the differences in the employment behavior between big and
small enterprises. In particular, we investigate which size class of firms has been growing more, which
one has been the driver of net job creation and finally which type of enterprise has been more procyclical.
In line with the previous literature, we utilize various definitions to include a firm inside the small or
large category, and consider both a dataset including entry and exit and one including only long-lasting
firms. We find that small firms have shown higher growth rates, on average, and that they have been
the driver of employment creation. Finally, we find that large firms are more procyclical than small
enterprises, especially during economic contractions.
Chapter 4: The Granular History of Finland
In this chapter, based on the joint work with Henri Luomaranta, we investigate the effect of corporation-
level shocks on the Finnish economy of the last of 16 years. In particular, we test for the existence of
the granular hypothesis, i.e. that macroeconomic fluctuations are generated by microeconomic shocks
to large firms. Using monthly enterprise groups sales, we find that the idiosyncratic shocks to large
corporations explain around one third of business cycle fluctuations. This holds true both when we use
the sales cross-sectional averages and the estimated common factors to control for common shocks.
Moreover, we find that the largest four corporations in the dataset seem to be the main driver of this
result. We also find a significant break in this relationship with the Great Recession of 2008-2009. In
particular, corporation level shocks lose their explanatory power after that. We verify that most of
the idiosyncratic component variation can be explained by the granular effect and not by covariances
between corporations, giving additional support to the granular hypothesis. Finally, we complement
the econometric analysis with a short narrative where we examine the main events and performances
of the largest Finnish companies during the last 16 years.
Chapter 5: Forecasting U.S. Recessions with a Large Set of Predictors
In Chapter 5, I use a large set of macroeconomic and financial predictors to forecast U.S. recession
periods. I adopt Bayesian methodology with shrinkage in the parameters of the probit model for the
binary time series tracking the state of the economy. The in-sample and out-of-sample results show that
utilizing a large cross-section of indicators yields superior U.S. recession forecasts in comparison to a
number of parsimonious benchmark models. Moreover, the data-rich probit model gives similar accuracy
as the factor-based model for the one-month-ahead forecasts, while it provides superior performance
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for one-year-ahead predictions. Finally, in a pseudo-real time application for the Great Recession, I
find that the large probit model with shrinkage is able to pick up the recession signals in a timely
fashion and does well in comparison to the more parsimonious specification and to non-parametric
alternatives.
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Chapter 2
Predicting Finnish Economic
Activity Using Firm-Level Data1
2.1 Introduction
Statistical agencies, central banks, and numerous public and private entities collect hundreds if not
thousands of economic time series every year. This ever-growing amount of data has helped policymakers
and researchers in key activities such as forecasting, evaluating the performance of economic models
and designing fiscal and monetary policies. Unfortunately this wealth of data is not matched with a
high degree of timeliness. Most notably, variables measuring economic activity are published with long
lags. For example, the first estimates of the US and UK quarterly GDP are published four weeks after
each quarter, while for the Euro Area the lag is usually six weeks (see Banbura et al., 2011).
The problem of the timeliness of data release has been addressed in the recent years in the literature
of nowcasting models and coincident economic indicators (for the latter, see, e.g., Stock and Watson,
1989, Altissimo et al., 2010 and Aruoba et al., 2009). Nowcasting methods have been mostly applied in
the prediction of low frequency data, in particular quarterly data, by exploiting the releases of monthly
data (see, e.g., Banbura et al., 2011, Aastveit and Trovik, 2014, Evans, 2005 and Giannone and Small,
2008). The focus in these papers has been to create early estimates of the quarterly GDP growth,
which are updated with the release of new information. These revisions are analyzed by checking
the contribution of news carried by additional data. Most of the nowcasting papers are interested in
quarterly variables, whereas Modugno (2013) and Proietti (2011) are focused on computing monthly
nowcasts of GDP.
In this study, the novel idea is to exploit the information contained in large firm-level datasets
to compute early estimates of economic activity. In particular, we compute nowcasts of the Finnish
monthly economic activity indicator, the Trend Indicator of Output (TIO), using a two-step procedure.
In the first step, we extract common factors from a large firm-level dataset of turnovers, whereas in
the second step we use these common factors as predictors in nowcasting regressions. The constructed
1This chapter is based on an article published in the International Journal of Forecasting (Fornaro, 2016)
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estimates of TIO are also subsequently used to compute early figures of Finnish quarterly GDP.
This paper presents points in common with both aforementioned literatures, but exhibits also
substantial differences. In particular, using the factor model by Stock and Watson (2002,a,b), we
exploit the information of large datasets to predict economic activity. However, we do not formulate
a state-space model as it is common in the nowcasting literature. Even though the datasets we use
contain jagged edges (missing values in the end of the sample due to different publication times) and
missing value problems as typically encountered in the nowcasting literature, we do not have to deal
with mixed frequency data because we focus only on monthly variables and we estimate quarterly
GDP directly from the TIO figures.
Another key distinction to the previous literature is that we effectively estimate the economic
activity of recent months, reducing the lag in the publication of TIO figures, without attempting
to compute current values of TIO, based on higher frequency (say weekly) data. Finally, and most
importantly, the interest is shifted from the use of public data releases to the use of data available
to the statistical agency, namely monthly turnovers data. Indeed, the use of such a disaggregated
dataset in nowcasting is the key contribution of this paper to the literature. Of course, this dataset
reflects only a (timely) part of the total information set available to Statistics Finland at time of
TIO publication. Factor models are optimal in this scenario, because they are able to summarize the
important information contained in the data, even though the latter may be incomplete.
In this study we concentrate on firm-level turnovers only. The reason is that we want to focus on
the information carried by highly disaggregated data to predict aggregate figures. This is the main
contribution of this paper: to the best of our knowledge, there are no previous papers using such a
disaggregated dataset to nowcast aggregate economic activity in the previous literature on nowcasting
and factor models. Instead different authors have concentrated on sectorial or regional level data (see
Banbura et al., 2011 and Martinsen et al., 2014). Matheson et al. (2010) and Mitchel et al. (2013) use
firm-level qualitative surveys to predict economic activity and manufacturing. We want to stress the
fact that we use what the literature calls ’hard’ data, not qualitative surveys. Alessi et al. (2013) apply
dynamic factor models to firm-level data, but their focus is different from ours. They are interested
in studying the dynamics of the business cycles and they have more of a descriptive approach. The
dataset they use is obtained from COMPUSTAT and the data are quarterly, while we use monthly
data. Finally, they focus their analysis on a single data vintage, while in our application we create a
series of datasets to replicate the accumulation of information faced by Statistics Finland.
Another, more subtle, novelty presented in this paper, is the use of the regularized Expectation
Maximization (EM) algorithm presented in Josse and Husson (2012b). This method corrects the usual
EM estimation of the factors by reducing the risk of overfitting by taking into account the presence of
many missing observations in the factor extraction and in the missing value imputation.
We find that the nowcasts based on the factors extracted from the turnover dataset perform better
than the autoregressive benchmark 2 for all the periods except for the estimates computed five days
2Nowcasting performance has also been tested against a random walk and the TRAMO-SEATS procedure proposed
by Gomez and Maravall (2001). The results are similar to the ones obtained against the autoregressive model benchmark
and are available upon request.
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after the end of the reference month. Moreover, the mean absolute percentage errors of the nowcasts
are not far from the average revision made by Statistics Finland. This is an encouraging result in light
of actual implementability of the method. Finally, we find that using the factor nowcasts of TIO in
the computation of quarterly GDP allows us to reduce the publication lag without loss of nowcasting
accuracy compared to the the current official flash GDP estimates published by Statistics Finland.
The remainder of the paper is structured as follows. In Section 2.2 we present the two-stage
statistical model employed to construct nowcasts of TIO. In Section 2.3 we describe the data and, in
particular, how we simulate the accumulation of data over time. The empirical results are presented in
Section 2.4. Finally, Section 2.5 concludes.
2.2 Model
In this study, the employed nowcasting model consists of two stages. In the first one, we extract
common factors from a large dataset of firm-level turnovers (Section 2.2.1). When the factors are
extracted, they are used in a nowcasting regression (Section 2.2.2) to construct nowcasts of the variable
of interest which in this study is the monthly year-on-year growth of Finnish economic activity.
2.2.1 Factor extraction
The factors are computed as in the factor model of Stock and Watson (2002b). There are multiple
reasons for this choice. The datasets that we use to compute the TIO estimates are very large. The
original dataset includes over 2000 firms. However, we drop many firms to achieve a balanced dataset
in the first sample period leaving us at the end 579 firms, which is still a large sample. Hence, we need
a model which can handle such a large cross section and which is computationally feasible to estimate.
While the model by Banbura and Modugno (2014) can also handle various data problems and it is
widely used in the nowcasting literature, it is computationally too demanding for this application. In
Stock and Watson (2002b), a large dataset follows a factor model with r latent factors included in
Ft. Defining now Xt as the dataset containing N time series of the growth rates (year-on-year) of
firm-level turnovers at time t, we can write their factor model as follows
Xt = ΛFt + et, (2.1)
where Λ is the matrix of factor loadings and et is the N × 1 vector of idiosyncratic components. The
idiosyncratic components are allowed to be both (weakly) serially and cross sectionally correlated,
making this model resembling the approximate factor model by Chamberlain and Rothschild (1983).
Given the novelty of our dataset in nowcasting application, we check for the correlation structure of
the idiosyncratic components in the Appendix A.3. The factors are estimated by principal components,
i.e. F̂t is given by the eigenvectors corresponding to the largest eigenvalues of the T × T matrix XX ′,
where X = [X ′1, . . . , X ′T ]′. This is a computationally handy procedure, because we do not have to deal
with very large matrices in the estimation, despite the very large cross section of firms.
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A common feature of the datasets used in nowcasting exercises, similar to this paper, is the presence
of jagged edges and missing values. The basic principal component estimation requires a balanced
dataset (i.e., all the time series should be of the same length and without missing values). We deal
with the missing values problem in two ways in this study. In the first method, we simply create a
balanced dataset by taking a subset of variables from the original data. In this way, we do not have to
perform missing value imputation, with the associated estimation errors and computational intensity,
but we have to give up a part of the original data, at least for the very early estimates. We refer this
methodology as a balanced method later on.
As an alternative procedure, we use the regularized iterative principal component analysis (PCA)
algorithm (see details in Josse and Husson, 2012b). This method is preferred to the simple EM iterative
PCA presented in Stock and Watson (2002a) because it is targeted for datasets with many missing
values, which is the case in the data to be analyzed in Sections 2.3 and 2.4. Moreover, the regularized
iterative PCA method performs better regarding the overfitting problem. This is due to the fact that
the regularized iterative principal component algorithm shrinks the weight of principal components in
the missing value imputation, for datasets with a large amount of missing values.
The simple EM-PCA algorithm consists of three steps. In the first step, we impute some initial
guess for the missing values. One possibility is to impute the mean of each variable whereas Stock and
Watson (2002a) suggest to use an initial balanced dataset to compute the first estimate of the factors.
In the second step, we use the estimated factors to impute the missing data following the equation
X̂tk = µˆk +
S∑
s=1
F̂tsΛ̂ks, (2.2)
where X̂tk is a missing value at time t for variable k, µˆk is its mean and S is the chosen number of
factors. In the last step, we estimate the factors from the dataset with the imputed values. We iterate
these three steps until we reach convergence (for a formal proof, see Dempster et al., 1977).
The basic intuition of this regularized PCA algorithm is that if there is a lot of noise in the data, or
equivalently the structure of the data is too weak (for example lots of missing values), the algorithm
weights less the principal component imputation (
∑S
s=1 F̂tsΛ̂ks in (2)) and it tends to impute the
simple mean of the variable (µk). If the noise in the data is small, then this algorithm reduces to the
simple EM algorithm of Stock and Watson (2002a). More formally, the regularized PCA algorithm
shrinks the principal component part of the imputation step getting
X̂tk = µˆk +
S∑
s=1
(
λˆs − σˆ2
λˆs
)
F̂tsΛ̂ks, (2.3)
where λˆs is the s singular value of matrix X and σ2 = 1K−S
∑K
s=S+1 λˆs, which can be interpreted as
the amount of noise in the data.
The trade-off between the balanced method and the iterative PCA method stands out in the fact
that in the balanced method we do not have to go through the missing values imputation process. This
is time consuming and, more importantly, may cause bad predictions of the missing values which could
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create problems for the factor extraction and thus unnecessary bias in the second stage (nowcasting)
of our model. On the other hand, the iterative PCA has an advantage that it provides an efficient way
to use all the firms included in the dataset.
2.2.2 Nowcasting model
In the second stage of our model, we use the estimated factors as predictors in the nowcasting model,
yt = βν F̂t|ν + t|ν , (2.4)
where yt measures monthly economic activity, with t being the reference month we are interested in,
t|ν is the nowcasting error and ν is the period in which we compute our nowcast (i.e. how many
days after the end of the reference period we compute the estimate). In our application, we estimate
equation (2.4) nine times for each period, that is at ν = {5, 10, 15, 20} up to ν = 45 days after the
end of the reference month (see details in Section 2.3). We do not compute factor estimates after
ν = 45 because by that time economic activity indicators are usually released. The mean squared error
minimizing nowcasts are constructed as yˆt|ν = βˆν F̂t|ν , where yˆt|ν denotes the predicted value at time ν
and the parameters βν are estimated by the Ordinary Least Squares (OLS).
One important issue in the estimation process stems from the factor selection, i.e. how many
factors should be included in Ft|ν . For the balanced method, the factor selection can be based on
information criteria, such as the Bayesian Information Criteria (BIC) or the factor-based regression
criteria suggested by Groen and Kapetanios (2013). As a robustness check, we also compute nowcasts
based on 10 factors and check the out-of-sample performance of the various models. The estimation of
the number of factors is even more a delicate matter when we deal with missing values replacement
(see Section 2.2.1). Josse and Husson (2012a) provides an algorithm that estimates the optimal number
of principal components for a given dataset presenting missing values.
2.3 Data description
The variable we are interested in this study is the year-on-year growth rate of the Trend Indicator of
Output (TIO), measuring Finnish economic activity on a monthly basis. The sample period starts
in January 1999 and ends in December 2012. In the out-of-sample nowcasting experiment in Section
2.4, we nowcast TIO starting from January 2006, giving us a total of 84 observations. To allow
the statistical agency to apply possible modifications to the indicator, we do not seasonally adjust
the original TIO series. However taking year-on-year growth rates should remove possible seasonal
components. We follow this strategy also for the firm turnovers and find no seasonal effects in that
case either. We examine this point in more detail in the Appendix A.1.
The TIO is currently released by Statistics Finland with two different time schedules depending on
the reference month. For the first two months of a given quarter, the TIO is released 65 days after the
end of the reference month. For the last month of a given quarter, it is published 45 days after the end
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of the reference period. 3 The TIO is revised after its first publication and these revisions reflect both
changes in the source of data and revisions due to benchmarking. The data sources are split between
the price development and value data which are aggregated to a 2-digit level. Primary sources of data
for private manufacturing are the preliminary turnover indices (which are accumulated quickly), while
for the public sector the main sources are preliminary wages and salaries.
In the Finnish system of national accounts, a flash estimate of the quarterly GDP growth is
published 45 days after the end of the reference quarter and it is based on the TIO. Below in Figure
2.1, we depict the time series of TIO (year-on-year percentage changes) during the period examined
in this study. The TIO is deflated using average prices of the year before, using the year 2000 as a
reference year. The turnover data, instead, are not price adjusted. This feature is handled well by
factor models, which are able to separate the main co-movements in the data and can be compared to
the presence of nominal variables in a large dataset such as the one used in Stock and Watson (2002a).
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Figure 2.1: Plots of the TIO year-on-year percentage changes during the sample period
Finnish economy expanded during the period from January 1999 up to December 2007, with a
mean of year-on-year growth of 3.6%. From the beginning of the recent recession in 2008, Finland has
faced a dramatic drop in output (a mean growth rate of -0.7%).
A major contribution in this study is to use firm-level data in factor estimation for nowcasting
purposes. Due to its timeliness, the firm-level turnover data appears to be an interesting alternative to
the previously considered datasets used in factor extraction (see, e.g, Giannone and Small, 2008). This
3A calendar of the future releases can be found at http://tilastokeskus.fi/til/ktkk/tjulk_en.html
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data is accummulated right after the end of the reference month and the date on which a firm sends
its data to Statistics Finland is well documented and collected in a dataset. Thanks to these reports,
we can closely replicate the real-time data environment.
In our nowcasting experiment, we simulate the data accumulation process by creating different
real-time datasets of year-on-year growth rates of turnover indices available at different periods. For
each month we create nine (i.e., nine different ν in (2.4)) different datasets corresponding to turnover
indices available at t|5, t|10 and so on. For example, when we estimate TIO in December 2009 at
ν = 20, we base our estimation on turnovers available by January 20th 2010 and we use only turnovers
of private firms as predictors in the dataset.
While it is true that some additional data could be useful, we want to extract and isolate as much
as possible the ability of this firm-level data to give very early signals of the TIO. Given the originality
of this dataset in our nowcasting application, it is useful to check for its predictive power in the most
straightforward way and adding more predictive variables would complicate the analysis. Moreover,
focusing on turnovers indices allows us to have a very precise replication of the data accumulation,
which becomes much more cumbersome when some additional data sources are also examined.
The original turnovers dataset contains more than 2000 firms, but many of these time series present
extremely high number of missing values. Because we want to compute nowcasts starting from the
beginning of 2006 and start the estimation period as early as possible, we exclude several firms from
the dataset. We keep the firms that started reporting already in 1999 and reported at least up to the
end of 2005. This gives an initial balanced dataset for the estimation. The remaining dataset includes
579 firms for the initial sample period. Once we drop the firms which have missing values in the initial
sample period, the volume of turnovers of the remaining firms amounts to 45% of total turnovers of
the original dataset, increasing up to 64% at the end of 2005 and up to 77% of total turnovers at the
end of 2012. While the loss of information seems quite large at the beginning of the sample, the later
periods seem to contain a large fraction of the total turnovers of the original dataset.
In the Appendix A.2, we report additional information about the data accumulation process
including, e.g., the percentage of firms reporting by ν days after the end of the reference period on
average, and the plot of the cumulative eigenvalues for the turnovers dataset. These statistics are
useful to analyze how much the data accumulation affects our estimates and how much the information
contained in this large disaggregated datasets can be squeezed into few factors.
2.4 Empirical results
We compute nowcasts by following the methods described in Section 2.2. The initial in-sample period
goes from January 1999 to December 2005, whereas the nowcasting period starts from January 2006.
We re-estimate the model forward using an expanding window up to December 2012. We start analyzing
the empirical results by having a look at the plots of the nowcasts against the original series. While
this is an informal method to analyze the results, visualizing nowcasts gives already important insights
on their performance.
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In Figure 2.2, we show the nowcast for the TIO for the model using the factors selected by the
BIC. In this section, we only report the nowcasts obtained by using the BIC criterion. The criterion of
Groen and Kapetanios (2009) led to similar results. We compare the prediction performance based on
the root mean square forecast error (RMSFE) using an AR(p) model as benchmark, where the lag
length p is selected based on the BIC. Moreover we compute mean absolute percentage error of the
predictions, to shed some light on the actual applicability of the method.
In Figure 2.2, we depict the nowcast performance with the balanced method and with the factors
selected with the BIC. We immediately see that at ν = 5, i.e. after 5 days from the end of the reference
period, the nowcasts are pretty inaccurate. Even though the nowcasts follow the overall trend of the
series, there are some large deviation as in the end of 2009 and 2011. Remember that in the case of
ν = 5, the nowcasts are based on a very small set of firms turnover. Already with ν = 10 and ν = 15,
we have a fairly large improvement: there seems to be much less implausible spikes and the nowcasts
seem to track much better the original series.
Another interesting feature is that there is no visible improvements by going over 20 days after the
end of the reference period. This indicates that the ν = 20 selection might be optimal in the factor
model (2.4) in terms of the tradeoff between timeliness and the accuracy of the nowcasts. This selection
is able to pick up the most interesting co-movements in the turnover dataset, and it also appears that
to increase the accuracy of the nowcast even more, we might need to augment the model with some
additional predictive variables. This intuition gained from the plots is confirmed in Table 1, where the
root mean squared forecast errors (defined in equation (2.5)) do not change substantially after ν = 25.
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Figure 2.2: Nowcasts computed with the balanced method at t|ν
Next, in Figure 2.3, we depict the plots of the nowcasts based on the factors extracted using the
regularized EM algorithm. As above, the factors used in the nowcasting regression are selected using
the BIC criterion. In this way, we perform missing value imputation, with the relative prediction error,
but we can use larger datasets even at earlier times.
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(d) ν = 20
2006 2007 2008 2009 2010 2011 2012 2013
−
0.
15
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
Year
TI
O
/N
ow
ca
st
s
TIO
Nowcasts + 25
(e) ν = 25
2006 2007 2008 2009 2010 2011 2012 2013
−
0.
15
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
Year
TI
O
/N
ow
ca
st
s
TIO
Nowcasts + 30
(f) ν = 30
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Figure 2.3: Nowcasts computed with the EM method at t|ν
We immediately see that there is a substantial smoothing in the nowcasts computed at t|5, even
though, similarly as in Figure 2.2, they remain inaccurate. Looking at the root mean squared errors
results, we see that for these very early estimates the balanced method provide a better alternative,
even though for ν = 5 neither methods is able to beat the benchmark AR model. Overall, nowcasts
based on the regularized iterative PCA seem to perform well, being able to predict also at the very
end of the sample, which is something that the balanced method seems to have difficulties with.
Even though plots can give a general impression how well the methods perform, we still need to use
some numerical evaluation criteria to judge the out-of-sample performance of the models at hand. We
use two different measures: the root mean square forecasts error, and the percentage absolute error.
The first one is defined as
RMSFE =
√√√√ 1
T
T∑
t=1
(yt − yˆt|ν)2. (2.5)
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In the subsequent tables, we report the relative RMSFEs which are computed relative to the
RMSFE of the benchmark model. Thus, a value below 1 indicates that the our nowcasting model
gives better nowcasts compared with the benchmark models. The other measure, the mean absolute
percentage error given by
MAPE = 1
T
T∑
t=1
| (yt − yˆt|ν)
yt
|
indicates how far are our estimates on average from the true value, giving a good indication of the
method performance in the light of a practical implementation. Moreover, we rely on the Diebold and
Mariano (1995) test when comparing the predictive accuracy of two non-nested nowcasting models.
Throughout this analysis we use the AR(p) model as benchmark model.
In Table 2.1, we report the relative RMSFE for the balanced (Bal.) and EM method (EM) using
10 factors and the BIC selected factors.
ν BIC Factor (Bal.) 10 Factor (Bal.) BIC Factor(EM) 10 Factor (EM)
5 1.05 1.06 1.15 1.17
10 0.65∗∗∗ 0.65∗∗∗ 0.73∗∗∗ 0.77∗∗∗
15 0.68∗∗∗ 0.65∗∗∗ 0.65∗∗∗ 0.66∗∗∗
20 0.59∗∗∗ 0.60∗∗∗ 0.55∗∗∗ 0.57∗∗∗
25 0.55∗∗∗ 0.59∗∗∗ 0.54∗∗∗ 0.57∗∗∗
30 0.57∗∗∗ 0.58∗∗∗ 0.54∗∗∗ 0.56∗∗∗
35 0.57∗∗∗ 0.58∗∗∗ 0.54∗∗∗ 0.56∗∗∗
40 0.60∗∗∗ 0.58∗∗∗ 0.54∗∗∗ 0.56∗∗∗
45 0.58∗∗∗ 0.57∗∗∗ 0.54∗∗∗ 0.56∗∗∗
Table 2.1: Relative RMSFE for nowcasts of TIO in percentage changes where the AR model is used
as a benchmark . In the table, ∗,∗∗ ,∗∗∗ indicate rejection of equal predictive ability at 10, 5 and 1 %
statistical significance levels, respectively.
Based on Table 2.1, it seems that the methods proposed here are able to beat the benchmark
AR(p) model for the most of periods ν. The relative RMSFEs are consistently below unity. Only the
nowcasts performed 5 days (ν = 5) after the end of the reference period are worse than the benchmark.
The nowcasts based on the EM algorithm perform better at t|5 but those seem to offer a moderate
advantage over the balanced method. Another interesting aspect is that the predictive performance
does not improve much after ν = 20. For our nowcasting application, the principal components
are able to estimate the important underlying factors just by using a subset of the firms, without
needing the complete dataset. This overall superior predicting performance is also confirmed by the
Diebold-Mariano (1995) test.
It is also important to have an idea of how much our predictions deviate from the actual (revised)
values of TIO, to evaluate how well the models perform in practice. Table 2.2 report the mean absolute
percentage errors for the TIO year-on-year percentage changes.
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ν BIC Factor (Bal.) 10 Factor (Bal.) BIC Factor( EM) 10 Factor (EM)
5 0.024 0.025 0.026 0.026
10 0.015 0.015 0.017 0.017
15 0.016 0.015 0.015 0.015
20 0.014 0.014 0.013 0.014
25 0.013 0.015 0.013 0.014
30 0.013 0.014 0.013 0.014
35 0.013 0.014 0.013 0.014
40 0.014 0.014 0.013 0.014
45 0.014 0.014 0.013 0.014
Table 2.2: Mean absolute percentage error for nowcast of TIO in year-on-year percentage changes
It turns out that the balanced method-based predictions performs better at ν = 5, while the
EM-based nowcasts are slightly better later on. Also, the more parsimonious models seem to create
worse estimates than the models with more factors included in the nowcasting model (2.4).
Overall in Table 2.2, looking at the EM-based nowcasts, the usual percentage deviation from the
actual revised TIO value is 1.3%. The usual revision done by Statistics Finland is around 0.9%, so our
estimates do somewhat worse than the ones made by Statistic Finland (we get around 44% loss in
accuracy). This is expected because the Statistics Finland revisions are based on the actual figures,
which have substantial publication lags and are based on a much wider dataset. However, the nowcast
errors do not differ dramatically from the revision of the initial estimates computed by Statistics
Finland, so taking into account the reduction in the publication lag, our method provides an attractive
alternative to the method currently used. Ultimately the question stands in how much the statistical
agency values smaller revisions against having a more timely indicator. As we will see, the higher
deviations from the revised values of TIO are not reflected in the figures of quarterly GDP.
So far we have focused on the nowcasts of monthly TIO, but a very interesting application of
this methodology lies in the prediction of quarterly GDP. In particular, we can use the constructed
nowcasts of TIO to compute early estimates of GDP with shorter publication lags than the current
GDP flash estimate published by Statistics Finland around 45 days after the end of the reference
quarter. With the method presented in this paper, we can shorten the publication lag considerably.
One possibility is to estimate the quarterly GDP using the classical TIO measurement for the first two
months of a given quarter and use the factor-based nowcast for the last month. For example, we can
use the nowcast obtained at ν = 25.
In Table 2.3, we report the mean absolute percentage errors (relative to the revised GDP figure)
obtained by predicting quarterly GDP year-on-year changes using this method. The employed factor
model is based on the EM method and we report results based on t|25 estimates. The number of
factors is selected with the BIC.
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ν 2006-2012 2008-2012 2010-2012 2012
t|25 Factor Estimates 0.0059 0.011 0.009 0.004
t|45 Flash Estimates 0.0054 0.008 0.007 0.006
Table 2.3: Mean absolute percentage error for the obtained nowcast and flash estimates of quarterly
GDP (year-on-year percentage changes) at different sample periods
The results presented in Table 2.3 are very encouraging. It seems that we can shorten the publication
lag considerably without a major increase in the revision error. In particular, in the six years between
2006 and 2012 the nowcasting error is essentially equal between the factor model and the current flash
estimates, while the factor method manages to beat the current estimates for the year 2012. Based on
these results, we can conclude that nowcasts based on the proposed factor model provide a competitive
method to nowcast GDP growth.
2.5 Conclusions
In this study, we use a large dataset of Finnish firm-level turnovers to compute factors which are in
turn included in a predictive regression to nowcast monthly economic activity. We compute the factors
using two methods. In the first method, we simply eliminate the firms which are presenting jagged
edges or missing values making the turnover dataset balanced and use a simple principal component
estimator to extract the factors. We call this routine as a balanced method. In the another method, we
perform missing value imputation using the factor model and the regularized EM algorithm proposed
by Josse and Husson (2012b). This method allows us to use all the firms in the dataset but it is also
computationally more intensive than the balanced method.
We find that these two methods beat the benchmark nowcasts based on the AR model for all
estimation periods except for very early periods close the end of the month we want to nowcast. We also
find that the EM method does provide better nowcasts compared with the balanced method but the
improvement is not very large. Finally, we find that the factor-based nowcasts provide a competitive
alternative to the current flash estimates of quarterly GDP year-on-year growth. In particular, we see
that the nowcasts computed with this method allow a substantially shorter publication lag (in our
case 20 days reduction in the publication). Overall, the main finding is that the factors extracted from
a large micro dataset are useful when predicting economic activity.
There are several possible extensions to this paper. The most obvious one is to expand the initial
cross-section of variables used in the factor extraction. Together with the firm-level turnovers, we could
also include macroeconomic and financial variables in our nowcasting model. Moreover, we might use
the factors and the TIO estimates obtained in this exercise in a wider nowcasting application. Very
early nowcast can be based on surveys and financial variables, but as time goes on, we can add the
TIO estimates as indicators in the nowcasting equations. Also the used nowcasting regression can be
extended, for example, by adding the lags of the dependent variable or the constructed factors. We
could also use models which take factor dynamics into account in the factor estimation (see e.g., Doz
25
et al., 2011).
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Appendix
A.1 Data properties
In a factor model, like in Stock and Watson (2002a), the presence of possible seasonalities would lead
the factors to carry some uninteresting information when constructing nowcasts. Despite this, we do
not run seasonal adjustment on our data. This is due to the desire to provide for the statistical agency
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timely indicator which can be subsequently modified for different needs. Furthermore we take care of
possible seasonal effects by computing year-on-year growth rates.
Due to the importance of non-seasonality of the data, we check these properties for the employed
TIO series and turnovers (after taking growth rates). We check for the presence of seasonal effects by
regressing firms turnovers and the TIO onto a constant and a set of seasonal dummies. We subsequently
check the p-values of the test statistics. For the large turnover dataset, we check how many times the
p-values are lower than 10% and 5% significance level. We find that only twice the p-value associated
to the F-statistic is less than 5% and three times less than 10%. Based on this, it seems that seasonal
effects are not important in our turnover dataset. When we examine the TIO series, the value of the
F-statistic is 0.08 with associated p-value approximately equal to 1.00. Finally, we run a similar check
on 30 factors extracted from the turnovers dataset going from January 1999 up to December 2012 and
we find that none of the p-values associated to the F-statistic is less than 0.1. Thus, it seems that
taking year-on-year growth rates is indeed sufficient to eliminate seasonality in our data.
A.2 Data accumulation
One of the nice features of the data used is in this study lays in the possibility of tracking the data
accumulation faced by the official statistical agencies such as Statics Finland. It is interesting how
the data accumulation evolves over time, reflecting the dynamics of the information available to
the data producer. Below in Table 2.4, we report the average number and the percentage of firms
sending their turnovers data to Statistics Finland at different time points after the end of a give period
(denoted by ν). Notice that the percentage is calculated with respect to the number of firms which
have reported by ν = 45. This decision causes the average number of firms reporting by ν = 45 to be
less than the total number of firms present in the dataset (579), even though we get the percentage
of firms reporting by ν = 45 to be 100%. Many firms send their data even after 45 days from the
end of the reference month. We also include the percentage of total turnovers reported by a given
date, to check whether there is some relation between the size of firms and the timeliness of their reports.
ν 5 10 15 20 25 30 35 40 45
Number of Firms Reporting 35 125 262 389 432 454 460 465 468
Percentage of Firms Reporting 0.07 0.26 0.56 0.83 0.91 0.96 0.97 0.98 1.00
Percentage of Turnovers Reported 0.07 0.25 0.57 0.84 0.92 0.97 0.97 0.98 1.00
Table 2.4: Accumulation of turnovers data by ν days after the end of the reference month
The accumulation of the data seems to become very slow after ν = 20 or ν = 25 days after the
end of the reference month. This is also reflected by the fact that the nowcasting performance does
not improve much after ν = 20 (see Section 2.4). Moreover the percentage of firms reporting and the
percentage of turnovers accumulated are very close to each other. This indicates that there is no a
specific pattern in which kind of firms send their turnovers first. If the largest firms would send their
turnovers first, then we would find that the turnover accumulation would be faster than the percentage
of firms reporting.
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A.3 Factors properties
Given the novelty of our dataset, it is interesting to see if some basic assumption of the factor model
described in Section 2.2.1 are met. In particular, we want to check if the idiosyncratic components
do not present strong serial and cross-sectional correlations. In Table 2.5, we report average absolute
first-order autocorrelations and cross-correlation for the whole sample of firms. Moreover, we divide the
firms sample by size (calculated as time average of the ratio of a firm turnover against total turnovers)
and compute the correlations for the bottom 10 percentile and the top 10 percentile.
Firms Whole Sample Top 10% Bottom 10%
Autocorrelation 0.11 0.10 0.11
Cross-correlation 0.002 0.02 0.01
Table 2.5: Average autocorrelation and cross-sectional correlation of the idiosyncratic components for
different firms
From Table 2.5, we see that the idiosyncratic errors do not present large serial correlations.
Furthermore, according to the Monte Carlo experiment presented by Stock and Watson (2002b), factor
estimation with principal components is effective even with moderately autocorrelated errors, where
in their study the authors use as an example higher correlations than the ones reported in Table
2.5. Therefore, it seems that our principal component estimation with our dataset does not generate
problems in terms of error dependencies.
Another interesting question related to this highly disaggregated dataset is how much information
can be squeezed into constructed factors. To shed some light on this matter, we report below the plot
of cumulative eigenvalues for the turnovers dataset in December 2012 of firms reporting by January
31st, so the last, and most extensive vintage available.
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Figure 2.4: Cumulative eigenvalues plot
This plot gives us a rough idea of how much variance in the turnover dataset is explained by the
common factors. It seems that after hitting 80% of explained variance (see also Table 2.6) around 20
factors, the cumulative eigenvalue curve becomes rather flat. This suggest that we cannot rely only on
very few factors in our nowcasting model. However, we find that a rich model, with more than 20 fac-
tors in the nowcasting model (2.4),s performs well, so it seems that we do not encounter overfitting issues.
Number of Factors 1 2 3 4 5 6 7 8 9 10
0.37 0.47 0.55 0.61 0.65 0.68 0.70 0.72 0.74 0.75
Number of Factors 11 12 13 14 15 16 17 18 19 20
0.77 0.78 0.79 0.79 0.80 0.81 0.82 0.82 0.83 0.84
Table 2.6: Variance of the firm-level dataset explained by common factors
A.4 Additional results
We report in Table 2.7 and 2.8 the RMSFE of our nowcasts for year-on-year growth of TIO against a
random walk (RW) and against the TRAMO-SEATS automatic procedure as in Gomez and Maravall
(2001)
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ν BIC Factor (Bal.) 10 Factor (Bal.) BIC Factor(EM) 10 Factor (EM)
5 0.89 0.90 0.98 0.99
10 0.55∗∗∗ 0.55∗∗∗ 0.62∗∗∗ 0.65∗∗∗
15 0.58∗∗∗ 0.55∗∗∗ 0.55∗∗∗ 0.56∗∗∗
20 0.50∗∗∗ 0.51∗∗∗ 0.46∗∗∗ 0.48∗∗∗
25 0.47∗∗∗ 0.50∗∗∗ 0.46∗∗∗ 0.48∗∗∗
30 0.48∗∗∗ 0.49∗∗∗ 0.46∗∗∗ 0.48∗∗∗
35 0.49∗∗∗ 0.49∗∗∗ 0.46∗∗∗ 0.47∗∗∗
40 0.50∗∗∗ 0.49∗∗∗ 0.46∗∗∗ 0.47∗∗∗
45 0.49∗∗∗ 0.49∗∗∗ 0.46∗∗∗ 0.47∗∗∗
Table 2.7: Relative (RW) RMSFE for nowcast of TIO in percentage changes . In the table ∗,∗∗ ,∗∗∗
indicate rejection of equality of predictive ability at 10, 5 and 1 % statistical significance level
respectively.
ν BIC Factor (Bal.) 10 Factor (Bal.) BIC Factor(EM) 10 Factor (EM)
5 0.91 0.92 0.99 1.01
10 0.56∗∗∗ 0.56∗∗∗ 0.63∗∗∗ 0.66∗∗∗
15 0.59∗∗∗ 0.56∗∗∗ 0.56∗∗∗ 0.57∗∗∗
20 0.51∗∗∗ 0.52∗∗∗ 0.47∗∗∗ 0.49∗∗∗
25 0.48∗∗∗ 0.51∗∗∗ 0.47∗∗∗ 0.49∗∗∗
30 0.49∗∗∗ 0.50∗∗∗ 0.47∗∗∗ 0.48∗∗∗
35 0.49∗∗∗ 0.50∗∗∗ 0.47∗∗∗ 0.48∗∗∗
40 0.51∗∗∗ 0.50∗∗∗ 0.47∗∗∗ 0.48∗∗∗
45 0.50∗∗∗ 0.49∗∗∗ 0.47∗∗∗ 0.48∗∗∗
Table 2.8: Relative (ARIMA model with TRAMO-SEATS automatic procedure) RMSFE for nowcast
of TIO in percentage changes . In the table ∗,∗∗ ,∗∗∗ indicate rejection of equality of predictive ability
at 10, 5 and 1 % statistical significance level respectively.
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Chapter 3
Small Versus Large Firms
Employment Patterns in Finland:
A Comparison1
3.1 Introduction
The comparison between large and small firms’ employment behavior has been the focus of multiple
strands of empirical and theoretical research. Questions about the growth of businesses of different
size have been raised since Gibrat (1931). The author proposed both a theoretical framework and
a set of empirical findings pointing toward the so-called Law of Proportional Effect. The main idea
underlying Gibrat’s law is that the growth of a firm is proportional to its size, implying that large
and small enterprises should experience similar relative changes in size. This finding has been rejected
by subsequent empirical research, which has indicated that small firms tend to have larger growth
rates, in terms of number of employees. Sutton (1997) provides an excellent review of the theoretical
and empirical discussion around Gibrat’s work, and a more recent survey on the empirical literature
related to the Gibrat’s Law can be found in Santarelli et al. (2006). More recent papers include Lotti
et al. (2009), and Calvo (2006), among others, and Hohti (2000) for the Finnish economy.
A related empirical literature has been interested in determining which type of firm is driving
the (net) job creation of an economy. Since Birch (1981), there has been a lot of discussion around
the fact that small firms are the main force underlying employment growth. This view has been the
center of political debate, where public support to small businesses has been advocated in the light of
their large growth enhancing capabilities. However, the original insights by Birch have been contested
in multiple empirical works, which have pointed out possible statistical fallacies. Examples of this
literature are Davis et al. (1996), Neumark et al. (2011) and Haltiwanger et al. (2013). In these papers
it has been found that, after adjusting for possible biases, small firms do not create more net jobs
1This chapter is based on the omonimous article jointly written with Henri Luomaranta.
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compared to large ones, or at least not in such a dramatic fashion as found in Birch’s seminal work.
For the Finnish economy, Ilmakunnas and Maliranta (2003), and more recently Wit and Kok (2014)
and Anyadike-Danes et al. (2014) examine the relation between firm sizes and net job flows.
Another empirical work that concerns the comparison between the job creation stemmed from
large and small firms is Moscarini and Postel-Vinay (2012). In this paper, the authors show that big
employers’ average growth rate presents a larger negative correlation with aggregate unemployment,
compared to the one of small companies. In particular, they find that the differential between
employment growth in large and small firms (in deviations from trend) has a large negative correlation
with the unemployment rate (also in deviations from trend). In other words, large firms seem to be
more procyclical compared to small ones. They find that this regularity holds for all sectors of the US
economy and for multiple countries.
In this paper, we address these different empirical literatures to study the disparities between Finnish
small and large firms with respect to employment behavior. Using firm-level monthly data spanning
from January 1998 to September 2014, we investigate three empirical questions. Are Finnish small
companies growing more (relative to their size) than large firms? Are small enterprises accountable
for higher net job creation rates? Finally, are small firms less procyclical than big ones as found
in Moscarini and Postel-Vinay (2012)? We find that small businesses have experienced, on average,
higher growth rates compared to large ones, leading us to reject the Gibrat’s law for Finland. However,
this result is dependent on the way we define an enterprise as small or large. We also observe that
companies with fewer workers have been the leading force of employment creation in Finland, both
for long-lasting enterprises and for data including entries and exits. Finally, we confirm the results of
Moscarini and Postel-Vinay, finding that large firms are more responsive to aggregate business cycle
conditions than small ones. This holds true for both average growth rates, common factors estimated
with principal components and even idiosyncratic shocks. Interestingly, this correlation seems to be
generated mainly during economic contractions.
The datasets we employ are optimal to explore these issues. Not only we consider the great majority
of Finnish firms, covering multiple sectors of the economy, but the fact that we have monthly data is
allowing us to use statistical models which require a large time dimension (such as the factor analysis
of Stock and Watson, 2002, employed in Section 3.4.3). In the studies reported above, the data is
usually available at annual or quarterly frequency. In addition various papers, e.g. Hohti (2000), have
relied only on one sector of the economy, such as the manufacturing sector.
The contribution of this research is not limited only to the data source employed and to the effort
of combining different empirical questions, derived from different literatures, in a cohesive analysis. To
explore the issues raised in Moscarini and Postel-Vinay (2012), we adopt the factor model of Stock
and Watson (2002) to examine how the common components and the idiosyncratic shocks of firms of
different size class relate to the business cycle.
The rest of the paper is organized as follows. In Section 3.2, we discuss the methodology used to
examine the aforementioned questions. In Section 3.3, we describe the data and in Section 3.4 we
report the empirical results. Section 3.5 concludes.
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3.2 Methodology
The empirical questions studied in papers such as Birch (1981) and Sutton (1997) have proven to be
very sensitive to the choice of the sample and to the methodology employed. For example, in Birch
(1981) the size class of a given firm is determined by the base year of the interval on which the growth
rate is calculated. As pointed out in Davis et al. (1996), this classification method, however, can create
a serious overestimation of the growth rate of small firms, due to the regression to the mean bias. In
particular, enterprises can be classified as small based only on a temporary shock which is reverted
as time goes on. To solve this issue they propose a dynamic classification method which defines a
firm as small or large depending on the average size between the periods in which the growth rate is
computed. However, as argued by Moscarini and Postel-Vinay (2012), allowing companies to change
size class over time might create a reclassification bias. If firms can change type during their lifespan,
then in expansions we would see large businesses as the main drivers of employment growth, while
during recessions many firms would become small and we would wrongly impute low job creation to
employers in that class.
In this paper, we take care of these two issues by not allowing enterprises to change size type over
the course of their existence and by using two classification methods. We define business units as
small or large based on their initial observation, but we also use the average number of employees
over their lifespan (the average size measure of Davis et al., 1996). We compare the results obtained
using different classification methodologies for robustness. Moreover, we compute the growth rates of
individual firms following:
git =
Lit − Lit−12
(1/2Lit + 1/2Lit−12)
(3.1)
where Lit is the number of employees in firm i at time t. Formula (1) has been shown to reduce
the regression to the mean bias and has been adopted in the previous studies such as Moscarini and
Postel-Vinay (2012). Notice that we are working with year-on-year growth rates to control for mergers
and split-offs, as required by the methodology of Statistics Finland (we discuss this in more detail in
Section 3). Year-on-year growth rates have also the benefit of reducing the seasonal effects in a time
series. Using statistical seasonal adjustment methodologies (such as TRAMO-SEATS, see Maravall,
2006) on our panel of firms would be computationally intensive, given the number of enterprises in
our dataset, while year-on-year growth rates provide a simpler procedure to get rid of uninteresting
seasonal variations.
The last issue we need to take care of is the effect of entry and exit. While it is interesting, in terms
of policy design, to analyze firms that have been active in a fairly long period, discarding entry and exit
would lead to potentially wrong conclusions. We can expect that newly created firms belong usually to
the small class size. Hence, removing them would underestimate the contribution of small enterprises
in job creation. Moreover, firm dynamics might have a very strong effect on the cyclical patterns of
job creation. For these reasons, we carry out our analyses both on a dataset with only continuous
firms and one including companies entering and leaving the market. However, the factor analysis is
only conducted on continuous firms. It is possible to impute missing values using methodologies such
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as in Doz et al. (2012) but it would be computationally burdensome. Moreover, it is not entirely clear
how sensible it is to impute values for periods before the start of a firm or after it ceased to exist.
While the Gibrat’s hypothesis is tested by examining the individual firm’s growth rates (their
cross-sectional average), to understand which type of employer has been driving the net job creation,
we need to look at the total employment generated by a given size class, as it is done in, e.g., Neumark
et al. (2011). Also in this case, we analyze both a dataset with entry and exit and one with only
long-lasting enterprises. While the creation of jobs due to new firms is interesting in terms of supporting
new entrepreneurs, examining the employment flows stemmed from stable firms is also crucial to
indicate optimal policies. In this analysis, we use the more common growth rate formula:
gt =
Lt − Lt−12
Lt−12
(3.2)
where Lt indicates the sum of employees for a given size class at time t.
To study the issues discussed in Moscarini and Postel-Vinay (2012), we use (3.1) to compute
firm-level growth rates and subsequently we take the cross-sectional average for each month. The
final series is given by 1N
∑N
i=1 git, where N is the number of firms in a size class at time t. We then
extract the cyclical component from gt,big − gt,small using the Hodrick-Prescott filter with high λ
values. We examine the correlation of this variable, denoted as ĝt, with the cyclical component of
the unemployment rate, again extracted with the HP filter. Even though the correlation between the
unemployment rate and the differential average growth rate of firms in different class sizes and sectors
is interesting, we also analyze the correlation between the deviations from the trend of the aggregate
unemployment rate and the common components extracted from the firm-level data. Similarly to the
other empirical questions examined, we use both types of class-size definitions, but we limit the factor
analysis to firms that are always present in the sample.
Assume we have N firms and T time periods in our dataset. We then model the firm-level growth
rates of employees’ numbers (denoted by the T ×N matrix G) using the static factor representation of
Stock and Watson (2002):
G = FΛ′ + , (3.3)
where F are the K common factors, Λ is the N ×K matrix of factor loadings, and  is the T ×N
matrix of idiosyncratic components. The firm-level shocks are allowed to be cross-sectionally and
serially (weakly) correlated. We estimate the common factors by using principal components, i.e. the
factors are given by the scaled eigenvectors associated to the largest eigenvalues of matrix GG′.
This representation allows us to study also the idiosyncratic shocks hitting different types of firms
and how they relate to the aggregate unemployment rate. In a way, we verify the presence of a
granular effect in the Finnish economy, see Gabaix (2011), by checking if the idiosyncratic shocks
associated to large firms are comoving with the aggregate unemployment. To analyze the correlations
between the common shocks underlying different type of firms’ employment behavior, we calculate the
common component C = ΛF for small and large firms and apply a similar procedure as in the case
of the average growth rate of personnel. Finally, we examine the correlation between the differential
35
average idiosyncratic shock of large and small firms, and the detrended unemployment rate. A negative
correlation would point out to a possible granularity in the Finnish economy, even though we cannot
establish a clear causal link between the individual shocks and the aggregate economic conditions
without analyzing the actual origins of the firm-level idiosyncrasies.
3.3 Data description
The data for our analysis is extracted at the premises of Statistics Finland, the Finnish National
Statistics agency. We are able to access the entire universe of Finnish firms for monthly employment
figures. This administrative data is based on the monthly value added tax and employment contributions
made by each firm to the tax authority. Based on these data sources, the statistical office estimates the
full-time equivalent (FTE) personnel figures for each enterprise that has paid out salaries or dividends
in the near past. FTE is a unit that indicates the workload of an employed person in a way that
makes workloads comparable. For example two persons working half time will equal one FTE, and
similarly one person working extra hours will contribute more than one FTE. The Standard Industrial
Classification (TOL) 2 classification for each firm is available from the Business Register which we
combine with the monthly business data. The main part of our analysis is based on the monthly
observations of FTE in each firm, for the time period covering all the months from January 1998 to
September 2014. In this paper we also analyze the continuing firms in a separate sample that ends on
December 2013.
The main variables of our study are the year-on-year growth rates of the firm-level employment.
This type of data has been challenging to analyze because of the difficulty of controlling for mergers
and split-offs. In our case, this problem is mitigated by the employed methodology of Statistics Finland.
They obtain information on the relations between legal units from the tax authority, and deduce
whether any firm is part of a merger or split-off. If this is the case, they correct the resulting bias
in the year-on-year growth rates. In our data, the enterprises that disappear as a result of a merger
are not considered as exits, but rather their employees become part of the continuing firm. This is
achieved by estimating the employment in continuing companies one year ago as if the merged firms
were already operating as one unit. Details of this procedure are presented in the Appendix A.
Our data includes all the firms that can be classified as small, medium, or big based on their
personnel3. We classify business units into three size classes, following the definitions of Statistics
Finland: over 250 employees (big), 50-250 employees (medium), and 0-49 employees (small). The TOL
classification is available for each firm, so we further divide the companies into different industries.
Five industries are analyzed separately; manufacturing, trade and services, construction, finance and
the public sector. In Tables 3.1 and 3.2, we report the number of firms for each size class in each
industry. We use both the initial observation and the average number of employees to determine the
size class of an enterprise.
2The 5 digit statistical classification system for economic activities used in the European statistical system
3Firms that have paid out salaries or dividends in the near past, so that it is possible to estimate the number of
employees by the methodology of Statistics Finland
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Size Small Medium Big
Manufacturing 31564 759 235
Services 153568 884 222
Public 14287 422 411
Construction 31387 122 22
Financial 2071 54 17
TOTAL 232878 2240 908
Table 3.1: Average number of firms for each size class within industry, class defined by initial observation
Size Small Medium Big
Manufacturing 31468 874 224
Services 153144 1247 294
Public 14199 514 413
Construction 31323 176 32
Financial 2034 77 33
TOTAL 232168 2887 996
Table 3.2: Average number of firms for each size class wsithin industry, size determined using the
average number of employees
From Tables 3.1 and 3.2, we see that small firms are by far the most numerous in all industries of
the Finnish economy. Moreover, the type of size classification does shift the number of firms towards
higher size classes, but this effect is not very pronounced. It seems that most small businesses, defined
by their initial number of employees, stay small for the rest of their existence.
It is interesting to examine the behavior of different types of firms conditional on survival. For this
reason, we also analyze a dataset which excludes entry and exit. For these companies, we limit our
analysis up to December 2013. Small firms have a tendency of reporting their data late in the year,
which would lead us to consider many small firms as exiting during 2014. Using the end of 2013 as final
point of our analysis makes sure that we are not omitting any firm just because of slow data reporting.
This issue is milder in the case of entry and exit, where continuing businesses are just a small part of
the dataset. Moreover, given their small numbers, we merge the large and medium firms in the finance
sector. After applying this restriction onto our data, we are left with the sample described in Table 3.3
and 3.4.
Sector Small Medium Big
Manufacturing 12566 442 140
Services 53316 563 159
Public 4646 275 312
Construction 9783 67 13
Financial 522 45 45
TOTAL 80834 1392 668
Table 3.3: Average number of continuous firms for each size class within industry, size determined
using first observation
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Sector Small Medium Big
Manufacturing 12542 483 123
Services 53158 683 197
Public 4571 333 304
Construction 9749 97 17
Financial 503 64 64
TOTAL 80524 1660 705
Table 3.4: Average number of continuous firms for each size class within industry, size determined
using the average number of employees
As visible from the above tables, the number of companies included in the analysis is greatly
reduced, with the number of small enterprises especially affected by the exclusion of entry and exit.
However, this subset of firms is very interesting in terms of policy-making.
The factor models used in Section 3.4.3 require balanced datasets. This means that not only we
need continuing firms over the January 1998 to December 2013 period, but they also must not present
any missing values. It might happen that Statistics Finland has information about an enterprise
existing in the market at time t, without knowing the actual value of personnel. While this situation
is not problematic when we compute average growth rates or the total number of employees, it does
not allow the estimation of principal components. We report the number of firms included in this last
subset in Tables 3.5 and 3.6.
Sector Small Medium Big
Manufacturing 5858 370 91
Services 26541 451 114
Public 1804 255 277
Construction 3553 65 9
Fiancial 314 34 34
TOTAL 38070 1175 525
Table 3.5: Average number of continuous firms with no missing values for each size class within industry,
size determined using first observation
Sector Small Medium Big
Manufacturing 5843 403 73
Services 26426 549 131
Public 1763 301 272
Construction 3533 92 10
Finance 303 45 45
TOTAL 37868 1390 531
Table 3.6: Average number of continuous firms with no missing values for each size class within industry,
size determined using the average number of employees
As we can expect, removing series with missing values leads to a further reduction of the number
of companies in our dataset. However, except for the big firms in construction, we have a sufficiently
large cross-section to be confident in our factor estimates. In theory, it would be possible to impute
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the missing values using an EM-algorithm as in Stock and Watson (2002) but this procedures would
be computationally unfeasible when we have a very large number of companies in our dataset.
3.4 Empirical results
The Finnish job market has experienced dramatic changes in the last 15 years. In Figure 3.1, we
report the seasonal adjusted number of employees belonging to a given sector from January 1998 up
until September 2014. Notice that here we include entry and exit, meaning that the great majority of
Finnish firms is included.
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Figure 3.1: Total number of employees for each industry (upper panel) and their relative importance
(lower panel).
From these plots, it is clear that the manufacturing and the service industries have experienced
extremely different trends. While services have been steadily increasing since the end of 90’s, the
manufacturing industry has faced a constant decline in the number of employees. On the other hand,
the public sector had a fairly clear rise between the end of 90’s and the beginning of 2000’s, but it
seems to have been stabilized ever since. We need to remember that the public sector usually follows
fairly different employment patterns compared to private firms. These plots also show evidence for the
dramatic impact of the Great Recession, with job levels yet to recover completely from the plunge in
2008-2009.
From the bottom half of Figure 3.1, we see the relative importance of these industries in the Finnish
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economy. Since the beginning of the sample, manufacturing has been less important than the services
in terms of employment levels. Moreover, there has been a steady declined in the share of employment
due to the manufacturing industry. In January 1998, the manufacturing firms accounted for 70% of
the number of employees relative to the service industry, while in September 2014 this figure dropped
to around 40%. A fairly similar pattern can be found when we compare the manufacturing and the
public sector. The importance of services has grown also with respect to the public sector, even though
not in such a large magnitude as in the comparison with manufacturing.
Being interested in the relation between small and large firms employment patterns, we proceed
by looking at how the Finnish economy has changed with respect to which size class of enterprises
has been predominant. In Figure 3.2, we report the number of employees in small, big and medium
firms. Moreover we report the ratio between different size class to see their relative importance in the
economy.
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Figure 3.2: Total number of employees for each firm’s size class (defined using the first observation)
and their relative importance.
One of the most striking feature we can gather from these plots is the extremely divergent pattern
taken by small firms in comparison to big and medium enterprises. While both large and medium size
companies have faced a constant decay in the number of employees, small firms have experienced a
steady growth (even tough it is clearly visible the effect of the Great Recession). Also, it is remarkable
to see how the job market in Finland has shifted from large to small firms. In the beginning of the
sample, the number of employees in small firms was only half of the workers in large firms. This
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relationship has dramatically changed over the time period in this study and since mid 2011, small
enterprises have been the major employer of the Finnish economy. Medium firms have been less
important in terms of workers throughout the whole time period of this study.
The plots reported in Figure 3.2 are based on the size classification which considers the firm size
at the beginning of the sample. As we pointed out, classifying businesses as small or large based on
their first observation can lead to an overestimation of the job creation generated from small firms.
For comparison, we report similar graphs as in Figure 3.2, this time with class size determined by the
average number of employees over the lifespan of the company.
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Figure 3.3: Total number of employees for each firm’s size class (defined using the average number of
employees) and their relative importance.
Using the alternative size classification leads to slightly different conclusions. While small and
medium firms maintain similar patterns compared to the previous figure, large companies’ employees
numbers do not show the same strong decay as in Figure 3.2. Moreover, when we consider the
comparison between small and big firms job contribution, we see that while small businesses have
become more important in the Finnish job market over the last 15 years, they do not surpass large ones
in terms of number of employees in the end of the sample, as in the case of initial size classification.
The three questions raised in the introduction are analyzed separately in the next three subsections.
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3.4.1 Who grows more?
First, we study the unweighted average of the growth rate of the number of employees for firms
belonging to different size-classes. In particular, we verify whether the Gibrat’s law holds for Finnish
firms in different industries, or if small companies tend to have higher growth rates as pointed out
in, e.g., Hohti (2000). The growth rates are computed using (3.1) and both initial and average size
classifications are used to define the type of firm. The results are reported in Table 3.7.
Average growth rate
Initial Observation Man. Tra. Pub. Con. Fin.
Small 0.22 1.68 2.68 2.86 2.62
Medium -3.11 -1.77 -0.11 -0.38 -1.71
Big -3.57 -0.59 -0.17 -0.46 -2.16
Average Size Man. Tra. Pub. Con. Fin.
Small 0.15 1.63 2.62 2.84 2.51
Medium -0.84 3.65 1.18 3.92 1.86
Big -1.67 1.96 0.57 0.61 -0.58
Table 3.7: Average growth rate (percentages) for small, big and medium firms in different industries.
From this table we see that the Gibrat’s law does not seem to hold in Finland for all the industries
under consideration. When we adopt the initial size classification methodology, small firms exhibit
larger growth rates with respect to both medium and big companies for all industries. While large
and medium firms in manufacturing have experienced, on average, a strong decline in the number
of employees, small businesses seem to have been fairly stable. For the trade, construction, public
and finance industries the result is similar, with small firms having a positive growth rate, on average,
against the negative growth rates of large and medium enterprises.
In the average size classification case, small firms in the manufacturing, construction, public and
financial industries show higher growth compared to larger companies. However, the same cannot be
said for the trade and services. Here, both medium and big firms present higher growth rates compared
to small ones. This can indicate that successful small firms in the service industry move to the medium
and big category as time goes on. In any case, the Gibrat’s law seems not to hold in Finland, given
widely differing average growth rates for different types of business units.
So far, we have examined growth rates for enterprise data including entry and exit. Most of the new
companies entering in the market are small and only later on they hire more employees and move to
other class sizes. Our class definition based on the average number of employees can milden this issue,
but it can still create a distorted picture of how small firms are growing. Moreover, for policymakers it
might be interesting to see the growth rates of small firms which are surviving over time, i.e. that are
creating a constant flow of jobs. Newcomers might have initially large growth rates, but might last for
only a short period of time. To investigate the Gibrat’s law for more stable firms, we use a dataset
including only businesses present during the whole sample period.
Below, we report the average growth rates for small, medium and large enterprises which have been
present throughout the sample. Results are for both size classification methodologies.
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Average growth rate
Initial Observation Man. Tra. Pub. Con. Fin.
Small 0.44 1.44 2.29 1.97 1.21
Medium -2.14 -0.81 0.57 0.33 -0.51
Big -4.19 -1.01 -0.06 0.53 -0.51
Average Size Man. Tra. Pub. Con. Fin.
Small 0.33 1.38 2.17 1.94 1.19
Medium -0.14 2.72 1.27 3.65 0.12
Big -1.08 2.20 0.48 3.88 0.12
Table 3.8: Average growth rate (percentages) for continuous small, big and medium firms in different
industries without entry and exit.
Table 3.8 indicates again that we cannot point out a unique relationship between firm size and
growth. When we base our size class definition on the first observation of a firm, we get that small firms
grow faster than large and medium enterprises for all the industries of the economy. Using the average
number of employees to define a firm as small or large gives us remarkably different results. The
fact that we get similar results as in Table 3.7 indicates that entrant firms do not play an important
role in terms of the Gibrat’s Law in Finland, while the size-classification criterion does. While small
enterprises (conditional on surviving over the whole sample period) grow more in the manufacturing
and other industries, the reverse is true for services and construction. It is important to notice that
the service industry is by far the most important in the Finnish economy.
Looking at the results reported in this subsection, we can draw few conclusions. First of all,
the Gibrat’s Law does not seem to hold in Finland for all industries and types of firms analyzed.
Furthermore, the different growth rates are not caused by the temporary growth of young small firms,
but even considering long lasting businesses does not change the conclusion that size affects the growth
rate of the firms. This is in contrast to what is found in Lotti et al. (2009), where it is argued that the
Gibrat’s Law holds in the long-run. If this is the case, we should see a convergence towards similar
growth rates when examining firms that survive during the period 1998-2014.
When analyzing the growth rates in terms of small versus large firms, we cannot find a single
pattern. Let’s consider first the case where entry and exit is allowed. If we look at firms defined as
small or big based on their first observation, which likely leads to an overestimation of successful
small firms, we see that enterprises starting with few employees experience higher growth rates in all
industries. However, if we use average size to determine the size class we get a different result. Now,
small firms have larger growth rates with respect to big ones for all industries, except for the service
and trade. Given that the service industry is by far the most important in the private job market (i.e.
excluding the public sector), this result must be kept in mind.
Even if we disregard entry and exit from our dataset, we find similar results with respect to the
growth-size relationship. If we base the size definition on the first observation in a firm’s life, the
conclusion we draw is that the small firms grow more, while when we use average size definition the
pattern is reverted for the trade an services industry. From a policymaker point of view, it is extremely
interesting to see that entrant firms are not the main driver of the size-growth relationship.
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3.4.2 Who creates more jobs?
After having investigated the growth rates of firms of different size, we now turn to examine which
type of enterprises has created more (net) jobs in different industries of the Finnish economy during
the period going from January 1998 to September 2014. As it is done in the previous subsection, we
report different results for different class size definitions and for datasets with and without entry and
exit. First, we plot the growth rates of total employment generated by small, medium and large firms
in the manufacturing and service industries.
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Figure 3.4: Growth rates of the total number of employees in different industries, size class defined
using the first observation.
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Figure 3.5: Growth rates of the total number of employees in different industries, size class defined by
the average number of employees.
One of the most striking features of Figure 3.4 and 3.5 is how the recent crisis has affected the
Finnish job market. Enterprises of all size class and industries have faced a severe decline in the
number of workers and growth rates fail to raise even nowadays. Moreover, it is interesting to notice
the striking similarity of the plots, regardless of the classification methodology adopted.
To get a clearer picture of which kind of firms has generated more net jobs within an industry, we
look at the average of the growth rate of total workers, calculated following the standard formula (3.2).
Again we consider both initial and average size classifications, to see how defining a firm to be small or
large affects our results. Following the findings of Davis et al. (1996) and Neumark et al. (2011) we
expect the growth rates to get closer when we use the average number of employees to determine the
class of an enterprise.
Average net job creation
Initial Observation Man. Tra. Pub. Con. Fin.
Small 4.64 7.89 9.58 10.31 3.01
Medium -1.09 1.63 0.70 2.07 1.12
Big -1.76 0.26 0.44 0.52 -1.80
Average Size Man. Tra. Pub. Con. Fin.
Small 4.51 7.90 9.71 10.59 7.52
Medium -0.71 2.95 1.08 4.41 2.50
Big -1.21 1.29 0.53 0.46 -1.28
Table 3.9: Average net job creation rate (percentages) for small, big and medium firms in different
industries.
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From Table 3.9, we see that small firms have created more net jobs, on average, compared to large
and medium enterprises. Surprisingly, how we define a firm to be small or large does not seem to affect
our results. Even after using the average size to select in which class a company falls, small employers
generate considerably more jobs than the others.
After having examined the data including entry and exit, we now turn to firms that survive over
our sample period. In this way, we try to disentangle the job creation due to new businesses (which
might not survive for long) and the one generated by growing existing firms. We report the results for
both classification methods.
Average net job creation
Initial Observation Man. Tra. Pub. Con. Fin.
Small 2.11 3.67 4.99 3.51 1.37
Medium 0.03 1.60 1.04 3.94 0.71
Big -2.89 -0.41 0.50 -0.12 0.71
Average Size Man. Tra. Pub. Con. Fin.
Small 0.96 2.34 2.83 2.99 1.36
Medium -0.30 2.17 0.90 3.91 0.65
Big -2.10 1.26 0.56 1.57 0.65
Table 3.10: Average net job creation rate (percentages) for small, big and medium continuous firms in
different industries without entry and exit.
Based on these results we see that small firms which have survived between 1998 and 2014 have
generated relatively more jobs compared to their large counterparts. This result holds true for all
industries and for both classification methodologies. However, using the average size as classification
criterion leads to smaller differential between the small and large firms (medium firms growth rates are
even more similar or even exceed the growth of the small counterparts). This is in line with what is
found in Neumark et al. (2011), where they show that the classification method can have a converging
effect onto the growth rates of small and big firms.
So, far we have studied the net job creation of small versus big firms, relative to the number of
workers employed in those class of companies using formula (3.2). Yet, it might be more meaningful to
examine the net job creation relative to the overall number of employees in the industry of interest. In
this way, we are able to compare straightforwardly the net job creation of small and large businesses.
This can be done by using
gt =
Lt,Size − Lt−12,Size
Lt−12,Total
(3.4)
for each sector of this study. Here, Total represent the sum of the number of employees inside a given
industry. In the next tables, we report the average growth rates attributable to each size class, using
(3.4). We do this using both initial and average number of employees classifications, and for both
datasets with and without entry and exit.
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Average net job creation
Initial Observation Man. Tra. Pub. Con. Fin.
Small 1.56 4.46 0.78 6.82 0.96
Medium -0.30 0.40 0.06 0.51 0.20
Big -0.75 0.12 0.37 0.10 -0.58
Average Size Man. Tra. Pub. Con. Fin.
Small 1.33 3.89 0.65 6.52 1.24
Medium -0.20 0.72 0.10 1.10 0.35
Big -0.55 0.44 0.44 0.09 -0.99
Table 3.11: Average net job creation rate (percentages) for small, big and medium firms in different
industries relative to total employees in the industry.
Average net job creation
Initial Observation Man. Tra. Pub. Con. Fin.
Small 0.57 1.72 0.20 2.22 0.26
Medium -0.04 0.36 0.07 0.96 0.25
Big -1.45 -0.13 0.38 -0.12 0.24
Average Size Man. Tra. Pub. Con. Fin.
Small 0.25 1.00 0.14 1.78 0.18
Medium -0.08 0.48 0.07 0.93 0.21
Big -1.06 0.49 0.44 0.29 0.27
Table 3.12: Average net job creation rate (percentages) for small, big and medium continuous firms in
different industries relative to total employees in the industry.
Tables 3.11-3.12 confirm our initial results. Across all size classification methods and industries,
small firms have been the main job creator in the Finnish economy. The only exception is the public
sector, which is expected to show very different employment patterns. Continuous firms of different
size classes have experienced more similar net job creation rates, with the financial sector showing a
very small difference between small and large companies. The size classification has again a converging
effect on the job creation.
Overall, the main finding of this subsection is that Finnish small firms have generated substantially
higher net job creation rates, both relative to their contribution to a sector and to the total number of
employees in the industry. The size classification methodology and the exclusion of entry and exit
affect the magnitude of this relationship, reducing the net job creation attributed to enterprises with
fewer employees (as found in the literature), but small firms show a consistently higher contribution to
the growth of Finnish employment.
The interpretation of these results is somewhat affected by the size classifications considered. When
we analyze the net job creation of firms using the initial size classification, we are examining how a class
of firm is contributing to employment generation while growing. For example, we can say that small
firms, which later can become medium or even large size, have generated the most employment during
their growth process. At the same time, using the average size classification, we can see that firms
who have remained small over time have been the important contributors to employment generations.
These considerations are also confirmed looking at the continuous dataset’s results, where small firms
which have been remained in the same size class during their existences create more jobs than medium
and large enterprises.
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3.4.3 Who is more procyclical?
We now turn to the question, raised in Moscarini and Postel-Vinay (2012), about the correlation
between the aggregate unemployment rate and the growth rates of firms of different size. In their work,
the authors find that large enterprises are more sensitive to business cycle conditions compared to
small companies. This finding holds for all sectors, in multiple countries and seems not to be caused
by the entry and exit patterns.
We start by replicating the same exercise carried out in their paper, i.e. we compute the firms’
growth rate using (3.1) and take the cross-sectional average within a size class. We define this average
growth rates as gt,size where size can be small, medium or big. Finally, we correlate the differential of
the average growth rates between large and small firms (in deviation from trend), which we denote as
ĝt, with the cyclical component of the aggregate unemployment rate. Both series are detrended using
the Hodrick-Prescott filter with a large λ value (we follow the suggestion of Shimer, 2012).
First, we compute these correlations using the datasets which include entry and exit. We do this
for both type of size classification explained earlier, i.e. using the initial size and the average size over
an enterprise life. Results are reported in Table 3.13.
Correlation with unemployment rate
Initial Observation Man. Tra. Pub. Con. Fin.
ĝt -0.13* -0.23** -0.00 -0.23*** -0.16**
Average size Man. Tra. Pub. Con. Fin.
ĝt -0.13* -0.30*** 0.01 -0.30*** -0.24***
Table 3.13: Correlation between the differential between average growth rate of big and small firms in
different industries, and the detrended unemployment rate.*, **, *** indicates statical significance at a
10/5/1 % confidence level, respectively
From the tables above, we see that the findings of Moscarini and Postel-Vinay (2012) hold for the
Finnish economy, when we include entry and exit. Small firms tend to be substantially less procyclical
compared to large ones and this is evidenced in a negative correlation coefficient between the big-small
firms differential and the aggregate unemployment. This holds for most industries, except for public
enterprises. In this case, small and big firms’ net job creation show a similar correlation with the
detrended unemployment rate. Government controlled firms tend to have very different employment
patterns compared to private companies and are in general less affected by the business cycle.
We now repeat the analysis excluding the effects of firms leaving and entering in the market. Table
3.14 includes the correlation between the average growth rates of continuous firms and the detrended
unemployment rate.
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Correlation with unemployment rate
Initial Observation Man. Tra. Pub. Con. Fin.
ĝt -0.01 -0.11 0.01 -0.08 -0.20***
Average Size Man. Tra. Pub. Con. Fin.
ĝt -0.14** -0.21*** 0.02 -0.13* -0.28***
Table 3.14: Correlation between average growth rate (percentages) and the detrended unemployment
rate for continuous small, big and medium firms in different industries. *, **, *** indicates statical
significe at a 10/5/1 % confidence level, respectively
The exclusion of entry and exit slightly changes our conclusions. When we use the initial observation
type of size classification, we get that the manufacturing industry does not show the same behavior
as in Moscarini and Postel-Vinay (2012), with the very low correlation between the unemployment
rate and the differential. For the other industries, the correlation between the differential employment
growth and the detrended unemployment rate reflects again the pattern found in Table 3.13. Also
in this case, the public sector presents a very different behavior with respect to the prociclicality of
different firms. Notice that in the case of continuous firms, the method of size classification affects
the correlation between the differential employment growth and the unemployment rate. Using the
average number of employees as determinant of the size of units leads the correlations to be lower,
except for the public sector.
So far, we have been focusing on the relation between the average net job creation and the
unemployment rate. However, a related interesting question is whether the common shocks underlying
firms employment have a different correlation with the aggregate economic conditions, based on firm’s
size. We estimate the comovements underlying our firm-level data using the factor model of Stock and
Watson (2002), described in Section 3.3.2, and we select the number of factors with the Bai and Ng
(2002) criteria. Using the estimated factors and the corresponding factor loadings we can compute
the cross sectional average of the common component C = FΛ′ for small and large firms. We then
detrend the differential between these common components in the same fashion as we did for the
average growth rates. We denote this variable as Ĉt. We first plot the big versus small differential of
the average growth rates and of the estimated common components for the services and manufacturing
industries.
49
Time
ga
_m
an
2000 2005 2010
−
0.
10
−
0.
05
0.
00
0.
05
0.
10 Avg. Growth
Common Component
(a) Manufacturing
Time
ga
_t
ra
2000 2005 2010
−
0.
05
0.
00
0.
05
Avg. Growth
Common Component
(b) Services
Figure 3.6: Average growth rate and common component differential for firms defined using the first
observation.
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Figure 3.7: Average growth rate and common component differential for firms defined using the average
size.
As we can see from Figure 3.6 and 3.7, the differentials of the growth rate and of the common
components are positively correlated, with coefficients ranging to 0.41 to 0.55. However we can notice
some large differences during times of high volatility, e.g., right after the Great Recession. In the tables
below, we report the correlations between the common components and the aggregate unemployment
rate, however only for continuous firms without any missing values.
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Correlation with unemployment rate
Initial Observation Man. Tra. Pub. Con. Fin.
Ĉt 0.18** -0.30*** -0.09 -0.21*** 0.20***
Average Size Man. Tra. Pub. Con. Fin.
Ĉt -0.12* -0.26*** -0.12* -0.11 0.20***
Table 3.15: Correlation between the detrended unemployment rate and Ĉt.*, **, *** indicates statical
significe at a 10/5/1 % confidence level, respectively
Using common components instead of the average growth rates does not produce dramatically
different results. As in the continuous firms analysis, the way we classify the companies’ size class
affects our conclusions, at least for the manufacturing industry. If we use the first observation to
define an enterprise as small or large, we get that for the manufacturing industry small firms are more
procyclical than big ones. Again, if we use the average number of employees as a measure of firm
size, the result is overturned to what Moscarini and Postel-Vinay (2012) find. Interestingly, for the
financial sector we get that large enterprises are less procyclical than small ones, for both types of size
classification.
We have looked at the common forces underlying firm-level personnel data. Not only we focused
on the latent factors, but the average of the net job creation rate can be seen as part of the common
component. In our dataset, the correlation between the average net job creation and the common
factors of the same type of firms can be as high as 0.85, indicating that these series contain similar
information as the factors. Yet, it is interesting to see the relation between the idiosyncratic shocks
affecting different companies and the business cycle. To do this, we simply estimate the average
idiosyncratic shocks using (3.3), compute the differential between the large and small businesses and
calculate the correlation with the detrended unemployment. These idiosyncratic shocks are denoted as
̂t. Recently, there has been an extensive macroeconomic literature on the effect of idiosyncratic shocks
of individual firms onto the aggregate economy. An example from this research is Gabaix (2011), where
the author formulates the ’granular hypothesis’. The main idea of this paper is that shocks affecting
large firms have a considerable impact on the aggregate business cycle, because they do not average
out due to the fat tail of the firm size distribution of many economies. If we find a large negative
correlation between the differential idiosyncratic shock and the detrended unemployment rate then we
would have evidence for granularity in the Finnish job market.
Below we present the correlation between the unemployment rate and the average idiosyncratic
components for different categories of firms.
Correlation with unemployment rate
Initial Observation Man. Tra. Pub. Con. Fin.
̂t -0.21*** -0.08 0.03 -0.27*** -0.25***
Average Size Man. Tra. Pub. Con. Fin.
̂t -0.13* -0.34*** 0.10 -0.16** -0.25***
Table 3.16: Correlation between the average idiosyncratic component and the detrended unemployment
rate for continuous small, big and medium firms in different industries. In the table, *, **, *** indicates
statical significance at a 10/5/1 % confidence level, respectively
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Table 3.16 evidences a strong negative correlation between the idiosyncratic components differential
and the detrended unemployment rate, pointing toward a possible granular effect in the Finnish
economy. Individual shocks affecting large companies are more procyclical, indicating that temporary
idiosyncrasies in large firms might have significant effect on the aggregate employment.
So far, we have looked at unconditional correlations and found similar results as in Moscarini and
Postel-Vinay (2012). Overall, large firms seem to be more procyclical than small ones. This conclusion
does not perfectly reconcile with what we found in the previous subsections. As we have seen, small
firms have been the main force behind net job creation for all the industries of the Finnish economy,
while we have now found that large firms should create more jobs during expansions and destroy
more of them during recessions. The mean of the year-on-year change in unemployment is -0.24%,
which indicates that Finland has experienced a steady decay in the unemployment rate. If the large
enterprises would be consistently more procyclical, on average, they should create more jobs than small
ones. The discrepancy between our empirical results can be explained by looking at how the correlation
between the detrended unemployment rate and the differential net job creation of large and small
firms changes with the business cycle. In other words, is the more pronounced procyclicality of large
enterprises due to higher job creation during expansions or due to higher job destruction during times
of high unemployment? To check for this, we compute the correlations between the differential net job
growth and the unemployment rate conditional on the detrended unemployment being below its average
(expansions) or above its average (recession). We do this for both size classification methodologies and
for both data including entry and exit, considering only continuous firms.
Correlation with unemployment rate
Initial Observation Man. Tra. Pub. Con. Fin.
ĝt|Expansion 0.09 0.01 -0.06 -0.30∗∗∗ -0.03
ĝt|Recession -0.29∗∗∗ -0.25∗∗∗ 0.04 -0.25∗∗∗ 0.09
Average Size Man. Tra. Pub. Con. Fin.
ĝt|Expansion 0.04 -0.09 -0.05 -0.34*** -0.07
ĝt|Recession -0.25*** -0.30*** 0.07 -0.26*** -0.08
Table 3.17: Correlation between the differential average growth rate of big and small firms in different
industries, and the detrended unemployment rate conditional on business cycle. In the table, *, **, ***
indicates statical significance at a 10/5/1 % confidence level, respectively
Correlation with unemployment rate
Initial Observation Man. Tra. Pub. Con. Fin.
ĝt|Expansion 0.12* 0.05 0.01 -0.02 -0.05
ĝt|Recession -0.23*** -0.20*** 0.05 -0.23*** -0.29***
Average Size Man. Tra. Pub. Con. Fin.
ĝt|Expansion -0.04 -0.10 0.03 -0.09 -0.09*
ĝt|Recession -0.27*** -0.19*** 0.08 -0.18** -0.35***
Table 3.18: Correlation between the differential average growth rate of continuous big and small firms
in different industries, and the detrended unemployment rate conditional on business cycle. In the
table, *, **, *** indicates statical significance at a 10/5/1 % confidence level, respectively
Tables 3.17 and 3.18 give us an interesting piece of evidence that can help us reconcile the results
of Moscarini and Postel-Vinay (2012) and the larger contribution of small firms to net job creation.
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Independently of the classification methodology and of whether we include entry and exit in the
dataset, we find that the correlation between the differential net job creation and the unemployment
rate is consistently higher (in absolute terms) during the recession periods. On the other hand, the
correlation becomes positive during expansions, contradicting our previous results. It seems that, for
the Finnish economy, larger firms are more responsive to high unemployment rates but are not more
procyclical than small enterprises during expansions. The original reasoning behind the Moscarini and
Postel-Vinay (2012) findings lays in the greater ability of big firms to increase the number of employees
during favorable economic conditions. In contrast, small firms have more credit constraints, so they are
not able to hire as much as they would like to. During recessions, large employers need to reduce the
number of workers to adjust their production, while small enterprises do not have this necessity because
they did not increase the number of employees during previous expansions. This reasoning does not
hold in light of the results in Tables 3.17-3.18, because the high negative correlations appear only during
recessions. It seems that large firms have destroyed more jobs during tougher economic conditions but
did not hire more than small businesses during expansions. This might indicate that large firms have
shifted to a less labor intensive productions while small firms, possibly due to credit constraints, have
not improved their technology to rely less on the labor input. These results are particularly evident
in the manufacturing and service industries, while the public sector and the construction one do not
seem to experience the same pattern. However, the construction industry is fairly small in terms of
employees and the public sector likely follows very different logics in terms of employment decisions.
The shift to less labor intensive production is discussed in Kyyra and Maliranta (2008), where they
document the declining labor share of the Finnish economy. They point out that the leading cause
of the fall in the labor share is due to the reallocation of production to less labor reliant enterprises,
rather than the adjustments within firms. Another explanation for this higher procyclicality of large
firms during times of economic contraction can be found in Böckerman and Maliranta (2012), where
the authors find a negative effect of globalization on the labor share in the Finnish manufacturing
sector (possibly because large firms move their production outside Finland). In particular, they find a
shift in the value added toward capital intensive firms, which we can argue to be the larger companies.
As a summary, in this subsection we have examined the procyclicality of small and large firms with
respect to employment patterns. We found that the stylized facts studied in Moscarini and Postel-Vinay
(2012) hold for the Finnish economy, except for the public sector, and for the manufacturing industry
when we use continuous firms classified based on their first observation. Not only we have seen that
differential growth rates are substantially negative correlated with the aggregate unemployment rate,
but also the common component and the idiosyncratic shocks associated to large firms seem to be more
correlated with the business cycle. Finally, we have seen that these relations are mostly generated
during recessions.
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3.5 Conclusions
In this study, we examine three crucial empirical questions related to the employment behavior of
small and large Finnish firms. Using monthly data containing personnel figures for the vast majority
of Finnish companies of the last 15 years, we unify different literatures regarding the growth and
cyclicality of the job market. In particular, we verify which type of firms has experienced higher
growth rates of the number of employees, which one has been the main job creator and the one which
correlates more with the business cycle. In line with the previous research, we have taken into account
the possible biases generated by the size-classification methodology and by the presence of entry and
exit.
We find that the Gibrat’s law, i.e. firms’ growth rates should be independent of their size, does
not hold in Finland. As pointed out in the previous literature, e.g. Hohti (2000), small firms have
experienced larger growth rates, compared to large companies. However, this result is reverted for the
service sector (the most important in Finland in terms of workforce) when we use the average number
of employees to classify firms. Nevertheless, the exclusion of entry and exit does not change these
findings.
We contribute to the literature started by Birch (1981) by examining the contribution of small and
large firms to the net creation of jobs in Finland. We find that smaller companies have been driving
employment growth for all sectors of the Finnish economy, with the exception of the public sector.
In line with Neumark et al. (2011), the classification methodology has an impact on this result, even
more so when we consider continuous firms only. However, the use of different subset of firms impacts
the magnitude of the different net job creation rate, without affecting the direction of our results.
Finally, we examine the results of Moscarini and Postel-Vinay (2012) for the Finnish economy.
We find that the stylized facts they established hold in Finland, except for the public sector and
the manufacturing industry (only in the case where use continuous firms with classification based on
the first observation). Interestingly, we find that this negative correlation is created during times of
high unemployment, while during time of favorable economic conditions large and small firms show
similar cyclical patterns. This indicates that the procyclicality shown by large firms is due to higher
job destruction during recessions, and not because of a more pronounced propensity to hire during
expansions. We do not restrict our analysis to the differential average growth rates, but we consider
also the common and idiosyncratic components of the Stock and Watson (2002) factor model. We
find similar results also for these two variables, with the common and idiosyncratic shock differentials
showing negative correlations for all types of classification and sectors. This last result points toward a
Finnish granularity, as suggested in Gabaix (2011). However, we need to take in consideration the
issues raised by Stella (2015) and Foerster et al. (2011), with respect to the identification of the effect
of the idiosyncratic shocks. The statistical model used in this paper does not allow a clear distinction
between the effect of common shocks and the propagation of individual shocks from a single firm to the
rest of the economy. To take care of this issue, we would need to filter the data to take into account
the possible relations between various firms, as it is done in the aforementioned works. This issue can
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be the subject of future studies.
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Appendix A: Adjustment for entry and exit.
In this appendix, we discuss the details the procedure adopted by Statistics Finland to control for
merger and split-offs in a set of enterprises. Assume that firm 1 is examined after an event (merger
or split-off) where N firms are involved. Then the estimated employment of firm 1 one year ago is
calculated by:
emp(firm1,t−12) =
emp(firm1,t) ∗ emp(firm1,t−12, firm2,t−12...firmN,t−12)
emp(firm1,t, firm2,t...firmN,t)
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where t is the time periods in which the adjustment is computed, and N is the number of firms involved
in a merger or split-off. The sum of the previous year employment levels in all the firms involved in
the event is divided for each continuing firm weighted by their relative size at present time t. Let us go
through some simple numerical examples to see how this works:
1. Assume a firm A with 2 employees in period t, that had 1 employee in t-12. Firm A acquires
firm B with 1 employee at time t, m and 1 employee one year ago. Firm A, which continues
existing, will be assigned a new estimated number of employees for the comparison year, in order
to make the growth rates comparable year-on-year. The comparison values of firm A is estimated
as 2(1+1)(2+1) = 4/3, and the rate of change for A becomes (2 + 1)/(4/3) = 2.25 (as opposed to 3 if
no correction is done)
2. Consider the situation where firm A is split into smaller units, say B and C. A has 3 employees
at time t− 12, B has 3 employees at t and C has 2 workers at t. B and C did not exist at t− 12,
so their comparison values become: (3/3)3 = 3 and (2/3)3 = 2, resulting in the rate of change
for B and C to be 3/3 and 2/2 (equal to 1 for both firms). The growth rate is forced to be the
same among the continuing firms after a split-off.
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Chapter 4
The Granular History of Finland 1
4.1 Introduction
The origins of business cycle fluctuations have been one of the most debated and explored issues
in macroeconomics. Traditional frameworks, such as the real business cycle model of Kydland and
Prescott (1982) identify the driving shocks as being economy wide (e.g. aggregate productivity
shocks) and having somewhat mysterious origins. Subsequently, Long and Plosser (1983) and the later
literature (see, e.g., Horvath, 2000, and Conley and Dupor, 2003), consider sectoral shocks to explain
the fluctuations of the aggregate economy. In his seminal paper, Jovanovic (1987) proposed a model
where microeconomic shocks are capable to generate business cycle variations.
Recently, the interest around the possible effects of firm-level shocks on the macroeconomy has
risen with the works of Gabaix (2011) and Acemoglu et al. (2012), which have laid down the theoretical
channels between firm-level shocks and business cycles. Gabaix (2011) suggests the granular hypothesis,
i.e. the size of firms is the key transmission mechanism of microeconomic (firm-level) shocks. Many
modern economies are characterized by having a fat-tailed distribution of firms (in terms of size), where
the value added of few big companies accounts for a large fraction of the GDP, and diversification due
to the large number of enterprises does not eliminate the impact of idiosyncratic shocks. An alternative
explanation is provided by Acemoglu et al. (2012), who identify linkages between firms as being the
main transmission mechanism.
In the recent applied research, Di Giovanni et al. (2014) examine the universe of French firms and
their annual sales growth, finding that the firm-level component is important in explaining aggregate
fluctuations, and that this is mainly due to the firm linkages. Stella (2015) adopts similar methods
as Foerster et al. (2011) to examine the granular hypothesis using quarterly U.S. firms’ sales. In
particular, Stella (2015) uses a dynamic factor model to estimate the firms’ idiosyncratic components
and finds that the granular hypothesis does not hold for the U.S. economy.
In this work, we test the granular hypothesis of Gabaix (2011) for Finland, using monthly enterprise
group data. The Finnish economy seems to be one of the most extreme cases of granularity. In fact,
1This chapter is based on the omonimous article jointly written with Henri Luomaranta.
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many would argue that Finland is (or at least was) a single-firm economy, where Nokia activities
represent an overwhelming share of the GDP. For instance, Ali-Yrkkö et al. (2010) have shown that
Nokia’s production between the end of the 90’s and the Great Recession has been accountable for
more than 2% of the Finnish GDP and 10% of Finnish exports, with a peak of more than 20% of total
exports during the 2000–2006 period.
These figures underline the enormous influence that Nokia had on the Finnish economy, suggesting
that the relationship between the largest corporations and Finnish aggregate output can be interesting
in the light of the analysis of Gabaix (2011). To reinforce this point, in Figure 4.1, we compute the
sales herfindahl index for the top 57 enterprise groups in the Finnish economy. It is defined as the
squared sum of the sales to GDP ratio of the companies we are interested in and it can be interpreted
as the degree of concentration for these enterprises. A higher index implies that these groups are
accountable for a larger share of aggregate output. In Figure 4.1 (a), we report the scaled herfindahl
index for Finland, together with the deflated monthly output measured by the Trend Indicator of
Output (TIO), also standardized. In Figure 4.1 (b) we report the sales herfindahl using the whole set
of firms in our data against the same index obtained by excluding the top fourcorporations (in terms
of average monthly sales) from the calculations.
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Figure 4.1: The herfindahl index for the top 57 Finnish corporations
These plots give us some valuable preliminary insights about the dynamics of the Finnish economy
in the last 16 years. First of all, the herfindahl index has not been stable over time, but has actually
shown a substantial procyclicality (the correlation coefficient between TIO and the herfindahl index
is 0.92). This supports a possible granular hypothesis for the Finnish economy, where the aggregate
fluctuations are heavily influenced by the success of large companies. The procyclicality of enterprise
groups sales is paired with the findings of Moscarini and Postel-Vinay (2012). In particular, they
find that in the U.S. large firms have experienced a strong procyclicality in employment creation and
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destruction at business cycle frequencies compared to smaller companies.
Figure 4.1 (b) is also very informative about the Finnish economy. The solid lines indicate the
herfindahl index computed using the sales of the top 57 Finnish enterprise groups, while the dashed
lines represent the same measure computed excluding the top four corporations from the data. While
the two indices are fairly close during the late 1990’s and early 2000’s, we see a dramatic increase in
the spread between them during the mid-2000’s up until the Great Recession. Moreover, it is fairly
evident that the herfindahl index shows a much more stable behavior when we remove the four largest
corporations from the data and the top four companies in our dataset have been heavily affected by
the Great Recession of 2008–2009. This suggests that few very large companies can be considered as a
key factor in the Finnish economy and their performance have been tightly linked with the business
cycle fluctuations.
In this paper, we consider the approach of Gabaix (2011) using Finnish corporation-level sales. In
particular, we estimate the granular residual and consider its impact on Finnish economic activity.
One new key contribution of this research is the use of monthly data. Microeconomic level shocks
are likely to have a large effect in the short run, but their impact on aggregate fluctuations might be
attenuated when considering lower frequencies such as yearly data (which are commonly considered in
previous work due to their availability). For example, a strike in an enterprise during a month can have
a substantial effect on the aggregate output for that period, but might disappear when considering the
whole year, due to the effect of temporal aggregation. Another advantage of this type of data is that it
allows us to analyze the relationship of interest on a fairly short time span without incurring in small
samples problems. This means that we can verify the granular hypothesis on different subsamples and
examine if events like the Great Recession have affected it. In addition to the econometric analysis, we
provide a short narrative where we examine how key events might have affected the Finnish economy,
using public sources. For simplicity, we restrict our analysis to the largest 57 Finnish companies.
Another important distinction from previous research is that we group together firms that belong
to the same corporation, to better represent their influence on the Finnish market. Modern enterprise
groups include hundreds of subsidiaries and disregarding them from the calculations would lead us to
underestimate the actual influence of a company on the economy, through its controlled firms. Small
and medium enterprises (SME) account for a large share of the gross value added of many economies
(the EU28 average is 57.8% of the GDP). Even though most of these firms are independent, the gross
value added generated by small and medium enterprises belonging to a large corporation, in Finland,
accounts for around 50% of the value added produced by SMEs. This feature is present in many
economies including Germany, where the gross value added of dependent SMEs is around 43% of the
total value added of small companies. These considerations should give a fairly clear idea of how
important the dependences between large corporations and small firms are.
In addition to the monthly empirical analysis of the largest Finnish corporations, we use quarterly
data obtained from the public reports of Nokia to verify how this individual corporation has affected
the Finnish economy. The focus on Nokia is natural, given its renown importance in Finland and can
be an appealing research direction also for countries, other than Finland, where a small number of
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firms dominate the economy. An example is South Korea, where Samsung and Hyundai sales account
for 22% of GDP (see Di Giovanni et al., 2014).
Our results show that the granular residual computed as in Gabaix (2011) is useful in explaining
Finnish output fluctuations. However, the Great Recession of 2008–2009 determines a clear break in
this relationship. While the granular residual accounts for a large share of output variation over the
whole period up to the Great Recession, its explanatory power is greatly reduced in the years between
2010 and 2013. We find that removing the top-4 corporations changes the results dramatically. Notably,
the explanatory power of the granular residual deteriorates substantially throughout the sample. We
also decompose the variance of enterprise group-level shocks into a granular and a linkage component,
finding that the granular component dominates throughout the sample, with the notable exception of
the Great Recession. Additionally, we split our original corporations dataset in four subsets based
on average size (measured by sales) and find that the explanatory power of the granular residual is
concentrated on the largest companies, even though their importance has dramatically decreased after
the Great Recession. In the narrative analysis, using public sources, we cover a number of episodes
where large Finnish companies have experienced extremely good (or poor) performance, and find that
the aggregate economy was influenced by individual corporations.
The rest of the paper is organized as follows. In Section 4.2, we discuss the methodology underlying
the estimation of the granular residual. In Sections 4.3 and 4.4 , we describe the data and report the
main empirical results. Section 4.5 includes a brief narrative of the main events which have impacted
the largest Finnish firms, with a special focus onto Nokia. Finally, Section 4.6 concludes.
4.2 Methodology
We start by introducing the methodology of Gabaix (2011) to examine the granular hypothesis.
While the original paper considers productivity, defined as the ratio between sales and the number of
employees, we cannot use this measure in our analysis. The main reason is that we only have access
to the domestic employment data, while large Finnish firms tend to have a large non-Finnish labor
share. For example, Ali-Yrkkö et al. (2010) show that the share of foreign employment for Nokia is
much more important than the domestic one, and hence relying only on the employment generated in
Finland might be misleading. In the light of this consideration, the main variable of our analysis is the
monthly year-on-year growth rate of real corporation-level sales, denoted by git.
To obtain the estimate of the granular residual, we compute the deviation of sales growth from the
cross-sectional average g¯t. We use the resulting series to compute a weighted sum where the weights
are determined by the enterprise group size. The granular residual is then given by:
Γt =
K∑
i=1
Si,t−1
Yt−1
(git − g¯t), (4.1)
where K is the number of companies, Si,t−1 denotes the sales of enterprise group i at time t− 1 and
Yt−1 is the Finnish GDP. We compute g¯t from both the top 57 Finnish corporations and from a much
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wider cross-section which includes more than 500 companies.
As an alternative to (4.1), we also compute the granular residuals by using the deviation of growth
rate of sales from industry specific averages g¯Ii,t, where Ii indicates the industry in which firm i is
active. The resulting formula is:
Γ∗t =
K∑
i=1
Si,t−1
Yt−1
(git − g¯Ii,t). (4.2)
Once we obtain an estimate for the granular residual, we examine a simple linear regression of the
year-on-year growth of the monthly economic activity indicator for Finland (TIO), denoted by y, on
the granular residual and its lags:
yt = β0 + βΓt + ut. (4.3)
Here ut is the error term, which we assume normally distributed and uncorrelated with the regressors,
and Γt = [Γt,Γt−1, · · · ,Γt−p] includes the current granular residual computed using (4.1) or (4.2)
and its p lags, which we select by using the Bayesian Information Criterion (BIC). We estimate the
parameters of model (4.3) using the Ordinary Least Squares (OLS). Given that we are in a time series
setting, the error term in (4.3) can be serially correlated. Therefore, we use the misspecification robust
standard errors, adopting the Newey and West (1987) estimator, to conduct robust inference on the
regression parameters.
We evaluate the explanatory power of Γ using the adjusted-R2:
Adjusted-R2 = 1− (1−R2) T − 1
T − k − 1 ,
where k is the dimension of Γt, T is the length of the time series.
As mentioned above, simple regressions do not manage to overcome the correlation-causality
issue. To examine the robustness of our results, we provide a short narrative similar to the one of
Gabaix (2011), where we examine large spikes (in absolute terms) in the TIO and consider shocks to
Finnish enterprise groups as possible cause of these dramatic fluctuations. Related to this, in Section
4.4.4 we consider a short analysis of Nokia’s implied contribution to the Finnish GDP growth using
quarterly labor productivity data, obtained from the company quarterly reports. These contributions
are computed using the measure
CNokia,t = β̂proddprodNokia,t
salesNokia,t−1
GDPt−1
(4.4)
where prodNokia,t is the labor productivity of Nokia at time t, as measured in Gabaix (2011),
dprodNokia,t is its year-on-year growth rate and β̂prod is the coefficient obtained by regressing quarterly
GDP year-on-year growth onto dprodNokia and an intercept.
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4.3 Data description
4.3.1 Sales data
For the first part of the analysis, we use enterprise-level data from Statistics Finland (the national
statistics office). The main focus in this paper is on the data including the monthly sales of the 57 most
important corporations in Finland over the years 1998–2013, which we refer to as top-57. The second
data that is analyzed includes the sales of all the enterprises which have more than 250 employees on
average over the time span 1998–2013. This latter data is mainly used for robustness.
Statistics Finland forms the monthly turnovers by obtaining the contributions made by each
enterprise to the tax authority. The mergers and acquisitions are also controlled for in the value of
the comparison year (see the Appendix for a detailed explanation on the methodology). Thus, we are
able to use monthly year-on-year growth rates that represent the organic growth of each firm. The
enterprise groups are split into four main industries of the economy using the Standard Industrial
Classification (TOL 2008). 2 Below we report the number of groups belonging to each industry and
how much they are accountable for the total turnover.
Industry Number of observations Weight of turnovers (%) Share of observations (%)
Finance 3 0.6 5.3
Construction 3 2.7 5.3
Manufacturing 25 66.2 43.9
Trade and Services 26 30.5 45.6
Table 4.1: Top-57 enterprises, weights by industry, January 2013
The top-57 sample is roughly evenly distributed between manufacturing (25 groups) and trade
and services (26 companies). The sample also includes 3 construction and 3 finance groups. By the
turnover figures, the manufacturing companies are much larger, forming roughly 66.2% of the sample,
while the trade and services form 30.5%. Construction companies form only 2.5% of the sample. In
the year 2013, the top 57 enterprise groups represented 34 billion Euro in terms of gross value added,
roughly 17% of the Finnish GDP. In Table 4.2, we report similar descriptive statistics as in Table 4.1
for the larger dataset.
2The 5 digit statistical classification system for economic activities used in the European statistical system
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Industry Number of observations Weight of turnovers (%) Share of observations (%)
Finance 18 3.7 3.5
Construction 25 2.8 4.8
Manufacturing 195 47.3 37.4
Trade and Services 283 46.2 54.3
Table 4.2: All large enterprises, weights by industry in January 2013
The second dataset contains ca. 50% of the Finnish GDP (in terms of gross value added), and
includes 521 enterprises. The manufacturing industry has again the biggest weight in terms of turnover
with 47%, but the relative importance of trade and services has now increased to 46% share of the
overall sample turnovers. Construction and finance enterprises have less importance with 4.8% and
3.5%, respectively.
4.3.2 Profiling business units
In our analysis, we want to make sure that we capture the actual effect of a shock to a large company. If
we would focus solely on the individual firm (a single legal unit in the register), we would underestimate
its actual size by disregarding the possibly many subsidiaries. Instead, we combine the legal units to
form corporation-level data through the enterprise group register information. Even though the final
dataset is anonymous, the enterprise group register allows Statistics Finland to track the ownership
and control relationships to achieve this systematically for the top-57 enterprises. Thus in our data,
the mother company includes the sales of its subsidiaries if they are relevant business units and the
mother has full control over them.
On top of these datasets, we use Nokia’s quarterly productivity and net sales figures between 2003
and 2013, obtained from the the corporation’s interim reports. The labor productivity measure we use
is the same as in Gabaix (2011) and Stella (2015), i.e.
prodNokia,t =
SalesNokia,t
employeesNokia,t
(4.5)
4.4 Empirical results
In this study, as main indicator of the Finnish real economic activity, we focus on the Trend Indicator
of Output (TIO). It is a monthly series constructed by Statistics Finland and provides the basis for the
GDP flash estimates. We use the granular residual described in Section 4.2 to explain its fluctuations
and how their relationships changed in the last 20 years. In Figure 4.2, we report the TIO and the
granular residual obtained using (4.2). The Finnish economy has experienced a moderate to high
growth throughout the end of the 1990s and 2007, with a modest downturn around 2002-2003. However,
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the Great Recession had a dramatic impact on the economy, with year-on-year growth rate plunging to
-10% and with economic activity growth still lagging behind. Interestingly, the granular residual shows
a similar behavior, especially during the Great Recession, and it has a 0.55 correlation with the TIO.
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Figure 4.2: Finnish real monthly output and the granular residual based on the top 57 Finnish
corporations
4.4.1 The granular residual in the Finnish economy
We start our empirical exercise by regressing TIO onto the granular residual computed using the full
sample period available. In Table 4.3, we report results for g¯t based on the top 57 companies and a
much bigger sample containing all enterprises defined as large based on the Statistics Finland’s criteria,
i.e. having more than 250 employees.
Table 4.3 gives some important insights about the granularity of the Finnish economy. We find
that the contemporaneous value of Γt and its first lag has a statistically significant positive effect on
the TIO growth. This result follows the granular hypothesis intuition, which indicates that positive
idiosyncratic shocks to large enterprise groups should benefit aggregate economic activity. Moreover,
the adjusted-R2 values (around 0.30) indicate that the granular residual is helpful in explaining a
substantial part of real economic activity fluctuations, which supports the view of Finland as a granular
economy.
As pointed out, using industry demeaning (i.e. (4.2)) might give us a better estimate of the
granular residual, so we re-estimate (4.3) using formula (4.2). In Table 4.4, we report the results using
demeaning based on the top 57 firms and the larger dataset, for the full time period.
The regression results based on the industry demeaning specification (Table 4.4) give us similar
findings as the ones reported in Table 4.3. The granular residual, together with its first two lags, has
positive and statistically significant coefficients, and it is able to explain a considerable share of Finnish
business cycle fluctuations. However, the R2s are slightly lower than the ones in Table 4.3.
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Full Sample
Top-57 Large
Model 1. 2. 3.
Γt 0.821∗∗∗ 0.590∗∗∗ 0.671∗∗∗
(0.057) (0.029) (0.073)
Γt−1 0.384∗∗∗
(0.021)
Constant 3.4∗∗∗ 3.7∗∗∗ 3.1∗∗∗
(0.2) (0.2) (0.3)
Observations 192 191 192
R2 0.312 0.354 0.306
Adjusted-R2 0.308 0.347 0.302
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.3: Results of the regression of TIO onto the granular residual computed using (4.1), in the
sample period going from January 1998 to December 2013. Top-57 and Large indicate how many
firms were used to calculate g¯t. The lag length is selected based on the BIC.
Full Sample
Top-57 Large
Model 1. 2. 3. 4.
Γ∗t 0.600∗∗∗ 0.401∗∗∗ 0.557∗∗∗ 0.448∗∗∗
(0.028) (0.015) (0.057) (0.028)
Γ∗t−1 0.252∗∗∗ 0.150∗∗∗
(0.0078) (0.016)
Γ∗t−2 0.236∗∗∗
(0.0071)
Constant 3.0∗∗∗ 3.5∗∗∗ 2.7∗∗∗ 2.7∗∗∗
(0.2) (0.2) (0.2) (0.2)
Observations 192 190 192 191
R2 0.239 0.333 0.252 0.259
Adjusted-R2 0.235 0.322 0.248 0.252
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.4: Results of the regression of TIO onto the granular residual computed using (4.2), in the
sample period going from January 1998 to December 2013. Top-57 and Large indicate how many
firms were used to calculate g¯t. The lag length is selected based on the BIC.
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One peculiar characteristic about the Finnish economy is the presence of a single large company,
Nokia, which has been shown (see Ali-Yrkkö et al., 2010) to generate a large fraction of the GDP
growth on its own. In the light of this information, it is interesting to see if the explanatory power of
the granular residual is concentrated on few very large corporations. In Table 4.5, we report the results
obtained by regressing TIO on the granular residual computed after removing the top-4 companies
from the dataset. We report results for both specifications (4.1) and (4.2).
Full Sample
Top-57 Large Top-57 Large
Model 1. 2. 3. 4.
Γt 0.57∗∗ 0.503∗∗
(0.11) (0.14)
Γ∗t 0.56∗∗ 0.47∗∗
(0.11) (0.14)
Constant 2.5∗∗ 2.4∗∗ 2.5∗∗∗ 2.4∗∗∗
(0.46) (0.52) (0.46) (0.52)
Observations 192 192 192 192
R2 0.052 0.051 0.052 0.050
Adjusted-R2 0.047 0.045 0.047 0.045
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.5: Results of the regression of TIO onto the granular residual computed using (4.1) and (4.2),
in the sample period going from January 1998 to December 2013 and removing the top-4 corporations
from the dataset. Top-57 and Large indicate how many firms were used to calculate g¯t.
Columns 1. and 2. in Table 4.5 include the results for the model based on the granular residual
computed using (1), while 3. and 4. contain the parameter estimates and the R2s for the industry
demeaning specification. The outcomes of these regressions indicate that the four largest corporations
have been a key driving factor behind the granularity of the Finnish economy. Removing them from the
computation of the granular residual leads to a much lower R2s, indicating no substantial explanatory
power of the microeconomic shocks (even though they remain statistically significant).
Finland has undergone a deep recession in the 2008-2009 period, followed by a sluggish growth and
further drop in GDP up until now. It seems that the Great Recession represents a breaking point for
the Finnish economy and for many of its largest enterprises (e.g. Nokia), hence we split this sample
in two periods around the recent Great Recession to verify the granular hypothesis. In particular,
we analyze a pre-recession period from January 1998 until December 2007 and a sample covering the
remaining years up to December 2013. We also examine the data from January 2010 until the end
of the sample, to disregard the effects of the Great Recession. First of all, we examine the granular
hypothesis on both subsamples, to see if there have been any breaks in the relationship between large
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companies shocks and the aggregate economy. In Tables 4.6 and 4.7, we report the results for regression
(4.3) using the pre- and post-recession subsamples, respectively.
Pre-2008
Top-57 Large Top-57 Large
Model 1. 2. 3. 4.
Γt 0.455∗∗∗ 0.348∗∗∗
(0.007) (0.0061)
Γ∗t 0.423∗∗∗ 0.313∗∗∗
(0.0066) (0.0059)
Constant 4.4∗∗∗ 4.4∗∗∗ 4.0∗∗∗ 3.8∗∗∗
(0.1) (0.1) (0.08) (0.1)
Observations 120 120 120 120
R2 0.218 0.214 0.205 0.194
Adjusted-R2 0.212 0.207 0.198 0.187
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.6: Results of the regression of TIO onto the granular residual computed using (4.1) and (4.2),
in the sample period going from January 1998 to December 2007. Top-57 and Large indicate how
many firms were used to calculate g¯t. The lag length is selected based on the BIC.
The results indicate a stark contrast between the pre- and post-Great Recession period, in relation
to the granular hypothesis. Before 2008, we find that the granular residual is able to explain a moderate
chunk of real output variations, with adjusted-R2s consistently around 0.2. Moreover, the coefficients
associated to Γ are highly significant and positive, even though lower than for the whole sample. On
the other hand, as seen in Table 4.7, the Great Recession changes the results dramatically. If we
include the economic decline of 2008-2009 in the analysis, we find that the granular residual is able to
explain an even greater share of real activity, with R2 reaching 0.4 and estimated coefficients reaching
substantially higher values (being statistically significant as well), compared to the results in Table 4.6.
However, by looking at the bottom panel in Table 4.7, the granular hypothesis does not seem to hold
for the years after the Great Recession. The share of explained variance becomes very small for all
specifications and the coefficients become negative (even though they remain statistically significant).
Based on these results, it seems that the bulk of the relationship between the granular residual and
the Finnish economy, during the 2008-2013 period, is generated during the Great Recession.
In the next two tables (Tables 4.8 and 4.9), we report the results of regressions of TIO onto the
granular residual, while excluding the top-4 corporations from the computation of the latter.
The evidence in Tables 4.8 and 4.9 shows a striking shift in the influence of the largest corporations
on the Finnish economy. In the pre-recession period we find that removing the 4 largest corporations
substantially eliminates the explanatory power of the granular residual, which is in line with what we
found with the full sample. If we look at the post-2008 period, it seems that our results depend on
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Post-2008
Top-57 Large Top-57 Large
1. 2. 3. 4.
Γt 0.892∗∗∗ 0.951∗∗∗
(0.037) (0.012)
Γ∗t 0.455∗∗∗ 0.778∗∗∗
(0.034) (0.02)
Constant 1.1∗∗ 0.8∗∗ 0.5 0.7∗
(0.07) (0.07) (0.03) (0.04)
Observations 72 72 72 72
R2 0.391 0.607 0.183 0.500
Adjusted-R2 0.382 0.601 0.171 0.493
Post-2009
Γt −0.34∗∗ 0.167∗∗
(0.03) (0.05)
Γ∗t −0.372∗∗ −0.183∗∗
(0.0163) (0.05)
Constant −0.1634∗∗ 0.5∗∗ −0.5∗∗∗ 0.2∗∗∗
(0.01) (0.01) (0.05) (0.09)
Observations 48 48 48 48
R2 0.057 0.014 0.011 0.014
Adjusted-R2 0.037 -0.008 -0.09 -0.008
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.7: Results of the regression of TIO onto the granular residual computed using (4.1) and (4.2),
in the sample period going from January 2008 to December 2013. Top-57 and Large indicate how
many firms were used to calculate g¯t. The lag length is selected based on the BIC.
how we define the granular residual. If we use the larger panel of corporations to estimate the cross
sectional average, then the granular residual keeps its explanatory power (albeit getting lower R2) even
if we remove the top-4 enterprise groups. If we consider the data in the 2010-2013 period, we see that
excluding the largest corporations does not change the results significantly, i.e. the granular residual
is unable to explain a substantial share of economic fluctuations. Interestingly, it seems that the R2
of certain specifications actually increases after we remove the largest corporations, even though it
remains fairly low.
To summarize, the shocks of large enterprise groups seem to have a substantial effect on real
economic activity on all sample periods considered, except for the post-2009 years. Moreover, we find
that the explanatory power of the granular residual is concentrated on the four largest corporations in
the data, at least until the Great Recession. In the years after the economic downturn this relationship
has deteriorated. In the narrative section (Section 4.5), we discuss how the poor performance of some
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Pre-2008
Top-57 Large Top-57 Large
1. 2. 3. 4.
Γt 0.35∗∗∗ 0.28∗∗∗
(0.024) (0.021)
Γ∗t 0.36∗∗ 0.28∗∗
0.(0.028) (0.021)
Constant 4.14∗∗∗ 4.1∗∗∗ 4.14∗∗∗ 4.12∗∗∗
(0.1) (0.2) (0.0002) (0.0002)
Observations 120 120 120 120
R2 0.074 0.075 0.074 0.075
Adjusted-R2 0.066 0.067 0.066 0.067
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.8: Results of the regression of TIO onto the granular residual computed using (4.1) and (4.2),
in the sample period going from January 1998 to December 2007 and removing the top-4 corporations
from the set of firms. Top-57 and Large indicate how many firms were used to calculate g¯t. The lag
length is selected based on the BIC.
of the largest Finnish companies might have affected this result.
4.4.2 Robustness check: factor analysis
As argued by Stella (2015), using the cross-sectional average of sales as control of the overall economic
condition of the economy can be inappropriate. The dynamic factor model of Stock and Watson (2002)
provides an alternative approach to estimate the common component underlying the enterprise groups
data. Stella (2015) shows that once the estimated factors are used to obtain the idiosyncratic shocks
to firms, the granular hypothesis does not hold anymore for U.S. data.
We use the factor estimation proposed in Doz et al. (2012) to obtain the common component
underlying our data and subsequently use it to compute the company-level shocks. In particular, denote
the estimated factors, extracted from our dataset containing K enterprise groups, of dimensionality
T ×r as F and the r×K loadings matrix as Λ. Then, the common component underlying the enterprise
group-level shocks is given by Ct = FtΛ and the granular residual is obtained by
ΓFt =
K∑
i=1
Si,t−1
Yt−1
(git − Ct). (4.6)
We estimate equation (4.3) using ΓF to see if the granular hypothesis holds given the factor model
specification and we analyze the relationship on both the whole sample and on the pre and post-Great
Recession periods. For the sake readability, we report here the results of the static specification
based on factors extracted from the larger dataset including all enterprise groups with more than 250
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Post-2008
Top-57 Large Top-57 Large
1. 2. 3. 4.
Γt 0.73 2.25∗∗
(0.55) (0.30)
Γ∗t 0.81 2.16∗∗
(0.52) (0.38)
Constant −0.28 0.70 −0.21 0.60
(0.83) (0.67) (0.75) (0.72)
Observations 72 72 72 72
R2 0.04 0.40 0.05 0.34
Adjusted R2 0.025 0.38 0.03 0.33
Post-2009
Γt −0.33∗∗ −0.03
(0.03) (0.30)
Γ∗t −0.80∗∗ −0.15
(0.10) (0.28)
Constant −0.16 0.40 −0.25 0.32
(1.04) (1.13) (1.32) (1.1)
Observations 48 48 48 48
R2 0.11 0.01 0.10 0.02
Adjusted-R2 0.09 -0.02 0.08 -0.019
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.9: Results of the regression of TIO onto the granular residual computed using (4.1) and (4.2),
in the sample period going from January 2008 to December 2013 and removing the top-4 corporations
from the set of firms. Top-57 and Large indicate how many firms were used to calculate g¯t. The lag
length is selected based on the BIC.
employees. The number of factors is selected by using one of the criteria formulated in Bai and Ng
(2002), which yields a very conservative specification with only one factor selected. We estimate up to
ten factors, for robustness, and find that only the first factor presents a strong correlation with real
economic activity (0.71).
Table 4.11, confirms the results obtained so far. The granular residual seems to explain a substantial
share of fluctuations of real output, even though the adjusted-R2 values are slightly lower for the whole
sample. We again find that the granular hypothesis finds a clear break after the Great Recession,
where the granular residual becomes statistically insignificant and the resulting R2 becomes extremely
low. Estimating the granular regression after using up ten factors does change slightly our conclusions3.
If the number of factors is fairly low (up to three), the results are qualitatively similar to the ones
reported in Table 4.11, albeit with slightly different R2s values. If we adopt ten factors, we get that
3To keep the analysis contained, we do not report the results for the richer factor specifications, however they are
available upon request.
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the explanatory power of the resulting granular residual remains strong only for the pre-2008 sample,
presenting low R2s during the Great Recession and over the whole sample. The selection of the optimal
number of factors is a sensitive topic, especially in a setting like the one presented in this analysis. If
we use a large number of factors, we risk to include pervasive idiosyncratic shocks into the common
component underlying our data, but on the other hand, it is arguable that using too few factors
would lead us to underestimate the real common forces driving the firms’ turnovers. Nevertheless, it is
important to underline that the granular residual retains its explanatory power until the beginning of
the Great Recession, regardless of the factors selected.
One reason between the discrepancy between our results and the ones obtained in Stella (2015)
can stand in the type of data we use, i.e. firm-level versus enterprise group-level data. As the author
points out, and as discussed in the previous paragraph, the statistical factor model used in the analysis
of this subsection can have problems in distinguishing the common component from the propagation of
idiosyncratic shocks to the rest of the firms. The use of corporations, instead of firms, in the analysis
can alleviate the issue: grouping legal units together in the same mother company leads us to control
for possible propagations of idiosyncratic shocks within an enterprise group. Stella (2015) uses the
structural approach of Foerster et al. (2011) to filter out the possible propagations of firm-level shocks,
using input-output relationship. However, because of data constraints, he has to rely on sectoral data
to calibrate the input-output matrix and this might affect his results.
Whole Sample Pre-2008 Post-2008 Post-2010
(1) (2) (3) (4)
ΓFt 0.601∗∗∗ 0.384∗∗∗ 0.871∗∗∗ -0.231
(0.085) (0.065) (0.121) (0.207)
Constant 1.304∗∗∗ 3.355∗∗∗ −1.990∗∗∗ 0.788
(0.275) (0.203) (0.416) (0.522)
Observations 192 120 72 48
R2 0.209 0.229 0.424 0.026
Adjusted-R2 0.205 0.222 0.416 0.005
Note: Robust standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 4.11: Results of the regression of TIO onto the granular residual computed with (4.5) and using
the dataset including the largest 57 corporations.
4.4.3 The role of linkages
While the focus of this study is on the granular hypothesis, the literature has also been interested in
the effect of firm-level shocks to aggregate fluctuations through the so-called network channel (see
Acemoglu et al., 2012). In practice, shocks to single enterprise groups can have substantial impact
on the business cycle through the links between companies, e.g. through the intermediate goods
supplier-user relationships. If these linkages would be important, we should observe a strong covariance
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in the company-level shocks it = (git − g¯t). To examine the relative importance of the granular
versus linkage channel, we follow the approach of Di Giovanni et al. (2014), i.e. we decompose the
variance of the enterprise groups shocks (the Top-57 sample) in two components. The enterprise group
specific volatility can be written as σ2t =
∑K
j
∑K
i Cov(wj,t−1jt, wi,t−1it). We can subsequently use
the following decomposition, suggested in Carvalho and Gabaix (2013) and Di Giovanni et al. (2014),
for the variance of the microeconomic shocks:
σ2t =
K∑
i
V ar(wi,t−1it) +
K∑
j 6=i
K∑
i
Cov(wj,t−1jt, wi,t−1it), (4.7)
where wi,t−1 = Si,t−1Yt−1 (see (1) and (2)), implying that the terms in inside the variance and covariance
operators are the granular residuals of the individual corporations4. The first summation in (4.7) is
the granular component of the variance-covariance matrix of the shocks, which we denote hereafter
GRAN . The second summation represents the covariance of the enterprise groups shocks and we label
it LINK. Figure 4.3 presents the variance decomposition for the whole time period. To make the
figure more readable, we have aggregated the series at the annual level. As we can see, the GRAN
component has been the dominant one for almost the entire sample, with a notable exception in 2009.
This might point out that during the Great Recession the effect of corporation-level shocks has been
transmitted through the linkages between firms, instead of through the effect of individual shocks
to large companies. Overall, the granular component of the variance of the microeconomic shock is
predominant, which is in contrast to what has been found for the French economy in Di Giovanni et al.
(2014). At the monthly level, GRAN accounts on average for 70% of total variance over the whole
sample period, dropping to 60% during the Great Recession and with a contribution above half of
total variance for almost 90% of the sample. It would be interesting to see how much this results is
affected by our decision to use business groups instead of firms as unit of observation. This could be
done by replicating the analysis on firm-level data and possibly including smaller enterprises. This is,
however, left for future work.
The fact that we use contemporaneous correlations with monthly data might lead us to disregard
linkages between corporations which have an effect with a lag. For example a negative shock to a
firm which is supplier for a number of corporations might be transmitted after a certain number of
months. To make sure that the prevalence of granularity in the variation of idiosyncratic errors is not
due to the use of monthly data, we perform the analysis after aggregate the sales data at the annual
level. The results are very similar to the ones reported in Figure 4.3, i.e. the LINK components is
predominant only in 2009. One additional interesting robustness check lies in the use of sectorial data.
The fact that the contribution of the LINK component becomes large during the Great Recession
might indicate the spread of idiosyncratic shocks within a particular industry, such as the financial
one. We estimate the decomposition in (4.7) using the data of different industries separately. We find
that the trade and services industry, as well as the manufacturing one, show a similar pattern as the
4We have also estimated this decomposition using fixed weights, in line with Di Giovanni et al. (2014). This
alternative specification yields very similar results and hence it is not reported.
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Figure 4.3: Contribution of GRAN and LINK component to the enterprise shocks variance.
one in Figure 4.3. On the other hand, the decomposition for the construction and financial sectors
evidences an even more prevalent role of the GRAN component, even during the Great Recession.
4.4.4 The role of the size class and Nokia’s productivity analysis
Next, we proceed to investigate how corporations of different size class have influenced the results
obtained so far. In particular, we divide our sample of largest 57 companies into three groups based on
their average sales, each group containing 19 corporations. We denote the largest subset of corporations
as Large (corporations 1 to 19), the second subset as Medium (20 to 38) and the last one as Small (39
to 57), plus the subset containing the four largest corporations in the dataset, denoted as Giant. We
then estimate the following regressions
yt = β0 + βiΓi,t + ut, (4.8)
where Γi,t indicate the granular residual, and possibly its lags, of subset i at time t. Table 4.12 reports
the adjusted-R2s for the whole 1998-2013 sample and the pre- and post-recession periods.
Size Class Whole Sample Pre-2008 Post-2008 Post-2009
Giant 0.34 0.21 0.43 0.01
Large 0.31 0.21 0.38 0.036
Medium 0.03 0.07 0.07 0.03
Small 0.002 0.09 0.16 0.003
Table 4.12: R2 for different subset of the Top-57 corporations.
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Table 4.12 give us some interesting insights. It seems, as already pointed in the main analysis,
that the explanatory power of the granular residual is substantially based on a very small number of
large corporations. While the subsets Medium and Small do not carry any significant explanatory
power, the granular residual based on the subset containing only the largest Finnish corporations is
able to account for a large share of output fluctuations. Indeed, the top-4 enterprise groups seem to be
the best at explaining TIO growth. The Great Recession provides an interesting shift, where all the
subsets of corporations are unable to explain business cycle fluctuations after the end of the Great
Recession. However, the granular residual obtained from the smaller corporations in our Top-57 data
is able to explain a moderate share of TIO fluctuations during the Great Recession.
Another implication of Table 4.12 is that the corporation-level shocks are able to explain output
growth during the Great Recession, but not after its end. Moreover smaller corporations seem to
carry some sort of explanatory power during this period. These findings are also in line with what we
described in Figure 4.3, where we can see that in 2009 the covariance component of the microeconomic
shock dominates the granular component. Therefore, we can argue that during the Great Recession,
the main channel through which the company-level shocks were transmitted was the linkage one. For
the post-2009 period, we find again that relatively small firms present a high explanatory power for
the aggregate output. Looking at the the results in the bottom panel of Table 4.7, we see that the
granular residual has no explanatory power. Therefore the high R2s for this period can be possibly
motivated by a pronounced pro-cyclicality of these firms. While this analysis is able to give us some
interesting findings, it must be complemented with a more narrative approach (presented in the next
section), where we can examine single episodes of granularity and their effect on economic fluctuations
We conclude the empirical analysis by looking specifically at Nokia, using publicly available data
obtained from the company’s interim reports. In particular we compute quarterly labor productivity
using (4.5) and, due to data availability issues, the dataset starts from 2003. We estimate the regression
of the year-on-year growth rate of quarterly GDP onto Nokia’s labor productivity, giving us data from
2004. The resulting R2 is 0.25, indicating that the labor productivity of Nokia is able to explain around
a quarter of GDP fluctuations during the period 2004–2013. The estimated regression coefficient is
statistically significant at the 1% level and it is around 0.71. In Figure 4.4, we report the Nokia’s sales
to GDP ratio and the labor productivity contribution to GDP growth, computed using (4.4).
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Figure 4.4: Relationship between Nokia productivity and sales and Finnish GDP.
Figure 4.4 (a) shows how the importance of Nokia in the Finnish economy has shifted dramatically
in the recent years. The sales to gdp ratio reaches its peak around 2007, where Nokia’s sale represent
roughly 30% of GDP. However, since 2008 the company has faced a continuous decline, with the ratio
reaching its lowest values at 11%. Notice that in this analysis we are not considering the sale of the
mobile division to Microsoft. Figure 4.4 (b) give us another insight on how important Nokia has been
for the Finnish economy. Between the second quarter of 2005 and the first quarter of 2006, the implied
contribution to GDP of Nokia’s productivity is around 1.8 percentage points, accounting (on average)
for around 60% of GDP growth in this period. Even more surprisingly is how the drop in productivity
during the Great Recession seems to have affected the aggregate economy. Nokia’s implied contribution
during 2009 is -3.72% points on average, accounting for around 41% of the GDP drop during the year.
While these figures give an idea of how large the influence of Nokia has been during the last 10 years,
we have to keep in mind that there are various caveats behind these results. The productivity measure
we use, while handy in terms of computation and data availability, is not the most sophisticated one
and alternatives like the Solow residual can be taken into consideration. Moreover, we are analyzing
labor productivity without removing the cross-sectional average, as we did for the granular residual,
because we do not have access to the labor productivity of the other corporations in the dataset. This
issue can lead to an overestimation of the correlation between Nokia’s productivity and GDP growth.
Finally, it would be nice to use value added data and adopt a more ’accounting’ oriented approach as
in Ali-Yrkkö et al. (2010).
4.5 Narrative analysis
In Section 4.4, we have found multiple results pointing toward the granular hypothesis holding in
Finland. In this section, we look in detail at a number of episodes where output growth (or drop) has
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been particularly strong. We then inspect events, using public sources and data, that have affected the
largest Finnish corporations around the periods of interest. We consider, as in Gabaix (2011), episodes
where |yt| ≥ 1.3σy, where σy is the standard deviation of monthly real output growth (yt). In this
fashion, we obtain 50 monthly episodes and we analyze the years which include at least one of those
months. Given the importance of Nokia, we split the analysis in two subsection: the first one focuses
on large firms excluding Nokia, while the second part concentrates on the latter.
4.5.1 The effect of large firms’ shocks
For each year included in the analysis, we describe the overall macroeconomic condition (which we take
from the corresponding Bank of Finland annual reports) and subsequently look at the performance of
the largest Finnish corporations during the selected periods. If available we rely on quarterly sales
figures, otherwise we use annual sales. Because we need to work with annual and quarterly sales
data, we re-estimate (4.3) using variables at lower frequency to estimate the impact of the granular
residual on real economic activity. The coefficient we obtain for annual data is 1.20, while for quarterly
frequency regression we obtain that the granular residual coefficient is 0.97. The resulting adjusted-R2
are 0.42 and 0.37 respectively, indicating that aggregating the data at different frequency does not
change the main results about the importance of the granular residual.
1998: This year was marked by sustained growth and moderate inflation (related to the global
fall in oil prices). However, output growth decelerated during the second half of the year, mainly
due to a drop in exports caused by the southeast Asia and Russian crises. The decrease in export
affected various sectors of the economy in dramatically different ways. For example, while the growth
of exports for the manufacturing industry was 1.5%, the same figure for the electrical and electronics
goods industry amounted to 24%. The months in which the growth rates were especially high are
January to March, May, July and September, while the average TIO growth for the year was around
5%. One of the largest Finnish corporation of that year was Fortum, a majority state-owned energy
and oil production company. This enterprise group was founded in 1998, from the merger of Neste
and Imatra Voima. 1998 was not a good year for the company, mainly due to the drop in oil prices,
heavy rain falls which led to higher hydroelectricity production and subsequent energy price drops.
These factors, together with a planned reduction in crude oil trading, led to a yearly drop in sales of
around -15%. The average growth rate in sales of the Top-57 corporations was around 10% and the
sales of Fortum in 1997 accounted for almost 10% of Finnish GDP, implying a granular residual for the
company of -2.15% in 1998. Following the granular hypothesis, we can argue that the bad performance
of Fortum during 1998 affected negatively GDP growth, which was almost 7%, by -2.58% points.
1999: The Finnish economy faced another period of sustained economic growth, albeit slightly
lower than in 1998. The beginning of the year was still affected by low export demand caused by the
southeast Asia and Russian crises, even though the internal demand and the success of the electronic
and telecommunication sector kept output growth to high levels. The highest growth rates in TIO
are found in the first three months of the year. However, many Finnish groups did not experience a
positive year in terms of sales growth. A good example is UPM, a paper manufacturing company. The
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poor performance of UPM was mainly due to the oversupply of paper pulp during the year leading to
a newsprint, magazine and fine paper price fall. The granular residual for the firm during the year is
-0.4%, implying -0.48% points impact on output fluctuations for 1999.
2000: This was another extremely positive year for the Finnish economy. Together with the success
of Nokia, which we discuss in the next subsection, Fortum’s excellent performance provided a boost to
economic activity. The yearly granular residual of Fortum is 1.14%, with a positive impact on output
growth amounting to 1.36% points, i.e. almost 20% of the GDP growth for this year. There were
multiple factors behind the success of the energy company: a substantial increase in crude oil prices,
the increase of the international refining margin and the expansion of its gas trading network (starting
operations in Germany and Netherlands). Moreover, the group experienced a 30% increase in fuel
exports to North America and 45% increase in export of CityDiesel, an extremely low-sulfur diesel
fuel. UPM faced a 8-day strike during April, with an estimated loss of 60 million euro over the profits
for the second quarter of the year. However, this episode did not have a substantial effect over the
company’s performance over the year.
2004: Another good year with substantial growth, especially in the November–December period.
The steel manufacturing company Rautaruukki faced a particularly positive year, with an average
year-on-year demeaned growth in sales of around 6%. Various factors contributed to this successful
performance: substantial increase in steel product prices on the international market, efficiency
improvements due to management decisions and two large delivery agreements for the Sakhalin II
project (a gas and oil extraction facility). The implied contribution to GDP growth for the year is
around 0.14% points, accounting for around 4% of output growth.
2006: Average GDP growth for the year is around 5%. Between the most successful corporations,
we find the stainless steel manufacturer Outokumpu which made its best-ever operating profits in the
last of quarter of the year. This was mainly due to the high increase in international demand together
with productivity improvements through the commercial and production excellence programme. The
implied contribution of Outokumpu during the last quarter of 2006 is around 1% points, amounting to
almost 17% of GDP growth for that period. Moreover, increased demand from China, Latin America
and Eastern Europe boosted two important companies in the paper manufacturing sector: Stora Enso
and UPM. In particular, Stora Enso expanded in Latin America and become the only producer of
coated mechanical paper in the area.
2007: Throughout the year Finland experienced sustained growth, especially during the last
quarter. In this period, Nokia was one of the main driver of the good economic performance, together
with the oil company Neste Oil. The latter was founded in 2005, after splitting from Fortum. The
Finnish government controls 50.1% of the company. The granular residual for Neste Oil in the fourth
quarter of the year is around 0.48%, implyig a contribution of around 0.46% points and accounting for
almost 6% of output growth. Behind the group success was the launch of the NExBTL Renewable
Diesel, which was employed by the Helsinki City Transport network. Even more importantly, Neste
Oil benefited from increasing gasoline and diesel refining margins due to various refinery shutdowns in
U.S. and Europe during the second half of the year.
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2009: This year, together with 2008, has been marked by a profound crisis of the global economy.
Finland faced an average 9% drop in monthly output throughout the year and most of the main
Finnish groups had a very negative performance. For example, the yearly granular residual of Neste
Oil is around -2.6% . During the April-September period the main diesel production line in the
Porvoo refinery had to be shut down because of a fire leading the quarterly granular residual for
Neste Oil to reach its lowest point at -2.8% (second quarter) and -3.2% (third quarter). The implied
contribution of Neste Oil to GDP growths is 2.7% points and 3.1% points for the second and third
quarter, respectively. The global crisis affected industrial production and demand in stainless steel,
influencing greatly Outokumpu’s activities. The company faced a great decline in sales and its granular
residual for the year is -1.26%, with an implied contribution of -1.5% points. Moreover, to reduce the
fixed cost and preserve profitability the group cut almost 10% of the personnel, with temporary layoffs
of most employees at the Tornio factory (2350 employees), 250 workers of the Kemi mine and other
1600 employed in the steel production lines.
2010: This was a rebound year after the Great Recession. Various large firms had positive
performance, with Neste Oil having the highest granular residual in the last quarter of the year. The
residual is around 1.21%, with an implied contribution to GDP growth equal to 1.17% points and
accounting for 20% of the increase in GDP during the last quarter of the year.
As we can see, on multiple occasions the good performance of the Finnish economy was associated
with the success of few large companies. However, especially in 1998 and 1999, we find cases were
large groups have a negative contribution to output growth, even though the latter is very high.
This can be explained by the fact that we have omitted, so far, the manufacturing of electronic and
telecommunication products sector and its predominant firm, i.e. Nokia.
4.5.2 Nokia and the Finnish economy
In this subsection we shift the focus to Nokia. The analysis we report below is based on Nokia’s
annual and quarterly reports. Given the importance of this corporation, we describe in broad terms its
performance in each year from 1998 to 2013, together with the main events which have affected the
group.
1998: The strategic decision to focus on the telecommunications market, adopted in 1992, con-
tributed to a strong development of the company, which became the largest mobile phone manufacturer
worldwide by 1998. Net sales for the group increased by 50% from the previous year, thanks to the
success of models such as Nokia 6110 and Nokia 5110 and the expansion of the GSM technology.
During the first quarter of 1998, when Nokia 5110 was released, Nokia’s granular residual is almost
1%, implying a contribution to output growth for the quarter of around 0.97% percentage points (14%
share of GDP growth in Q1).
1999: Another great year for the company, with net sales increasing by 40% with respect to 1998.
In October, the 7110 model was introduced and it proved to be extremely successful. In particular,
this model was the first mobile phone based allowing for internet access through the WAP technology.
The granular residual for the quarter of release (fourth quarter) is 4.5% and its implied contribution to
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the 5.7% GDP growth for that period amounts to 4.3% point. Another model which proved to be
extremely successful was the Nokia 3210, with 150 million units sold.
2000: This was another extremely successful year for Nokia, with an yearly increase in net sales of
54%. As we have seen in the previous subsection, the Finnish economy experienced a year of sustained
growth with a spike of almost 8% increase in the last quarter of the year. On September 1st, Nokia
announced the 3310 model, which was then released in the last quarter of the year. The granular
residual for the group reaches its highest point in Q4 of 2000, amounting to around 2.6%. This implies
a contribution of 2.5% points to output growth, amounting to around a 32% of the year-on-year
increase in quarterly GDP. During 2000, there was another episode which exemplifies the vast influence
that the corporation had on the whole Finnish economy. As reported in Helsingin Sanomat (2000), on
July 28th the company released its interim report for the first half of the year. The figures indicated a
record profit with a 65% improvement to the first half of the previous year. However the stock market
did not respond well to the news because the company did not exceed its expected performance. Nokia
share went down by 21.3% and the Helsinki Stock Exchange Index was heavily impacted by this drop,
with a decline of 15.9% in a single day.
2001: The period going from September to the end of the year was characterized by slow growth
of Finnish output, including a TIO fall of almost -1.7% in December. Nokia experienced a substantial
slowdown in the growth of sales, with an yearly increase of only 2.6% (the average Top-57 growth is
around 5% for the year), implying a -0.6% points contribution to annual GDP growth. The slowdown
of the global economy was an important factor behind this result, however the company pointed out
also difficulties in launching and commercializing the 3G technology as a cause of the low growth in
sales.
2002: This was a year of fairly slow economic growth for Finland. While the mobile phones division
of Nokia did not register a meaningful drop in sales, Nokia Networks had a -14% annual decline. One
of the events behind this bad performance was the insolvency of the German operator Mobilcom, due
to financial difficulties of the latter. In particular, as reported in CNN.com (2002), Nokia decided to
write off a 300 million euros loan as part of a new financing agreement with the German operator.
2003: Another year of weak growth for Finland, especially during the first few months. Nokia
experienced an overall drop in net sales, caused by a bad performance of Nokia Networks. This led
to a dramatic reorganization of the company, with the creation of a multimedia division. However,
mobile phone sales rose throughout the year. In the last quarter of 2003, the company experienced an
increase of 22% of mobile units sold with respect to the previous year. The release of Nokia 1100, the
most successful model in the history of the group, can give an explanation for the good performance
of Nokia Mobile in this period. Interestingly, in the last quarter of 2003, Finnish economic activity
started to accelerate with a growth in GDP of around 2.6%, compared to the 1.6% growth during the
previous quarters. In Q4, Nokia’s implied contribution to GDP growth is around 0.2% points (around
8% share).
2004: Finnish output growth was particularly high in the last quarter of the year. During the
same period, Nokia experienced a moderate increase in net sales, mostly due to the success of Nokia
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Networks and to the good performance of imaging smartphones. On the other hand, sales of standard
mobile phone decreased, as a consequence of the price pressure dictated by higher competition.
2005: Nokia has a large granular residual in the first quarter of the year, amounting to an implied
contribution to output growth of 0.3% points (10% share). Even more importantly, in the last quarter
of the year Nokia’s share of the global mobile phone market reached 35%. In Q4 2005 the implied
contribution of the corporation is around 1.3% points, accounting for almost half of GDP growth.
2006: This year was marked by the volume record for the group, with 347 million units sold. The
net sales growth for the Mobile Phones division was almost 20% over the year, mostly due to the
competitiveness of the entry-level products and the success in fast-growing market such Latin America
and China. GDP growth for that period was almost 5% on average and the implied contribution of
Nokia si around 0.8% points (15% share of yearly GDP growth). During the year, the company started
releasing the N-series handsets and even the 770 Internet tablet, with the aim to expand into the
high-margin product market (The Economist, 2006).
2007: In April, Nokia Siemens Networks was officially formed. Nokia annual net sales increased by
24%, driven especially by the Multimedia division (producing and marketing smartphones). Despite
the release of Apple’s iPhone, Nokia kept its role as leader in the smartphone and mobile phones
market. One factor behind the success of the company during the year was the large expansion in
the Indian market, which became the second most important for the company in terms of production
volume (Nokia press release, 2007). Nokia’s granular residual for the year is around 3.7%, with an
implied contribution to yearly GDP growth of 4.4% points, roughly half of the GDP increase for the
2007.
2008: Finnish output growth had a breaking point around June 2008, with the spread of the
financial crisis from the United States. Up until then, TIO growth was around 2.7% per month on
average. In the second half of the year it dropped to an average decline in output of around -0.7%
(the average growth of monthly output for 2008 was around 1%). Together with the macroeconomic
consequences of the Great Recession, Nokia had to a face a much stronger competition, especially
with the release of Apple’s iPhone 3G and the failure to adapt to the new smartphone demand (an
interesting example on the feedback on Nokia Symbian smartphone can be found in Helsingin Sanomat,
2013). This led to a poor performance for the year, with a drop in the yearly sales of -1%. The implied
contribution to the average growth of TIO during 2008 is around -3.6% points.
2009: This year was marked by the dramatic drop in Finnish output (around -6.5% on average
through the year) and Nokia difficulties. The granular residual for the group during 2009 is around
-2.5%, with an implied contribution of -2.44% points. This corresponds to almost 40% share of GDP
drop for 2009. The global economic crisis, together with the growing competition in the smartphone
market, with the release of iPhone 3GS and products from LG, HTC and Samsung, were the main
cause of this weak performance. During the 3rd quarter of 2009 Nokia faced its first quarterly losses
since it started to report on a quarter-by-quarter basis in 1996, amounting to 913 million euro loss
(The Guardian, 2009).
2010: After the Great Recession, the Finnish economy returned to positive growth from March
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onward. Nokia performance was still fairly weak, with net sales increasing by 3%. The cross-sectional
average for the top 57 Finnish corporations for that period is around 15%, implying a -12% demeaned
growth rate. The estimated contribution to annual GDP growth (which was roughly 3%) is around -3%
points. It seems that the negative performance of Nokia during 2010 was a key factor holding back the
rebound of the Finnish economy. A contributing factor behind this decline was the success of iPhone 4
and Samsung Galaxy S, together with problems in the supply chain with the shortages of components
for mobile phones production. In particular, supplier of components such as memory chips, resistors
and transistors did not respond strongly to the increased demand after the Great Recession, which led
to weak results for many consumer electronics manufacturers (Reuters, 2010).
2011: While this was a positive year for the Finnish economy, with a 5% output growth on average,
Nokia had another extremely disappointing year with an yearly net sales drop of -18% (implying a
demeaned growth of -32%) and a granular residual of around -4% (implying a -4.8% points contribution
to yearly output growth). Nokia started a partnership with Microsoft to adopt Windows Phone
as primary platform for the company’s smartphones. After the announcement of the partnership,
Nokia share dropped to its lowest value since July 2009. Moreover, the group implemented a series
of strategical and operational changes, including a large reduction in personnel and the closure of
various facilities (among them, the Cluj factory in Romania, which was opened only three years earlier,
Reuters, 2011).
2012: Finnish economy turned to negative year-on-year growth, with an average quarterly GDP
drop of -1.4%, following the overall trend of the Euro Area. Nokia continued to struggle due to the
competition of other smartphone manufacturers leading to a dramatic reduction in market share. The
company demeaned yearly change in sales was almost -27% and the decrease of personnel amounted to
-25% with respect to the previous year. The number of smartphones sold in the last quarter of the
year amounted to around 16 million units, against the 65 millions Samsung devices and 27 millions
iPhone units. In results of this difficulties, Standard and Poor downgraded Nokia bonds to ’junk’
status (Bloomberg, 2012). The granular residual for the company was around -5.4%, with an implied
contribution of around -6% points.
2013: Both the Finnish economy and Nokia declined throughout the year. The GDP year-on-year
growth was around -1.1%, while the annual granular residual of Nokia was close to -1.1%. The highest
drop in GDP was in the first quarter of the year with a -2.9% year-on-year decline. Nokia granular
residual for that quarter is around -2.7% and implies almost a -2.6% points contribution (which
accounts for most of the decline in GDP in Q1 2013). The year for the company was marked by two
operations: the re-acquisition of half of Nokia Siemens Network from Siemens and, more importantly,
the sale to Microsoft of the Mobile Phone division. Even though the announcement was made on
September 2nd, the actual deal was finalized in April 2014 so it is not present in our dataset.
As we can see, the role of Nokia in the world telecommunication market has dramatically shifted
over the past 16 years. Since 2008, the group has lost is dominant role in the mobile phone business,
due to the success of its various competitors and the rise in popularity of smartphones. After the sale
of the Mobile division to Microsoft, in 2014, Nokia annual sales amounted to around 13 billion Euro,
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against the 30 billion Euro of 2012. Interestingly, the decline of Nokia could have been driving factor
behind the post-2009 results in Table 4.7, where we see that the granular residual is unable to explain
a substantial amount of output growth variation in this subsample. Finally, it would be interesting to
follow the performance of the group in the next few years and see its impact of Finnish output, given
that now Nokia is not anymore the largest Finnish enterprise.
4.6 Conclusions
In this paper, we have examined the granular hypothesis within the Finnish economy of the last 16
years. To do this, we use a monthly dataset comprising the top 57 Finnish business groups, in terms
of sales. We then use the methods suggested in Gabaix (2011) to extract the granular residual and
verify its importance in explaining output fluctuations. We complement the econometric analysis with
a short narrative comprising the main events which have hit the largest Finnish companies, with a
special focus on Nokia. To examine individual corporations, in the narrative analysis, we use publicly
available data obtained from the groups’ annual and quarterly reports.
We find that the granular residual is able to explain a substantial share of the fluctuations in Finnish
real economic activity. Interestingly, the Great Recession marks a strong break in the relationship,
with R2 dropping to very low levels when we analyze the period going from 2010 up to 2013. As a
robustness check, we also estimate the granular residual using a factor model, as it is done in Stella
(2015), and we get similar results as in the main analysis. We also split the top 57 corporations in
our dataset into four different size classes, based on their sales, and study the explanatory power
of groups of different sizes. We find that the idiosyncratic shocks to the largest companies are the
most important predictor, especially until the Great Recession. After 2008, the explanatory power
of all corporation-level shocks drop substantially. We also examine the explanatory power of Nokia’s
labor productivity, using quarterly data obtained from the company reports, and find that it accounts
for around 25% of GDP fluctuations. Finally, we follow the approach of Di Giovanni et al. (2014)
to decompose the variance of the enterprise group shocks and find that the granular component
has dominated the covariance component, except for 2009. This confirms the fact that the main
transmission mechanism for microeconomic shocks has indeed been the granular one, with the network
channel playing a secondary role.
In the narrative analysis, we delineate a number of episodes where large Finnish companies have
experienced particularly successful (or weak) periods and examine their effect on Finnish output growth.
Moreover, we dedicate a subsection to study the performance of Nokia in the last two decades and find
a dramatic change in the importance of the group in the Finnish (and World) economy. From being
the largest mobile phone manufacturer in the World during the mid-2000s, the company has faced a
continuous decline during the years after the Great Recession, which ended with the sale of the mobile
phones and smartphones division to Microsoft in 2014.
One of the most significant results of this analysis is the break in the Granular Hypothesis after
the end of the Great Recession. As reported in Tables 4.7 and 4.9, the impact of the shocks of large
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corporations onto aggregate output becomes very small from 2010 onward. At a first glance, this result
can be interpreted as the effect of the decline of some large firms during the Great Recession, above all
Nokia. However, the Finnish economy remains highly granular, in terms of the dominance of few large
firms, as we can see from Figure 4.1 (b). While the Herfindahl index shows a large drop after 2010, it
quickly reaches a similar levels as the ones of the pre-crisis period. This indicates that the sales of
large corporations account for a similar share of GDP as in period before the recent economic crisis.
Given that the network effect seems not to be driving our results, as shown in Section 4.4.3, we should
seek a different explanation. It is arguable that the real impact of corporations as large and influential
as Nokia goes beyond their actual size, measured by their sales. Moreover, even if a corporation plays
a central role in the economy, it might not be a particularly important supplier or client for the rest
of the firms in the economy (e.g. might buy its intermediate products from foreign firms). It might
be that the success of large corporations might indirectly influence the overall economic environment,
possibly through generation of know-how or by investing into research and development outside the
company. It could be interesting to carry an analysis in the fashion of Ali-Yrkkö et al. (2010), focusing
on a limited number of firms and studying a wider array of economic variables and possible channels
of influence of the large corporations on the economy.
While this analysis provides many useful insights, there are multiple possibilities to expand this
research further. First of all, we focus on sales as the main indicator of a business group success, due
to their monthly availability for a wide range of companies. However, measures of productivity (as
in Gabaix, 2011) or value added (see Ali-Yrkkö et al., 2010), can provide a better indicator of the
actual impact of a company on the aggregate economy. Moreover, we can expand the factor model
analysis by employing the filtering technique of Stella (2015) and Foerster et al. (2011), to make sure
that the estimated factors do not incorporate the effect of idiosyncratic shocks. However, the use of
enterprise group-level data can milden this issue by grouping firms inside the same mother company.
Finally, it would be interesting to shift the focus from the granular hypothesis to the network channel
suggested in Acemoglu et al. (2012). While we touch this issue by studying the variance decomposition
of the group-level shocks and examine how much the granular and link components account for their
fluctuations, a more extensive analysis of the network channel can be very interesting in the light of the
possible influence of Nokia onto the rest of Finnish firms. Related to this, it would be interesting to
use within company relationships to examine the contribution of individual firms and establishments
within a business group to the granular residual of that company.
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Chapter 5
Forecasting U.S. Recessions with a
Large Set of Predictors1
5.1 Introduction
Recession forecasting is a key activity performed by numerous economic institutions. Knowing whether
in the next month or next year the economy will be in an expansion or recession is an important piece
of information for policymakers, investors and households. For example, government authorities can
tailor their spending with the knowledge of how soon the economy will return to expansion, while
central banks can review their monetary policy in the light of future expected business cycle conditions.
In the applied econometric literature, recession forecasting has typically been based on binary
response frameworks, such as probit or logit models. In these studies, only a few predictive variables
at a time are used to forecast recession periods. It has generally been found (see, e.g, Dueker, 1997,
and Estrella and Mishkin, 1998) that the spread between the ten-year Treasury bond rate and the
three-month Treasury bill rate is the best leading indicator of the U.S. recessions. Furthermore, Wright
(2006) finds that the level of the federal funds rate has some additional predictive power over and
above the term spread, whereas similar results have been found for the stock market returns in Estrella
and Mishkin (1998) and Nyberg (2010).
In this paper, I propose a novel approach based on Bayesian shrinkage allowing for the presence of a
large number of predictors in the probit model. Using a high-dimensional monthly dataset, I compute
1, 6, 9 and 12-month-ahead recession forecasts from a set of models which differ in the number of
explanatory variables used. The parsimonious benchmark models include the variables that have been
found useful recession leading indicators, such as the term spread and the coincident business cycle
indicators used by Chauvet and Piger (2008).
Despite the growing interest in predicting recessions, the use of large datasets for this purpose has
not been widespread. Nevertheless, there have been a few notable examples, such as Chen et al. (2011),
where the authors include estimated latent factors extracted from a large dataset in the probit model.
1This chapter is based on a forthcoming article to be published in the Journal of Forecasting (Fornaro, 2016).
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Fossati (2013) also proposes the use of the constructed macroeconomic factors as predictors, even
though he focuses on smaller datasets than Chen et al. (2011) when estimating the dynamic factors.
Recently, Christiansen et al. (2014) use common factors in the probit models to test the usefulness
of sentiment variables. In contrast to these above-mentioned binary response models, the predictive
frameworks for continuous real-valued dependent variables, such as GDP growth, containing a large
number of predictors have been commonly used in the previous literature since the seminal paper by
Stock and Watson (2002). They introduced the use of principal components, estimated from a large
macroeconomic dataset, to forecast variables of interest (such as industrial production or inflation).
Dynamic factor settings have not been the only class of models used in macroeconomic forecasting
with large datasets. For example, De Mol et al. (2008) propose Bayesian shrinkage as an alternative
to principal components, while Banbura et al. (2010) forecast macroeconomic variables using a large
Bayesian vector autoregression.
Recently there have been examples of works that use large dataset in forecasting recession, without
relying on factor models. One notable example is Berge (2015), where the author uses forecasts average
and a boosting algorithm to predict recessions based on 19 indicators. Moreover, Ng (2014) also uses
boosting to consider 132 potential predictors to forecasts business cycle turning points. Finally, Stock
and Watson (2014) provide a non-parametrical approach to use large dimensional datasets in recession
forecasts, by implementing the Bry and Boschan (1971) algorithm to indexes obtained by numerous
predictors.
I apply a methodology similar to the one presented in De Mol et al. (2008) to shrink the parameters
of the explanatory variables toward zero, leading to a ridge regression-type setting. The probit model is
estimated with Bayesian methodology via data augmentation as in Albert and Chib (1993). The main
contribution to the previous literature is that I am able to estimate a probit model with a large number
of predictors via Bayesian shrinkage. This is a key distinction from other works concerning forecasting
recession periods using factor-based models, where the information contained in large datasets is
condensed in a few unobservable common factors. My approach has the desirable property of allowing
to assess the effect of individual variables, with a convenient interpretation of the parameter estimates.
Another problematic feature of factor models is that they require a two-step estimation procedure
(with potential issues related to the generated regressor problem) but also produce predictors which
have no clear economic interpretation. Additionally, the way I handle a rich information set differs
substantially from what is done in Ng (2014), where the predictors are examined separately and the
forecasts provided are combined in a second step. Instead, I use all the predictors in a single model at
the same time. Finally, I use a parametric approach in contrast to the non-parametric one based on
the Bry-Boschan algorithm in Stock and Watson (2014).
On a more technical side, another contribution on the research of binary response models is the use
of informative priors. This is different from what is done in, e.g., Albert and Chib (1993) and Chauvet
and Potter (2005), where the authors rely on flat priors. In my case, I use a shrinkage prior, i.e. I
center the prior distribution of the parameters at zero, with the variance of the prior distribution used
to control how much the parameters are shrunk.
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In my empirical application to U.S. recession periods, I find that the probit models containing a
large set of predictors fare well against the more parsimonious models, at least for short-term forecasts,
while they provide quite a similar 1-year-ahead predictive performance. Moreover, the large dimensional
probit model gives similar accuracy as the factor-based model for the one-month-ahead forecasts,
while it provides superior performance for one-year-ahead predictions. I also provide a pseudo-real
time application for the Great Recession of 2008–2009 and find that the shrinkage model with many
predictors is able to pick up the recession signals in a timely fashion and does well in comparison to
the more parsimonious specification based on the variables suggested by Chauvet and Piger (2008).
Moreover, I find that my large dimensional probit model fares well against the non-parametric methods
such as the one of Harding and Pagan (2006).
The remainder of the paper is structured as follows. In Section 5.2, I introduce the model and the
shrinkage methodology. In Sections 5.3 and 5.4, I briefly describe the dataset and report the empirical
results. Section 5.5 concludes.
5.2 Methodology
5.2.1 Probit model
Following the approach of Albert and Chib (1993), I consider probit models estimated with Bayesian
methodology. In particular, I use the data augmentation technique to obtain posterior draws for the
model parameters and the latent variable underlying the binary recession indicator.
Throughout this study, I am interested in forecasting a Bernoulli distributed binary variable, yt,
t = 1, 2, . . . , T , which can take the value one or zero. In this U.S. recession forecasting application,
following the usual practice in macroeconomic research, yt is thus the NBER recession indicator defined
as
yt =
 1, if the U.S. economy is in a recession at time t0, if the U.S. economy is in an expansion at time t. (5.1)
I assume that the realized values of yt are based on a latent variable zt defining the values of (5.1) as
follows:
yt =
1, if zt > 00, if zt ≤ 0. (5.2)
In other words, negative values of zt imply yt = 0 (i.e. expansions), and vice versa for recessions.
In the probit model, I use p lags of the explanatory variables to forecast recessions, so our model
for the latent variable zt becomes:
zt = X ′tβ + ut, (5.3)
where Xt = (1, x′t−1, . . . , x′t−p)′ is (np+ 1)× 1 vector and ut is the error term which follows a standard
normal distribution. Due to the form of (5.3), β contains the constant together with the coefficients
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associated with the predictors and their lags. Model (5.3) can be rewritten using a matrix notation as:
Z = Xβ + U, (5.4)
where the vector Z = (z1, . . . , zT )′ is (T × 1) vector, X = (X1, . . . , XT )′ is (T × np+ 1) matrix and
U = (u1, . . . , uT )′ is a (T × 1) vector.
From (5.2) and (5.3), we obtain:
Et−1(yt) = P (zt ≥ 0|Xt, β) = Φ(X ′tβ), (5.5)
where Φ(·) is the cumulative standard normal distribution function leading to the probit model. Notice
that following the properties of the Bernoulli distribution, the conditional expectation Et−1(yt), i.e.
the expected value of the recession indicator conditional on the information set at time t− 1, is equal
to the conditional probability P (zt ≥ 0|Xt, β). The estimation of model (5.4) is carried out by Gibbs
sampling. The details of the sampler are given in Section 5.2.3.
5.2.2 Shrinkage estimator
Similarly as Albert and Chib (1993), I assume that in (5.4) the error term U is multinormally distributed
with mean 0 and identity variance-covariance matrix IT (i.e. U ∼ N(0, IT )). To derive the conditional
posteriors for β and Z, I follow the presentation of Zellner (1971).
Instead of using a flat non-informative prior for β (as is often done in the literature), I impose the
following prior
p(β) ∝ |A|1/2 exp[−12(β − β¯)
′A(β − β¯)],
where A is a nonsingular matrix (in our case it is set to 1λ IK , with K = np+ 1 denoting the number
of parameters). This implies that the prior for β can be written compactly as β ∼ N(β¯, A−1). The
likelihood for the latent variable Z, conditional on β, is given by
p(Z|X,β) ∝ exp[−12(Z −Xβ)
′(Z −Xβ)].
We combine the likelihood with the prior to get
p(β|X,Z) ∝ exp{−12 [(Z −Xβ)
′(Z −Xβ) + (β − β¯)′A(β − β¯)]}.
Notice that
(β − β¯)′A(β − β¯) + (Z −Xβ)′(Z −Xβ) =
β′(A+X ′X)β − 2β′(Aβ¯ +X ′Z) + Z ′Z + β¯Aβ¯ =
(β − β˜)′(A+X ′X)(β − β˜) + Z ′Z + β¯′Aβ¯ − β˜′(A+X ′X)β˜,
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where β˜ = (A+X ′X)−1(Aβ¯ +X ′Z). This allows us to rewrite the conditional posterior of β as
p(β|X,Z) ∝ exp{−12 [n
′c+ (β − β˜)′(X ′X +A)(β − β˜)]}, (5.6)
where n′c = Z ′Z + β¯′Aβ¯ − β˜′(A+X ′X)β˜ does not contain β and we can drop it from the previous
equation.
By looking at the right-hand side of (5.6), we see that the posterior of β, conditional on the latent
variable Z, follows a multivariate normal with mean β˜ and variance (A+X ′X)−1. Notice that setting
A = 1λ IK and β¯ = 0 (i.e. I impose shrinkage on the parameters), we get that β˜ = (X ′X+
1
λ IK)−1(X ′Z),
which is the same estimate as obtained by a penalized ridge regression in a frequentist setting as
pointed out in De Mol et al. (2008). In particular, β˜ = βRidge is the parameter estimate that minimizes
the standard sum of squared errors plus the penalization term 1/λ
∑np
j β
2
j . The value of λ determines
how much we are shrinking the parameters: with a large λ we are imposing a looser shrinkage, giving
us estimates that are very close to the OLS solution, while a low value of λ will lead to coefficients
being very close to 0. This is reflected in the minimization problem, where a very large value of λ will
lead the penalization term to be zero, and hence the estimator reduces to the standard OLS formula.
To set the hyperparameter λ, I follow a similar approach as in De Mol et al. (2008). I first compute
the in-sample fit of the model with a few explanatory variables, and set λ for the large model in a way
to achieve equal in-sample fit of the benchmark specifications. It is expected that λ should decrease
with model size, indicating a need of a tighter shrinkage for models with a large number of predictors.
Moreover, the value of λ is influenced by the in-sample fit I am trying to achieve. For example, when I
use a very small model as a benchmark, say including only two predictors, the resulting λ tends be
smaller than in the case where I use a more complicated specification as target, which are likely to
obtain a superior in-sample fit.
In the empirical exercise I use both a static, i.e. p = 1, and dynamic specification of the probit
models. In the dynamic version of the large probit model, to account for the fact that higher order lags
of the predictors should have a lower forecasting power, I also use a modification of the priors in such
a way to impose tighter shrinkage on lags further in the past. To achieve this, I set A = 1λJK , where
the matrix JK is diagonal with ones for the elements corresponding to the first lag of the variables,
and higher values on the diagonal elements corresponding to the subsequent lags. A common choice is
to set the diagonal elements of JK as p2, where p indicates the lag length of X ′t in (5.3).
5.2.3 Estimation of the Probit model
The probit model (5.4) can be estimated using the Gibbs sampler suggested by Albert and Chib (1993),
which takes the following form. Given the initial values of zt and β, in steps j = 1, . . . ,m:
1. Draw zjt , conditional on βj−1, from a truncated normal with mean X ′tβj−1 and standard deviation
1, on the interval (−∞, 0) if yt ≤ 0, otherwise draw zjt from a truncated normal on the interval
(0,∞)
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2. Draw βj , conditional on zjt , from a multivariate normal with mean β˜j and variance ( 1λ +X ′X)−1.
The form of the conditional posteriors are presented in Section 5.2.2.
I repeat the above iterations m times. In this application, m is set to 10000 with an initial burn-in
period of 1000 iterations, giving us a total of 9000 draws2.
5.2.4 Forecast computation
The computation of recession forecasts using model (5.4) is fairly straightforward, provided the
estimated parameters. Once I have carried out the estimation with the Gibbs sampler, I have
mef = m− 1000 = 9000 valid draws for β and Z. Based on those, I obtain mef forecasts for the latent
variable zt.
One-month-ahead forecast is obtained in the following way. First, I compute
ẑjTin+1 = X
′
Tinβ
j , (5.7)
where Tin is our last in-sample observation. From these mef forecasts of the latent variable, we obtain
mef probabilities of recession, denoted as P̂Tin+1,
P̂ jTin+1 = Φ(X
′
Tin β̂
j), (5.8)
where j = 1, . . . ,mef . I follow Dueker (1997) and Chauvet and Potter (2005) and obtain one-month-
ahead point forecasts by averaging the predictions (5.8) over mef . That is,
P̂Tin+1 =
1
mef
mef∑
j=1
P̂ jTin+1. (5.9)
Multistep-ahead forecasts can be computed in a direct fashion (cf. the discussion of direct and
iterative multistep forecasting methods in the usual AR model, e.g., in Marcellino et al. (2006)). This
means that for the forecast horizon of h months, I estimate a model similar to (5.3):
zt = X ′t−h+1β + ut, (5.10)
where Xt−h+1 = (1, x′t−h, x′t−h−1, . . . , x′t−h−p)′. This procedure gives horizon-specific parameter
estimates, and I can compute the forecasts simply by
P̂ jTin+h = Φ(X
′
Tin−h+1β̂
j). (5.11)
Finally, the point forecasts P̂Tin+h are obtained in a similar way as in (5.9) by averaging over the
number of draws .
2I also estimate the models using 60000 iterations and thinning the sample, keeping only every fifth draw. The
results are very similar for all specifications considered in Section 5.4 and are available upon request.
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5.3 Data
I compute recession forecasts using a monthly U.S. data. My dataset starts in January 1959 and ends
in August 2014. The predictive variables are taken from McCracken and Ng (2015) dataset, which
includes 133 variables extracted from the FRED database. These predictors range from real activity
indicators, price indices and financial variables.
I use four probit models, each with a static and dynamic specification. In the dynamic models, I
include p = 3 lags of the predictors. In terms of equation (5.3), the resulting predictors in the dynamic
specification are Xt = (1, x′t−1, x′t−2, x′t−3)′. Variables are transformed to achieve stationarity and
standardized to have mean 0 and standard deviation 1. This standardization is used to ensure that
the shrinkage is fair and to prevent the scale of the variables to affect the estimation. The models are:
• Model (SP) which includes the predictors considered the best leading indicators in recession
forecasting, i.e. the spread between between long-term and short-term interest rates, and the
federal funds rate, (see, e.g., Wright (2006)).
• A small model (SMALL), containing the predictors of SP plus the variables used in the Markov
switching dynamic factor model of Chauvet and Piger (2008). These include non-farm payroll
employment, industrial production, real manufacturing and trade sales and real personal income
excluding transfer payments.
• A very large model (GIANT) which contains all 133 variables of the McCracken and Ng (2015)
macroeconomic dataset plus the term spread, giving a total of 134 predictors. The complete list
of variables is included in the appendix.
Finally, it is of interest to compare the forecasting performance of our models against the factor-
augmented probit models by Chen et al. (2011) and Christiansen et al. (2014). They provide a natural
comparison, given that factor models are commonly used to incorporate large datasets’ information
in macroeconomic analysis (see De Mol et al., 2008, for a discussion on the comparison between
Bayesian shrinkage and principal components). In practice, following their methodology, I use a
two-step procedure where in the first step a set of common factors is extracted using the principal
component-based estimator presented in Stock and Watson (2002), and in the second step, I employ
the estimated factors as predictors in the usual probit model. The factors are extracted from the whole
dataset containing 134 variables, examined in model GIANT, and the number of factors is selected
using the information criterion proposed in Bai and Ng (2002). I find that the optimal number of
factors is 4, giving us a parsimonious model and hence I do not apply shrinkage to it. I denote this
model as FACTORS hereafter.
It is also worth noting that in recent years, there has been a surge in the use of dynamic probit
models to forecast recession periods. That is, the lagged values of the recession indicator yt are used
as predictors in the probit model. Notable examples are Kauppi and Saikkonen (2008), Startz (2008),
Chauvet and Potter (2005) and Nyberg (2010, 2014). In this study, I follow another approach where
the use of a large set of predictors is seen as an alternative to the dynamic models. In particular,
similarly as including the lags of yt, I am taking the coincident state of the economy into account at the
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time I make the prediction by adding coincident economic indicators (and their lags), like industrial
production and retail sales, to our predictive information set. These coincident variables are highly
correlated with the recession indicator, as the latter is based on their values, and hence, in principle,
including the past values of the recession indicator would not increase the predictive power significantly.
As discussed in Chauvet and Potter (2005), the Bayesian estimation of dynamic probit models, even
for rather simple dynamics, is computationally burdensome, making this kind of models undesirable
when we are interested in a large number of predictors. Finally, the values of the binary recession
indicator are available after months’ delay. Thus, including coincident variables directly in the probit
model appears an interesting alternative to dynamic probit models.
5.4 Empirical results
5.4.1 Estimation and in-sample fit
As described in Section 5.3, the sample period ranges from January 1959 to August 2014. The in-sample
period is set to end in January 1971 (154 observations), while the remaining observations are used to
evaluate out-of-sample forecasts. This time span includes six recessions: the 1973-75 recession, two
recessions in the early 1980s, one in the early 1990s, the short recession of the beginning of 2000s
and finally the recent Great Recession which started in December 2007. I compute forecasts using an
expanding window approach where the estimation window increases by one observation at each time
when computing new forecasts. This choice is dictated by the rather low number of recession periods.
Using a rolling window approach might lead to an estimation window with no or very few recession
periods.
The hyperparameter λ is set such that the in-sample fit, calculated in the initial estimation period,
of model GIANT is close to the in-sample fit of model SP and SMALL, which are estimated without
imposing any shrinkage. This is done to obtain two different degrees of shrinkage: when I calibrate λ
to achieve the in-sample fit of model SP, I implicitly shrink the model more than by setting model
SMALL as benchmark. For example, when I set λ parameter to achieve the fit of model SMALL, I
minimize the difference:
|R2pseudo_SMALL −R2pseudo_GIANT|.
The in-sample fit is evaluated by the pseudo-R2 (see Estrella, 1998) defined as:
R2pseudo = 1−
(
lnl
lnc
(2/Tin)lnc
)
,
where lnl =
∑Tin
t=1(yt × ln(P̂ int ) + (1− yt)× ln(1− P̂ int ), lnc = Tin(y¯ × ln(y¯) + (1− y¯)× ln(1− y¯)). In
these expressions, y¯ is the sample average of recession periods, P̂ int is the fitted (in-sample) recession
probability obtained from (5.4) and (5.5) and Tin is the number of in-sample observations. Notice that
lnc corresponds to the value of the log-likelihood function obtained by a model which includes just a
constant term. R2pseudo takes a value between 0 and 1, and it has a similar interpretation to the usual
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R2 obtained in linear models for real-valued variables.
We compute first the R2pseudo for the forecast horizons of interest and for both model SP and
SMALL. The results for the static specifications are reported below.
h = 1 h = 6 h = 9 h = 12
SP 0.54 0.55 0.60 0.60
SMALL 0.67 0.81 0.59 0.59
Table 5.1: The values of the R2pseudo for the different models, with λ = 100.
As expected, model SMALL does a better job in terms of in-sample fit for the short to medium
forecast horizons. When we consider longer forecast horizons, model SP and SMALL do rather similar,
indicating that the additional predictors are not really useful for long-term forecasts. In Table 5.2,
I report the values of λ obtained using the aforementioned procedure. I include only the values for
models using matrix IK in the specification.
Shrinkage Model h = 1 h = 6 h = 9 h = 12
Static
SP 0.002 0.001 0.003 0.001
SMALL 0.0163 0.016 0.003 0.001
Dynamic
SP 0.001 0.0005 0.0015 0.0006
SMALL 0.0122 0.0092 0.0061 0.002
Table 5.2: The values of λ selected for model GIANT to achieve the in-sample fit of models SP and
SMALL.
The results in Table 5.2 show that the shrinkage applied to the models is affected highly by the static
versus dynamic specification choice. This is natural, given that the dynamic models has three times
more predictors than the corresponding static version. Moreover, the shrinkage applied when trying to
obtain the R2pseudo of model SP is tighter than in the case of using model SMALL as benchmark. I
set λ values once, using the first in-sample period, and keep them fixed for the whole out-of-sample
forecasting exercise.
While interesting, it is not feasible to show the effect of shrinkage on all parameters we include in
the model, given its size. However, a small example can give an intuition of how changing the way
I calibrate the hyperparameter λ affects the posterior distribution of the parameters. In this case, I
examine the posterior of the parameter of industrial production in dynamic specifications and using
matrix IK . In Figure 1, I depict the plots of the posterior densities.
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Figure 5.1: Posterior density for the industrial production parameter in model GIANT, first estimation
period.
Figure 5.1 (a) and (b) show at a first glance how a looser shrinkage affects the dispersion of the
posterior distribution. The posterior mean of the parameter in (b) is -0.17 while it is -0.10 in the
tighter shrinkage case. The respective standard deviations are 0.09 and 0.05. These results underline
how the tighter shrinkage leads the posterior mean closer to the prior one (which is set to 0) and how
it makes the posterior distribution more concentrated around the mean.
The main focus of this paper is the out-of-sample forecasting performance. To evaluate it, I use
two metrics. The first one is the Quadratic Probability Score (QPS), which is the counterpart of the
mean squared forecast error in the models for real-valued variables (see, e.g., Christiansen et al., 2014).
It is defined as
QPS = 2(T − Tin+1)
T∑
t=Tin+1
(P̂t − yt)2, (5.12)
where P̂t indicates the posterior mean of the h-month-ahead forecasts calculated following (5.9) and
(5.11). The value of the QPS is between 0 and 2 so that lower values indicate more accurate forecasts.
Another out-of-sample evaluation methodology which is often used (see, e.g, Berge, 2015) is the
success ratio, i.e. the number of times our probabilistic forecasts predict the right classification of
recession versus expansion. The main issue with this measure is that I would need to decide a certain
threshold which converts the probability of recession to recession and expansion signal forecasts. While
in certain applications a 50% threshold can be reasonable, there is no clear guideline on the optimal
choice in a recession forecasting setting. The receiver operating characteristic (ROC) curve (for a short
introduction see Fawcett, 2006) deals with this problem by evaluating the true positive rate against the
false positive rate performance against all the possible thresholds varying between 0 to 1. As pointed
out by Berge and Jordà (2011), another advantage of the ROC curve evaluation compared to the QPS
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is that it implicitly separates the loss function underlying the estimation and the decision problem.
Given that the ROC curve is a graphical evaluation method, we need some sort of summary statistic
to determine each model performance. I use the commonly adopted area under the ROC curve (AUC),
which is bounded between 0.5 and 1, and higher AUC implies better forecasting performance.
5.4.2 Out-of-sample performance
I start discussing the out-of-sample performance of the shrinkage methodology by using plots. Despite
not being as rigorous as numerical indicators, plots can give a good idea of how a model is performing,
especially in a recession forecasting application. For example, recession probability plots are very
helpful in indicating the presence of false alarms (the model predicts a recession period when the
economy is actually in an expansion) or fails to detect economic downturns. I start with reporting the
one-month-ahead forecasting performance of the benchmark models plus the dynamic specification of
GIANT with looser shrinkage (i.e. selecting λ to obtain the in-sample fit of model SMALL).
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Figure 5.2: One-month-ahead forecasts with shrinkage.
The plots in Figure 5.2 already indicate that the shrinkage strategy works well in forecasting
recessions in the near future. While the term spread specification does poorly one-month-ahead, includ-
ing real economic activity indicators (e.g. industrial production) leads to a substantial improvement
in short-term forecasting. This can be seen in subplot (b), which depicts the probability forecasts
obtained using model SMALL. This come has no surprise given that it includes the variables used in
Chauvet and Piger (2008), which have been shown to be very good predictors in short-term forecasting
and nowcasting. The factor-probit specification provides also very accurate short-term forecasts, even
though it creates a pretty large false alarm in the mid-90s and right after the early 2000s recession.
Finally, model GIANT seems to provide accurate one-step-ahead forecasts. Not only it manages to
predict all the recession periods, but importantly it also avoids to make any clear false alarm. This
could be surprising given the number of predictors (406 predictors in this specification), showing that
the shrinkage methodology does a good job in handling the large dimensionality. Notice that a much
more parsimonious specification, such as the one of model SMALL, does worse in terms of creating false
recession predictions, e.g., in the mid-70s. Instead, model GIANT creates much smoother recession
forecasts.
Next we turn to the long-term (multiperiod) forecasting performance, which has been the focus for
a large part of the literature (see, e.g., Chauvet and Potter, 2005 and Nyberg, 2010). In Figure 5.3, I
report the plots for the 12-month-ahead forecasts for the same models used in Figure 5.2.
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Figure 5.3: 12-month-ahead forecasts with shrinkage.
As found in the previous literature, the term spread model does a good job in forecasting 12-
months-ahead. It manages to pick up all the recessions in our sample and does not predict downturns
when there are expansions. Also the other three specifications depicted in Figure 5.3 (b)-(d) are able
to forecast all the recessions. However, models SMALL and FACTORS tend to do a worse job in
terms of avoiding false alarms, giving high recession probabilities both during the mid-70s and in
the mid-80s. Again, GIANT seems to provide a smoother forecast compared to the specifications
SMALL and FACTORS, even though it does not seem to provide any additional benefit to model SP.
Interestingly, all the models seem to provide weaker signals for the recessions starting from the early
90s one, which is in line with the findings of Kauppi and Saikkonen (2008), among others.
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Figures 5.2 and 5.3 are useful to get a grasp of the forecasting performance of our models but
numerical indicators are easier to interpret in terms of comparing the predictive accuracy of the models
under examination. Below, I report the QPS-statistics (5.12), for the models described in Section
5.3 for the forecast horizons h = 1, 6, 9 and 12 , where λ is set according to Table 5.2. Table 5.3 and
5.4 include model where the shrinkage is set to obtain equal in-sample fit of model SP and SMALL
respectively, and for both the static and dynamic specification. Finally, for the dynamic version of
GIANT, I present the results of both for the shrinkage independent of the lag order (i.e. I use the
matrix IK) and with smaller λ imposed on the higher order lags (matrix JK).
SP Shrinkage IK JK
Static h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.24 0.20 0.18 0.18 0.24 0.20 0.18 0.18
SMALL 0.15 0.19 0.18 0.19 0.15 0.19 0.18 0.19
GIANT 0.12 0.18 0.19 0.18 0.12 0.18 0.19 0.18
FACTORS 0.10 0.17 0.18 0.18 0.10 0.17 0.18 0.18
Dynamic h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.24 0.20 0.18 0.18 0.24 0.20 0.18 0.18
SMALL 0.14 0.20 0.18 0.20 0.14 0.20 0.18 0.20
GIANT 0.11 0.18 0.19 0.18 0.11 0.18 0.18 0.18
FACTORS 0.10 0.18 0.19 0.21 0.10 0.18 0.19 0.21
Table 5.3: Out-of-sample QPS statistics for the static and dynamic version of the models with shrinkage
and matrix IK and JK . λs are selected to achieve the in-sample fit of model SP .
SMALL Shrinkage IK JK
Static h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.23 0.20 0.17 0.19 0.23 0.20 0.17 0.19
SMALL 0.15 0.19 0.18 0.19 0.15 0.19 0.18 0.19
GIANT 0.10 0.17 0.20 0.20 0.10 0.17 0.20 0.20
FACTORS 0.10 0.17 0.18 0.18 0.10 0.17 0.18 0.18
Dynamic h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.24 0.20 0.18 0.18 0.24 0.20 0.18 0.18
SMALL 0.14 0.20 0.18 0.20 0.14 0.20 0.18 0.20
GIANT 0.10 0.19 0.20 0.19 0.10 0.18 0.20 0.19
FACTORS 0.10 0.18 0.19 0.21 0.10 0.18 0.19 0.21
Table 5.4: Out-of-sample QPS statistics for the static and dynamic version of the models with shrinkage
and matrix IK and JK . λs are selected to achieve the in-sample fit of model SMALL.
These tables give us a lot of insights on the performance of the models. Starting from the static
specifications, we see that the short-term forecasts of model SP are fairly poor. The inclusion of
coincident economic indicators, correlated with the NBER’s definition of a recession, leads to a large
improvement in one-month-ahead predictive accuracy. The use of large information sets, as done in
models FACTOR and GIANT, leads to a further decline in the QPS statistics of around 30%. On the
other hand, the term-spread model does a good job in long-term forecasting, as indicated by the low
values of the QPS. Including dynamics does only a little or no effect to the predictive power of the
models, even though it seems to provide a very minor improvement to the one-month-ahead forecasts
of model GIANT. Also the choice of using matrix IK or JK does not seem to create a difference
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in performance. Finally, we can see that imposing a tighter shrinkage, as in Table 5.3, to model
GIANT leads to slightly worse short-term forecasts in exchange for minor improvements in longer term
predictions.
Putting this evidence together, the real gain obtained by using large dimensional datasets in
recession forecasting using probit models stands in the short-term forecasts. It seems that model
FACTOR provides the best out-of-sample predictive performance, in terms of QPS, even though
model GIANT obtains the same value for 1-month ahead forecast using looser shrinkage. The good
performance of FACTOR can come as surprise, given Figures 5.2 and 5.3, where it seems that this
model creates fairly volatile recession forecasts, with many false alarms especially in the long-term
predictions.
In a classification problem as the one of recession detection, measures such as QPS can be
problematic, as pointed out in Hand and Vinciotti (2003). Therefore, in Tables 5 and 6 we provide the
results based on the AUC for the models discussed in Table 5.3-5.4.
SP Shrinkage IK JK
Static h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.65 0.78 0.86 0.88 0.65 0.78 0.86 0.88
SMALL 0.92 0.84 0.88 0.87 0.92 0.84 0.88 0.87
GIANT 0.95 0.90 0.88 0.87 0.95 0.90 0.88 0.87
FACTORS 0.96 0.90 0.89 0.85 0.96 0.90 0.89 0.85
Dynamic h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.74 0.85 0.86 0.87 0.74 0.85 0.86 0.87
SMALL 0.92 0.85 0.88 0.83 0.92 0.85 0.88 0.83
GIANT 0.96 0.91 0.87 0.87 0.96 0.91 0.88 0.87
FACTORS 0.92 0.88 0.85 0.82 0.92 0.88 0.85 0.82
Table 5.5: Out-of-sample AUC statistics for the static and dynamic version of the models with shrinkage
and matrix IK and JK . λs are selected to achieve the in-sample fit of model SP.
SMALL Shrinkage IK JK
Static h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.65 0.78 0.86 0.88 0.65 0.78 0.86 0.88
SMALL 0.92 0.84 0.88 0.87 0.92 0.84 0.88 0.87
GIANT 0.96 0.88 0.84 0.81 0.96 0.88 0.84 0.81
FACTORS 0.96 0.90 0.89 0.85 0.96 0.90 0.89 0.85
Dynamic h = 1 h = 6 h = 9 h = 12 h = 1 h = 6 h = 9 h = 12
SP 0.74 0.85 0.86 0.87 0.74 0.85 0.86 0.87
SMALL 0.92 0.85 0.88 0.83 0.92 0.85 0.88 0.83
GIANT 0.97 0.86 0.82 0.85 0.97 0.87 0.84 0.83
FACTORS 0.92 0.88 0.85 0.82 0.92 0.88 0.85 0.82
Table 5.6: Out-of-sample AUC statistics for the static and dynamic version of the models with shrinkage
and matrix IK and JK . λs are selected to achieve the in-sample fit of model SMALL.
Tables 5.5-5.6 complements the QPS results and help us in determining which model is performing
better. Using the AUC measure, we do not find the trade-off between tight versus looser shrinkage
that we saw in the QPS comparisons. When I use model SP as a benchmark to calibrate the values of
λ, I obtain better forecasts both at long and short horizons. On the other hand, using looser priors
leads to inferior forecasting performance for the 1-year-ahead predictions. Moreover, model FACTOR
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does worse than model GIANT in terms of long-term predictive accuracy, reflecting the considerations
I made when analyzing the plots. Including dynamics improves the one and six-month-ahead forecasts
of model SP, without deteriorating longer-term predictions. Even though DeLong et al. (1988) provide
a statistical procedure to compare the significance of differences in AUC, their test is designed for
non-nested models. In our forecasting exercise all models except FACTOR are nested, so we cannot
make a statistical comparison for all of them. However, we can compare model FACTOR with
model GIANT, the two models relying on large datasets, because these two models adopt different
predictors. The resulting p-values obtained for the AUC at h = 1, 6, 9 and 12 are 0.79, 0.70, 0.75
and 0.03, respectively, indicating that the only statistically significant difference in AUC is for the
12-month-ahead forecasts. This indicates that the main advantage of using model GIANT over the
model of Chen et al. (2011) is for long-run predictions.
Overall, we can conclude that including large datasets to forecast recession periods benefits us
especially in the short run. Traditional probit models such the one of Wright (2006) or the use of few
coincident indicators (as in model SMALL) lead us to inferior short-term forecasting accuracy compared
to models with large information set. While the factor-probit model provides good one-month-ahead
forecasts, it loses predictive power in the long-run, while the model with shrinkage does not seem to
have this problem.
So far, I have analyzed the forecasting ability of the models by considering a non-real time
experiment. This means that I have used the latest vintages of the data and I did not take publication
lags into account, which are key issues in a real-time scenario. In the next subsection, I examine the
short-run performance of model GIANT and SMALL in a more rigorous pseudo-real time experiment.
Moreover, I compare the performance of our large dimensional probit model against the one based on
the non-parametric approach of Harding and Pagan (2002).
5.4.3 Pseudo-real time analysis: The Great Recession
The Great Recession of 2008-2009 has been one of the most dramatic economic downturns since the
Great Depression of the 1930s. It had profound effects on the US economy, with a contraction in real
GDP of 5.1% and a rising unemployment rate which reached a peak of 10% in the late 2009. Moreover, it
spread to numerous countries including the EU member states, Japan and Russia. Given the magnitude
and width of its repercussions, being able to detect readily such an event would be invaluable for policy
making. In this subsection, I estimate model GIANT to compute one-month-ahead recession forecasts
and nowcasts. I compare my predictions with the ones obtained by more parsimonious specifications,
i.e. model SMALL and the nonparametric approach of Harding and Pagan (2002).
I start my predictions from December 2007, cover the whole recession span and finish in August
2009. I obtain the data vintages for the variables included in GIANT from the ALFRED database,
held by the St. Louis Fed. These vintages give me a snapshot of the data available at a certain point
in time, without taking data revisions and publication lags into account . For example, in December
2007 the data was available until November 2007 and it could still be revised. The original value of
the industrial production index in December 2007 was 113.9 while the value for the same indicator
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after the final revision is 100.74. Given the size of the dataset I am using, I could not find the vintage
for all the variables in question, leaving me with 97 predictors. Moreover, because of availability issues,
I needed to include more recent vintages of some key predictors, such as the real disposable income.
For this particular predictor, I use the first available vintage which is May 2010. Fortunately, only five
variables required the use of more recent vintages.
I estimate the model once using data going from January 1967 (the first available date for some
vintages) until January 2007. This choice is dictated by the publication lag for the NBER recession
indicator in the FRED database, which can range from 10 to 12 months or more. I report the results
assuming a 10 months publication lag, but I also computed forecasts using recession data up until
November 2006 (12-month publication lag) and this did not lead to any substantial change in results.
In practice, in this application, because of the publication lags one-step-ahead forecasts are equivalent
to nowcasts. Suppose I am trying to obtain the probability of recession in December 2007. At that
time, data would be available only up until November 2007 and the model would be estimated using
the latest known recession period (i.e. January 2007). Using the November 2007 data, I would then
obtain the probability of recession for December 2007 using (5.7)-(5.9), which results effectively in a
nowcast. Furthermore, if I use the contemporaneous values of the predictors, I obtain backcasts. Below
I report the nowcasts and backcasts plot for the 2008-2009 recession, using model SMALL and model
GIANT (with dynamic specification and using tight shrinkage).
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Figure 5.4: Real-time performance of models SMALL and GIANT for the Great Recession period.
Figure 5.4 shows that both models do fairly well in this pseudo-real time application. Even though
they do not predict very high probability of recession in the first half of 2008, they reach high values
in the second part of the recession. Moreover, nowcasts show a fairly clear drop in the recession
probability in July-August 2009. Specifically, model GIANT seems to do a better job in picking up the
recession signal earlier than model SMALL. In particular the probability of recession implied by model
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GIANT increases dramatically in October 2008, while for model SMALL this happens only in January
2009. In terms of backcasts, it is harder to see which model dominates the other, even though it seems
that model GIANT provides slightly less volatile predictions.
In addition to the probit models, I use the non-parametric method suggested by Harding and
Pagan (2006) to obtain business cycle turning points for the Great Recession. The variables I use in
this methodology are the ones suggested by Chauvet and Piger (2008), which are strong coincidental
indicators for recession and are described in model SMALL. Firstly, I obtain the turning points dates
for these four variables using the Bry and Boschan (1971) algorithm. After that, I obtain a series of
peaks for variable i, denoted as tPi , and trough, which I label tTi . I then calculate the distance from the
closest turning points for each month of my series, stored in a variable defined as τPi = min(tPi − t) and
τTi = min(tTi − t). Subsequently, I compute the median of τPi and τTi obtaining τP and τT . Finally, I
obtain common peak and troughs dates by computing the local minima of τP and τT , defined as the
minimum around a 31 month window, i.e. from t− 15 to t+ 15. If there are multiple local minimum, I
use higher percentiles than median, as suggested by Harding and Pagan.
In addition to the Harding and Pagan (2006) algorithm, I use the average-then-dates methodology
proposed by Stock and Watson (2014). In practice, I compute an index from the four variables suggested
by Chauvet and Piger (2008) and afterward use the Bry and Boschan (1971) algorithm to determine
the peak and trough dates. I denote these variables as Xit and their log difference as yit. To construct
the index, I use the inverse standard deviation weighting i.e. is given by Ct = exp
[∑4
i=1 αiln(Xit)
]
,
where αi = s−1i /
∑4
j=1 s
−1
j and si is the standard deviation of yit.
The algorithms described above give a set of dates, based on the vintages of the data described in
the beginning of the subsection. In practice, I can determine the beginning or the end of the recession
one month after the end of the reference month. For example, if I want to determine if there was
a peak or trough in December 2007 I have to use the data available in January 2008, resulting in a
backcasting scenario. The Harding and Pagan (2006) methodology determines September 2007 as
the peak date, signaling the beginning of the recession, and does not find a trough before the end
of the sample (which is July 2009). The average-then-date methodology determines the start of the
Great Recession in August 2007 and the end in November 2008. Overall, the two methods anticipate
slightly the beginning of the recession and choose a similar peak date. On the other hand these two
procedures give a very different date for the end of the Great Recession. The Stock and Watson (2014)
algorithm sets the trough well before the actual NBER chronology, while the Harding and Pagan
methodology does not pick up the end of the recession. In contrast, the probit model with a large
number of predictors is able to determine the end of the recession fairly well. However, it has a few
months delay in determining the start of the economic downturn, with the probability of recession
increasing dramatically only in September 2008.
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5.5 Conclusions
The use of large datasets in macroeconomic forecasting has widely been adopted in the last few decades.
However, in forecasting business cycle recession periods, the literature has focused on the use of a small
number of predictive variables. A few attempts to incorporate large information sets into the analysis
have relied on the use of factor-based models (see, e.g., Christiansen et al., 2014), where the extracted
factors are employed in the probit model, or on forecasts combination and boosting (e.g., Ng, 2014).
In this study, I adopt a Bayesian shrinkage approach to estimate probit models which include a large
number of predictive variables. I set the shrinkage proportionally to the number of predictors included
so that the (in-sample) predictive power of larger models is equal to the specification with only a
handful of predictors. The ability of using a large number of predictors, without estimating latent
factors, is the key contribution of this research. Bayesian shrinkage facilitates economic interpretation
of the predictors in the analysis which is in contrast to factor-model based forecasts relying on extracted
common components with no clear economic interpretation.
I find that the probit model including all the predictive variables yields competitive out-of-sample
predictions for all forecast horizons, especially for the short-term. The model including a large number
of variables is able to beat the factor-based model in 1-year ahead forecasts and seem to provide
smoother predictions. Related to this point, the forecasts from the shrinkage model, even for the
12-month horizon, do not present evident false alarms, while they provide a clear indication of when
future recession is likely. This result holds true for all the recession periods we have in our sample.
Finally, I find that the large dimensional probit model works well in pseudo-real time setting, where it
is able to detect the start and end of the Great Recession.
The models we have considered here do not include any dynamics of the recession indicator or the
latent variable underlying it. While the presence of large information sets, especially the inclusion of
coincident indicators such as industrial production, should already compensate for missing dynamics,
it could be interesting to examine dynamic models similar to Chauvet and Potter (2005) in the future
research (outside the scope of this paper). Another interesting extension of this paper lies in the priors’
selection. In this study, I shrink all the parameters toward zero. However, we know from previous
literature that a subset of predictors are especially useful in recession forecasting. It could be beneficial
to impose priors that are able to take into account the predictive power of single indicators, assigning
a looser shrinkage to important predictors. Finally, given that the ability to include large amount
of variables is desirable in a real-time environment, it would be useful to do a more comprehensive
real-time study, which would also encompass more recession periods.
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Appendix: Data list
In the table below I report the list of predictors included in model GIANT. The tranformations code
in column T. Code correspond to: (1) no transformation; (2) 4xt; (3) 42xt; (4) log(xt) (5) 4log(xt);
(6) 42log(xt).
Table 5.7: Data List.
Fred Code T. Code Description
RPI 5 Real Personal Income
W875RX1 5 Real Personal Income ex transfer receipts
DPCERA3M086SBEA 5 Real Personal Consumption Expenditures
CMRMTSPLx 5 Real Manufacturing and Trade Sales
RETAILx 5 Retail and Food Services Sales
INDPRO 5 IP index
IPFPNSS 5 IP: Final Products and Nonindustrial Supplies
IPFINAL 5 IP: Final Products (Market Group)
IPCONGD 5 IP: Consumer Goods
IPDCONGD 5 IP: Durable Consumer Goods
IPNCONGD 5 IP: Nondurable Consumer Goods
IPBUSEQ 5 IP: Business Equipment
IPMAT 5 IP: Materials
IPDMAT 5 IP: Durable Materials
IPNMAT 5 IP: Nondurable Materials
IPMANSICS 5 IP: Manufacturing (SIC)
IPB51222S 5 IP: Residential Utilities
IPFUELS 5 IP: Fuels
NAPMPI 1 ISM Manufacturing: Production Index
CUMFNS 2 Capacity Utilization: Manufacturing
HWI 2 Help-Wanted Index for the United States
HWIURATIO 2 Ratio of Help Wanted/No. Unemployed
CLF16OV 5 Civilian Labor Force
CE16OV 5 Civilian Employment
UNRATE 2 Civilian Unemployment Rate
UEMPMEAN 2 Average Duration of Unemployment (Weeks)
UEMPLT5 5 Civilians Unemployed - Less Than 5 Weeks
UEMP5TO14 5 Civilians Unemployed - 5-14 Weeks
UEMP15OV 5 Civilians Unemployed - 15 Weeks and Over
UEMP15T26 5 Civilians Unemployed - 15-26 Weeks
UEMP27OV 5 Civilians Unemployed - 27 Weeks and Over
CLAIMSx 5 Intial Claims
PAYEMS 5 All Employees: Total nonfarm
USGOOD 5 All Employees: Goods-Producing Industries
CES1021000001 5 All Employees: Mining and Loggin: Mining
USCONS 5 All Employees: Construction
MANEMP 5 All Employees: Manufacturing
DMANEMP 5 All Employees: Durable goods
NDMANEMP 5 All Employees: Nondurable goods
SRVPRD 5 All Employees: Service-Providing Industries
USTPU 5 All Employees: Trade, Transportation & Utilities
USWTRADE 5 All Employees: Wholesale Trade
USTRADE 5 All Employees: Retail Trade
USFIRE 5 All Employees: Financial Activities
USGOVT 5 All Employees: Government
CES0600000007 1 Avg Weekly Hours: Goods-Producing
AWOTMAN 2 Avg Weekly Overtime Hours: Manufacturing
AWHMAN 1 Avg Weekly Hours: Manufacturing
NAPMEI 1 ISM Manufacturing: Employment Index
HOUST 4 Housing Starts: Total New Privately Owned
HOUSTNE 4 Housing Starts, Northeast
109
Fred Code T. Code Description
HOUSTMW 4 Housing Starts, Midwest
HOUSTS 4 Housing Starts, South
HOUSTW 4 Housing Starts, West
PERMIT 4 New Private Housing Permits (SAAR)
PERMITNE 4 New Private Housing Permits, Northeast (SAAR)
PERMITMW 4 New Private Housing Permits, Midwest (SAAR)
PERMITS 4 New Private Housing Permits, South (SAAR)
PERMITW 4 New Private Housing Permits, West (SAAR)
NAPM 1 ISM: PMI Composite Index
NAPMNOI 1 ISM: New Orders Index
NAPMSDI 1 ISM: Supplier Deliveries Index
NAPMII 1 ISM: Inventories Index
ACOGNO 5 New Orders for Consumer Goods
AMDMNOx 5 New Orders for Durable Goods
ANDENOx 5 New Orders for Nondefense Capital Goods
AMDMUOx 5 Unfilled Orders for Durable Goods
BUSINVx 5 Total Business Inventories
ISRATIOx 2 Total Business: Inventories to Sales Ration
M1SL 6 M1 Money Stock
M2SL 6 M2 Money Stock
M2REAL 5 Real M2 Money Stock
AMBSL 6 St. Louis Adjusted Monetatry Base
TOTRESNS 6 Total Reserves of Depository Institutions
NONBORRES 7 Reserves Of Depository Institutions, Nonborrowed
BUSLOANS 6 Commercial and Industrial Loans, All Commercial Banks
REALLN 6 Real Estate Loans at All Commercial Banks
NONREVSL 6 Total Nonrevolving Credit Owned and Securitized Outstanding
CONSPI 2 Nonrevolving consumer credit to Personal Income
S&P 500 5 S&P’s Common Stock Price Index: Composite
S&P: indust 5 S&P’s Common Stock Price Index: Industrial
S&P div yield 2 S&P’s Composite Common Stock: Dividend Yield
S&P PE ratio 5 S&P’s Composite Common Stock: Price-Earnings Ratio
FEDFUNDS 1 Effective Federal Funds Rate
CP3Mx 2 3-Month AA Financial Commercial Paper Rate
TB3MS 2 3-Month Treasury Bill:
TB6MS 2 6-Month Treasury Bill:
GS1 2 1-Year Treasury Rate
GS5 2 5-Year Treasury Rate
GS10 2 10-Year Treasury Rate
AAA 2 Moody’s Seasoned Aaa Corporate Bond Yield
BAA 2 Moody’s Seasoned Baa Corporate Bond Yield
COMPAPFFx 1 3-Month Commercial Paper Minus FEDFUNDS
TB3SMFFM 1 3-Month Treasury C Minus FEDFUNDS
TB6SMFFM 1 6-Month Treasury C Minus FEDFUNDS
T1YFFM 1 1-Year Treasury C Minus FEDFUNDS
T5YFFM 1 5-Year Treasury C Minus FEDFUNDS
T10YFFM 1 10-Year Treasury C Minus FEDFUNDS
SPREAD 1 10-Year Treasury C Minus 3-Month Treasury Bill
AAAFFM 1 Moody’s Aaa Corporate Bond Minus FEDFUNDS
BAAFFM 1 Moody’s Baa Corporate Bond Minus FEDFUNDS
EXSZUSx 5 Switzerland / U.S. Foreign Exchange Rate
EXJPUSx 5 Japan/ U.S. Foreign Exchange Rate
EXUSUKx 5 U.S. / U.K. Foreign Exchange Rate
EXCAUSx 5 Canada / U.K. Foreign Exchange Rate
PPIFGS 6 PPI: Finished Goods
PPIFCG 6 PPI: Finished Consumer Goods
PPIITM 6 PPI: Intermidiate Materials
PPICRM 6 PPI: Crude Materials
OILPRICEx 6 Crude Oil, spliced WTI and Cushing
PPICMM 6 PPI: Metals and metal products:
NAPMPRI 1 ISM Manufacturing: Prices Index
CPIAUCSL 6 CPI: All Items
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Fred Code T. Code Description
CPIAPPSL 6 CPI: Apparel
CPITRNSL 6 CPI: Transportation
CPIMEDSL 6 CPI: Medical Care
CUSR0000SAC 6 CPI: Commodities
CUUR0000SAD 6 CPI: Durables
CUSR0000SAS 6 CPI: Services
CPIULFSL 6 CPI: All Items Less Food
CUUR0000SA0L2 6 CPI: All Items Less Shelter
CUSR0000SA0L5 6 CPI: All Items Less Medical Care
PCEPI 6 Personal Cons. Expend.: Chain Price Index
DDURRG3M086SBEA 6 Personal Cons. Expend.: Durable Goods
DNDGRG3M086SBEA 6 Personal Cons. Expend.: Nondurable Goods
DSERRG3M086SBEA 6 Personal Cons. Expend.: Services
CES0600000008 6 Avg Hourly Earnings: Goods-Producing
CES2000000008 6 Avg Hourly Earnings: Construction
CES3000000008 6 Avg Hourly Earnings: Manufacturing
UMCSENTx 2 Consumer Sentiment Index
MZMSL 6 MZM Money Stock
DTCOLNVHFNM 6 Consumer Motor Vehicle Loans Outstanding
DTCTHFNM 6 Total Consumer Loans and Leases Outstanding
INVEST 6 Securites in Bank Credit at All Commercial Banks
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