Farsi (Persian) is a low-resource language that suffers from the data sparsity problem and a lack of efficient processing tools. Due to their broad application in natural language processing tasks, part-of-speech (POS) taggers are one of those important tools that should be considered in this respect. Despite recent work on Farsi tagging, there is still room for improvement. The best reported accuracy so far is 96%, which in special cases can rise to 96.9%. The main problem with existing taggers is their inefficiency in coping with outof-vocabulary (OOV) words. Addressing both problems of accuracy and OOV words, we developed a neural network-based POS tagger (NPT) that performs efficiently on Farsi. Despite using less data, NPT provides better results in comparison to state-of-the-art systems. Our proposed tagger performs with an accuracy of 97.4%, with performance highly influenced by morphological features. We carry out a shallow morphological analysis and show considerable improvement over the baseline configuration.
It tags English with an accuracy of 96.58%, whereas it works with an accuracy of 98.24% for Hungarian, which is a morphologically rich language. Mohseni and Minaei-Bidgoli [2010] used a dataset of 10M words to train a tagger, and although they benefited from morphological features of words to improve the tagging accuracy of Farsi, their results are not promising (detailed information in the next sections). A dataset of 10M words is large enough to provide quite precise results, but efficient use of that data is another issue altogether. In our case, we also use the same dataset as the state-of-the-art tagger, but with less data we obtain better results.
In this research, we work with neural networks (NNs), which usually depend on a set of parameters that may be very sensitive to implementation details. To obtain accurate results, the tagging parameters should be considered carefully, and the NN should be designed to be compatible with the tagging task. We discuss the impact of various factors in Section 4 and show how they can affect the whole pipeline.
Applying NN to the problem of POS tagging and to any classification task in general is not a new research topic. Many early works such as the POS tagger of Schmid [1994] and some recent works like Collobert et al. [2011] used NNs, but recently this field has become much more popular. In 2006, a breakthrough occurred when Hinton et al. [2006] introduced a new training algorithm for large-scale/deep NNs and attracted attention to NNs. Using those types of algorithms along with newly developed coding platforms such as Theano 2 [Bergstra et al. 2011] , Torch 3 [Collobert et al. 2012] , and Caffe 4 [Jia et al. 2014 ] made the construction and implementation of NNs much easier. One work that is quite similar to ours was recently reported by Fonseca et al. [2015] . They used the NN as a POS tagger and obtained very good results for Portuguese. Prior to their work, the best reported accuracy for Portuguese was about 80%, but with their proposed NN-based tagger, they achieved an accuracy of 97%. With regard to Farsi, tagging performance was not very good prior to 2004. All efforts were made to develop rule-based taggers at that time, which were unsuccessful [Megerdoomian 2004 ]. In 2004, the BijanKhan corpus, a collection of 2.6M manually tagged words [Oroumchian et al. 2006] , was developed. It persuaded researchers to apply data-driven models to Farsi, but thereafter a new problem appeared. The data problem was solved to a large extent, yet it was (and still is) difficult to fine tune existing taggers for Farsi owing to its rich morphology and inconsistent orthography. To demonstrate this difficulty, only Raja et al. [2007] and Seraji [2011] could achieve good results. They used TnT and PerTag, obtaining an accuracy of 96.64% and 96%, respectively. Accordingly, data representation is pivotal in Farsi tagging. Data should be normalized before tagging and morphological decomposition can help to boost tagging performance. Shamsfard et al. [2009] addressed these types of challenges with Farsi text normalization.
In this article, we describe a multilayer feed-forward perceptron (MLP), trained and used for the purpose of tagging. It provides an internal representation of input data by passing it through hidden layers and generates output by estimating the most probable tag class for the target word (the word that is going to be tagged). Our main contribution in this work is introducing an NN-based tagger that (a) is robust to outof-vocabulary (OOV) words and tags them better than previous taggers, (b) provides better performance in comparison to the state-of-the-art tagger, and (c) efficiently uses data and benefits from morphological features.
The structure of the article is as follows. Section 2 discusses the training data and challenges with data preparation. We performed shallow morphological analysis to boost the tagging accuracy, which is also discussed in Section 2. Section 3 explains our network. Section 4 includes experimental results. Section 5 briefly reviews other models together with a comparison of our tagger, whereas Section 6 concludes the article along with some avenues for future work.
FARSI LANGUAGE AND THE CORPUS
In terms of orthography and morphology, Farsi is one the most complicated languages for any processing purposes. We briefly address some of the main problems with this language, which can easily mislead any POS tagger. In addition to common problems, such as ambiguity and disjoint constituents, Farsi has its own challenges. Light verbs and compound verbs are quite common in this language. Farsi is written with PersoArabic scripts, which by nature are problematic for coding purposes and automatic text processing. Unlike other languages, some Farsi words include interword zero-width nonjoiner spaces or semispaces. Semispaces are nonprinting characters and usually are incorrectly written as regular space characters that may generate quite different results (U+0020 and U+200c are the Unicode values for space and semispace, respectively). As an example, the correct form of the word greedy in Farsi 5 isāstyn•drāz, with a semispace character (between n and d sounds). Clearly, the tag for this constituent is an adjective. If it is written with a space as in styn•drāz, it means "long sleeve," which is a completely different meaning. When the semispace is wrongly substituted/written with a regular space character, the constituent is decomposed into two segments of astyn ("sleeve") and drāz ("long"), whose tags are a noun and an adjective in this case. This is a challenging issue in Farsi tagging.
Another problem is the presence of multiple writing forms for some characters. Farsi characters like y and k can be written in several forms. The diacritic problem is another issue. Words can appear both with and without diacritics. Diacritics are always pronounced but not written in most cases. This can be confusing for automatic tools like POS taggers that work at the word level, where multiple and inconsistent forms of words are encountered. Problems with the Farsi writing system are not limited to these cases only, but the cases mentioned are the most frequent. To solve these types of problems, we use an in-house Farsi text normalizer to performs tokenization. Using the DIN transliteration standard, it encodes Farsi letters to their corresponding Latin forms. The Latin form is easier for automatic text processing purposes. Then the normalizer corrects incorrect space usage and substitutes any instances with semispace forms.
Farsi is a morphologically rich language (for more details on Farsi morphology, see Perry and Kaye [2007] ), and therefore is possible to make up different words by changing affixes. As an example, the wordāmd ("(s)he came") is a verb. If it comes with prefix dr, the new word is dr+āmd, which means "salary" with the noun tag, and if it comes with the prefix kār, the word is kār+āmd, meaning "efficient" with an adjective tag. Both derivational and inflectional affixes are quite common in Farsi, and as can be seen, there is valuable information that morphology provides for processing purposes. For this reason, we decided to perform some morphological analysis.
Shallow Morphological Analyzer
Unfortunately, there is no reliable and publicly available morphological analyzer for Farsi. Accordingly, we performed shallow morphological analysis. We developed an algorithm to separate the stem of each word from its affixes. Our analyzer works on top of a stemmer/lemmatizer. By use of Perstem, 6 a free Farsi stemmer, first words are stemmed and then we try to extract affixes and variations according to stems. By affixes, we mean any prefixes and suffixes that appear before and after the stem, and by variations, we mean any differences between the word after removing affixes and its corresponding stem. In some cases, after removing affixes, the remaining constituents are different from the stem form that we call a variation. To provide further clarification, we give an example in English, although as mentioned, we applied this method to Farsi. The stem for the word prestudies is study, where pre and es are the prefix and suffix, respectively. What remains after elimination of the affixes is studi, which is different from the stem form study. We call the difference between the word and its stem a variation, and based on the definition in this example, the variation is y → i. What the shallow morphological analyzer generates as its output is a symbolic vector: All of these features (prefixes, suffixes, and variations) cause a considerable boost in tagging, and we use them all in our tagger. To implement the shallow morphological analyzer. the Perstem stemmer is used. After extracting the stem, we try to find a substring in the input word that best matches the stem. By the best-matching substring, we mean a portion of the string that shares the maximum number of characters with the stem. What follows that substring is considered the suffix, and what appears before is separated as the prefix. Then any variation is found. To extract the variation, we fine tuned the edit-distance algorithm [Masek and Paterson 1980] using three fundamental operations of delete (deleting the last character of a given string), shift (shifting one character to the left), 8 and insert (inserting a specified character to the end of a given string) to reach the substring from the stem. For the aforementioned example, the best substring that matches the stem is studi, as it has the same length as the stem and covers all letters of it. Applying the sequence of [delete(), insert(i)] operations, we can obtain studi from study.
Clearly, this type of processing would not be precise. In the last example, from a linguistic point of view, s should be the suffix (not es). In a case where the difference between substring and the stem is considerable, the algorithm may fail to find the correct variation. Furthermore, many other problems may occur. Because of these challenges, we call this process shallow analysis. As far as Farsi is concerned, it should be mentioned that most of the affixes are inflectional, and also in almost all cases, the stem is the same as the subword after removing affixes. Accordingly, this type of processing can provide us with useful and approximately correct information. In Section 4, we will see that this type of information enhances tagging accuracy quite dramatically.
Training Corpus
There are only three tagged corpora for training any data-driven POS tagger in Farsi. The Bijankhan corpus 9 is a freely available corpus of 2.6M manually tagged words and is used in most research work. The Bijankhan corpus has several problems in its tagging scheme. It uses a very fine-grain tagset of 550 tags. Obviously, this makes the tagging task difficult, but fortunately there are some smaller tagsets for the Bijankhan corpus and some instructions on how to reduce the tagset size. In our experiments, we used a standard tagset for Bijankhan with 40 different tags, which was proposed by the data development team.
UPC is another Farsi corpus developed by Seraji et al. [2012] and is a modified version of Bijankhan with additional sentences including 2.7M words annotated with 32 POS tags.
10 Another corpus that includes 10M tagged words is the Peykareh corpus [Bijankhan et al. 2011 ], which unfortunately is not publicly available. In Farsi NLP tasks, the Bijankhan corpus is frequently used, and to make our work comparable, we also used this dataset.
NETWORK ARCHITECTURE
For the purposes of time and structural complexity, we tried to design a simple architecture for our network. There are many neural taggers [Prezortiz and Forcada 2001; Zheng et al. 2013 ] that use deep architectures or complex models like recurrent networks; however, in our experiments, we used an MLP. As a general-purpose function approximator, theoretically MLP is able to estimate any type of function or equivalently able to find any type of mapping [Hornik et al. 1989 ]. Tagging obviously is a classification task in which an input vector is mapped to a specific class. We used MLP as our classifier. Our MLP architecture includes three main modules, which we discuss next.
First is the representation module. Words are symbolic constituents that should be represented numerically and efficiently. This is the most important parameter that directly affects the network performance. There are several ways of representing words. For this purpose, we used Word2Vec [Mikolov et al. 2013] and GloVe [Pennington et al. 2014] . We first convert our vocabulary into vectors. The dimension of word vectors also has a considerable effect on the final accuracy.
The second module includes hidden layers. In our experiments, we used a different number of hidden layers with various sizes. The number of hidden layers and their size help us to control the accuracy and the convergence speed. In our hidden layers, we used tanh units. Nonlinearity is a key feature in NNs, and there are several nonlinear functions (sigmoid, hardtanh, tanh, qubic, etc.) , of which the most compatible nonlinear unit to our architecture was tanh. The value of the tanh function for any given input a is computed as in (1):
Equation (1) 
i , where W is a weight matrix, b is the bias, and x indicates the input vector from the previous/input layer. Figure 1 illustrates the values and computations.
The third module of our network is the prediction layer. The output of each hidden layer is passed to each successive hidden layer, and finally the last one passes its data to the prediction layer, which is a set of Softmax units. We calculate the probability of an input vector x, a sample of the dataset D is a member of class i, a value of stochastic variable Y, at the final stage. We used Softmax because we are calculating probabilities, and it ensures that we always have a value between zero and one as an output. Based on the definition in Equation (2), and what the i-th unit of the prediction layer calculates is shown in Equation (3),
where b again is the bias value for the i-th unit, x is a vector produced by the tanh units of the last hidden layer, and W is a matrix of corresponding weights between the last hidden layer and the prediction layer. The network prediction for the tag of input vector is the class whose probability is maximum, as in Equation (4):
To train the network and optimize the parameter set θ = [W, b], we used stochastic gradient descent with mini-batches where loss function is defined by negative log likelihood. The loss function is shown in Equation (5):
To prevent overfitting, we use the L2 regulizer, which is referred to by R in (5). As can be seen, the network has many hyperparameters, which are addressed in more detail in the next section. The network was coded in Python using Theano [Bergstra et al. 2011] .
EXPERIMENTAL RESULTS
In this section, we first report the performance of our tagger and then address the impact of different factors, such as network parameters and word representations. Several taggers have been developed for Farsi. Raja et al. [2007] trained several opensource taggers and compared them. The best performance belongs to TnT (a Markov model), with an accuracy of 96.86% on the Bijankhan corpus with 80.09% for unseen words that occurred 1.94% of the time. They used 85% of the corpus for training (≈2,200,000 tokens) and the remaining 15% as a test set (400,000). There is another model trained using HunPos on the Bijankhan corpus [Seraji 2011] . When the dataset is divided into three parts of training, validation and test sets including the 80%, 10%, and 10% of the Bijankhan corpus, respectively, the accuracy of the tagger is 96%; however, when the training set is enlarged by adding the validation set, the accuracy rises to 96.9%. In the last case, the training set includes 95% of the corpus and covers almost all of the test set, and thus it is natural to have a higher accuracy. However, HunPos is an open-source tagger, 11 and as there is no detailed information about the experimental setup (an exact number of tokens has been used for training or the percentage of OOV words), we were not able to repeat that work.
Since the highest number was reported from HunPos, we consider that setting as the state of the art and use it as a comparison. The performance of our tagger is summarized in Table I , with detailed information provided in Table II . For the given training and test sets in Table I , HunPos obtained 96%, where a network-based POS tagger (NPT) works with an accuracy of 97.37%. For HunPos, unfortunately unseen word accuracy was not reported, but the unseen accuracy of TnT on the same data set for the 2.09% of OOV words is 77.69% [Raja et al. 2007 ], whereas we obtained 89.01% accuracy for the 5.4% of OOV words.
In our experiments, we selected the first 2M words of the corpus as our training data, the next 200,000 for the validation set, and the next 200,000 for the test set. We also neglected the last 200,000 of the corpus, as it did not change the experimental results when added to the training set. To make our experiments more reliable, we also performed 10-fold cross validation on the Bijankhan corpus, on which the highest result obtained was 97.37%, the lowest was 96.95%, and average accuracy was 97.16%. In Table II , tags are in the first column and their brief explanations are in the second 11 https://code.google.com/p/hunpos/downloads/list. column. 12 The third column shows the probability of each tag (with only four floating points) in the corpus, and the fourth column shows the related accuracy.
Impact of Network Parameters
Our tagger basically is an NN, and the parameter setting is the most challenging part of working with NNs. In this section, we discuss network hyperparameters and the process of word representation. We empirically discovered that the best architecture for our tagger is a network with four layers. One input layer simply reflects word vectors, two hidden layers of tanh units provide internal representations, and one output layer of Softmax units performs the prediction. A smaller network was not able to provide precise results, and a network with more than two hidden layers did not act very differently and only delayed the convergence time.
The size of the layers is also a very effective feature. The size of the first layer is almost fixed, as it depends on the dimensionality of the input vectors, and the size of the last layer has the same condition where its size is controlled by the number of output classes. Hidden layers with a small number of units cannot represent the data efficiently, and very large layers exponentially increase the computational complexity and provide no gain. The number of classes in our experiments is the number of tags in Table II , namely 37. According to experiments, when the size of the second hidden layer is set to 100, the network provides better results. The size of 50 caused some errors and was not representative enough, whereas a layer with more than 200 units did not provide any further value. In the range of 50 to 200, we experimentally established 100 to be our optimal number. For the first hidden layer, the best condition is when the layer size is set according to Equation (6):
To initialize the network parameters, bias values (b) were set to zero. We know that weight values at each layer should be sampled uniformly from a symmetric interval. By use of results from Glorot and Bengio [2010] , the best interval for tanh units is shown in Equation (7):
where U in and and U out are the number of tanh units in the (i-1)-th and (i)-th layers, respectively. We initialized the weight matrix based on this criterion. The learning rate was set to 0.01, and the regulizer coefficient is η = 0.001. As mentioned previously, SGD with mini-batches was used to train the network, where the optimal batch size was between 500 and 1,000. All experiments are reported with the batch size of 1,000. So far, we have explained the architecture and parameter setting of the network, but we have not yet described what the network takes as its input. The input is a vector of training features. In our setting, we used a vector of words and morphological features. A corresponding input vector for each target word is f i : [w
Given the vector f i that is a concatenation of four feature vectors, the goal is to find the most probable tag for the target word w i , where it is followed by the two prior words w To numerically represent words, we trained GloVe and Word2Vec on our training corpus. We tried to train both of them in the same training conditions. We set the context window size to 10 and the initial learning rate to 0.025. We ran the models for 10 iterations. In Word2Vec, we used the continuous bag-of-words (CBOW) configuration. In our case, CBOW uses the mean of context-word vectors. In our setting, if we are confronted with an OOV word, we find the closest match for it and use the match's embedding. The closest match is found based on the edit-distance criterion. The closest match is a word that has the minimum distance to the OOV word.
To generate vectors/embeddings of morphological features, we performed almost the same experiment. As mentioned in Section 2, the shallow morphological analyzer generates a symbolic vector for each word that reflects its morphological features and has considerable impact in detecting the word's tag. Each symbolic vector can be assumed as a morphological annotation of the corresponding word. For the Bijankhan corpus, our analyzer generated 8,818 unique morphological annotations (with 153 unique prefixes, 8,100 unique suffixes, and 6,554 unique variations). To obtain morphological embeddings, we made a corpus of morphological annotations by replacing each word with its annotation and trained Word2Vec/GloVe on it. The size of vectors directly influences the final results.
The key point in the proposed architecture is the way we treat word and morphology embeddings. During training, we keep word embeddings unchanged and only update morphology embeddings. This means that morphology embeddings are part of the network parameters that are updated at each iteration. They were initialized by Word2Vec/GloVe and tuned during training. The feature set in the input layer has four subvectors (the target word itself, two words before the target word, and the morphological annotation of the target word). To show the impact of each of them, we designed different experiments, the results of which are illustrated in the following figures. Based on our experiments, the selected four features are the most impactful elements in Farsi tagging. We tried other elements, such as w +1 i and w +2 i , or used stems and lemmas instead of words (surface forms) but did not obtain better results. To train Word2Vec/GloVe, we used the Bijankhan corpus. We explored different results with the embedding sizes of 10, 50, 100, and 200 for words. For morphology embeddings, the dimension was always set to 50. Figures 2 and 3 show the experimental results.
As Figure 2 shows, the size of the embeddings directly affects the network accuracy. As the dimensionality increases, the accuracy increases correspondingly. If the word itself is used as a feature, tagging results are not very high; however, as the other features are added, the accuracy increases. The most effective feature apart from the word itself is mf(w i ), the morphology vector of w i . The second most effective feature is the adjacent word just before the target word. The figures show the performance results for 10D, 50D, and 200D word vectors, as well as the comparison between Word2Vec and GloVe. To exhibit another comparison of Word2Vec and Glove and to better show the impact of the word dimensionality, we depict the learning curve and its fluctuations in the last 100 iterations in Figure 3 . The results are based on all four feature sets. The results confirm that Word2Vec works better than GloVe on our corpus and that word embeddings with dimensionality of 200D are more efficient. The runtime of our system for tagging 200,000 words with 200D vectors is 244 seconds, which is an acceptable time for a tagger, considering that most of the tagging is a once-off operation. HunPos tags this much data in 8 seconds, much faster than us, but as previously explained, its results are considerably worse.
We performed another experiment to show the impact of each morphological subunit (prefix, suffix, and variation) separately. As Figure 2 shows, the best configuration is when the target word w is accompanied by w −2 , w −1 , and mf (w). We used different feature sets based on the mf (w) vector. Table III shows the impact of each morphological unit in the tagging process.
RELATED WORK AND DISCUSSION
Similar to Tseng et al. [2005] , we showed that morphological features help in tagging of OOV words and tagging in general. We performed tagging using an NN. Neural POS tagging and neural NLP in general have become a very hot research topic. Neural taggers generate comparable results to state-of-the-art systems and even surpass them. The works by Ma et al. [2014] , Wang et al. [2015] , Zennaki et al. [2015] , and Jagadeesh et al. [2016] are some of the most recent in this field. We use the Bijankhan corpus in our experiments. The corpus is a standard collection, and other similar approaches use it to evaluate their systems. Table IV summarizes reported numbers on the Bijankhan corpus.
The first column in the table indicates the system name. The first system is based on a Markov model (TnT). The second one is a memory-based tagger, and the third system uses maximum likelihood estimation [Raja et al. 2007] . For each system, we selected the best reported number. The second and third columns show the percentage of known and unknown words in the test set, respectively. Accordingly, the last two columns show the accuracy of each tagger for known and unknown words. Based on the reported numbers, NPT performs better than the other approaches.
We compared conventional tagging models to NPT, but to the best of our knowledge, there is no other neural tagger for Farsi. The most related models to ours that similarly use NNs for tagging are those of Collobert et al. [2011] and Santos and Zadrozny [2014] . The model of Santos and Zadrozny [2014] is a character-based model in which embeddings for word characters are trained. Embeddings are combined through a convolution function to construct words. We do not have access to their network, so we could not apply the character-based model to our case. The other model mentioned is one of the most referred works in the field of neural tagging. Due to its importance, we decided to reimplement the model and study its behavior in our setting. The proposed model by Collobert et al. [2011] has a similar architecture to ours. We tried to exactly follow their work and reimplement the model as close as possible to the original network. The best accuracy that we could achieve by the reimplemented model was 95.13%.
Although the model by Collobert et al. [2011] performs well for English, NPT still performs better for Farsi. There could be several possible reasons for this, but we believe that the main reason is because of the network architecture. We proposed and tuned NPT specifically for the Farsi POS tagging task, whereas their model is a generalpurpose network for different NLP tasks. They proposed two different implementations of the word approach network (WAN) and sentence approach network (SAN).
13 They have two hidden layers in the WAN model. The first layer includes a lookup however, in our case, word embeddings are kept unchanged and we only update morphology embeddings. With this technique, we try to find the most optimal configuration. By using pretrained embeddings, we already have contextual information, and thus instead of tuning that part, we only focus on specific morphological information, which is more impactful for the POS tagging task. We empirically discovered this point. We obtained the best performance when we only changed morphological embeddings. -NPT benefits from the morphological information, but WAN only works with surface form embeddings. -We optimized the size of our hidden layers with respect to the problem, but WAN uses fixed-size hidden layers. We also selected the best nonlinear unit for our experiments. Moreover, hidden layers with a large number of nonlinear units can perform better [Mikolov et al. 2013; Zheng et al. 2013 ]. In our case, the size of the first hidden layer is 650, whereas this number is 300 for that of Collobert et al. [2011] . -The size of word embeddings is one of the most important features that directly affects tagging accuracy. Our embedding size is 200, but their model uses 50D embeddings. -WAN receives five words, with the target word in the middle as its input. This setting might be suitable for English, yet in Farsi, words following the target word have no effect on the final accuracy, and therefore we do not use them. WAN also pads its input, with the padding size equal to half of the context window's size. It adds paddings both to the beginning and end of inputs. We believe that the way we prepare our input is more representative and useful. We exclude redundant following words. In contrast, the padding technique incorporates some extra amount of input information that is not necessarily helpful and can even degrade the accuracy. It should be also considered that we train word embeddings with the context window of 10 words, and thus the information that we provide for NPT is richer than that of WAN.
There could be several reasons for the difference between WAN and NPT, but we believe that the issues mentioned are the most likely.
Another important issue about the network is its architecture. Normally, POS tagging task is treated as a sequence labeling task. In such cases, recurrent networks are preferred; however, in our case, we were able to easily solve the same problem with a simpler model. The main advantage of recurrent models is that they can model long(er)-distance dependencies better than feed-forward models in their input, which yields a richer input/context. Additionally, due to the recurrency feature, they can provide information about tags of preceding words. These two features are not quite essential for our case. With regard to the first feature, in Farsi, the target word's tag is strongly influenced by the target word itself and its morphological features (see Figure 2 , which clearly indicates this point). The second most impactful parameter is the preceding word just before the target word (w −1 ), and the third most important factor is w −2 . Obviously, other context words have impact on the final accuracy, but their impact is negligible. Thus, we do not need a rich context in Farsi. This property is quite language depended, and with a very similar neural POS tagger to NPT and WAN, Zheng et al. [2013] reported that the optimal context window size for Chinese POS tagging was 3, but as reported in WAN, more than three words are required for English to produce acceptable results.
With regard to the second feature, to address the impact of the POS tags of the preceding words, we directly presented the POS tags to the network (as another input feature), but it did not provide any extra gain.
Our network choice was a trade-off between training time, accuracy, and structural complexity, and we tried to find the best configuration for Farsi POS tagging. Usually, POS taggers are used as modules that serve other NLP tasks, so they should perform fast. Our in-house recurrent POS tagger performs slightly better than NPT, but its training/running time is not comparable to NPT, so we prefer to use NPT in our NLP experiments.
CONCLUSION
In this article, we discussed an NN-based POS tagger for Farsi. The exclusive feature of the tagger is its accuracy. The main reason we preferred a neural model to other conventional models is its ability to tag unseen words. Its performance on OOV words is 89.01%, which is considerably better than other existing taggers. NPT is also fast in terms of runtime.
In addition to NPT, we developed a shallow analyzer to extract morphological features of Farsi words. In our corpus, we extracted 8,818 unique morphological annotations, which is a clear indication of the rich morphology of the language. Therefore, incorporating morphological information would appear to be essential for languages such as Farsi. We also studied the distributional representation of words. We use word embeddings in our tagger that provide distributed representations. Due to this feature, neural taggers generally perform better, especially in the presence of OOVs. Distributed representations preserve the semantic relatedness of words, as well as contextual information, which is crucial to POS tagging.
Since NNs have a good generalization capability, we hope to try and apply NNbased methods to other NLP tasks in low-resource languages to surpass the existing/conventional methods. There is no semantic role labeler or name-entity recognizer for Farsi, so NNs might be used efficiently for these purposes. These applications are examples of word-level computations with dependencies on context words. Apart from these models, we are also interested in sequence-level computations such as parsing or translation via NNs.
