Improved Reference-Interval Estimation
Edward K. Shuitz,1 Keith E. Willard,2 Steven S. Rich,2 Donald P. Conneiiy,2and Gregory C. Crltchfield2
We used two standardmethods(the common percentile and the log-power gaussiantransformation)and two novel methods (weightedpercentileand smoothed spline interpolation) to estimate the 2.5th and 97.5th percentiles of 1000 sets of data from eight diverse distributional forms, generated by Monte Carlo simulation. For each distributionalform we derived an estimate of optimai performance.Althoughnone of the four proposed methods closely approximated the optimal performance bound,the spline interpolationmethod and the weightedpercentilemethodwere superiorto the two standard methods in accuratelyestimatingpercentiles.
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Monte Carlosimulation
For optimal interpretation of a specific test result, knowledge of the underlying distribution of test values in both healthy and diseased populations is necessary. Such information is commonly We found the new methods superior to the usual methods recommended.
Materials and Methods
We used four methods for estimating the 2.5th and 97.5th percentiles: (a) the common "percentile" (sample order statistic) method, (b) the log-power multistage-gaussian transformation technique (5), (c) the weighted percentile method of Harrell and Davis (6) , and (d) spline interpolation with smoothing. We tested these methods on eight distributional shapes previously studied (1, 5) . Samples of data were generated from six Johnson (7) and two chi-squared (with two and four degrees of freedom) distributions 
Method
The log-power multistage-gaussian method of Boyd and Lasher (5) was performed as described in their paper. Asymmetry (skew) is removed by the log (x + c) transformation, and kurtosis (the "peakedness" of the distribution) is brought to zero, the same value as that of a gaussian distribution, by the power function LXlkfor X >0 and -LKIk for X <0, where k is varied iteratively.
The transformed values are then assumed to be gaussian in our study, and the mean and standard deviation are used to calculate percentile points. Although it is cautioned the technique is not valid if the transformed data are not gaussian in shape, a specific method for deciding this question is not given. We chose to calculate the results for all distributional types for comparative purposes. The values are back-transformed for the final estimates. We utilized the suggested "ETA" correction factor.
Spline Method
Smoothed splines were first introduced by Reinsch (8) as a general method of curve smoothing. Their theoretical properties in the area of cumulative distribution function estimation were discussed by Wabha (9). The principle is to connect many curved segments, each described by a cubic polynomial, in a smooth way by reducing the least-squares error between the data and the spline estimation.
The "smoothness" of the spline fit can be increased or decreased by limiting the integral of the squared second derivatives over the entire curve. We fitted smoothed splines to the sample cumulative distribution function, iteratively varying the degree of smoothing until the sum of squared weighted differences between the estimate and the points of the cumulative distribution curve reached an empirically determined constant. The percentile estimates were then directly computed from the spline curve.
Weighted Percentile Method
The weighted percentile method recently proposed by Harrell and Davis (6) results in a percentile estimate from a weighted summation of all the data points. The weights are calculated from the sample cumulative distribution functions.
Computer programs were developed on a Control Data Corporation CYBER 174 in Pascal and Fortran-77, graphical output on an Apple He, with the simulation runs done on a Digital Equipment Corporation (DEC) VAX 11/750. Software from the International Mathematical and Statistical Libraries (IMSL), Houston, TX 77036, was used for calculating weighted smoothed splines, random normal and chisquared deviates, and cumulative and inverse distribution functions.
Evaluation of Methods
The true 2.5th and 97.5th percentiles points were calculated from the known characteristics of the given distribution. The root mean square error (RMSE) of each percentile estimate was then calculated for each of the eight distributions by
where T is the true (known) percentile at the pth level Q(i) is the estimated percentile at the pth level, for the ithdata set p is either 0.025 or 0.975 n is the number of synthetic data sets generated (1000 for each distribution).
The performance of each method was evaluated by the ratio of the RMSE of the method to the RMSE of the percentile (order statistic) method. This eliminated scaling differences in the RMSES from one end of a distribution to the other and from one distribution to another. We examined a large number of data sets (1000/distribution) to ensure that the resulting differences in RMSE were not due to sampling variability, and confirmed that this was true by increasing the number of runs until the RMSE ratio stabilized (Figure 2) . We chose the percentile method as the method for direct comparison because it is widely used and has been proposed as a method of choice (1, 3).
To characterize the statistical efficiency (10) of the four methods, we used a maximum likelthood estimator to approximate the best performance possible (see Appendix). If an explicit form of the underlying distribution is known, then a statistically most likely estimate of the percentile can be calculated from the sample data set. For example, given a set of data known to be gaussian in distribution, the most probable estimate for the 97.5th percentile point is the mean + 1.96 SD. A comparable expression exists for every distri-
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Fig. 2. Vanabillty of relative performance of log-power method with the number of simulation runs
The ratio of AMSE (log-power)fo the RMSE (percentile) is an indlcafor of relative performance. The loser the ratio,the better the log-powerperformanceforthe particular set of randomnumbers generated. Definite conclusions are dlillcult at a lownumberof simulationnins (i.e., <200) butiona.l shape, such that there is some "best" estimate of the percentile. We derived the respective analytical expressions (see Appendix for methodology) and calculated the percentile points from the parametric equations based on the data for each distribution shape. Table 1 shows the results from 1000 sets of 119 randomly generated values for each of eight distributions. The performance of the log-power method was highly variable. Although it attained the lowest RMSE among all methods for five endpoints, for the remaining 11 points it had the highest RMSE; for four of these points the RMSE was more than eightfold greater than by the percentile method. In general the log-power method shared the same defect found in earlier gaussian-transformation methods, performing well only on gaussian-like curves (Johnson A and F) or on the infinite tails found in chi-squared distributions.
Results
In contrast the spline and the weighted percentile methods performed consistently. The spline achieved the lowest RMSE for five endpoints and the weighted percentile for four. For two endpoints, the spline method tied with the weighted percentile method for lowest RMSEs. For all 16 endpoints, both thesplineand weighted percentile methods had a lower RMSE than thepercentile method. In terms of optimal performance (maximum likelihood estimation), these two methods did better when the distributions were bounded, as the Johnson distributions are, than with the infinite-tailed chi-squared curves. In direct comparison, the weighted percentile did better on nine of 16 endpoints and the spline better on five of 16 endpoints. Comparison of the optimal bound of performance as given by the maximum likelihood estimate with the best method for each distribution showed that no method came close to this bound, with the RMSE being 20 to 132% greater. For instance, for the 2.5 percentile estimation of the chi-squared distribution with two degrees of freedom, the RMSE of the maximum likelihood estimate was 0.57, while the spline RMSE was 0.83, an increase of 46% over optimal performance. The spline method gave closest RMSE performance, having 20 to 23% greater RMSE for four endpoints. In general, the best methods performed closer to the performance limit on the 
Discussion
We used a wide variety of distributional shapes to challenge the robustness of each method, and evaluated the performance with a large number of data sets (1000/distribution type). We found that the performance of the logpower method (5) dropped off considerably as the distributional shape became increasingly nongaussian.
Reed and Wu (1) reported similar limitations for other gaussiantransformation methods. The major contribution to the greatly increased RMSE on several of the distributions (Johnson C, D, E) was the bias of the log-power estimate (data not shown). Some of this poor performance may be attributable to a failure to transform the data to a gaussian shape, which was not evaluated here. The difference between our results and Boyd and Lachers findings with this transformation method possibly may be explained by the smaller number of runs they used, which led to larger sampling variability in the observed RMSEs. In Figure 2 the relative performance of the log-power method to the percentile method in terms of RMSE is shown as a function of the number of computer simulation runs for three distributional types. Random variation has a dramatic effect upon the results observed until the number of simulation runs reaches the 200 range. When we repeated the log-power analysis without the suggested "ETA" correction factor (5), we found little change in its performance (data not shown). Overall, across the distribution types, the log-power multistage-gaussian transformation method performed the worst of the four methods we evaluated.
The use of smoothed splines offers a compromise between the strongly parametric approach of the multistage transformation approach and the completely nonparametric percentile (order statistic) method; it only is assumed that the distribution is smooth and continuous. Cubic splines have previously been used in interpolation of radioimmunoassays to approximate data points, and elsewhere (9) to estimate cumulative distribution functions. The smoothed spline performed very well, doing better than the percentile on every distribution and particularly well on distributions with relatively more mass in the tails (Johnson C and D) . We are further developing this method to generalize the calculation of the appropriate weights and smoothing factor for any size data set.
The weighted percentile method evaluated here is relatively unknown to the clinical literature. The theory behind Optimal bound it is elegant in its simplicity (6). Just as one may estimate Because of the history of improving methodology in percentile estimation, we wanted to estimate a bound of performance for any general method. Thus we could measure the statistical efficiency of a method by how closely it approximated this bound. The maximum likelihood estimator we used made explicit use of the correct form of the underlying probability density function (which would not in general be known). The best of the methods had between 20 and 132% greater RMSE than the theoretical bound. Most methods performed worse when estimating the infinite tail of the chi-squared distributions.
Because only distributions with bounded values are encountered in clinical medicine, the performance of these methods with the Johnson curves is possibly more relevant. For these distributions the spline and weighted percentile estimators averaged an RMSE 34% greater than the theoretical bound, whereas the traditional percentile estimator averaged 49% greater.
The spline and weighted percentile methods need to be evaluated with real data from large studies, where there is significant rounding off of data, before they can be definitely regarded as superior to the percentile (order statistic) method. If these new methods do prove superior, the ubiquity of microcomputers will make relatively sophisticated methods such as the spline and weighted percentile feasible for even the smallest laboratories.
The problem of estimating reference-interval endpoints, as well as the more desirable solution of estimating the probability of a value's being normal for an individual patient, requires an approximation of the frequency distribution of laboratory values. The work described here is an effort to demonstrate that the smoothed spline and weighted percentile methods are superior to other currently used methods for estimation of the distributional curve in the "tail" region, where estimation is the most difficult. 
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Let the X, be defined as before and the Y form the unbiased sample cumulative density function:
This staircase function is smoothed by using the smoothed splines as described in the paper of Reinsch, where a computer listing is also given (8). The cubic spine function is defined segmentally over each interval X <X < X+1 as
The spine coefficients A, B, C, and D are calculated to satisiS' the following conditions e second derivatives are continuous at X1, as well as within intervals #{149} minimize
The proper choices for S and the weights in general curvesmoothing are an area of ongoing investigation (13). When there is no error in the abscissa and the standard deviations of the ordinates are used as the weights, Reinsch suggests S = n. However, this result is not optimal, even when the standard deviations are known (13). Use of n for S is not appropriate for smoothing the cumulative distribution function because the data points are not independent of each other, and will usually result in worse performance than the percentile method. The weights we used contain a term to account for the variance in the 1', and a term to estimate the local density of the XL. With this choice for the weights, we iteratively adjusted S for each data set until the sum of squared errors between the spline and the sample cumulative distribution function (CDF) was equal to a constant (this constant was determined by Monte Carlo simulation for n = 119). The motivation for this approach was the Cramer von Mises statistic (10), where the sum of squared errors between the sample and true CDF, when weighted by the probability density function, is a simple function of n. Our weights were given by
where L equals the width of the binomial 95% confidence bound on Y. S was changed until 0.0025 = IEg(X) -Y12 for the 50 terminal points of each curve containing 119 total points. Further work to generalize the choice of weights and S for any size data set will be reported later.
Weighted Percentile Method
This method was derived from the expectation of the kth sorted sample value (i.e., the kth order statistic)
where /3(a, b) is the complete beta function with parameters a and b, and z is a dummy variable. 
Maximum Likelihood Estimates
If the form of the probability density function fib, x) for the data valuesX is known [where 0 is the vector of parameters (i.e., mu and sigma in the case of a gaussian density)], then these parameters can be efficiently estimated from the sample values with maximum likelihood techniques, and the resulting estimates fore can be substituted back into the known form for flO, x). The resulting expression can be integrated to find the desired percentile estimate Q f(8, x)dx =0.025 (or 0.975)
These parameter estimates are calculated by forming the sample joint probability density function, which defines the likelihood function, L: L(0, X1, X2, . . . X) = H fib, X) then solving for a 0 estimate that maximizes L.
We can do this analytically in some cases by taking derivatives with respect to the parameters and setting the resulting equations to zero. These equations can then be solved for the parameter estimates. In analytically intractable cases this can be done numerically.
In gaussian distributions the maximum likelihood estimates for mu and sigma are essentially identical with our familiar equations for ± and s. In the Johnson probability density function, this approach yields the following equations for G, D: 
D= [IflW2
