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ABSTRACT
The broad aim of this thesis is to investigate the feasi­
bility of using interactive computer graphical methods to control 
experiments in scientific research. A particular area of scien­
tific research, namely quantum chemistry, is chosen because 
within it the widely used semi-empirical methods provide an 
excellent framework, from both theoretical and practical points 
of view, upon which to base the investigation,Y *> 4
The first chapter discusses interactive computer graphics 
in general terms, and reviews the origin, development and a few 
significant applications of graphical techniques, before briefly 
considering some aspects of hardware, software and graphics sys­
tems design.
In the second chapter the specific advantages which graphi­
cal techniques offer in scientific work are examined against the 
background presented in chapter one. Then, after reviewing the 
nature of the chosen problem area and the conventional role of
. v
the computer, attention is turned to the question of designing 
a graphics system for use in quantum chemistry research.
The third chapter describes in detail an experimental yet 
comprehensive system developed for this purpose on an ICL 4130 
computer equipped with a graphical display device. The design 
of the system is related to the typical problem-solving phases 
used in many areas of scientific work, but which are particularly 
well defined in the chosen area of quantum chemistry. The system 
also takes advantage of the many opportunities for graphical dis­
plays presented in each of the phases so defined. The form of 
control adopted is through a ’menu’ type of dialogue, where at
each decision point in the course of an interactive session, a 
list of available options is displayed to the user. Selection 
is then made by light pen, console key or typewriter keyboard.
The fourth and fifth chapters describe practical experiments
with the graphics system, dealing with properties of SCF ground
* , . 
states and excited states respectively.
The sixth and seventh chapters contain theoretical studies 
of phosphonitrilic polymers which emerged partly from a consid- 
eration of extending the range of applications to molecular sys­
tems beyond the ’standard' molecules with well-known properties 
which are used for designing and illustrating the graphics system 
in the earlier chapters. The concept of the 'island' orbital in 
such molecular systems is discussed in detail at both the Huckel 
and SCF-CI levels of approximation, and the analysis finally leads 
to conclusions regarding the influence of island orbital solu­
tions on the UV spectrum.
PREFACE
The interactive graphics system described in detail in this 
thesis has been designed as part of the research project and has 
been successfully applied to some illustrative problems within 
theK-electron approximation. It had been hoped at the- outset 
that time would permit-extensions of the system to include some 
of the more recent,ZDO-SCF all-valence-electron methods. Simi­
larly it was hoped that further comparative analyses of the 
various SCF parameter schemes already built into the system could 
be carried out.
However, as with all large scale computing projects, the 
inevitable difficulties arose, causing frustrating delays in the 
development of the graphics program. This, being one of the 
first major projects with the graphics installation at Keele, 
stretched the facility to its limits at the time. These limits 
and some unfortunate machine and associated system faults were, 
in many cases, only recognised for the first time when encountered 
by this project. The worst faults took the form of-randomly 
active 'bugs’, which caused mysterious run-time errors and conse­
quent abandonment of the graphics program in mid-session. Only 
rarely would the fault manifest itself at the same point in an 
immediately re-run program, and, thankfully, several sessions 
would be totally free of such problems. Apparently the same type 
of fault has been observed with similar graphics installations 
elsewhere, and some 4100 Fortran compiler problems are currently, 
under investigation by the 4100 user’s group.
Nevertheless, the quantum chemistry interactive graphics 
system as it now stands incorporates many desirable features and
it is already capable of providing useful results more quickly 
and more effectively than conventional computing methods. Further­
more, it is sufficiently flexible in its basic design to accommo­
date modifications and extensions along the lines suggested above 
as soon as the physical difficulties mentioned can be overcome.
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INTRODUCTION
A prime objective of this work is to examine, analyse and 
solve in some way the problems associated with the use of an 
interactive graphical display device linked to a computer to 
control ana conduct experiments in scientific research.^
The particular field of quantum chemistry chosen to form 
the scientific or theoretical framework of study for this purpose
is especially appropriate since it pr<^vide^ examples of many
't ■ *different aspects of the problem. These may be summarised as 
follows -
(1) A model described in terms of adjustable parameters - 
the properties of the model can be studied in relation to varia­
tion of the parameters, with the results expressed in graphical 
form.
(2) Solutions of an.approximate Schrodinger equation, which 
in a sense characterise solutions of this equation, and may 
therefore be used to illustrate graphically and thereby help 
consolidate the understanding of concepts that are described 
theoretically.
(3) Quantities derived from the solutions which are used 
for interpreting and describing experimental observations. Typi­
cal quantities are associated with the ideas of thermo-chemical 
stability, chemical reactions, various forms of spectroscopy and 
so on. Comparisons between computed quantities and experiment 
over a wide range of phenomena may be studied effectively with 
the aid of computer graphical techniques.
1
(4) Interesting theoretical relationships within the model 
itself, which can be studied both analytically and numerically, 
and illustrated effectively by display techniques.
In addition, the experimental procedure which employs the
type of model considered here is well structured, not merely in
* ^relation to computational methods, but also for projection into 
the interactive graphics setting. It would seem to be one of
the most satisfactory fields of study for this purpose since it
■*' - }embodies such a wide variety of typical operations and functions, 
which are often encountered in other systems of study, but possi­
bly with less frequency and scope.
The work described in this thesis is, therefore, a study of 
a selected part of quantum chemistry research in terms of objec­
tives defined in relation to the implementation of interactive 
computer graphics as an extension of the conventional use of the 
computer in this field. It is not intended to engage in quantum 
chemistry research as such, although a substantial later part of 
the thesis is in fact devoted to theoretical studies of phosphoni 
trilic polymers which arose during the course of thé work. Other 
wise the graphics applications presented are based on problems 
which are fairly well understood, and which therefore provide 
established properties and relationships which can be used for 
design and test purposes.
Hence the central part of the thesis is concerned with the 
definition, organisation and design of an interactive graphics 
system in relation to the nature of the scientific problem to be 
solved and to graphics techniques, using known results to demon­
strate the range of facilities offered by such a system.
CHAPTER ONE
INTERACTIVE COMPUTER GRAPHICS
This first chapter contains a survey of the broader 
issues concerning the general application of interactive graphi­
cal computing methods. The aim is to define the context in
which an interactive graphics system for use in scientific
+ ■ f ■
research may be designed and implemented.4
A brief introductory section discusses the origins and the 
growth of graphical techniques in'general, and interactive com­
puter graphics in particular. This is followed by an account 
of some recent applications in a variety of areas, from which 
common advantages and difficulties in applying graphical methods 
are seen to emerge.
Hardware and software provision for interactive graphics is 
discussed in a separate section, and is related in the final 
section of the chapter to some general principles of design for 
interactive computer graphics systems.
1•1 The Origins of Interactive Computer Graphics
The value of the graphical representation of empirical 
quantities arising in science and engineering has been realised 
for many years. Graphical methods have traditionally been used 
to assist in establishing laws and analytical relationships bet­
ween variables, and to convey quantitative information in a 
manner which is both concise and easily understood.
More recently, graphical techniques have found application 
in a wide range of additional areas, including the display and
3
analysis of statistical data, and the construction and analysis 
of symbolic models, such as flow charting, simulation and sched­
uling diagrams. The techniques are also well established in the 
field of design applications, notably in architecture, elec­
tronics and heavy industry.
* **
Many of the graphical techniques used in the areas mentioned 
have, of course, grown up independently of the computer, but in 
each case the computer is now sometimes used to produce output 
in graphical form. In fact, the development of graphical computer 
output facilities has proceeded much more slowly than has the 
growth of other computer facilities, and only relatively recently 
in computing history has attention been paid to the question of 
programming the machine to perform the calculations and to pro­
duce graphical output of the results, all in a single computer 
run. Graph plotters may sometimes be satisfactorily used for 
this purpose but they operate extremely slowly in comparison with
general computer processing. This is of no great consequence*
if the plot is known in advance to be what is required, since 
the graphical information may be stored, in code form within the 
computer, and the actual plotting operation can be undertaken 
later, at some convenient time. However, when a sequence of 
further computations depends upon an analysis of the plot, the 
delay is likely to be considered more significant. More appro­
priate for operations of this type are display devices based on 
a cathode ray tube, which are capable of producing graphical 
displays almost instantaneously.
The availability of such devices has enabled graphical tech­
niques to be used in interactive computing, with three parti­
cular advantages for applications in those areas where graphics 
already had an important part to play.
(i) The scope for creative development by the user is
widened through being able to identify, move, modify 
and replace selected parts of the displayed image - 
as is possible when the display device in use is equi­
pped with a light pen or similar mechanism.
(ii) Analytical processes are enhanced through the provi-
. . .  , >■ J .* -sion of immediate visual access' to the results of 
curve and surface fitting operations etc.
(iii) Overall control of the processing sequence can be
achieved through commands issued via the display device; 
decisions on the course to be taken by the program are 
based on an evaluation by the user of the displayed 
information.
Perhaps the earliest example of interactive computer graphics 
was the SAGE system, developed by the US Department of1 Defence 
in the 1950’s, (1). SAGE presented visual information.on air­
craft positions, and permitted requests for more detailed infor­
mation to be made by pointing a light pen at targets on the dis­
play. It was the fore-runner of several military graphics-based 
information systems, {2}, and also laid the foundations for fur­
ther advances in graphical hardware and software.
In the early 1960’s the ’sketchpad* project was developed 
by Sutherland, {3}. This is often claimed to be the first inter­
active computer graphics system specifically aimed at computer 
aided design. Much of the hardware used had origins in the SAGE 
Project.
At about the same time as Sutherland’s research work was 
being undertaken at MIT, developments were also taking place 
in the commercial sector, with Itek laboratories producing a 
system for lens design. Both systems had several features in" 
common. Bach permitted retrieval of coded pictures from back­
ing store or from core, and each included facilities fat retai­
ning information about the topological relationships of picture 
elements. In addition, both systems had provision for producing 
hard copy output of displayed material»,, Jhbse systems also - 
advanced the development of other concepts often associated with 
computer graphics, namely file handling and data structure tech­
niques.
Another early major research programme was conducted by 
General Motors who, in about 1959, began work on DAC-1, a com­
puter-aided design system for the automobile industry. This 
project was notable for the contribution made by.IBM to the 
design of special graphics display consoles, which were to become
y
prototypes for the IBM 2250 unit, currently used in many graphics 
systems. , -
These early projects laid the foundations for what has come 
to be known as interactive computer graphics, establishing many 
of the basic principles and techniques which remain in use today» 
In the last ten to fifteen years many technological developments 
have taken place, and the range of applications has Increased 
considerably.
Three areas of application and some of the more recent pro­
jects within them, which have implications for the major topic 
of this thesis, will be examined briefly in the following section
1.2 Applications of Interactive Computer Graphics
For a long time, high equipment and development costs have 
limited applications of interactive computer graphics to two 
main general areas. These are
(i) command and control, where typical applications include 
air traffic control and management information systems, 
and
(ii) computer aided design, where the major applications
have taken place in the motor, aircraft and ship-build­
ing industries.
Hantman, (4>, has distinguished the main characteristics of 
systems in these two areas. Design oriented systems place the 
emphasis on drawing and manipulating graphical information, 
using the computer to assist the designer in simulating and view­
ing the results of a creative process. On the other hand, comm­
and and control systems require less creative ability on the 
part of the user, but require a greater ability to pick out 
quickly the relevant information from the display, and to under­
take actions which have the effect of changing system parameters, 
or of modifying the stored information.
1.2.1 Command and Control Systems
Many command and control systems are based on the inter­
active use of a type of cathode ray tube display device (VDU) 
but, since the information presented by these displays is in 
purely alphanumeric form, they cannot be classified as inter­
active graphics systems. Amongst these are the real-time sys­
tems designed for dealing with hotel and airline seat reserva­
tions etc. ■
7
Henderson,{5}, describes a company’s transition from cards 
and paper, through alphanumeric displays, to fully interactive 
graphics, as the basis for a management information system.
Each of the company's functional areas - marketing, engineering,
manufacturing, finance, accounting and administration had fore-
«*■..
seen advantages which the graphical presentation of information 
might offer, but cost considerations had up to the time of
writing, prevented a complete changeover to graphics from taking
i ' K j '
place. Nevertheless, greater profitability and a better service
s
had already materialised where the implementation of computer 
graphics had been possible,
The cost factor undoubtedly prevents the more widespread 
use of graphics in this general area. Military applications, 
however, appear to be increasing in number, {2).
1.2.2 Design Oriented Systems
Great strides have been made recently in the use of inter­
active graphics for computer aided design. In several* instances, 
large industrial firms have collaborated with computer manufac­
turers to produce successful systems. Applications liave taken 
place in such fields as
Civil engineering - bridge, road and building design,
Motor, ship and aircraft design,
Engineering - drawings, machine tool control, electronic 
circuit design,
Chemical plant and pipeline design,
Textiles, ;
Optics,
Detailed descriptions of many such applications are given
by Green and Parslow, {6,7}, and by Faiman and Nivergelt, (8). 
Several accounts of design work in the aircraft industry also 
appear in Prince, {9}.
Partington, {10}, describes the direct approach taken to 
interactive graphics in the Ford Motor Company. All considers- 
tions not directly related to the use of the display device and 
the light pen were excluded. The goal was to develop an easily 
used graphics facility for the company's technical community, 
and the approach taken led to a productive, operational system in 
just over two years. A small computer attached to a graphics 
display unit was used as a 'stand-alone' system, in the first 
instance, and all necessary graphics applications programs - for 
drawing lines, tracking the light pen etc - were written in 
FORTRAN. Claimed advantages for this type of arrangement were
(i) flexibility and cost savings when expanding the sys­
tem - increase the number of small installations,
(ii) no interface with fully occupied batch processing 
machines,
(iii) greater reliability through operating independent units,
(iv) no propagation of programming errors between units,
(v) better response times,
(vi) mobility of small units improved the acceptance of 
graphics by new users.
Selected jobs were programmed jointly by system programmers 
and application specialists, training programs wTere arranged, 
and the system was then put into general use. Early success 
quickly justified a second similar system in another department. 
Through careful programming, large-scale problems have been sol­
ved quickly and relatively"cheaply without the need for large-
9
machine support.
Interactive graphics is now firmly established in the 
general area of computer aided design, and, as more relatively 
cheap display devices are developed, the range of applications 
can be expected to increase. t■
1.2.3 A System for the Real Time Solution of Technical 
Problems
Sewell, {11}, describes a project in an area different from 
the two areas discussed so far, but closer in many ways to the 
project to be described later in this work.
The project investigated the suitability of graphical tech­
niques as an aid to solving fractionation problems. Fractiona­
tion is a widely used petro-chemical process by which the com­
ponents of feed mixtures are separated into product streams 
with specified purity requirements.
In contrast with the Ford project of section 1.2.2, here it 
was necessary to ally graphics capabilities to large existing 
programs, and to retain the power of a large computer. The stan­
dard algorithms in use involved the manipulation of many variables. 
Hence it was thought that interactive graphics would be the ideal 
mode for controlling the operations quickly and effectively, and 
for analysing intermediate and final results. Since the calcula­
tions were performed frequently, savings in overall computer 
time were expected, in addition to the expected savings in capi­
tal costs through improved solutions of the problem. The system 
was designed to -
(i) be flexible - giving the user full freedom to obtain 
an optimal solution,
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(ii) provide the user with the opportunity to improve on 
batch type solutions,
(iii) give fast response time,
(iv) shorten run time, through interactive elimination of 
unnecessary calculations,
(v) fully utilise the graphical display for concise pre­
sentation of analytical and control information.
Interaction was achieved through the alphanumeric keyboard
V  , ■ t ■*'
and a light pen attached to the display^console. Each display 
consisted of areas reserved for titles, messages, data and 
graphical material, and control texts, respectively. Lists of 
optional procedures, from which a selection by light pen could 
be made, appeared in the data area at appropriate decision points 
in the program, and standard control commands, such as 'PROCEED', 
'RESTART', etc, were given in the control text area.
Early experience, as reported by Sewell, suggested that the 
system was fulfilling the design aipis. In particular, the user 
found he could eliminate the time previously spent searching 
through tables and manuals, and was therefore free to concentrate 
his efforts on solving the given fractionation problem.
1.3 Advantages and Disadvantages Associated with the Use of
Interactive Computer Graphics
Some of the commonly encountered advantages and difficul­
ties connected with the design and operation of interactive 
graphics systems have already been noted in the applications 
descriptions given in the previous section. These are largely 
typical of the more general benefits and problems v/hich will now 
be summarised. V
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1.3.1 Advantages
The main advantages over conventional computing methods 
which interactive graphics systems can offer come under the 
two broad headings
(a) Saving of project time,
1(b) Improved solutions
Both of these can, as in the case of the project described
in 1.2.3, also result in related cost savings.
i • | ■>'Discussing an application in the aircraft industry, Boyles, 
{12}, claims the time taken to complete a preliminary design 
process was reduced to one tenth of the 'pre-graphics’ duration. 
Similar substantial reductions are claimed by Levick, {13}, in 
another aircraft design process.
The time, and hence cost, savings attributable to interac­
tive computer graphics generally arise out of various combina­
tions of
(i) Faster input/output - enables decisions to be made and 
acted upon more quickly,
(ii) Input and output may be selective,
(iii) Only relevant sections of programs are entered,
(iv) Only relevant data are stored, and may be quickly ret- 
trieved,
(v) Speedier extrapolation to optimal solutions is achieved 
through graphical presentation and analysis of inter­
mediate solutions,
(vi) Previously computed solutions may be stored and quickly 
retrieved to guide the user in his efforts to find a 
solution to the current problem,
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(vii) Results are more easily conveyed between sections and 
to management.
In addition to saving both time and money, several of the 
factors listed above also contribute to an improvement in the
quality of solutions. Cornish, {14}, stresses the need to main-
1 **tain, and where possible to improve the quality of solutions 
beyond what was previously obtained using conventional computing 
methods. However, the facilities afforded by a graphics display 
unit for rapid, creative and decisive interaction with the com­
puter have undoubtedly led to superior results from a large num­
ber of applications in the areas of design and control.
Certain other advantages which interactive computer graphics 
has to offer when applied in research work will be discussed in 
the following chapter.
1.3.2 Disadvantages
The four main difficulties limiting the growth of interac­
tive graphics are 
■ (i) cost ■
(ii) acceptability
(iii) implementation problems
(iv) software problems
The initial cost of involvement with graphical systems is 
inevitably high. Although new, lower-cost hardware is becoming 
available, and softt^are support from manufacturers and commercial 
organisations is improving, a graphics system still represents a 
substantial capital outlay. Other items contributing to initial 
costs include staff development, conversion of existing programs, 
and trial runs with the new system* Some time may elapse before 
the savings indicated in 1.3.1 begin to materialise.
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The acceptability of an interactive system depends on its 
efficiency and the ease with which it can be used. The man- 
machine dialogue must be conducted at a level and at a pace which 
is acceptable to all potential users of the system. Unfortuna­
tely multi-purpose dialogues are difficult to write, and require
• 1
large quantities of computer storage. As a result, conversa­
tions tend to be at a single fixed level, which can be difficult
for the new user, and frustrating for the experienced user.
< .; i , -Response times, particularly when the graphics system is
s
time-shared, can also prove to be an important factor contribu­
ting to overall acceptability.
Implementation difficulties can arise in several ways. The 
main problems are likely to occur when attempts are made to 
modify existing batch type programs to work with the graphics 
system. It may be necessary to make these more compact, so as 
to accommodate graphics software, or to make them more efficient 
in order to keep response times down, or to otherwise make modi­
fications, any of which may accidentally corrupt established 
routines.
Behavioural problems can also affect the success of an 
implementation. Apart from the well known human resistance to 
change, genuine dissatisfaction with the system may be causing 
the difficulty. The system should be designed with the co-opera­
tion of all the users, and pilot runs in the development stage 
should be used to test user reactions.
Software for graphics programs will be considered in some 
detail in the next section. However, software remains as a pro­
blem area for graphics, despite the availability of general
U
purpose packages of subroutines, such as the IBM GSP, {15}. As 
yet there is no universally applicable high level language for 
graphics applications, so the writing of programs for graphics 
is a skilled and time-consuming task.
1.4 Hardware and Software for Interactive Computer Graphics
s
This section summarises and describes the purpose of equip­
ment currently in general use for interactive graphics, and dis­
cusses the provision and use of software forj graphics systems.
1.4.1 Hardware
An interactive computer graphics terminal is usually struc­
tured as a peripheral to a large computer. The basic units which 
constitute a terminal are t
Display data channel
Display controller
Display console
Input devices such as keyboard, function keys, light pen etc.
The light pen and similar devices permit the user to indi­
cate an element displayed on the screen, for control or analysis 
purposes. Recent developments, {16}, include a mechanism which 
allows displayed items to be indicated by moving a stylus on a 
horizontal tablet placed in front of the screen.
The function of the basic hardware is to allow an application 
program in the central processor to use the display for graphical 
output. By using the input devices, the user can control the 
flow of this application program, and can input data to it. 
Graphical commands, output from the program, are stored in core 
as a display file. The set of commands, which describes the 
Picture to be drawn, is accessed regularly by the display data
15
channel and sent to the display controller. On receiving each 
command, the controller activates the appropriate function gen­
erating hardware, and this in turn controls the position of an 
electron beam, which produces the illuminated picture on the 
screen. Every command must be individually processed to com- 
plete the picture. The entire sequence is repeated or 'refreshed* 
about fifty times a second to give a continuous image on the 
screen.
t i , ,
There are three main types of interactive 'graphics installa­
tion in common use
(a) Dedicated stand-alone systems
(b) General purpose display systems
(c) Time shared systems
The first type comprises a processor, display input and out­
put equipment, and associated peripheral equipment used for one 
or more specific graphics applications programs. These systems,
usually highly priced, often combine specialised hardware and%
software, and are found most often in large organisations or 
research establishments.
The second type of installation uses a processor normally 
available for non-graphics applications, but capable of support­
ing various graphics applications when required - thereby spread­
ing the cost of the graphics facility. There are many graphics 
devices which may be linked to the large computer. These range 
fr«m simple display terminals to sophisticated satellite computer 
sys terns
For example, the IBM 2250 (model I), consists of a viewing
16
unit with interaction devices, a display processor and a dis­
play file held in a separate 8K byte core store. The screen 
can be refreshed without recourse to the supporting computer, 
but all attentions, e.g. light pen detects, interrupt the cen­
tral processor for servicing.
The Elliott 4280 graphics unit is similar in its operation, 
but the display controller has autonomous access to the core of 
a 4100 computer in which the display file is held. This method
r |
allows a more flexible allocation of corebut* imposes restric­
tions on the allowed distance between the display console and 
the main computer.
There has been a recent trend towards satellite graphics 
systems, consisting of a small dedicated computer interposed 
between the main computer and the display processor. The advan­
tages given by this arrangement are
*
(i) provision of limited ’stand alone* facility, indepen­
dent of the ’host' computer, ‘ ■%
(ii) full facilities of main processor available for large 
calculations and administration of the data base,
(iii) flexibility for positioning of equipment,
(iv) possible use of multiple display consoles.
The third general type of graphics installation provides 
graphics terminals as part of a general time-sharing system, an 
approach which can reduce the overall cost of the graphics 
facility and permit relatively cheap expansion. This is offset 
by the need to provide a larger central processor and a more 
sophisticated operating system. The major drawback is the rela­
tively slow response which can be obtained as the graphics user
17
competes with other interactive users.
1.4.2 Software
In any type of graphics system* three levels of linked 
software can be identified
(i) The operating system,
» , .(ii) Applications programs,
(iii) Graphics software.
The operating system, under the direction of the user,
■ < J.activates the applications program which, in turn, calls routines, 
as specified, from the graphics systems software. Storage for 
data, normally implying a structured data base, a display file 
and a correlation map must also be provided. These are linked 
as shown in figure 1.1.
Few operating systems are ’graphics-oriented', and a user 
will generally expect to have to compete, often unfavourably, 
with other claims on the computer's versatility.
Applications programs are often adapted versions, written 
in a high level language, of existing batch type programs,
Of the high level languages in common use, ALGOL and FORTRAN 
possess particular deficiencies when considered for graphics 
applications. ALGOL is weak on data manipulation, whereas 
FORTRAN is a little better in this respect, but possesses some 
obscure, dated input-output features. PL/1 offers more compre­
hensive data handling and better input-output facilities than 
both ALGOL and FORTRAN. However, each of these three languages 
bas the disadvantage of not being specifically designed for con­
versational use.
Yet conversational languages such as JOSS, (17), BASIC {18}
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and QUIKTRAN, {19}, arerbecause of limited program and data 
structure facilities, more suited to simpler problems than to 
large interactive applications.
Graphics software has been incorporated in extended versions
of both ALGOL and FORTRAN, named as AED, {20} and GRAF, {21},
**
respectively, but neither of these can be regarded as being a
general purpose graphics language. A recent attempt to produce
such a language is METAVISU, {22}, which has been applied to a
I .
range of problems, including circuit desigh, architectural draft­
ing and statistical data analysis. But, even at the time of 
unveiling of this language, the general view was expressed that 
an easy-to-use, machine and problem independent, high level 
graphics language was still a long way off, {23}.
A compromise is to link applications programs written in a 
conventional high level language with a graphics software package, 
consisting of subroutines which may be called to deal with dis­
play code generation, display file management, attention handling, 
light pen tracking etc. The ICL FRED package, {24}, is of this 
type, and it, in a modified form, is used extensively in the 
quantum chemistry graphics system to be described later.
1*4,3 Data Structures in Graphics
Data structures are important in graphics for two reasons. 
First, substantial use is often made of various kinds of 
tree and ring structures and linked lists when a display file is 
being created. These structures are, however, not generally 
very sophisticated, being intended for use by the display pro­
cessor only. A typical application is where subpictures are 
used to build up the final complete picture, the subpictures
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being single data blocks in the data structure which may be 
referenced as required for inclusion in the overall picture.
The second main use of data structures in graphics programs 
arises out of the need to build and manipulate a problem-oriented
data base. Graphics applications often require to create small
, * *
sets of items, gathered together from a large data set, for 
display and analysis. It is important that these items and their
associated attributes are stored in such a way that the selec-
< f ,
tion operation for a display is made as efficient as possible.
Except in special situations where a dual-purpose graphical 
data structure is used, the display file organisation and the 
problem-oriented data base are regarded as largely separate con­
siderations .
1.5 Systems Design for Interactive Computer Graphics
Graphics system design is the operation of bringing together 
with due regard to physical, time and cost limitations, the 
correct hardware and software components, so that they work effi­
ciently in the application for which the system is intended.
The components and constraints, some of which have already 
been briefly examined, must be carefully considered alongside the 
overall aims of the graphics system.
1*5.1 Types of System
Newman and Sproull, tl6l , have identified three different 
types of interactive graphics system, each designed to meet the 
needs of a different class of user. They are 
(i) Picture-editing systems,
(ii) Specialised application systems,
(iii) General-purpose graphics systems.
Picture-editing systems are those where the graphics dis­
play is used simply as a powerful drawing board. Symbols and 
sub-pictures may be created on-line and used to form pictures 
and diagrams. A command language permits the input of instruc­
tions, usually typed function names, which cause modifications
t*
to be made to the display file, and hence to the display. A 
distinguishing feature of this type of system is that quantita­
tive analysis of the displayed material is not usually allowed
tf . j /
for in the design. f1 s '
The specialised application systems are specifically des­
igned for a single purpose such as circuit design or data analy­
sis. In many of these applications the bulk of the programming 
is non-graphical, the display serving as a fast input-output 
device.
The general-purpose system is one that provides, for the 
applications programmer, graphics facilities, a high level lan­
guage, complete with aids for de-bugging and editing, and power­
ful data structure facilities. With this type of system, the 
Programmer is better able to concentrate on the less routine 
aspects of his task, and should find the writing of a graphical 
program no more difficult than the writing of a conventional one. 
i*5.2 Hardware and Software
Having identified the aim of a specific graphics project, 
and the broad design category in which the system is to be 
developed, attention can be turned to hardware and software require
ments.
Some of the relative merits of stand-alone, host-satellite 
and time sharing systems have already been discussed. The type 
hardware best suited to a particular application must be deci­
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ded from such considerations as capital and running costs, res­
ponse time requirements and flexibility. Estimates must be made 
of the likely storage and computational requirements in order to 
give an indication of the type and size of facility most appro­
priate to the application. Skyrme, (25}, has proposed a scheme 
for classifying applications by the frequency of attentions and 
the order of magnitude of the calculations performed between
attentions. He also goes on to give recommendations for the type
4 ■ • f * '■of installation most appropriate for each application class.
Applications and graphics software are likely to depend to 
a large extent on the choice of hardware, or on historical fac­
tors if the project is to use converted existing batch type 
programs. Within the range of freedom available, however, use­
ful consideration can be given to both applications program and 
dialogue design.
1.5.2(a) Applications program design
The applications program is best written as a tree structure
of options. The whole suite of routines may well be too4large
to fit into core at run time. One way round this problem is to
reserve an area of core for each level in the tree, just large
enough to accept the longest routine in that level. Routines
of the same level can then be over-layed when called, parallel
routines being unable to interact with each other. A running*
Program can thus consist of one routine from each level, all in 
core simultaneously.
Such an arrangement also makes for easier adaptations and 
Editions to the program, as well as assisting interactive con­
trol of the program.
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The main considerations to be born in mind when deciding 
on the mode of interactive dialogue are - the purpose of the 
dialogue, its suitability for the particular application, and
the user, who in many instances will be a different person from
* . .
the programmer.
The aim of the dialogue is to offer concise understandable
information to the user at certain points in the running of the
^  • { *■  -
program. This may be used as a basis fof «seeking further infor­
mation, or for deciding how the program should proceed from that 
point. There are several ways of achieving this, two of which 
have been used most widely.
The first type of dialogue is essentially user initiated, 
commencing with the user typing in a command selected from a 
limited vocabulary. This command could be to initiate a compu­
tational procedure, the storage or retrieval of a data item, or 
a branch to another section of the program.
The second type of dialogue is machine initiated, since 
the display containing a menu of available options appears auto­
matically at each decision point in the program. Selection is 
usually made by light pen or by display console keys which relate 
to the menu items, the action initiating one of the processing 
operations as above.
The typed command is more suitable when a full alphanumeric 
keyboard is attached to the display console, and has a particular 
advantage in that the dialogue can be designed so that abbre­
viated commands are accepted. This is very convenient and saves 
time when the user has become more familiar with the command
1.5.2(b) Choice of dialogue
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vocabulary. On the other hand, the menu approach permits more 
complete textual information to be presented, and the menu items 
are easily modified or deleted.
i
Several programs combine the best features of each of the
above basic forms of dialogue, reserving a general display area
1 **for graphical information and menu items, and a smaller separate 
area for control commands.
1.5.3 Program Control
1 I . ’The well designed graphics system never leaves the user in 
doubt as to the current state of the program or as to what his 
alternative courses of action are. This means that decision 
points have to occur often enough in the running program, and 
with just the right amount of information, concisely displayed, 
to enable analysis and control decisions to be made in a reason­
able length of time. The time allowed for such decision making 
will vary from one type of installation to another. Generally,
more ’think* time is likely to be available with a time shared
■*
system than with other types of system.
A modular tree structure for the program, as indicated in 
1 «5.2(a) facilitates free and comfortable 'movement* between 
sections and helps to give a positional understanding of the sys 
tern to the user.
User errors should be recoverable in a straightforward way, 
but to help avoid them it is advisable to include a procedure 
which must be followed by way of confirming a decision action. 
Por example, when using a menu type of dialogue, the selected 
item may be made brighter, or all others may be deleted, before 
a further user action causes the command to be obeyed.
At the development stage it is useful if all potential 
users can participate in tests, in order that
(i) points of suspect clarity or redundancy in the dialogue 
or in display material can be identified and corrected,
(ii) all the likely 'routes' through the programming system 
can be evaluated for comfort in use
(iii) extended tests of system performance with realistic 
data can be undertaken, 4 i ,
(iv) response times of the system can be examined, and 
efforts can be made to reduce them if necessary - 
Martin, {26}, gives some suggested maximum response 
times for different types of operation.
Thus many closely related factors need to be taken into 
consideration when designing a graphics system. It is diffi­
cult to map out a universally applicable algorithm which will 
lead to an optimal design in a givei^  situation. Instead, an 
attempt must be made to consider all the factors together* so 
as to produce a well-balanced system, capable of achieving the 
specified aims quickly and accurately.
1.5.4 Testing the System
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CHAPTER TWO
INTERACTIVE COMPUTER GRAPHICS IN 
SCIENTIFIC RESEARCH
In the first chapter some general principles and issues 
concerning the design and implementation of interactive computer 
graphics systems were discussed. In the present chapter atten­
tion is turned specifically towards the 1 stud;/ of’ computer graphics 
within the field of scientific research, discussing both its 
advantages and the way in which the scientific problem conditions 
the design of a graphics system.
To illustrate the use of graphics in science, a specific 
field of research has been chosen as a basis of study, namely 
the area of semi-empirical methods within quantum chemistry. The 
quantum chemistry problem manifests many interesting features 
which are characteristically associated with scientific problems 
m  general, and, furthermore, offers good and varied oppprtuni- 
ties for utilising computer graphics. It, therefore, provides 
an ideal framework for study in both the research and development 
areas of computer graphics applied in science.
The first section of this chapter considers the use of com­
puter graphics in scientific research, both as a technique and 
in relation to the way in which scientific problems are often 
broken down into sections or phases which follow successively in 
the formulation of a solution process. These ideas are then 
carried over to the quantum chemistry'problem,, where the break­
down or subdivision into solution phases is discussed more speci­
fically in terms of a statement of the overall problem. The same
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subdivision is then related to both control and examination of 
procedures and results by interactive computer graphics. The 
final section of the chapter considers the practical issues which 
arise in the design of a graphics system for use in the selected 
area of study.
2.1 Graphics in Scientific Research
Non-computer based graphical techniques are well established 
in many branches of scientific research* Graphical methods play 
a part in all phases of application of the scientific method, but 
perhaps most significantly in the initial modelling of the system 
and later in the analysis of results obtained from the model.
Recent technological advances have enabled the computer to 
contribute automatically to graphical work, and many useful appli­
cations of computer graphics in various areas of scientific res­
earch have been made. These applications have, however, largely 
concentrated on those same phases of the work which are tradi­
tionally associated with non-computer based graphical techniques.
Computer graphics in modelling tends to.be based on specially 
written software, though if in fact a model is described geome­
trically, some general purpose routines may be available for syn­
thesising models, constructing segments, manipulating scenes by 
translations, rotations, expansions and contractions, and by 
offering projection and perspective facilities.
Graphics routines of this type, which have been used exten­
sively in computer aided design, have proved extremely useful in 
the study of large molecules and crystal structures as described 
ky Levinthal, (1 ), and by Okaya, {2}, respectively. Barry and 
co-workers, {3 ), have also, described how stereoscopic displays
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of molecules have been produced and manipulated using a small 
computer. The facility to build up and manipulate models by 
computer graphics clarifies relationships and structures within 
the models, and enables this important phase of an investigation 
to be carried out more effectively than might otherwise be possi- 
ble.
; ’ ' f'
The second category of applications referred to above, rela­
tes to later stages of the research procedure and is concerned
with the display and analysis of data. Standard packages are
*»
also sometimes used in this area of computer graphics and such 
packages typically include data-display routines, transformation 
and curve and surface fitting routines. General curve fitting 
packages related to graphical display methods have been produced 
by Knott and Reece, {4}, and Priver, {5}. Spline functions, 
rational cubic polynomials and Bezier polynomials, {6}, are all 
in current use as representations of curves. Many of the tech­
niques used for describing surfaces are based on the work of 
Coons, (7), and make use of the so-called Coons surfaces which 
are collections of ’patches’ i.e. four sided curvilinear surface 
sections. Recent developments in techniques for curve and sur­
face fitting have been reported by the computer-aided design group 
in Cambridge, {8}, where the range of graphics design applications 
has extended from glass bottles to ship’s hulls. One commercially 
nvaiiable package for graphical analysis of three-dimensional 
data is GATD, produced by IBM {9}, This package includes facili- 
ties for providing a wide variety of data displays, together with 
routines for data manipulation and surface fitting.
Computer graphics is undoubtedly capable of making substan­
31
tial contributions to the data and results analysis stage in 
scientific research. Graphs and diagrams are relatively easily 
programmed for display on the screen, complete with axes, tables 
and other information. Scales and relative positions of elements 
in the display may be adjusted interactively to achieve greater 
clarity of presentation, and, when the image has been transformed
r * ’ f ‘
to a satisfactory form, program segments can be invoked to produce 
a hard copy on a graph plotter. If required, a well-drawn, neatly 
arranged display can be filed, under program control, into perma­
nent computer records for subsequent analysis, comparison pur­
poses or as a guide to further experiments. In fact all the acti­
vities which are part of this final phase or stage of the research 
process can be effectively and substantially enhanced by the use 
of computer graphics.
Graphical techniques tend, in practice, to be restricted to 
either the early modelling phase or the final analysis phase of 
the process» Although the visual representation of a model has 
its own special value, the analysis to which the image points is 
rarely, if ever, conducted immediately, on-line and interactively 
with the display. Similarly, the operations of data analysis 
are usually regarded as activities completely separate from those 
hy which the data set was created. The complete research process 
has seldom, if ever, been carried out through the medium of inter- 
active graphics.
This is, however, the context in which the present work has 
been undertaken. Its main objective is to investigate how inter- 
active graphics can be designed to bring together and control 
the various stages of definition and analysis which constitute
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the complete statement and solution of a scientific problem. It 
is not the intention to examine the use of computer graphics as 
applied solely to any one stage of the process, however demand­
ing and interesting this may be. The interest here is essentially
in studying a complete problem and its control and analysis by
* -interactive computer graphics.
r * V
Before moving on to a more precise definition of the project,
it is worth considering briefly a few more aspects of computer
'• lgraphics in relation to the scientific ptoblem solving process.
s
1. Substantial programming effort is required to produce 
the advanced dynamic displays used to manipulate and to 
visually analyse complex structures such as crystals, 
large molecules etc. However, even though the programs 
may adequately represent spatial relationships within 
the modelled system, other physical or chemical proper­
ties are unlikely to be described by the same programs. 
Further effort will be needed to achieve a link up bet­
ween sets of routines describing pictures on the one 
hand and processes on the other. Computer capacity limi­
tations also become a factor to be considered when such 
large programs are to be linked together.
2. In view of the issues mentioned in 1, it is reasonable
to consider an approximate model as a basis for the study 
of a complete scientific problem by interactive graphics. 
Such models are characterised by a variety of parameters 
whose relationships can be usefully investigated through 
interactive "graphics. > > ^
3. The procedure normally followed in scientific research
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bears some formal analogy to the process used in com­
puter aided design, (where graphics has been seen to be 
well established), as indicated in figure 2 .1 , and to 
other problem areas where solutions are derived from
approximate models. Figure 2.1 also illustrates how a
’ <?..
solution scheme for a complete problem analysis must
r * V
allow for model testing and experimental validation
before solutions are generated in production runs.
i • j , -4. Through repeated interactive computer runs, it becomes
s
possible to obtain a closer ’feel' for the problem and 
a better understanding of the solution procedure than 
when a conventional computing system is used. This is 
particularly so when the complete problem is approached 
by the use of a graphics system.
5. Model deficiencies, or errors in the modelling process, 
software errors and system design faults, where they 
exist, quickly become apparent when using interactive 
graphics.
6 . The conventional procedure of analysing output, often 
produced at great length by a line printer, is substan­
tially shortened and made more effective by well-designed 
graphics output facilities under selective user control. 
Suspected properties within the results can be investi­
gated much more easily, and established relationships in 
the form of equations, or pictures of the curves them­
selves, may be retained, temporarily or permanently, to 
be used later on in the analytical process.
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2.2 Quantum Chemistry Research
A brief theoretical statement of the general quantum chemi­
cal problem will now be given, together with an outline of the 
development of the self-consistent field molecular orbital method 
and, in particular, the approximate semi-empirical methods which
relate to the discussion concerning the use of computer graphics.’ 11 '
The time-independent Schrodinger equation may be written 
' HiK « E*  ^ I . -U)
V. f. 4 .
where H is the Hamiltonian operator for the electronic part of 
the system
H = ? h Cw  * i<j i . "(2)
where HC(i) - -i V? + V(i) -(3)
and V(i) ■ - i 2 i/ru  • I VI “ (4)
(i and j denote electronic co-ordinates, I a nuclear co-ordinate, 
and atomic units are used throughout, so that Hc(i) is the one 
electron.Hamiltonian corresponding to the motion of electron i 
in the field of the bare nuclei, the charge on nucleus I being 
zi>- ’ ’
Each electron is assigned to a one-electron wave function 
or molecular orbital (MO). An n-electron wave function is then 
built up as an antisymmetrised product (AP) of MO's.
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^1 (2)4*2 (2) ... U>n(2)
<h(n)\h(n) ... ^n(n)
1 ' r *
The MO's are products of a function depending on the space co-
, I > •ordinates of the electron only and a function depending on the
*v
spin co-ordinates only, both functions being assumed to be ortho 
normal. The determinantal form of the wave function (5) then 
satisfies the antisymmetry, principle, which requires the func­
tion to be antisymmetric to exchange of the co-ordinates of two 
electrons, and the Pauli principle, which implies that two MO Vs 
containing the same spatial function must have different spins. 
Such a pair of MG’s is said to form a closed electron shell. A 
closed shell structure then refers to an AP completely composed 
°f closed shells. Most molecules in the ground state have a
. V.
closed shell structure in the MO approximation. Ground states 
»ill henceforth be described in terms of a single determinant, 
and excited states by single replacements of molecular orbitals 
used in constructing the ground state determinant.
The total electronic energy for the closed shell system is
E » fV*H¥dv.
This expression can be reduced to
E 21 H.. + l Z (2J- . 
i 1 1 i j, ^
“(7)
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where Hu ■ /*i*(1 ) Hc(l)^i(l)dvi "(8)
Jij * /^i*(D^4*(2) 7  q A l ) T p A 2 ) d v ldv2 ,1 •’ r 1 2 1 J
"(9)
and Kii ■ /^i*(l)^*(2) 7  ^ ( 2)1^  (l)dvjdv2X 2
t* ( 1 0 )
are defined over space co-ordinates only. J.. and K..1 are the
coulomb and exchange integrals respectively. /
According to the variation principle, the accurate solution 
of the many electron wave equation may be approached by varying 
all the contributing one-electron function.», in the determinant 
until the energy achieves its minimum value. The minimisation, 
which is carried out subject to the MO’s remaining orthonormal, 
leads to the self-consistent or Hartree-Fock molecular orbitals, 
which give the closest possible approach to the correct many- 
electron wave function in the form of a single determinant.
The SCF molecular orbital, can be shown to be an eigenfunc­
tion of the Hartree-Fock operator F, so that
F^ “ E4> -(1 1 )
If the MO is expressed as a linear combination of atomic 
orbitals (LCAO)
*i ■
nonlinear differential equations (1 1 ) are reduced to alge­
braic equations
generally known as the Roothaan equations. The matrix elements 
F|jV are given by expressions first derived by Lennard-Jones, {10}, 
Hall, {11}, and Roothaan, {12}.
F„v 'X v  * «  Vftuvlpai-i (pp|va)] -(14)
where (p\j|pa) = )7<(> *(1 )$ *(1 ) 4 $D(2)<!>a(2)dvidV2 -(15)
y 1 12 ^
and P is the bond order matrix with elements' *
P * 2  l c. cv_ ,pa ^ kp ka
the summation k being taken over all occupied MO's ^
(16)
Syv " ' V C l)*v (l)dv, - "(17)
defines the overlap integral and the orbital energies ei are 
the roots of the determinantal equation
IF, e S Jy v 1yv - “*•"> 0 -(18)
the lowest roots corresponding to occupied molecular orbitals. 
In non empirical methods, the integrals_involved in;Fyv
are evaluated in terms of basis functions chosen to build up the 
adopted set of atomic orbitals 4^ , whereas in semi-empirical 
methods, certain integrals may be given empirical values, and 
some may be neglected altogether.
Since F^v is dependent on the elements of P, the solution 
Procedure for the coefficients c  ^consists of first estimating 
t l^e cyi t 0 £ive an estimate of P which, in turn enables F to be 
constructed. The eigenvalue problem (11) is solved to yield an 
improved set of c  ^ and the process is repeated in this way 
u*tii self -consistency is attained, thus giving final values for
the required coefficients in the expression (1 2 ) for the \f>^.
2.2.1 Computational Aspects
Since about 1950, research into the quantum theory of atomic 
and molecular structure has been assisted by the availability of 
the digital computer. Before this time, precise quantitative 
descriptions of molecular structures and chemical properties were 
possible in principle, but only the simplest systems, such as 
the helium atom, {16}, and the hydrogen molecule,{17}, could be 
studied in such detail, owing to the scaie”of the calculations 
involved. The underlying physical laws had tong been understood 
in terms of quantum theory based on the Schrodinger equation, 
but the size of the computational problem for all but the simplest 
systems proved prohibitive until the advent of the electronic 
digital computer.
Computers are now used in two main and substantially differ­
ent ways, namely
(i) in ab initio calculations,, where all terms of the 
hamiltonian-operator are taken into account and all 
quantities needed are calculated explicitly, and 
(ii) in approximate semi - empirical methods, where estima­
tes, based on experiment or on numerical approximation, 
are made of quantities which are difficult to calculate 
and are therefore regarded as parameters of the approxi­
mate model.
Although the accuracy obtainable from ab initio calculations 
can> in principle, be increased without limit by extending the 
Dasis set and by configuration interaction (Cl) methods, ab initio 
Calculations are restricted by practical considerations to rela­
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tively simple molecules. The size of the basis set and the 
type of functions used are factors of particular computational 
significance. The functions themselves, in addition to exhibi­
ting the correct general behaviour, must lead to integrals that 
can be evaluated, and the number of functions that may be used 
is limited by the available capacity for calculating, storing 
and manipulating all the required integrals. Despite the prac­
tical difficulties, high accuracy as compared with experiment
* . |
can be obtained, often by choosing a fairly extensive basis set 
and then being very selective in the configurations retained.
Larger molecular systems can be studied by recourse to 
approximate methods, in which standard mathematical techniques 
and statements of the problem e.g. the Schrodiriger equation, are 
used - but these are applied to models of the physical system. 
Essentially, terms corresponding to the total hamiltonian are 
combined together to produce an approximate operator which applies,
in effect to a parameterised model of the system. Although the%
nature of the simplification is fairly well understood in terms 
the complete mathematical description, the overall numerical 
roagnitudes of the approximations are seldom measurable. Physical 
Plausibility of the model, coupled with an understanding of the 
nature of the approximations, enables the parameters to be chosen 
with some justification. Agreement between predicted results and 
those obtained experimentally must be established to provide an 
acceptable model, but since parameters of the model are themselves 
Usually chosen by appeal to other experimental observations, there 
ls some degree of insurance of success built into the design of 
aPproximate semi-empirical methods. However, they must at least-
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display a consistent pattern when applied to many different 
molecular species. The size of molecule which can be studied 
using approximate methods depends on both the degree of approxi­
mation adopted in the theoretical model and the size of computer 
used. The accuracy of the solutions obtained relative to ab initio 
or experimental results will depend on the effectiveness of the 
parameterisation and on the values given to the individual para­
meters,
The project described in this thesis is not concerned with 
ab initio calculations. It would be both possible and interest­
ing to use a graphical display device to examine experimentally 
the properties of solutions arising from such calculations.
However, the solutions themselves would all need to be computed 
beforehand and recorded on some form of backing store, since the 
calculations involved are, in general, too lengthy to be consi­
dered in an interactive context, The purpose of the interactive 
graphics system discussed here calls for a more flexible system 
with greater variety of application than that provided by ab 
initio calculations, which at most could be handled graphically 
in the initial and final phases of the project as discussed in 
section 2 .1 .
Semi-empirical methods will form the focus of attention 
from now on. In particular, these methods applied to tt electron 
systems offer great variation in scope, and illustrate extremely 
WeH  the capabilities of interactive computer graphics in the 
study of the different phases, and indeed all the phases of the 
Problem in this field of quantum chemistry.
It is recognised that there is less scope here for the deve­
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lopment of new theories or results than in the ab initio field, 
for example, since most of the major problems in the chosen 
field have already received sufficient attention elsewhere. How­
ever, it is probably advantageous that this is so, because the 
established procedures and solutions provide criteria for test­
ing the project in practice and, furthermore, to some extent they
' ' i *
point the way to system design
2.2.2 Analysis of the -n-electron Systems ;
\ ! .*
The SCF-MO method, in the LCAO form^described above, allows
s
all electrons in the system to be specifically taken into account. 
A further approximation considers the tt electron system to be 
moving separately in a constant c-bonded framework - an assump­
tion based upon empirical evidence which suggests that chemical 
properties of conjugated molecules may be ascribed to the tt elec­
trons alone. The methods within this approximation differ in 
the way in which the integrals in F^v are treated. Two such 
methods, which will later be used in,the interactive graphics 
system, will now be described. ;
1 -¿._2 (a)_ The £ar i^er-Parr^Pople_(£~£"P) ethod
This method originated in work by Pople {13} and by Pariser 
and Parr {14,15}, and falls within the category of zero-differ­
ential overlap (ZDO) approximations.
All S^v and integrals between non-neighbouring conjuga­
ted atoms are ignored and, for consistency, all electron-repul- 
Sl°n integrals depending on the overlap of charge clouds are also 
ignored.
The two-suffix terms
Cum I vv) - tvv . *C19)
<5
remain non-zero, enabling the off-diagonal elements of the 
hamiltonian operator h for the system of n i electrons to be 
derived from (14) in the form
yv « 8  - I P yyv 2 yy ’ yv
with the core matrix element given by
8yv hc >yv /V*(l)(-lV;*Vy+VJMl)dvxrv
- ( 20)
- ( 21)
when potentials of cores distant from nuclear centres y and v
V, * *'■are ignored.
The diagonal elements of h may be written 
h - hcyy yy + s - 1 P....Yvv 1 yv yy yy
with the core matrix element given by
hcyy V +  2 ' V t l ) V u(l)dviM v^y p ^
- ( 2 2 )
-(23)
where
Wy “ ♦ Vy) ^(l)dvx -(24)
refers to the framework ion y only.
Therefore *
hin, * w + IP Y + t (P y - /$ *(1)V 4 (l)dvi) ’ ^25  ^yy y * yy Tyy v jiy v v v ryv *y *'
If the nuclear centres associated with y and v are far apart, 
fke integrals
' V C1)Vv 4JJ(l)dvl and Yyv
may be approximated by the inverse distance law, so that
Pv v V >  - ' V C1)VV V 1)dv‘ - (Pvv - ZV)T-Vl -(26)
V^ere is the effective, screened, charge at the framework ion v
Since the Y ^ are regarded as adjustable parameters, it 
is permissible to write
Pw Yyv “ MDdvi = (P_ - ZJ Yv Ty vv v' ' yv "(27)
giving a final form for the elements of h, namely
yy u) + 1 p y + r rp ~ z* ) yy 2 yyTyy v?iy 1 vv v' Tyv “{28)
h * 0 *• JP yyv  Hyv  2 y v ’ yv
i ■ I , ■■ -f >*which, with Roothaan’s equations (13) reduced and 
the form
-(29)
re-written in
E h 
v yv 'vi eicyi -(30)
define the SCF equations for ir electron systems in the P P P 
approximation.
The Huckeljio’ Method^
The Huckel method within the m electron approximation has 
been successful in explaining many properties of organic mole­
cules. However, this simple theory does possess several,unsatis­
factory features, the recognition of which has led in part to the 
development of more recent theories of somewhat greater sophis­
tication.
Nevertheless, it is included here because, even at this 
level of approximation, models and solutions for certain mole­
cular systems possess properties which can be effectively analysed 
with the aid of interactive graphics.
An effective hamiltonian operator h which does not treat 
inter-electron repulsions specifically is adopted. The matrix 
elements are assumed to be meaningful quantities, all of which
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may be given empirical values, so that
hyv = Buv " •%*(!)& 4>v(l)dv1 ,(y,v neighbours)
* 0 , (y, v non-neighbours) -(31)
and hyy “ ay ! $p(l)dVj, -(32)
where 0 and a are known as the resonance and coulomb inte-r ^ y
grals, respectively. ty, 1 *
The secular equations' then take the form
(a - e.) c • + Z 0 c • * 0v y yi * pyv vi -(33)
and may be solved by equating the corresponding secular deter­
minant to zero, and solving for the allowed energies e , which 
can be substituted in (33) to give the required coefficients.
The it electron approximation presents two main problem areas 
which may be studied effectively using interactive computer 
graphics.
The first is concerned with the problem of establishing the 
best choice of parameters e.g. a , 0 and y , «  etc, to fulfilfi v V •
a given purpose, and the second problem area is the investigation 
°f analytical relationships inherent in the approximate models.
The methods described above, and variations based upon them, 
have been successfully applied to a wide range of chemical pro­
blems. Much of the success, particularly of the P-P-P method,
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is due to the effect of the empirically chosen parameters which 
can compensate for errors arising out of the ZDO approximation. 
However, difficulty has been experienced with this method in 
obtaining one set of parameters which can usefully serve in the 
description of both ground state and spectroscopic properties. 
Studies have tended to be concentrated in restricted areas, lead­
ing to parameter definitions which have produced good agreement
with experiment or with ab initio calculations in the specific
*, - ■ \ , '
area, but which have proved less satisfactory when applied moreN
generally. There is scope for an extended study to evaluate 
the relative merits of different parameterisation schemes over 
a wide range of molecular systems, Such a study could proceed 
most effectively through the use of interactive computer graphics 
Exactly how graphics is able to contribute in this problem area 
will be discussed in the next section, and some experiments in 
the use of a graphics system with alternative parameterisation 
schemes will be described in a later chapter. It should, however 
be stressed that these experiments in no way represent the exten­
sive study needed to arrive at firm conclusions regarding the 
relative merits of the individual schemes used.
The SCF equations, unlike the Huckel equations, are non­
linear in the coefficients that define the solutions. This makes 
lb more difficult to deduce analytical properties of the SCF 
model. However, it is often possible to demonstrate numerically 
the existence of such properties, using computer solutions, and 
this can be an important step towards establishing theoretical 
Proofs of properties having both chemical and computational signi 
ficance.
For instance, Greenwood and Hayward, {18}, deduced analy­
tical properties describing parametric variations about solu­
tions for parent even alternant hydrocarbons in the SCF model.
The properties are very similar to analagous properties in the 
Huckel model, and explain, in part, its success in describing' * R*
ground state properties, despite the explicit neglect of inter­
electron repulsion terms. Recognition of these properties also
permits economies to be made when planning computer runs.
1 1 _ '■ \ ■
Interactive computer graphics can offer considerable assis­
tance in this type of numerical investigation of the properties 
of solutions. Variations in solutions or in quantities derived 
from the solutions may be observed and quantitatively established 
in relation to selected parameter variations. Experiments in 
the application of a graphics system in this problem area will 
also be described in a later chapter.
2.3 Semi-empirical Methods as an Application Area for Inter- 
active Graphics
In this section, the reasons for choosing the semi-empirical 
methods of quantum chemistry research as an appropriate area 
within which to study interactive graphical computing techniques 
are considered in greater detail. In particular, the section 
beatifies procedures in the application of such methods which 
can be regarded as typifying the various phases of the general 
scientific project where interactive graphics can be used for 
k°th control and analysis.
The overall aim, however, is to investigate the feasibility 
using interactive computer graphics to control a complete 
Scientific project - from the initial model specification, through
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the analysis of model solutions, to the production of the final 
results.
The semi-empirical methods determine a problem solving pro­
cedure which is well structured from the interactive control 
point of view. The methods are based on analytical models, at 
varying levels of approximation, which can be specified inter- 
actively, and whose solutions can generally be computed and 
displayed within a brief enough space of time to be considered 
reasonable in an interactive setting. Also, each stage of the 
procedure gives rise to visual information which can be analysed, 
and used to determine subsequent activities under user control.
A system can, therefore, be devised, which gives the user control, 
via the graphics display unit, both of the processes within the 
individual stages and of the overall sequence in which the stages 
of the project are performed.
The stages typically involved in an interactively controlled 
semi-empirical quantum chemistry experiment will now be outlined, 
and for each stage an indication will be given of how graphical 
facilities can be used to advantage.
The first step in such an experiment is to identify the 
molecule which is to form the basis of the study. This can be 
done in different ways using interactive graphics.
One wayiis to firstof all generate a geometrical image of 
the molecule on the display screen,' and to program the system to 
recognise the atomic positions for subsequent use in the calcula­
tions. For example, the carbon atoms in a hydrocarbon molecule 
Can be picked out, one by one, using the light pen, from a dis­
played hexagonal grid. Once the molecular geometry has been
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established, individual atom replacements e.g. of C by N, can 
be made by re-tracing the molecule and indicating the type of 
replacement at each position. This indication is made by in­
putting data in accordance with a displayed key, and the system 
can be programmed to take account of the modifications in the 
calculation stage. The picture of the molecule can be retainedf ' s *
and may be recalled for reference at any point in the analytical 
part of the project, or it can be used to indicate further modi- 
fications prior to a new calculation. *
Another way of identifying the molecule is to refer to a 
•displayed list of named molecules, details of which are already 
available on backing store. Such details can range from a simple 
geometrical definition which could be used to initiate calcula­
tions, to a catalogue of computed, stored solutions.which can be 
used for analytical purposes. Further displays indicate exactly 
what is available to the user. This type of approach is some­
times useful when larger molecules axe being studied, since the 
selection process mentioned above or some fairly lengthy ,calcula­
tions can be by-passed if desired*
Having identified the molecule, the next step is the selec­
tion of the method, or model, to be used in the analysis, e.g. 
Huckel, SCF, SCF-CI etc. This may be achieved by making a selec­
tion from a displayed list of named methods, using the light pen 
0r some alternative device.
Associated with each method are certain parameter require­
ments which can be fulfilled in a number of ways. The individual 
Parameters which have to be specified, followed by the alterna­
tive parameterisation schemes currently available for each one, 
can now be displayed. The user selects a scheme from the dis­
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played lists, and this results in parameter values being set 
automatically for the molecule as defined earlier. Alternatively, 
by recalling the displayed molecular image, the user can nominate 
individual atoms or bonds using the light pen and input numerical 
values for the indicated parameters.
When these operations are complete, the mathematical model,' ' s ’
in the form of matrix elements and equations, is fully determined,
and, on a signal from the user, the calculation of the wave
V  . ■ i
functions and associated energy levels begins.
The basic ground state solution can be effectively displayed 
using graphical techniques. The familiar but useful diagrams 
showing energy levels as a set of short horizontal lines posi­
tioned on a vertical energy scale can be displayed singly or, 
when comparing a group of solutions arising due to parameter 
variation, the diagrams can be displayed simultaneously, side by 
side. A suitable diagrammatic representation of a molecular 
orbital depicts the contributions of, the atomic orbitals in the 
LCAO formulation as short vertical lines based at equal inter- 
vals along a horizontal axis. The length of each vertical line 
is proportional to the magnitude of the coefficient which it 
represents, and it lies above or below the horizontal line accord­
ing to the algebraic sign of the coefficient. All of the diagrams 
are completed by the inclusion of appropriate numerical informa­
tion for reference purposes.
Quantities to be derived from the ground state solution, 
such as charge densities, bond orders, dipole moments etc, can 
ke selected from a list, and computed as a complete set, or as 
individual items specifically requested by the user; for example,
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by nominating an atom, either with the light pen on the diagram 
or by input of the atom number in order to initiate a charge 
density calculation.
The components of a Cl solution also offer scope for good 
graphical displays. The individual state energies relative to
the ground state can be displayed in a single diagram, or collec-
' * ' > ‘
ted as a set of diagrams, demonstrating the variation with model 
parameters, in a similar way to that described above for ground 
state energies. The state wave-functions can be displayed in a 
similar manner to that used for ground state molecular orbitals 
where here the vertical lines represent contributions of differ­
ent configurations.
Individual oscillator strengths which relate to transition 
energies can be computed and then displayed in a diagrammatic 
form which represents the spectrum. The oscillator strengths are 
depicted by vertical bars of proportionate length rising out of 
a horizontal ’energy’ axis. These diagrams can be effectively 
combined, one above the other, to demonstrate the effectsrof
. 'yi ■ .
parameter variation on both intensities and energies.
Over and above the qualitative demonstration of variations 
with respect to model parameters provided by all these diagrams, 
a firmer indication of relationships may be obtained by submitting 
observations taken from the diagrams as data to the curve fitting 
and graph plotting section of the program. Individual items e.g, 
energy, intensity etc, can be nominated by input of the appro­
priate numerical control data in accordance with displayed instruc 
tions appearing alongside the diagram from which selections are 
to be made. The type of curve fitting operation will be selected
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from a list of those available, and the user is also able to 
specify the degree of curve required. Other features of value 
at this stage include optional manual scaling facilities for 
better presentation of curves, transformation of variables, mul­
tiple curve display facilities for comparison purposes and hard 
copy graph plotting facilities whenever required.
The stages of the project, as outlined above, collectively
form the typical phases which are generally regarded as being
\ ^ .1 i .
part of the scientific approach to problem 'solving, namely problem
%
definition, model formulation, calculation and analysis of solu­
tions. Interactive computer graphics can make useful contribu­
tions within these phases in many applications of the ’scientific 
approach’. However, the semi-empirical methods of quantum chemi­
stry present particularly well defined phases, within which, as 
seen above, there is ample material for graphical display, analy­
sis and control decisions. Hence the chosen problem area is 
especially suitable for demonstrating how an interactive graphics 
system can be developed for controlling a scientific project in
- ' x-.,'
all its phases.
2.4 Design of a Graphics System for use with Semi Empirical 
Methods
Consideration is now given to the more practical issues that 
arise in the design of a graphics system for use in studying pro­
blems which can be investigated with semi-empirical methods of 
quantum chemistry. Some general principles of design for inter­
active computer graphics were discussed in the first chapter, but 
each new project calls for an examination of these principles in 
relation to the particular needs of the new application.
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The five main design aspects to which consideration must 
be given are
(i) program structure and control 
(ii) interactively controlled calculations - to determine 
what, if anything, should be computed 
(iii) storage allocation - what needs to be stored, tempora 
rily or permanently, in relation to processing
(iv) displayed information - the volume presented by each
$ -■ î .» ; '
display f *N
(v) analytical processing - what facilities are required. 
The decisions made in connection with these five points 
depend to a large extent on the hardware and software facilities 
available, but, within the existing limitations, decisions must 
still be made which will have a significant effect on the ulti­
mate performance of the interactive system.
The points at issue will now be considered in relation to 
the design of a system specifically intended for use with semi- 
empirlcal methods. .
2.4,1 Program Structure and Control
It was seen in the previous section that the problem solv­
ing methods under discussion can be broken down into readily 
identifiable phases. A comparable structuring of the overall 
interactive program is desirable because
(i) a modular approach facilitates program development, 
both in the early stages, and later when extensions 
to the system are introduced,
(ii) core storage economics through overlaying and segmen­
tation are more easily effected,
5 4
(iii) with well defined program phases, overall user con­
trol is easier to organise and simpler to operate in 
practice. Free ’movement* between phases, essential 
when the scientific approach is followed, can also be 
achieved,
Control information,.indicating how to proceed to the next
1 i '
stage in the program or how to transfer to another stage must be 
displayed on the screen, consistently and unambiguously. An 
extra user action, which confirms a commánd before it is obeyed,•N
is usefully included, since it helps to avoid accidental initia­
tion of lengthy calculations such as SCF procedures. A back­
tracking mechanism, enabling a previously held position to be 
recovered in case of error is also valuable.
2.4.2 Interactively Controlled Calculations
A conventional SCF procedure consists of several cycles of 
a sequence of operations - generation of the SCF matrix followed 
by a matrix diagonalisation.^he time taken depends upon the 
size of the matrix, the number of iterations needed to attain 
self-consistency and, of course, the speed of the computer used.
In the case of the ICL 4130 computer, used in the practical system 
to be described later, the time taken to obtain SCF solutions for 
naphthalene, for instance, is around twenty seconds, which is 
clearly acceptable in the interactive sense. Response times of 
UP to two or three minutes may be acceptable in practice. Using 
graphics interactively is not comparable with interactive pro­
gramming through conversational languages, where response times 
°f ten seconds are usually considered to be unacceptable* In any 
case, displays often contain so much information that the user
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may take longer than a minute to digest the results before 
making the next move.
In these circumstances, SCF procedures can justifiably be 
incorporated into the overall system, and by a similar token Cl 
routines and of course Huckel routines may be included. The
computation of derived quantities can in most cases be accompli-
■ ' * *
shed in less than one second, so the appropriate routines should 
be provided in the system.
*' - i , =•2.4.3 Storage Allocation *
When the solution calculation procedures are included in the 
system, two types of interactive computing session can be envi­
saged. First, there will be sessions wherein sets of inter­
related solutions will be computed, under the control of the user, 
and permanently stored to await subsequent analysis. In certain 
circumstances, when for example, larger calculations are invol­
ved, it may be necessary to compute solutions off-line. In the 
second type of session, analysis of solutions takes up most of 
the time, and this is based mainly on previously computed and 
stored solutions, with occasional computation of a new solution 
to confirm or extend the analysis.
Thus there is a need for storage to be allocated on backing 
store for ground state solutions, consisting of energy levels 
and molecular orbitals, together with details for each solution 
of the parent molecules, parameter values and the type of solu­
tion e.g. Huckel, SCF etc. These details form entries in a cata­
logue of the stored solutions which must be available to the user 
via the display. On the user's making a selection from the cata­
logue, the chosen solution will be brought into core for display,
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analysis or further processing. Similarly, the user must be 
able to add solutions to the library or replace them, and make 
corresponding amendments to the catalogue.
A particular investigation in depth of some problem may 
require additional permanent storage to be reserved. For ins- 
tance a set of Cl solutions could be assembled for analytical
1 t *
purposes and stored permanently to avoid the need to re-compute
them if the analysis extends over more than one interactive
. 4 1 f .* '■session. ■ -t *
Adequate provision must also be made within the program for 
temporary storage, in the form of core buffers, of selected 
solutions, derived quantities and analytical results, so that 
within a single interactive session graphical comparisons may be 
made between selected experimental results. However, strict 
economy must be practiced in the design, since many other demands 
on core storage space exist in a graphics system.
2.4.4 Displayed Information
The question of how much information is presented to the 
user via the graphical display is fundamental to the design of 
a graphics system. The information displayed can serve several 
purposes. In addition to the control information already dealt 
with, a wide range of material for analytical purposes is avai­
lable in the current application area. Models, data, solutions 
and curves must all be displayed neatly and consistently. Tex­
tual material must use terminology and language which relate 
to the quantum chemistry problem and to computing procedures, 
and which are chosen to avoid confusion. Each display must be 
concise enough to enable the user to fully comprehend the infor­
mation it contains, and to make a decision on the next move within
57
a minute, or two at most. Results which are to be plotted as 
a permanent record should be fully annotated for future referen­
ce and precise enough for publication.
2.4.5 Analytical Processing
Curve fitting routines and data and curve manipulation 
routines are available. Sometimes the data sets generated possess
* i *
symmetry of some kind, and storage space and computing time can 
be conserved by generating only part of the data, from which 
image points may be derived. Data points1 may be selectively
s
removed temporarily from a displayed set, and a curve fitted 
through the remainder. Horizontal and vertical translations of 
curves are useful when comparisons are to be made or when ah 
origin shift takes place, and more general transformations of 
variables can be made. Automatic scaling and drawing of axes is 
normally achieved by the use of standard software. However, 
these routines are sometimes found to exaggerate the shapes of 
curves or to present difficulties when several curves are to be 
displayed simultaneously. For instance, the scales and axes 
automatically calculated for one curve may result in a second 
curve being partially or wholly omitted from the display screen.
A manual over-ride of these automatic functions must therefore 
be included.
A practical implementation of these design considerations is 
described in detail in the next chapter. The modular flexible 
approach taken has already enabled improvements and extensions 
to be made, and permits further modifications such as may be 
suggested by practical experience with the working system. The
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system is presented, therefore, as an on-going experiment in 
the use of interactive computer graphics for control and analy­
sis within all the stages of a complete scientific project.
:{' •£ >*
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CHAPTER THREE
A GRAPHICS SYSTEM FOR QUANTUM CHEMISTRY RESEARCH
In the previous chapter some basic requirements of research 
work in quantum chemistry were discussed in relation to com- 
puting procedures, and indications were given suggesting how
interactive computer graphics might be of assistance in the
; *■■■■*.* various aspects of this type of work. Some specific factors
concerning the design of a graphics system for use with quantum
chemistry were also considered.
In this chapter a comprehensive program (MOANAL) written 
in FORTRAN for an ICL 4130 computer with a graphical display 
unit is presented. The design of the program follows many of 
the prescriptions identified and discussed in the earlier 
chapter. In particular, the program is designed to possess 
four essential attributes -
(1 ) it is straightforward in use,
(ii) response times aTe short,
(iii) adequate automatic storage facilities are incorporated
(iv) it has flexibility for adaptation and extension.
The chapter begins with a section presenting an overall 
view of the graphics system. This introductory section outlines 
under separate headings, hardware mechanisms that are available 
for interactive communication with a program, and software 
features arising in the design of graphics programs. It also 
combines and relates these aspects to operational procedures.
The design aims and structural details of the system are 
related to a ’menu' type of program which is used within a 
man/machine communication environment based on the graphical 
display to initiate and control computing activities. Essen­
tially the program consists of a set of‘levels or stages.,linked 
in an ordered sequence corresponding to the processing sequence 
Within each stage are several states, representing decision 
points at which the user interacts to initiate .the next step in'• > i.* '
the program. The options at each such state of the program are 
displayed in the form of a 'menu' consisting of a set of num­
bered 'menu items'. Each item corresponds to an instruction 
in the program which is obeyed when the item is selected. On 
completion of the instruction, an automatic transfer is made 
to another state, possibly in a different stage. The location 
of the destination state will depend upon the logical position 
of the prior state and the decision made by the user.
This form of control relates both to display techniques 
used-in computer graphics and to the structure of the problem 
to be studied. Like many scientific problems, the treatment 
and organisation of the problem-solving procedures that arise 
within the approximation methods of quantum chemistry can be 
broken down into well-defined modules, phases or levels. The 
Program structure has, therefore, been designed around a formal 
hierarchichal problem solving scheme of this kind. Four such 
levels have been established in the present case. They are:
1. Identification of the system to be studied, i.e. selec 
tion of molecules.
2. Choice of model, e.g. Huckel, various SCF-CI schemes.
3. Examination of solutions.
4. Analysis and transformations of solutions.
Usually several states of the program are associated with 
each problem-solving level, each state .having its associated 
display 'frame' which may show, for example, the menu of 
options, diagrams or curves and certain other basic commands 
whose functions will be described in a plater/ section.
c t: ■ *
Details of the existing states and options available to 
the user in each of the four levels of the program are given 
in separate sections of the chapter, following on the over­
view section. These sections also include descriptions of the 
important display and analysis subroutines which are used in 
the corresponding levels of the program. A final section 
gives an account of the procedures adopted for storage and 
retrieval of data representing either solutions to problems or 
information appearing on display frames.
3.1 Overview of the Graphics System
One of the first questions to be decided when creating a 
graphics system is the choice of programming language to be 
adopted. Some of the languages which have been used in various 
applications, together with their advantages and disadvantages 
were discussed in chapter one. Here, the main program and the 
accompanying subroutines are written in FORTRAN. The reasons 
for arriving at this choice will now be given.
It is acknowledged that there are certain disadvantages 
in using FORTRAN for a graphics program of this type. In parti-
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cular it is expensive on core space compared with low-level 
languages and is cumbersome as a means of programming the bran­
ching procedures which arise extensively in computer graphics. 
This latter difficulty manifests itself in the countless "IF" 
and "GO TO" statements which appear within the graphics pro­
gram. However, both disadvantages can be overcome to some 
extent by practising economy in programming and by careful
management of core allocation in which pne endeavours to hold
- $ '
in core at any time only those data and subprograms currently 
required. The division of the main program into four levels 
of operation, as discussed above, and the simultaneous use of 
the segmentation facility with subroutines assisted in making 
the present program modular and compact in structure and 
efficient in processing.
The advantages which were considered to more than offset 
such disadvantages in using FORTRAN were -
(i) the flexibility to incorporate existing FORTRAN sub­
programs for quantum chemistry. Use may be made of 
adapted versions of existing programs for both Huckel 
and SCF-CI semi-empirical methods for both m and cr 
electron systems {.1,2}. Some problems invariably 
arise in restructuring programs to satisfy, for 
example* core restrictions, but the organisation of 
the graphics system itself has been designed so that 
extensions to the list of available models can be 
incorporated with comparative ease.
(ii) the potential for incorporating additional subprograms 
to perform specific functions. These may be seen to
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be required as an investigation in a particular area 
of application deepens, possibly extending the analy­
sis of solutions or involving the introduction of 
new theoretical procedures.
iii) the availability of a graphical package of FORTRAN
1 * i ' *
subroutines, DISPAC, £41, as described in Appendix A,
which has been derived at Keele University from ICL
*■ 1 . '•
graphical software, i5K The package facilitates 
the programming of interactions and the organisation 
of textual, numerical and graphical information for 
the display screen. Despite being fairly expensive 
in terms of core space, DISPAC makes for much more 
effective communication with the 4280 display unit, . 
which is described in Reference {5}. Economy of core 
space can be achieved by confining usage at any one 
time to a subset of the package.
(iv) the transferring of the programs to another computer 
should be feasible, requiring comparatively little 
support programming. It would be a matter of repla­
cing the DISPAC functions corresponding to their 
respective CALL statements by similar functions for 
use by the second computer. It is likely that back­
ing store procedures would also require some atten­
tion. Some optimism for effecting such transfers, 
based on experiences with a FORTRAN program and a 
4280 display used for process plant design has been 
expressed by Daniel, {6 }.
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The advantages outlined above, together with a careful 
consideration of the type of problem which is to be solved led, 
therefore, to the choice of FORTRAN for the programming language.
A second important factor having considerable influence 
on the overall design of the system is the user. He will, not 
necessarily be the same person as the programmer of the system.
It is vital, therefore, that a clear idea is obtained at the 
outset of what the user requires of the¿system and, conversely,7 . 1 .*V f *
of what the system demands, of the user.
In many existing graphics systems, various degrees of 
explanation are available as options to the user at certain 
decision points in the program. The more elementary forms of 
explanation are intended as an aid for the new or inexperienced 
user. These are considered largely unnecessary in the context 
of the present work, since it must be assumed, in graphics 
applications associated with scientific research, that the user 
is reasonably well versed in the problem solving process. By 
carefully ensuring that all the names, messages, instructions 
and option labels appearing on the display screen are compatible 
with quantum chemistry terminology and as such are immediately 
recognisable to the user, the extra programming problems and 
the additional storage space which these elementary explana­
tory facilities would require are avoided. A backtracking 
facility and a decision confirmation procedure are, however, 
built into the present system to protect the user against his 
own inevitable processing errors.
As suggested above, the user is expected to be familiar 
with fundamental procedures and terminology of quantum chemistry
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and, preferably, to have some experience of batch type mole­
cular orbital computer calculations. The program will then be 
found to offer a rapid and effective means of undertaking analy­
sis of the properties of molecular models with several interes­
ting degrees of variation and sophistication. It is perhaps 
worth indicating at this point that although the dialogue and 
options currently available are not specifically designed for 
the newcomer to quantum chemistry, the system possesses flexi- 
bility for modification and adaptation along lines which would 
give it considerable value as a teaching aid.
3.1.1 Hardware Mechanisms
User interaction with the 4280 graphical display unit (shown 
in Figure 3.1) may be accomplished by three different means, 
namely -
(i) the eight numbered keys on the display console itself. 
These may be individually examined for being in the 
on or off state at any desfred point in the program.
A mechanism is available whereby the execution of the 
program may be delayed until a key is switched on.
The next step taken in the program will depend upon 
which key is chosen, it being usual to arrange for a 
list of key numbers and their corresponding meanings 
to be displayed on the screen at the appropriate time. 
In effect, the user is given a means of inputting as 
symbolic data to the program any integer from one to 
eight, or even more numbers if combinations of the 
keys are used.
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(ii) the light pen, which is placed against the screen and 
activated by pressing a foot switch. This may be .used 
in three ways:-
(a) the mechanism can be programmed to retqrn the 
actual ,x and y co-ordinates of the tip of the pen at 
the instant of activation. This feature is useful 
when a particular point such as ¡a data point, or an 
area of the screen which will be identified by a point 
in that area, needs to be indicated.
(b) the picture is built up, part-by-part in display 
’items’ by entering numbered, coded pieces of informa- 
tion corresponding to display items into the display 
file. Code for items may be added to or taken from 
the display file, causing a parallel appearance or 
deletion of the item on the screen, The programmer is 
free to determine which’parts of the picture are to be 
designated as display items; the entire picture could 
be just one item if required. The light pen can be 
programmed to • ’ recognise’ an item on the screen. In 
other words this means that the identifying number of 
the item at which the pen is pointed is returned to 
the program once the foot switch is depressed. This 
allows any piece of displayed information, ranging in 
complexity from a single alphanumeric character to a 
complete curve, to be referenced. The item may then 
be deleted, modified, moved or otherwise processed as
; a complete entity, independently of the rest of the 
picture.
(c) for more accurate indication of points a track­
ing cross may be programmed to appear on the screen. 
This will follow the activated light pen to any desi­
red position on the screen* Once in place tjhe co­
ordinates of the centre of the cross can be returned 
to the program, possibly on switching a specified key 
in the manner described in#i(i) qbove.
V f
(iii) the 'teletype..* keyboard which is a valuable facility 
enabling either textual or numerical information to 
be entered. In the present context this is most likely 
to be used for entry of names of molecules or titles 
of curves etc*, chosen by the user for incorporation 
at run time. Both numerical floating point and integer 
data can also be input at run time in this way. A 
floating point number would typically be entered as 
an independent variable' from which the program might 
be expected to calculate a related quantity, as a 
scaling factor or as the extent of a linear transfor­
mation which is to take place. An integer could be 
entered to indicate the number of an energy level for 
which a plot is required against some previously speci­
fied modification or to initiate some infrequently used 
operation such as a jump back to the start of the pro­
gram. For instance a message may be displayed request­
ing the user to type '99* if the current piece of analy 
sis is to be abandoned.
It is of course also possible to program the system to read 
pre-prepared data from cards or tape. The actual reading opera­
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tion would be preceded by a displayed message requesting that 
the data be loaded into the reading device and indicating which 
interaction mechanism will initiate the physical reading of the 
data. The facility is especially useful at the program design 
or extension stages, when both literal and quantitative data of
• i *
known accuracy can be used for test purposes. Display routines 
and numerical subprograms and processes can thus be examined
i ifor accuracy and speed of execution, r <
3.1.2 Software Design
As indicated earlier, the graphics system is designed in 
terms of a menu type of structure for interactive control of 
processing through the display. The breakdown of the quantum 
chemistry problem into four main phases or levels, each having 
recognisable sequences of processing modules is reflected in; 
the design of the overall structure of the system. At the same 
time the interactive operations that appear on the display 
frames as individual menu items or options available to the 
user at different levels relate to the various hardware mecha­
nisms for user interaction with the processing procedures. Thus 
hardware and basic software considerations, together with a 
close examination of the nature of the problem and the purpose 
of the analysis, combine to suggest the structure of the program 
and the mode of dialogue to be employed. The FORTRAN call to 
MENU, the relevant subroutine with its list of arguments, pro­
vides an intuitive guide and a symbolic summary of its central 
role within the computer graphics system. Thus
CALL MENU (NW,WORDS,KWORD,LEVEL,NXTER,MOD,NBUFF) 
where the variables have the following meaning:-
TITLE AREA
MESSAGE AREA
TEXTS t 
(MENU ITEMST 2
CONTROL FUNCTION AREA
Fig. 3.2
RAGS NO,
*
REPEAT RETURN CONTINUE •.»Dm PAGE
NW - number of menu items in the current menu,
WORDS - array containing the menu items and display title, 
KWORD - number of selected menu items, used to control 
branching,
LEVEL - indicates the level of the main program,
NXTFR frame number in the current level,
MOD - set equal to the number ,of a piodified menu item or 
to zero if,,no modifications are made,
NBUFF - array acting as code buffer for information to be 
entered into the.display file and hence to be 
displayed.
A flow diagram of subroutine MENU is given in figure 3.4. The 
subroutine is entered with a menu of options (menu items) and 
the title of the menu contained in the array WORDS. The number 
of menu items in the menu, and the current level of the main 
program are indicated by NW and LEVEL respectively. The display 
frames have a consistent breakdown into areas with separate func­
tions as shown in figure 3.2. The frames within each level of 
the main program are given a reference number which is identi­
fied with NXTFR, If the action taken by the user whilst the 
menu is displayed on the screen is a straightforward selection 
of a menu item, using either the light pen or the console keys, 
then the eventual outcome is that the number of the chosen item 
is returned to the main program for subsequent processing as 
the value of KWQRD. However, several additional control facili­
ties are provided within the software design in terms of ’master’ 
commands which are available on most displayed frames at all 
levels. These commands will alter the control variables in var­
ious ways which will now be described.
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SUBROUTINE MENU
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PAGE
MOD»1000 I nWu jpm
„ DELETE PAG£»N^r-r
M OLECULE p} DELETE D ISPLAïl' 
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The master commands REPEAT, RETURN, CONTINUE, MODIFY and 
PAGE appear in command 'areas' at the foot of the standard dis­
play frame (see figure 3.3) and are brought into operation by 
pointing the light pen at the appropriate command arfa and 
activating it using the foot switch. As such they assume con­
trol of the processing at this point of application. Alterna­
tively the command may be typed in at thq console keyboard.
f- A
This mode of entry would be more convenient following an input 
of other information, textual or numerical, at the keyboard.
The control functions of the master commands are described below.
REPEAT re-writes the current menu. Its main use may occur 
when the user realises that he has chosen an incorrect menu 
item. In this case REPEAT will cancel the first choice and re­
write the menu, enabling a second attempt to be made. Should 
the error not be noticed until the next frame appears (or even 
later), backtracking facilities ’are built into the system 
enabling the user to return to the point.where the eiror was 
first made and to re-commence the program routing process from 
that point. Experience shows that REPEAT often saves what 
might be a considerable delay in recovering from an error which 
could initiate a relatively lengthy computation. Another use 
for this command may arise when a menu item has been added to 
or deleted from the list or modified for some reason. For 
example, a new set of data may be stored temporarily and given 
a name, which will be typed in and added as a new menu item to 
the list of data sets in store. The name and the corresponding 
data may be subsequently modified or deleted. After these 
operations REPEAT can be used to re-write a menu and thus check
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that the alterations have been correctly made. REPEAT may be 
used as often as necessary at any decision point in the program 
where it appears in the standard frame.
RETURN is the command which initiates the backtracking pro­
cess mentioned previously. Selection of RETURN transfers con­
trol back to the beginning of the current level of the main 
program. The user may at this point wish/to re-commence the 
phase of activity, subsequently taking the same route as before 
or possibly taking a different option. Alternatively a jump 
back to the beginning of the previous level may be accomplished 
by selecting RETURN yet again. This speedy backtracking process 
is facilitated by the RETURN command always appearing at the 
same position on the display screen. Once the light pen is 
held in position against RETURN on the screen, it simply re­
quires a sequence of foot switch activations to produce back­
tracking through the levels of the main program-to the beginn­
ing if need be. , ■ f.'u' ■ ■" ■
CONTINUE is used mainly by way of confirmation that a menu 
item has been correctly selected and is acceptable. Selection 
of an item may be made by depressing the correspondingly num­
bered display console key or by pointing the light pen at the 
actual line of text constituting the menu item. This is possi­
ble because each menu item is entered into the display as a 
separate display item and as such has a number or numeric key, 
KWORD, and can be ’recognised' by the light pen. When a selec­
tion has been made, MENU automatically deletes the remaining 
items from the screen. If the single item now displayed is 
acceptable the user chooses to CONTINUE along the selected 
branch to the next frame. Alternatively he may use REPEAT and
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re-select in the manner already described. If no selection is
to be made from the current menu, CONTINUE may still be used
since NXTFR is automatically incremented by one and KWORD is
set to zero when CONTINUE is used without an item having been* >
selected. Thist procedure therefore promotes a transfer to the
next frame in the sequence of numbered frames at this level.
MODIFY is used to indicate that the next menu item to be
i , ‘f*selected is due to be modified or re-written in some way.
s
This is most likely to be used when some computed data set or 
curve or a new solution is to be given a name which could be 
saved only for the duration of the current application or 
which is intended to become part of the permanent text of a 
menu. The menu item chosen for modification will usually be a 
blank space on the screen initially, to be supplied with a new 
name typed in by the user within the MODIFY section of MENU.
The appropriate piece of information which is to be stored will 
be buffered in the order corresponding to the list of- given 
names and may be recalled from store later by the normal MENU 
selection procedure. This ordered storage of information is 
achieved by MENU returning a value in the argument variable MOD 
to the main program to be used as an indication of which of a 
set of storage vectors is to be used for the new piece of infer 
matron.. MOD is set to zero if no menu item modification has 
been made within MENU. If the menu refers to buffer-stored 
vectors, for instance, and, on leaving MENU, MOD is zero but 
KWORD is non-zero,this indicates that the vector corresponding
to KWORD is to be recalled from the set of storage vectors to>
be used for either display or processing. Since MODIFY is used
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relatively infrequently it was considered desirable to present 
to the user, at the appropriate execution time for the command, 
a special message display consisting of instructions which 
identify steps to be followed in the procedure. These are ana­
logous to the more elementary forms of explanation discussed 
earlier and are considered to be necessary within the MODIFY 
procedure. As mentioned earlier, it is ijecpmmended that REPEAT
'■t ■*
be requested to check that the modification has been written up 
correctly within the array WORDS.
PAGE is the last of the master commands which are available. 
The number of items required in a menu list at a particular 
level may, in practice* exceed the number which is convenient to 
display on the screen at any one time. Currently a maximum of 
eight items of the menu can be simultaneously displayed. This 
number was chosen objectively because it gives a simple corres­
pondence between the items and the eight keys of the display con­
sole. It also gives a readable menu without presenting too much 
information to the user in a single display. This permits easy 
decision making which is relatively free of errors and user 
frustrations. Eight lines of text in the space provided give a 
pleasing appearance and are unambiguously picked up by the light 
pen if desired. To overcome the problem presented by a menu of 
more than eight items, MENU has a paging facility. This divides 
menu texts into pages of eight items which can be ’flipped’ 
using the PAGE command. The page number at the top of the frame 
and the item counting and enumeration conventions keep track of 
the paging throughout., On reaching the last page of a set, a 
further request of PAGE takes the user back cyclically to the 
first page again, and so on. An example of a pair of pages is
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naphthalene: SCF SOLUTIONS PAGE NO. 1
REPEAT
1. F 1 1 -4. 74
2. F I 1 -E.37
3. F 1 1 - 1 . tes
4. F 1 1 -O. 093 f
*( 1 ’
r. f  Mi
S. PARENT
6. F 1 1 +0.093
7. F 1 t +1. ISO
a. F i 1 +E. 37
RETURN CONTINUE MODIFY
»
PAGE
NAPHTHALENE ’ SCF SOLUTIONS PAGE NO. E
9. F t t + 4. 74
10. F 1 1 +7. U
REPEAT RETURN CONTINUE MODIFY PAGE
shown in figure 3.5.
Two further global or master commands are available within 
MENU. Since these are used much less frequently than those 
described above they are not displayed in the control function 
area of the standard.frame and hence are not accessible using 
the light pen. They must be typed in when required.
By typing MOLECULE whenever a menu i3 displayed on the 
screen, the current menu is deleted and is replaced by a geo­
metrical representation, complete with numbered atoms, of the 
molecule at present under investigation. This facility is parti­
cularly useful when it is desired to check on the atom numbering 
scheme in use before undertaking further calculations, especially 
those relating to modification of atom or bond parameters. In 
this case instructions are also given on how to effect a return 
to the point in the program at which the reference to the mole­
cule was requested. The previously deleted menu is re-written 
and the process commences once again.
The second of these commands is PLOT. Typing this command 
causes the whole of the current display to be drawn out on the 
graph plotter. The facility is useful when a ’hard copp* is 
required, When the plotting operation has been completed, con­
trol is passed back to MENU and display-controlled processing 
is re-commenced in the normal way.
Finally, after all the actions within MENU have been com­
pleted, any remaining menu items or messages and the standard 
frame are deleted from the screen and control is returned to 
the main program.
In practice this mode of interaction, with a dialogue based
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on MENU, proves to be comfortable to use and is 'safe' in the 
sense that user errors are rarely made and yet are in principle 
recoverable. It is ergonomically sound because the majority 
of operations are carried out with the keys and the light pen, 
which can be conveniently used by the left and right hands res­
pectively, whilst simultaneously viewing the screen; the pen­
activating foot switch is also easily accessible. A transfer■ f
of attention to the keyboard is made less frequently, and since 
this usually initiates some utility operation such as a plot or 
a data entry, it is not necessary to view the screen at this 
time. Thus a good continuity of operation is maintained.
MENU can be extended both by the interactive addition (and 
deletion) of menu items, and by the creation of further menus 
as the system develops, and as lists of options at new decision 
points are needed. Such extensions simply call for the appro­
priate allocation of space for the new menu on backing store 
and the organisation of program calls to .the subroutine MENU 
in the main program, with a linked branching procedure for use 
on exit from MENU. The full range of facilities available in 
MENU may then be applied to the newly created list of options. 
This procedure for extending the MENU system proves to be very 
economical in terms of core space, since only enough core for 
a single menu needs to be allocated within the main program.
Full details of the procedures used for storing and retrieving 
of menu lists from the menu file held in backing store will be 
given in section 3.6.
The menu mode of dialogue can be associated with and bene­
fits from division of the main program into distinct phases or 
levels. As indicated earlier, most projects in quantum chemistry
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research which use a computer also fall into distinct and well 
defined processing parts. Consequently the present program is 
designed as a precise functional structure of levels and sub- 
levels, as given in figure 3.6, which reflects the distinctive 
pattern set by ,the problem solving approach taken when applying 
the semi-empirical approximation methods of quantum chemistry 
research. . .f; • i .» ■
3.1.3 Operating the System
(i) In the first step which is associated with the first 
level of processing, a particular molecule is identi­
fied for study. This is achieved by the user making 
a selection from a list of options presented in the 
opening frame appearing on the display screen. At 
this point a branch may be made either to one of the 
automatic 'molecule generating’ routines or to a lib­
rary list of molecules for which certain models and 
solutions exist already and are available on backing 
store. A third branch is to a section where informa­
tion needed to define a molecule and to initiate a set 
of calculations is to be read from cards.
(ii) The purpose of the second level is to identify the 
type of molecular model which is to be analysed and 
to initiate the derivation of a solution from this 
model corresponding to the molecule specified in level 
one. The models can range from the simple Huckel type 
through various SCF-CI models. The choice of model 
can, in principle, be extended further, since the sys-i
tem is open-ended in this respect. Depending upon the
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route taken as a result of the choice made in level 
one, solutions are obtained directly as a result of 
computations or as extractions from the library of 
solutions. In the former case the user is presented 
with the opportunity to specify parameter values inter­
actively before the calculations are initiated. In the 
latter case selection may „be ma^ ie from a display summa- 
rising existing solutions, each specified by associated 
parameters. Discussion has already taken place on the 
extent to which solutions need to be stored and this 
question of storage will receive further attention in 
a later section. The amount of detail in a solution 
will vary depending upon the approximation method used 
but, fundamentally, a solution may be thought of as 
consisting of the set of ground state energy levels, 
the corresponding molecular orbitals expressed as LCAO 
coefficients and a parameter list indicating the number 
of atoms, their positions, the model type and other 
parameters as required by the model. For instance, 
each SCF solution has a parameter which indicates 
whether or not any associated Cl solutions are avail­
able on backing store. Any such Cl solutions can be 
located by the program and displayed or used for fur­
ther analysis at the user's request.
(iii) The third level of the main program is entered as soon 
as the solution has been obtained. The first event to 
take place in this section of the program is the dis­
play of the selected solution. It may be examined in
S4
its parametric form or in pictorial representations 
of energy levels and molecular orbitals. On the basis 
of this inspection a choice may be made as to which 
properties of the solution, or collected set of solu­
tions, are to be analysed. A menu consisting of a list 
of derivable quantities is automatically presented to 
the user. Results from the selected computations are 
temporarily buffered in core before an option chosen 
by the user indicates that the collection of data is 
now complete and is to be passed to level four for dis­
play and analysis.
(iv) Level four contains facilities for displaying and mani­
pulating data, including such operations as deleting 
data points, creating image points and facilities for 
performing transformations and for fitting curves.
Storage areas are available for retaining data sets and 
computed curves so that simultaneous displays may be 
made for the purpose of comparing two or more sets of 
results.
The permitted 'vertical* movements through the scheme of 
processing levels as indicated in figure 3.6 and the various 
possible 'horizontal' movements resulting from menu items selec­
ted within levels give rise to a vast number of potential 'routes' 
through the system. Considered in this way the system has the 
structure of a decision tree. The remaining sections of this 
chapter describe in some detail the branching possibilities open
to the user as a result of decisions taken within each level.
■ ■ >, .
Because of the large number of possible outcomes, the descrip-
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tions and the related diagrams will generally refer to the 
routes typically taken in analyses using SCF-CI approximation 
methods.
3.2 The Initialisation Phase
The two main purposes of the first level of the main pro­
gram are
(i) to identify a molecule selected for study and 
(ii) to organise the permanent storage of results arrived
at during the course of the program, when such storage 
is required.
Figure 3.7 is a flow diagram of level'one, showing possible 
’routes' of the kind used in the applications described in later 
chapters.
When the main program is loaded, the initial display frame, 
which may be thought of as the ’keystone’ of the program or the 
'top' of the decision tree, appears automatically. This frame 
lists all the molecule selection options'to ivhich the program 
may branch. It also acts as the point at which a decision to 
exit from the program or to store results permanently may be 
made.
A molecule may be selected in any one of three different 
ways. It is possible to select special molecule generating 
routines which enable the user to nominate a particular member 
of a family of molecules. Two such routines are used in the 
applications to be described in subsequent chapters. One of 
these generates the planar hexagonal grid scheme for parent hydro 
carbons which is described by Greenwood (1>. A call to sub­
routine SELMOL is activated by the selection of the first menu
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item in the initial display. The entire hexagonal grid then 
appears on the screen in place of the decision frame. Figure 
3.8 is a reproduction of the actual display at this time. A 
tracking cross which follows the light pen whenever the latter 
is activated is .also, visible in the display. The user now 
directs the cross to individually selected atomic positions, 
indicating when each selection has been .ipade by depressing the 
first of the display console keys. When the complete molecule 
has been thus described, key number two is depressed and this 
results in a fresh display of the chosen molecule, with the 
atoms numbered in the order selected, shown independently of 
the rest of the grid. ■ Figure 3.9 shows the naphthalene mole­
cule derived in this way. A facility is incorporated in the 
program for interactively making single or multiple heteroatomic 
replacements of carbon atoms at this stage. The user re-traces 
the molecule in the order given’by the numbered atoms and at 
each atomic position the replacement is made by selecting a key 
corresponding to the replacement N or 0 etc., as indicated in 
a displayed table. If no selection is made a default to carbon 
is the result. The routine also calculates the atomic corordi- 
nates of the chosen molecule and supplies these and code for 
the atom identities to level two of the main program.
A similar routine is available for the specification and 
depiction of cyclic systems of any prescribed order.
Whenever such a procedure has been used to define a mole­
cule, the final ’picture' is retained throughout the computation 
and may be referenced at any time as was described in section 
3,1,2, ■ — A;--.'
If it is desired to study the properties of a molecule for
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which there is no ’generator’ available, then the information 
which the routines would normally supply may be input on cards. 
Suitable provision of the appropriate cards must be made and 
they must be presented in accordance with displayed Instructions. 
Naturally, in order to preserve the interactive mode of opera­
tion, any such cards should be prepared before running the pro­
gram. The selection of menu item nymberfthree in the first frame
'■-t *
initiates this alternative procedure.
Each of the above courses of action implies that a new solu­
tion or set of solutions is about to be computed. However, it 
will be realised that sets of solutions have many properties and 
it is possible to derive, for the purposes of analysis, several 
quantities from the solutions. It may therefore not be possible 
or desirable to attempt all the computations and analyses at one 
’sitting'. For this reason and to minimize time spent re-compu­
ting solutions, a comprehensive storage facility for sets of solu­
tions is provided. By selecting menu item number four the user 
obtains a displayed list of those molecules for which solutions 
are currently held on backing store. In turn, a selection from 
this 'menu* identifies the chosen molecule in readiness for 
entry into level two.
Thus the second level may be entered in two different ways - 
via the 'new solution* route or via the 'library solution' route.
The other function of level number one is that of initiating 
and organising the permanent storage of solutions and display 
information. In general it will be found desirable to make perm­
anent storage arrangements immediately prior to an exit from the 
Program. Hence the exit and permanent storage operations come
close together in the logic of the program and the path leading 
to both is opened by the selection of item five in the first 
frame of level one. This is the only valid exit route, although 
exits may be (rarely) caused by unforseen user activated run­
time errors. ‘Consequently, upon completion of work at any level 
the user must back-track in the manner indicated in section 3.1.2 
to the initial frame. This necessity an4 that for a further 
conscious selection in the ’permanent storage' frame are safe­
guards against accidental exits or erasures.
On reaching the permanent storage section of the program 
the procedure is as follows. If a new solution or set of solu­
tions has been created and permanent storage is desired, it may 
be achieved by selecting menu item number two in the displayed 
list of options as shown in figure 3.7. The effect is to allo­
cate a new area of backing store and to correspondingly update 
the directory of solutions. ’
If work has been under way with a solution or gtoup of solu­
tions originally abstracted from the library and modifications 
to -the solutions have taken place in core e.g. one of the set of 
library solutions has been replaced by a newly computed solution, 
then the current core version of the set may be transferred to 
the library in place of the original by the selection of the 
third option in the displayed frame.
The fourth option at this stage permits permanent modifica­
tions, additions and deletions to be made interactively to the 
texts in the menu frames. In practice only a few of the menu 
texts are subjected to; frequent alteration in this way. It is 
those frames in which the menu items are names used to refer to
currently stored data sets or curves which receive most atten­
tion. Others changed less frequently include those representing 
lists of solutions in permanent store or sets of analytical or 
branching procedures which are updated only occasionally. How­
ever, in the early development stages of the program, changes 
*of this type naturally occurred more frequently. It was found 
to be advantageous at that time to maintain all the texts on
y f" $
cards and to read them into core every time the program was run. 
The price paid in terms of core space used and card reading time 
was offset by the availability of a visible set of text records 
which could be modified off-line to keep pace with program deve­
lopment. As the size of the program and the number of texts 
grew, core space was at a premium and the read-in time began to 
be tediously lengthy. Hence the current version of the program 
uses a different arrangement whereby all the frames are regarded 
as permanent and they are retrieved individually, by subroutine 
FWRDS, from backing store for use within the MENU subroutine. 
Consequently any modifications made to a frame inside MENU, 
during the course of the program run, are also regarded as per­
manent unless subsequently cancelled before an exit is finally 
made. A special routine to deal with this is incorporated in 
the fourth option at this stage. All frames to which modifica­
tions have been made are displayed one by one on the screen.
The user then requests MODIFY, followed by a menu item indica­
tion. The item is then ’deleted* by blanking off the text both 
in core and in backing store. Thus it is possible to ’clean’ a 
whole menu or part of a menu, item by item. The facility is 
particularly useful when a re-entry to the program is desired
with only parts of certain frames remaining intact.
Further details of methods adopted to effect transfers 
to and from backing store and of modes of storage will be given 
in section 3.6.
3.3 Obtaining a Solution
v ■ ‘
As indicated in the previous section, the second level of
i i . •
the main program may be entered along two different routes, 
namely the 'new solution' route or the 'library solution' route. 
In both instances, with a molecule having already been identi­
fied, the first frame presents to the user the range of models 
which are available, together with their corresponding solution 
procedures.
When a new solution is required to be computed, a check is 
first made in order to verify that the routines can accommodate 
the proposed molecule. There is a limit to the size of mole­
cule each set of solution procedures can deal with,.qwing to 
demands on core space. In addition, the number of integrals 
etc., available on file must necessarily be limited. A warning 
appears on the display screen if the selected molecule and model 
are incompatible at the time of the proposed experiment. If all 
is well, however, a message indicating any special data require­
ments relating to the selected model appears instead.
A flow diagram of the routes through level two for the 
Pariser-Parr-Pople SCF-CI procedures, with several permitted 
variations, is given in figure 3.10. As may be seen from the 
diagram, the user is first given the opportunity to choose how 
the basic parameters (i) the two centre electronic repulsion 
integrals, y ^ and (ii) the resonance integrals, 8yv
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are to be
LEVEL 2
defined and computed. The selection is made by indicating in 
turn one of the named procedures in the ’GAMMA’ and ’BETA’ 
menus. This results in the appropriate subroutines being used 
henceforth in the experiment until Such alternatives-*that may 
be desired are*specified. The one-centre integrals y andjj>i
several other parameters needed by the methods for determining 
Yyv and 0 are stored on permanent* filei .If no selection is 
made at this stage, the program defaults to Pariser and Parr’s 
parameter specifications,{7,8}. Actual methods which have been 
used with the system and some experimental results obtained will 
be described in chapter four, along with details of the SCF-CI 
routines which have been modified for interactive use.
Although y ^  and can be set automatically, even for 
heteromolecules specified interactively in level one, it is still 
desirable to have the facility for making further modifications 
to real or hypothetical parents in order to derive additional 
molecules for investigation. So, before commencing the SCF 
diagonalisation section, it is possible to make individual 
adjustments to matrix elements of F (core matrix), G (electron 
repulsion integrals matrix) or Z (effective nuclear charge vec­
tor) . The modifications are made by first indicating the appro­
priate menu item as shown in figure 3.10 and then by typing in 
the matrix row and column references followed by the actual 
value to be given to the nominated element. These modifications 
are effective for the current solution only, but the original 
parent molecule core matrix may be recovered intact for further 
calculations without the necessity of re-constructing it.
On receiving the indication that modifications have termi-
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nated, the program proceeds to the SCF routines, ending the 
iterative process when self consistency has been attained to 
within a prescribed tolerance. The results are printed out to 
give a permanent record. If a Cl solution has also been reques­
ted, the user« specifies the replacement configurations and this 
computation then takes place, to be followed by a further print­
out.- • • > " . < -* I *■ t
Display and analysis of both the SCF and the Cl solutions 
thus obtained may now be undertaken. The user selects the first 
of the routes indicated in the next frame and the program pro­
ceeds to level three. Alternatively the SCF solution (energies, 
molecular orbitals, parent details and modifications) may be 
stored in the current solution library. For smaller molecules 
current solutions are kept in core, but for larger molecules 
backing store is used. Which of these storage modes is actually 
to be used is determined within >the program on the basis of 
molecule size. At this point in the program the user should 
up-date that menu which lists the named solutions in their 
order of storage. Each SCF solution thus stored may have sev­
eral Cl solutions associated with it. For instance, solutions 
may be stored for a given range of F(I,I) values (I fixed), 
each of these SCF solutions having associated Cl solutions over 
a range of G(I,I) values. Stored solutions of this type will be 
used in the discussion and analysis to be presented in chapter 
five. In actuality only a reduced version of the complete Cl 
solution is stored. This consists of a note of the modifications 
and replacements along with the resultant intensities and state 
energies. It is difficult and rarely worthwhile to store more
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than this, even for relatively small molecules. The state wave 
functions for instance are particularly bulky and, with several 
Cl solutions for each SCF solution the complete storage of all 
the solutions ceases to be a practical proposition. ,
The program now,loops back so that another modification of 
the same parent may be made for a further complete or partial
SCF-CI computation. Alternatively a baclf-track may be made in
4 ■ *
order to bring in new Yyv,and/or $ specifications or, going 
further up the tree, a new parent molecule may now be introduced 
for comparison. Solutions from any source may, therefore, be 
buffered before proceeding to the display and derived quanti­
ties section - either with individual solutions from the newly 
created set or, as is more convenient for some purposes, with 
the entire solution set. To take the entire set forward no 
individual item is selected from the displayed list of solutions. 
Instead, the user simply request's CONTINUE. The display part of 
the next section is by-passed and, whatever the quantity required 
(bond order, charge density etc.) it will automatically be eval­
uated for all solutions in the set.
A similar list of library solutions is displayed when, after 
the model type has been identified, entry is made to level two 
via the library solution route. Once again the selected set of 
solutions wTill be held in core for smaller molecules or in b a c k ­
ing store for larger ones and individual large solutions or the 
whole set of smaller solutions may be similarly taken to the 
following level of the program. It is possible to replace a 
library solution by a newly computed solution. With the original 
(set) established in core, the replacement solution, arrived at
by a back-track up the tree, followed by a return down the new 
solution route, will be added to the core version in the speci­
fied position, when the corresponding menu is amended by the 
user. The modified library set may then be made permanent on 
exit from the program via the normal route in level one. Several 
solutions in a set may be replaced in this way.
i tThe hierarchical scheme for classification of solutions,
%
consisting of numbered molecules, approximate methods or models 
and individual solutions is indicated by the reference number, 
NSOL, given to each solution. This number enables any single 
solution to be accessed from the library arid, by its nature, 
makes a solution readily identifiable when the number and the 
solution details are displayed together. NSOL is defined -
NSOL * 1000*KM0LS + 100*MTYPE + KSOL
where
KMOLS is the molecule directory reference number,
MTYPE is the model identifier (*1 for Huckel, * 2 for 
P-P-P SCF, etc)
KSOL is the solution number in the specified set and will 
be identified with specific parameter values,
3.4 Derived Quantities v
In level three the chosen solution may be displayed for 
examination in a variety of ways before it is used within the * 
level for the derivation of such quantities of interest as bond 
orders, charge densities, dipole moments or oscillator strengths, 
A flow diagram of “level three is given in figure 3.11.
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A parametric summary of the individually selected solu­
tion is displayed immediately on entry to level three. An 
example of this display for a derivative of the naphthalene 
molecule in a Parr-Pariser-Pople formulation is shown in figure 
3.12. It will.be seen that this solution refers to a modifica­
tion in F(l,l) of -4.74 (i.e. 2 x g ), that the individualP v
solution reference number is 2201 (A.e. fhe first solution of
' f
the set of P-P-P solutions from the naphthalene parent) and 
that a Cl solution exists and may be examined on selection of 
key number four. The source of the parent in terms of hexagonal 
grid ’atom’ numbers is also given.
On reaching this point at any time both the set of energy 
levels and the set of molecular orbitals for the SCF solution 
itself may be displayed by selecting the appropriate menu item 
in the next frame.
The energy levels are displayed as shown in figure 3.13 
by means of a call to , ' ‘
SUBROUTINE ENDIS (N,V,IT,X,XH»S,VI,NBUFF)
where
N is the number of energy levels 
V is the vector of N energy levels 
XT * 0 for the first call to ENDIS 
0 for subsequent calls to ENDIS 
X is the required initial x-co-ordinate of the horizontal 
lines representing energy levels 
XH is the length of the lines beginning at X 
S is the vertical scale factor
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VI is the value of the lowest energy 
NBUFF is the display code buffer
In the first call (IT « 0) the values of S and VI are deter­
mined from the values presented in V and are passed back to the 
main program to be used as reference values for subsequent calls 
to ENDIS. Alongside the lowest and highest levels, their numeri­
cal values are displayed. The subroutine takes account of degen­
erate levels, indicating an n-th order degeneracy by displaying 
(n) at the side of the line representing the degenerate level.
Energy level vectors may be buffered and later displayed for 
comparison as a complete set as shown in figure 3.14. In this 
case, each ’column’ of levels is displayed in a separate call to 
ENDIS, the position of the lowest level of the first column and 
its vertical scale being used as references for the other columns. 
Naturally, some of these other energies may extend out of the 
range covered by the first set. This is allowed for automati­
cally, to a reasonable extent, by the conservative positioning 
on the screen of the lowest level of the first set, together 
with appropriate scaling. For a block display of this kind the 
actual horizontal line length is scaled automatically, the value 
being based upon the number of vertical sets currently in the 
buffer. -
The variation of any one of the energy levels horizontally 
across the set may be plotted by typing in the required level, 
number; e.g. ’0 1 ’ results in all the lowest energies on display 
being collected into an array which is passed to level four, 
together with a second array containing the values of the inde­
pendent variable associated with each vertical set of energies.
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ENDIS is also used for displaying sets of Cl transition 
energies which may also be buffered as described above. An 
additional interactive facility can be extremely valuable at 
this stage. For plotting, the levels may be nominated individ­
ually by the user, taking one from each column, moving left to 
right across the screen. Since the levels are always arranged 
in ascending order of magnitude by the djUgonalisation routines, 
there can be no indication from the energies alone as to which 
spectroscopic band a particular energy relates. Thus the auto­
matic plotting procedure described above, although rapid, may 
in fact incorrectly take energies from different bands. However, 
if through examination of the wave functions and intensities, 
or otherwise, the user is aware of 1 crossing' of energy levels, 
the true plot may still be obtained by selecting the points 
individually. If, on reaching the data display section an in­
correct data point selection becomes evident, an immediate 
return to the energy diagram can be made.and the selection pro­
cedure can be re-commenced.
This is an instance where interactive graphics is of con­
siderable value in the analytical process. The standard pre­
programmed package is unlikely to be able to deal, unaided, 
with this kind of situation, yet with knowledgeable and timely 
assistance from the user, the computer is able to produce the 
true and accurate picture required.
The wave functions in both the SCF and the new Cl solutions 
are displayed by calls to
SUBROUTINE KFDIS <.(T,N,LL,LH,LIN,KK,NBUFF)
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N is the number of wave function components 
T is the array of wave functions 
LL,LH are arrays indicating replacements 
LIN * 0 for SCF displays
> 0 for Cl displays (to include replacement informa­
tion) *; . j , ,
: f
KK notes which wave functions are to be displayed 
NBUFF is the display code buffer
The wave functions are diagrammatically displayed, four 
at a time, and each may be seen as often as desired by repea­
tedly ’flipping* the ’page’, using the keys - as shown in figure 
3.15. This figure shows how the nine state wave functions 
appear in the Cl solution of a naphthalene derivative, using
all possible single replacements but involving the six inner-
%
most ground state energy levels only. . ,
WFDIS can show both SCF and Cl solutions of any size in 
this way, giving the clearest possible rapid demonstration of 
the magnitudes and signs of the wave function components.
From the SCF solution, several quantities may be computed 
at the user's request. The charge density at any specific atom 
is computed on typing in the atom number. The value obtained 
is displayed and it may be buffered for later plotting, along 
with the corresponding value of an independent variable.
As points are collected in this manner they are displayed 
and may be adjusted in their x or y components or in both. 
Amongst other advantages this gives the user the opportunity to 
change the y-axis of the plot to, say, a variation in charge
where
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density from some original value or to re-scale an axis, poss­
ibly into units of 6
A similar procedure obtains for plotting bond orders, this 
requiring the input of the two atom- numbers concerned
To save time when generating these arrays for a given set 
of solutions, the nominated quantity can be computed for the 
entire current set at the request of the? user. Once computed, 
the arrays are buffered in readiness for a straight-forward plot 
of the quantity versus that modification which distinguishes the 
solution. If there are several such modifications the user must 
indicate which particular one is to be operative.
The values of the total pi-electron energy and the dipole 
moment and its components may also be observed, by request, at 
this stage.
The new Cl solution may itself be processed to give compo­
nent transition moments and oscillator strengths for transitions 
from the ground state to the excited states. These results will 
be displayed as shown in the example given in figure 3,16.
As noted earlier, the oscillator strengths and state ener­
gies are stored as part of the Cl solution. A pictorial repre­
sentation of energies and intensities, resembling the spectrum, 
from the new solution or from one selected from the library may 
be requested in the form of figure 3.17. These representations 
may also be buffered and up to nine of them can be displayed 
collectively as shown in figure 3.18.
These displays give a useful indication of the growth and 
decay of intensities in the various spectroscopic bands. Toge­
ther with the other information obtainable from the solution
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store or already printed out by this stage, the displays offer 
a reasonably complete account of the properties of the Cl solu­
tions.
Finally, the intensities themselves may also be«»passed on 
for plotting in level four. This is achieved by typing in the 
required energy level number for each of the solutions on dis­
play in figure 3.18. The independent variable is once again 
taken to be that modification by which the solutions are distin­
guished. Alternatively, the intensities may be selected indi­
vidually, using a similar procedure to that described for ener­
gies. Again, this facility is found to be, very useful when it 
is suspected that the automatic procedure might not give the 
correct set of data points owing to corresponding intensities 
appearing at different relative positions in successive solu­
tions.
After the completion of an^ data plot or analysis under­
taken in level four there is an automatic return to the source 
of the data arrays in level three. This enables immediate 
comparative plots of the same type to be made if required.
3,5 Analysis Section
Level four contains a useful set of data display and analy­
sis routines, together with facilities for storing and recalling 
data sets and collections of computed curves in their polynomial 
coefficient form.
A flow diagram of level four is given in figure 3.19.
On entering the level with a pair of arrays (the x 3nd y 
co-ordinate sets of the data points) the first options presented
LEVEL 4
are (i) to proceed at once to the analysis routines or (ii) to 
save the data for future processing. Data stored at this time 
must be given a name which is entered into the list appearing 
in the second frame* The data may .be subsequently recalled 
upon reaching .this frame by simply selecting the desired given 
name from the user-created menu.
Whatever the source of a datafset, jit is always copied 
before being subjected to any processing, so that it can be 
restored later for further use. This option (in the third 
frame) permits the user to experiment freely with the data, 
knowing that even if some of the points are displaced or dele­
ted, the original data may always be recovered intact.
Another option at this stage allows for the data points to 
be displayed on the screen. The desplay includes the x and y 
axes, complete with numbered tick marks. The origin, its posi­
tion on the screen and the scales are computed automatically 
from the data arrays by routines taken from the DISPAC package.
A further optional facility may be utilised before moving 
on to the analytical routines. Frequently, the data sets arising 
from quantum chemistry research experiments are known to possess 
properties of symmetry. Considerable advantage can be taken of 
this knowledge in terms of storage space and computation time 
if a means of creating ’image points’ is available from data 
computed on one side of the origin only. The data manipulation 
option in the third frame leads to a further menu which offers 
this facility. The operations are brought into effect by a call 
to ■.
SUBROUTINE SYMIT (X,Y,Nj,KS,YZ,KH)
X and Y are the co-ordinate arrays for N data points 
KS controls the type of symmetry operation 
YZ is a vertical displacement»
KH is a second,control variable.
For symmetry operations SYMIT is entered with K$ >* 1 for 'even' 
data i.e. for every point (x^, y^) ¿a nevj point (-x^, y^) is 
created, KS * -1 for „'odd' data i.e. (x^, y.) gives rise to 
(-Xi -yi) and KS * 0 for ’odd* data not representing a curve 
through the origin, so that (x^, y^) generates (x^, 2y0 - y^) 
where yQ is equal to YZ - whose value must be typed in. Entry 
with KH f 0 shifts the entire set of data vertically by the in­
put distance YZ, thus permitting a vertical movement of data or 
the subsequently fitted curve for the sake of comparisons, or 
for re-location at an arbitrary origin. This option and the 
delete option complete the data' manipulation menu.
The delete function and all the data displays,'including 
the output from SYMIT are controlled by
SUBROUTINE KRVPT (X,Y,N,IN,KTYPE,AZ,NBUFF,KCV,A)
where
X and Y are the co-ordinate arrays for N data points,
IN is the degree of the polynomial to be plotted if required 
KTYPE indicated the type of polynomial,
AZ is the aQ term (constant) of the polynomial,
NBUFF is the display code buffer,
KCV indicates the type of display,
A is the array of polynomial coefficients.
A flow diagram of KRVPT is given in figure 3.20. When used to
where
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SUBROUTINE KRVPT
plot curves, KRVPT is usually included in a call to subroutine 
GRAFT (described later) and the values of IN, KTYPE, and KCV 
are interactively set to produce the desired results from KRVPT. 
The range of settings of IN and KCV and their effects are as 
follows /
IN = J, KCV « 1, least square fit of degree J with full
display . i
IN ■ -J’, KCV * 1, second least square fit, degree J' on
same axes
IN - 0, KCV * 0, data and axes only
IN * J, KCV « -1,-2,-3,-4 or -5, up to 5 curves from curve
store displayed simultaneously.
The first two combinations are the standard settings originating 
in subroutine CRAFT. The third is the means of obtaining the 
simple data and axes display on entry to level four, as described 
above. The fourth setting is used to activate the delete func­
tion. The user positions the tracking cross on the -redundant 
point and selects the appropriate display console key as indi­
cated by a message appearing above the data and axes. The new 
reduced set of data is then displayed to permit the user to make 
further deletions or to progress to the next stage with the
new data. The final settings of the control parameters listed
above are used for curves already stored in polynomial coeffi­
cient form, when only the plotting section of KRVPT is to be 
used. For the sake of clarity, a maximum of five such simulta­
neously displayed curves is allowed.
In addition to the displays outlined above, appropriate■ ■ »
Messages appear to enable the user to move comfortably and
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speedily through the system.
The polynomial curve to be displayed is evaluated from its 
coefficient form at one-tenth inch intervals along the x-axis 
by a rapid nested multiplication and is actually plotted as about 
one hundred line segments. This is not noticeable to the eye 
and the plotting also appears to be instantaneous. The equation 
of the polynomial is given above the curve and is indicated byt ,fn ,> T .*
a symbol which corresponds to one at each end of the displayed 
curve. This is to distinguish curves and equations in a multiple 
display. A manual over-ride of the automatic scaling routines 
is provided. This is useful when two or more curves are to be 
simultaneously displayed and are such that the automatic routines 
would compute incompatible scales and axes, possibly resulting 
in a curve or curves being omitted from the display.
Two routines, KRVFT and KRVSN, are at present included for 
computation of the actual polynomial coefficients. They are 
called from within KRVPT but their specifications must first 
come from
SUBROUTINE GRAFT (N,X,Y,NBUFF,KCV,AC,JC)
where
X and Y are the co-ordinate arrays for the N data points
NBUFF is the display code buffer
KCV * 1 for least-square fit 1
v set in main program
* 2 for polynomial build-up.'
AC is the set of computed polynomial coefficients
JC is the number of coefficients in AC 
A flow diagram of GRAFT is given in figure 3.21.
Immediately GRAFT is entered, a message appears giving the
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user the option of typing in titles for the forthcoming graph 
and the two axes. These would appear in all displays contain­
ing axes within the current call to GRAFT. Next follows a 
request for the user to indicate which type of polynomial is to 
be found. The choice is made from
1. General - all terms computed
2. Odd - coefficients of odcf poweps only
3. Even - coefficients of even powers only
4. Even - but: with-a specified by the user
5. As 4. - but where aQ is recalled from memory
6 . Exit from GRAFT, return to main program.
The selection is made via the display console keys and the 
result gives a value to the variable KTYPE which is used in 
KRVPT. If the 'least square' curve fitting procedure is to be 
used, the user must now specify the degree of the fitting curve 
by choosing the corresponding key between 1 and 8. Control is 
then transferred to KRVPT and the calculations and the display 
operation take place. There is a return to GRAFT at which point 
a hard copy plot of the curve etc., may be obtained, or where 
a second curve of different degree from that curve already dis­
played may be superimposed on the first for comparison. Its 
equation will also be displayed beneath the equation of the 
first curve. Finally a re-start with the same data, possibly 
in order to compute curves of different types or degree, may be 
made by the dummy request of asking for the last curve to be 
te-computed. However many curves are produced in GRAFT, the 
last one will be returned to the main program in its coeffi­
cient form for storage and possible future reference, without
1 2 0
the need for its re-computation.
The coefficients of the best fitting polynomial, according 
to the least-square criterion, are computed in
where
SUBROUTINE KRVFT (X,Y,N,K,ND,A,H,KTYPE,AZ)
X and Y are the input data arrays for N data points 
K is the increment between elements of X and Y (normally 
equal to 1 ) ,.s * *
ND is the required degree of the polynomial 
H is the mean value of .the elements in X 
KTYPE * -1 for an ’odd' fitted function 
0 for a general function 
+1 for an ’even* fitted function 
AZ is the aQ term of the polynomial.
The standard least-square procedure as given in Froberg {9}, for 
example, has been modified in this subroutine to deal as effi- 
ciently as possible with data having the special properties 
frequently encountered in quantum chemistry research.
The fundamental requirement is to minimize the quantity
S » I (a_x.m + a . x ®’ 1 > ...+ a_ - y.) 
j*0 m J  m’ 1 J 0 X
where (x., y.) for j » 0 ... n is the set of n+1 data points and 
am* am-l* ***» aQ is the set of m+1 coefficients of the fitting 
curve. '
The necessary conditions for a minimum are
3S
3a, « 0 for k • m, m-1 , ..., 0 leading to the so called
normal equations which,, with the notations
and
can be conveniently expressed as
d2m am * d2m-i am-l + a bm
d2m-l am + d2m- 2 am-l +
+
- d )
or, in matrix notation, as
DA * B “ ( 2 )
Setting KTYPE * 0 on entry to subroutine KRVFT initiates 
a full generation of D and B. The set of equations DA * B is
then solved for A by Gauss-Jordan elimination in a standard sub­
routine GAUJOA. "
The special cases for which modifications to this procedure 
have been made are
(i) data which is anti-symmetrical about the vertical axis, 
for which a polynomial approximation of odd powers only 
is required, (KTYPE * -1). It is assumed that the
fitting curve will pass through (0 ,0} in this situation. 
This tends to be the case in practice, especially since 
the origin is frequently one of the data points - repre­
senting an observation of the unperturbed state. If, 
however, the'data indicates an anti-symmetric curve,
which obviously does not pass through the origin, then
1 2 2
a vertical transformation of the data can be made 
before fitting, as described earlier using subroutine 
SYMIT, with a corresponding adjustment to the constant 
term of the polynomial subsequently obtained. To ensure
{ s- v
the appearance of odd powers only, the arrays D and B 
are generated in the forms .
* t *
d2m 0 d2m- 2 0 ... dm+1 o' b *]m
0 0 0 0 ... 0 0 0
d2m - 2 0 d2m-4 0 ... dm- 1 , 0
and B »
bm- 2
0 0 0 0 ... 0 0 ■ 0• * • • . * • •• • * • • * •
dm+1 0 dm- 1 0 •* * ¿2 0 bl
0 0 0 0 0 0 . . o• <4
D
by an initial setting of all the elements to zero.
The later summations are performed for only those non­
zero d^ and b^ indicated above.
(ii) data symmetrical about the vertical axis, for which a
polynomial of even powers only is required, (KTYPE « +1 ). 
Hence D and B have the forms
0 d2m - 2 0 • * * 0 dm
*
bm
0 0 0 0 ... 0 0 0
d2m - 2 0 d2m-4 0 ,.. 0 dm - 2 b .m- 2
0 ' 0 0 0 tit 0
and B ®
■ 0 '
• • • ; * •# # * ' *
o 0 0 . : 0 • • 0 o 0
dm : : 0 dm- 2 0 0 dn 'V=‘b: ■'m ; v ■ Q.yT-A: 0 ■ 7
• : : ' : .V- :
' * ■' - .*
In both of cases (i) and (ii) the D matrices are first 
compacted to the respective matrices of normally non-zero ele­
ments, possessing dimensions (i) ' and (ii) SLjl respec­
tively. Corresponding reductions are made to B before entry 
into subroutine GAUJOA. On the return from GAUJOA, the array 
A of computed coefficients is re-éxpanded> to dimension m+1 by 
the insertion of zero elements, in the appropriate even or odd 
positions respectively, before being passed to the plot routine 
KRVPT in the form
(am» am-l» ••*•» aI* a0)
(iii) data as in (ii) but which corresponds to a curve inter 
secting the vertical axis at a point other than the 
origin. If there is a data point on this axis (e.g. 
corresponding to an observation of the unperturbed 
state), then clearly the fitting curve must be compu­
ted to pass through this point, utilising and display­
ing its inherent accuracy. There is a danger when 
using the standard least square procedure of "missing” 
such a point with the computed curve, so, to overcome 
this problem, there is incorporated into KRVFT a means 
of interactively specifying "a0”, the constant term in 
the polynomial. This is remembered for as long as 
required so that, once found, it can be re-used for 
fits of different order m. The least-square computa­
tion is modified in such a way that, in effect, the aQ 
term is constrained to remain at the value stipulated 
and the optimal curve is computed using the off-axis 
data points. The mathematical consequence of pre­
124
determining aQ is to remove one of the conditions,
namely - * 0. Hence,one of the normal equations
dao
(1) and the corresponding last rows in arrays D and B 
also disappear. The contribution of aQ in the other 
equations is taken care of by{adjusting the non-zero
■ *  ,4
elements bj. of B to
bj.’ * bk - dj,. aQ for k * m,m~2, ...» 3.
D and B are then compacted as before and a similar pro­
cedure is followed in the derivation of A,
All the computations in this subroutine are performed using 
elements of the data array X measured relative to the computed 
mean value H of these elements. This has three main advantages
(a) Rounding error is minimised when computing the sums of
squares d^ and b^ ., ,
(b) A data point actually at xj * H will have a new x- 
co-ordinate equal to zero and can be omitted from the 
summations dk and b^ - giving a slight saving in compu­
tational effort.
(c) Since H is computed in KRVPT it can be modified arti­
ficially, giving an opportunity for translating the 
computed curve in a horizontal direction.
The disadvantages of polynomial curve fitting by the least square 
method must be recognised. The normal equations are notoriously 
ill-conditioned if m ,is at all large, and serious loss of accu­
racy can result if the'method is used over-enthusiastically.
The observable symptom is of a curve which passes fairly closely
to all the data points but performs unrealistically inbetween 
and beyond the points. However the method does have the advan­
tage of being very rapid, particularly when economy measures 
such as those described earlier are adopted. It takes only a 
second or two, both to compute and to display the curve and its 
equation using the present routines, there being no noticeable 
time difference for curves of different degree. Also, the pre­
sent system permits progressively higher order curves to be 
found and examined in pairs for the same data. The eye can 
quickly detect a wayward curve, so the most realistic, well­
fitting curve can easily be selected from those found. For the 
majority of data sets in the present context, satisfactory fits 
of up to degree six can be obtained using about nine data points. 
A typical least-square curve plot taken from the display is 
given in figure 3.22, ,
As a safeguard, a message appears on the screen.if insuffi­
cient points are available for a fit of the requested degree and 
the computation is not commenced.
For more complex data the method undoubtedly has its draw* 
backs but the data derived from the approximate models of quan­
tum chemistry are reasonably well behaved and no severe problems 
are usually encountered. However, in addition to showing how 
well the least square method can work if properly used, inter­
active graphics does provide a fascinating insight into the 
problems of attempting to fit polynomials of too high a degree. 
The danger of formally adopting such a curve for analytical 
purposes, when it is a poor representation in regions not close 
to the data points, can be avoided if the curve is first inspec-
i •
fifí» 3.22 (a* free)
Pig, 3,25 (a, fixed)
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ted visually as in the present system.
The severity of the ill-conditioning of the normal equa­
tions depends to a large extent upon the distance of the data 
points from the origin. To get sufficiently close to distant 
points, the curve may also be pulled away from the inherently 
more accurate inner points. Hence it can be worthwhile (parti­
cularly if coefficients of only first and second order terms
*. s ■
are required) to discount the extreme points and settle for a 
better fit, possibly of lower order, with the innermost points 
only. The inclusion of the delete facility described earlier 
enables this to be accomplished.
The system can be readily extended to include more sophis­
ticated methods such as those given by Hayes, (10), but it is 
acknowledged that these sometimes give only marginal improve­
ment over more primitive methods when the data sets are well 
behaved. The improvement needs to be significant to repay the 
extra cost in terms of; programming effort, storage space and 
computation time. The last two factors are particularly impor­
tant considerations in interactive graphical work.
However, some methods undoubtedly have advantages over 
others for certain types of data and, if further methods are 
made available as options, interactive graphics may be profi­
tably used for making comparative examinations of the relative 
performances of the methods supplied,
A second curve fitting method is at present included in 
the system. This method recognises the fact that only the 
first and/or second polynomial coefficients are sometimes re­
quired; i.e. aQ and a2, the intercept and curvature for an even 
function or the slope at the origin a^ for an odd function. In
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effect the method synthesises or builds up an odd or even poly­
nomial
y * aQ + x'j + a2 + ...
* ,Hi*
term by term, using
SUBROUTINE KRVSN (X,Y,N,A,KTYPE,AA) 
where t.' . j ,
f -A
X and Y are co-ordinates of a single data point 
N is a count of the coefficients found 
A is the computed array of coefficients 
KTYPE * -1 for an odd function 
* +1 for an even function 
AA is a working array
Entry to KRVSN is made within subroutine KRVPT, the tracking 
cross mechanism being used once again to indicate specific data 
points. The first point indicated will establish, for an odd 
function, an approximation to the gradient at the origin or, 
for an even function, the constant term, a0» The technique is, 
therefore, to work outwards from the origin when indicating 
points. The second point, (X2 * generates and a2 for
odd and even functions respectively from the expressions
3 2
a3 “ (y2 ~ ai x2)/x and a 2 * (y ** %)/* 
where aD and ax are values already found. The process may be 
continued up to degree seven or degree six for odd and even 
functions respectively. The intermediate zero coefficients are 
inserted before the complete string of coefficients is returned 
to KRVPT in the order
am* am- 1 * *** al* ao
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to correspond with the ordering established in the least square 
subroutine KRVFT. The curve and its equation are automatically 
displayed at each step. An example of a curve computed in this 
way is given in figure 3.24, The technique is effective for 
producing low order coefficients and is especially accurate 
when good points close to the origin are used.
Curves obtained by any method are printed out and may be' i J. '* * *
stored in their polynomial coefficient form as a result of 
options specified in the final section of level four. From the 
list of curves so stored, further individual selections may be 
made and the functions may be subjected to linear or non-linear 
transformations before being added to another buffer for simul­
taneous display. At this point optional facilities for inter­
actively modifying scaling factors may be usefully employed.
This buffering procedure safely maintains the original curves 
and, at the same time, permits free experimentation and analysis 
to be undertaken, ;
Finally, on completion of any analytical work in the fourth 
level, control is passed back to the source of the data used. 
From here,>more data of the same type can be examined or a back­
track or sideways move to another section of the program may be 
made as desired.
3.6 Data Storage and Retrieval
Two main types of permanent data file need to be set up on 
backing store for use by the interactive graphics system. These 
are (i) the file of menu texts and (ii) the library of computed 
solutions. Each type must be structured in such a way that 
accessing and updating operations may be carried out rapidly and 
effectively,
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3.6.1 Menu Text File
The current structure of the menu text file is as shown in 
figure 3.25.
A subroutine DFILT sets up a permanent disc V-fpe with 
sufficient space allocated for textual information associated 
with each of the four separate main program levels. Each level 
can possess up to 15 frames (menus) #containing up to 17 lines 
(items), where each menu item may be up to 40 characters (5A8 
format) in length.
Initial input to this file takes the form of a data record 
for each level indicating the number of menu items in each frame 
at that level, followed by the texts, one menu item per record, 
for that level,;
The subroutine
FWRDS (WDS, LN, NW, NXTFR)
is used prior to each call to subroutine MENU in order to locate 
that frame with number NXTFR (specified as a result of a user 
action) within level number LN, On exit from FWRDS, the menu 
texts of the required frame are assigned to the array WDS (dimen­
sioned (17,5)), and NW contains the number of items in that menu. 
WDS and NW are then used to specify the menu displayed in sub­
routine MENU.
An up-dating subroutine
RFWRBS (WDS, LN, NW, NR)
is called if, on exit from subroutine MENU, it is detected (MOD^O) 
that a modification has.been made in core to the displayed frame. 
The array WDS contains the modified menu, which corresponds to
I?
f  : «> . 3.3LS
frame number NR in level LN, and which at this point in time 
contains NW menu items. The function of RFWRDS is effectively 
to re-write, on permanent file, the first NW menu items of the 
specified frame.
3.6.2 Solution File
The structure of a typical SCF solution is shown* in figure 
3.26. The initial data record NT which, along with the solution 
reference number defined in section 3.3, forms an entry in the 
directory of solutions, contains the#following information
N no,of atoms in molecule 
M no. of occupied orbitals 
NSPEC « 0 if no Cl solutions available
* no. of Cl solutions, otherwise.
NZMOD, NGMOD, NFMOD i.e. numbers of Z, G and F modifications 
NATM - array of grid co-ordinates, or other geometry speci­
fication
Three more integer records follow, namely NZ, NG and NF containing 
the SCF matrix locations of the respective modifications. Finally 
the real array W (dimensioned (N, N+4, MKSL), where MKSL is the 
maximum number of solutions allowed in the set) contains column­
wise ZMOD, GMOD and ZMOD - the actual modifications, where they 
exist, the N columns of LCAO molecular orbital coefficients, and 
the single column of orbital energy levels.
The solution reference number NSOL is used to locate the 
nominated solution in the library file and, if NSPEC i 0, to 
point to the associated set of stored Cl solutions.
A Cl solution consists of -*
MINK - no. of replacement configurations 
SMINK - no. of elements retained in stored vectors 
NGMOD, NFMOD - no. of G and F modifications to ground 
state
NG, NF - locations of modifications in SCF matrix 
GMOD, 2M0D - the modified values
LL - vector of occupied levels involved in replacements 
LH - vector of unoccupied levels in replacements 
H - state energy vector 'r „ * *
OSC - oscillator strength vector
The early applications of the system made use of named solu­
tions stored in the user library and referenced by channel num­
bers associated with the solution numbers defined as in section 
3.3. However, more recent applications have experimented with 
more sophisticated data structures, based on V-files, similar to 
that described for menu texts in section 3.6.1. There is scope 
for further development work on the organisation of the computed 
solution library file. This will become more important as the 
quantity of stored solutions increases with time.
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CHAPTER FOUR
ANALYSIS OF GROUND STATE PROPERTIES
This chapter describes the application of the graphics sys 
tem to investigations of properties of ground state solutions.
The methods currently incorporated within the system,«their asso­
ciated parameter schemes, and details of how these are brought 
into practical effect are first covered briefly. There follows 
a short discussion on the economic planning of SCF ground state 
computations, and the procedure outlined here is adopted in the 
practical experiment, chosen by way of example, which is descri­
bed next. The description takes the form of a step by step 
account of the use of the graphics system to. interactively control 
the nomination, calculation and display of properties of SCF solu­
tions for aniline. The results, expressed in graphical form, are 
briefly analysed in a subsequent section, and the complete set of 
curves generated in the experiment is presented at the end of the 
chapter.
4.1 Methods and Parameters
At the present time only the Huckel and the P-P-P SCF methods 
for describing ground states of ir electron systems are available 
as part of the interactive graphics system.
The Huckel method has elsewhere been extended with some succes 
to deal with o electrons, (1 ), and it would be relatively straight­
forward to include it in the graphics system in this form. How­
ever, although the method has proved of interest to experimenta­
lists, it is generally true to say that SCF methods offer greater 
■reliability and can be performed rapidly on modern computers,so
further developments of methods within the interactive computing 
system are likely to be in the form of refinements and exten­
sions to SCF procedures. As a result, several different SCF 
parameter schemes are already included.
Brief accounts of the methods used for interactively speci­
fying parameters in both Huckel and SCF calculations Will now be 
given. ‘
4.1,1 Huckel Calculations
When the geometry of the molecule has been established by■ r ?
one means or another, and the Huckel method has been selected 
from the menu of available methods, the basic Huckel matrix is 
automatically set up. This consists of a leading diagonal filled 
with zeros i.e. all coulomb integrals » ,a « 0 ; off-diagonal 
elements are set equal to -1 . 0  for neighbours, and to zero for 
non-neighbours i.e. the resonance integral 6 * -1.0. Then, a
r*
and 0 for adjacent carbon atoms are normally taken as the zero 
and unit of energy, respectively, and any desired modifications 
to either or 0yy are expressed'in multiples of 0, by effec­
tively inputting sy or tyy, where
- a + sy0 -(1)
and 0 » t i  . -(2)yv yv K J
This is achieved in practice by following the instructions 
given in the display -
HUCKEL MATRIX MODIFICATIONS 
TYPE IN: I,J (212)
THEN: H(I,J) (FO.O)
(TYPE 0000 IF NO FURTHER MODS)
■ ■ Fig. 4.1
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In this chapter, frequent reference will be made to displays of 
menus and other forms of textual information which appear on the 
screen during the course of interactive experiments. Although 
these can be plotted, as illustrated by the photographically 
reduced examples given in the previous chapter, it is not normal 
practice to plot displays, other than those containing curves 
and diagrams. For this reason, and also to simplify and clarify 
the discussion, menus etc. will henceforth be represented within 
the text, in the manner of figure 4.1.
Modifications need only be made to elements in the lower half of 
the matrix (I>J), since a complementary,symmetrical modification 
is automatically made.'
After the user has indicated that no further Buckel matrix 
modifications are required, the display represented in figure
4.2 appears. This presents the opportunity<to modify the effec­
tive core charge at an atom from the assumed unit value. The 
nitrogen atom in aniline, for example, contributes two electrons 
to the t-electron system, and this would be specified here.
Z MODIFICATIONS ,
TYPE IN: K (12) '
THEN: Z(K) (F0.0)
(TYPE 00 IF NO FURTHER MODS)
Fig. 4.2 ,
All modifications are recorded on the line printer, to precede 
the printed output of the solution etc.
On completion of the modifications, the Huckel matrix is 
diagonalised. The solution and quantities derived from it may
then be selected for display and analysis as described for SCF 
solutions in the previous chapter. The parent molecule origi­
nally specified is retained until it is replaced, and may be 
recalled to be subjected to further modifications without having 
to be re-generated.
4.1.2 SCF Calculations
The general*procedure for specifying parameters and modifi­
cations in SCF calculations has already been described in chapter 
three. On reaching the frame headed- r'SCF1 PARAMETERS' in the new 
solution route of level two (see figure 3.10), the user initiates 
a branch to specify either y integrals or g integrals. Currently 
a selection may be made from three parameter schemes for y and 
from four for g . The y approximations are '
For interatomic distances r exceeding 2.80 A, Parr {2} , 
and Pariser, {3}, proposed the formula
based upon the classical interaction of two uniformly charged 
spheres of diameter
(1) P-P-P
Y (3)
D (4)
where is the effective nuclear charge for the 2pz atomic 
orbital $ .
For large distances of separation, when r >> D . eouation fS’) 
reduces to the form
(5)
This expression supplements the empirically derived values
Yu « 11.35, Y12 * 7.19, Yi s 5.77, Y u  = 4.97
obtained for hydrocarbons by Parr and Pariser, {4}, for the 
largest y uv integrals. Both (5) and (6) are used in the present
r  V
system, with r calculated from atomic co-ordinates.**
(2) Ni^h ji m oto-Matagax J[52
This approximation for Yyv takes the form
Ypv * e2/fayv + ryv) 'r  ^ ‘ ‘ "(7)
where
1/auv * + ~ ) yv ayy avv
>(8)
with
a * e2/yyy '’yy -(9)
The one centre electron repulsion integrals are calculated
the Pariser expression, {6}, namely
Y - I - A > -(10)VP
where I and A are, respectively, the ionization potential and 
the electron affinity at the v-th atom. Values of parameters 
used are given below (based on data of Hinze and Jaffe, {9})
C+
Iy(eV)
11.16
h Æ
11.13
N+ 14.12 12.34
N+ + 26.70 17.44
0+ 17.70 15.23
0+ + 32.9 21.53
Table 4.1
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In some recent experiments, the value of y given by (7)yv
has been adjusted at each iteration by assuming the following 
relation between bond distance and bond order
r » D + Di P yv o 1 yv
with values of Dq and D1 as given below
. D0 W Di(A)
c - c 1.517 -0.180
C-N 1.451 *,■ .* 1 O.I8O??
C-0 s 1.410 -0.180
Table 4.2
(3) Ohno^Oopman^ j.7j_82
A third alternative scheme for yyv sets
uv e2/ (r 2 ^ yv e2b 2) yv J
- ( H)
-  (12)
where buv « I ) -(13)
M ' yy !vv t
The same values for y u are used both here and in the 
Nishimoto-Mataga approximation. The appropriate values from 
the stored table are automatically assigned when carbon atoms 
are interactively replaced in the grid structures, as described 
in the previous chapter. Thus, on selection of either method (2) 
or method (3) above, the calculations of can take place 
according to expressions (7) or (12) respectively.
The methods for specifying are 
( 1 )  P - P - P  A p p r ^ x ^ m a t i u n
The resonance integral is here taken to be zero for all 
orbitals except those on neighbouring atoms, and this nearest
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neighbour value, obtained by Parr and Pariser at the same time 
as the y values given in (6) is set at the constant value
r  '
0 = -2.37 -(14)
( 2) MuJL Hken_Ove r 1 ap__A£proximat ion__
Mulliken, (10), has proposed that 0 be proportional toy ^
the overlap integral Syv> i.e.
V  * kSyv
When this scheme for 0 is selected, a^ message appears on 
the screen, requesting a value for k to be typed in, with an 
optional default to a value given by
k * | -(16)
where 0 and S are the standard carbon-carbon resonance and over­
lap integrals, respectively.
(3) WoJ.f£ber£-Helmhol_z_A£proximation__{llJ
Somewhat similar to the Mulliken approximation, the expre­
ssion for 0 now takes the form ’V V _V'
0 * k(U + U )S -(17)yv 1 yy w '  yv v J
Here U may be taken to be equal to -X , and the Hinze yy y
and Jaffe values given earlier can be used. Once again, a request 
for k to be input appears on the screen with a default to a value 
given by
k ‘ " I x -(18)
(4) N i shjl mo t o-£ojr s£ ejr Approxjjn^tion,_(1.2)_
This method, which has been shown to work well, (13), in 
combination with the Nishimoto-Mataga definition of outlined 
earlier, within a P-P-P type of SCF approximation, assumes the
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following relation for 0
yv
yv
Ao + A j  P (19)yv
pyv is again the bond order, and Ao and A i are given
Bond Ao(eV) • A i £eV)
n* = 1 • 2 3 4 5
C-C -2.04 -1.90 -1.84 -1.82 -1.81 -0.51
C-N -2.24 -2.09 -2.02 -2.00ï -1.98 -0.53
C-0 -2.44 -2.27 -2.20 -2.18 -2.17 -0.56
Table 4.3
All of the above procedures for specifying both y and 0 are
r  ”  r  '
controlled by the FORTRAN subroutine SCFBG, which is called in 
each SCF iteration. The argument list of' this subroutine inc­
ludes identifiers IGPAR and IFPAR, relating to y and 0 parameter 
definitions, respectively. Values are automatically assigned to 
these identifiers when the individual schemes are interactively 
selected from the appropriate menus, «and these are then used to 
bring into effect the desired sections of SCFBG. When either 
identifier is set to zero, no calculations of the corresponding 
integrals are performed in the call to SCFBG. Thus, for example, 
when using the P-P-P approximations for yyv and 0^, both IGPAR 
and IFPAR are set to zero after the initial computation of the 
integrals, so that these remain intact throughout the remaining 
iterations. Some of the other parameter schemes, as indicated 
above, require modifications to be made, based on up-to-date 
solutions, at each iteration. This is achieved by locating SCFBG
Several experimental computer runs with the parameter 
schemes outlined above have already been undertaken. Experience 
suggests that the interactive graphics system can provide an 
excellent means of examining the comparative performance of the 
different schemes in a variety of situations. However, since 
much more evidence than has been obtained so far is needed before 
any firm conclusions may be arrived at, the results of these 
preliminary investigations will not'be „presented here.
Individual modifications to y, ,, 0 and Z elements mayyv* yv y '
be made, as described in the previous chapter, before proceeding 
to the SCF-CI calculations themselves.
within the iteration cycle.
4.2 Planning SCF Calculations
The SCF equations allow, in principle, independent varia­
tion of the two parameters to and y at the y-th atom. However,y py
it may be shown, {14}, that the same solution is generated by
ft ■'
any pair of modifications (6w ,6y ) and (6to , 6y ) providedy y y y y y . r
that . ;
6to + ip * 6y y 2fyy Tyy 6to* + IP * 6y *y 2 yy 'yy (20)
*
where the same element P ^  appears on both sides of the equation.
In particular, if 6y « 0, so that only the frameworkyy
integral associated with atom y is changed by 6to
6toy
* * *
6to + ÎP 6 y y 5 yy ryy
-(21)
and all pairs of values 6w^, 6y^ generating the same solution
r* r  r
can be deduced from
This means that only <$w need be modified, and for each
ground state solution thus obtained, variations with respect to
for a given 6yi may be economically deduced by making use ofy y y
the transformation (22).
The transformation (22) has been built into the graphics 
system, and the solutions obtained in the following section have 
been arrived at using this procedure.
4.3 Ground State Computations - Aniline
Aniline is chosen to illustratefthe^capabilities of the 
graphics system when used for investigating analytical properties 
of SCF solutions. Aniline is of particular interest since it 
possesses an N atom (see figure 4.3) which donates two electrons 
to the tr electron system, and the effective nuclear charge is 
Z7 » 2. No uniform charge distribution (q^ * 1 at all atoms)
can be obtained. Thus the properties are quite different from 
those found in alternant hydrocarbons and those derivatives in
which each conjugated atom contributes exactly one w electron,
%
4.3.1' Parameter Values
In the SCF calculations which follow, wcarbon ~ -lleV is 
taken as the zero of energy, and then
■ Sw? ® -15 -(23)
♦ ♦
Fig. 4.3
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is roughly the correct value required to give the value of 
quoted by Dewar and Paolini for N++, {15}.
yNN * Y 7 7 - 14.09 (24)
is the value of the electron repulsion integral given by Dewar
*
and Paolini, and this will also be used here.
With these values as reference points, SCF solutions have
been computed for six values of <$u>7, ranging from -12.630 to
* i ,  •
-21.925. These have been stored and can be recalled by the user 
for analysis, or for calculation and analysis of derived quanti­
ties.
In the following sub-section, a step by step account is 
given of an experiment in the use of the graphics system to inves 
tigate the variation of charge density at each atomic centre with 
changes in the two parameters given by * Soj7 and “ <$y77*
The aim is to produce, from the six stored solutions, plots of 
the charges q„ (r * 7,1,2,3,4) as functions of w? for given (con- 
stant) values of y77* From each of the six ground states, five 
curves, corresponding to Y 77 “ 7.35, 11.35, 15.35, 19.35, 23.35 
are obtained from the transformation (22), thus demonstrating the 
economy in computational effort which the use of this transforma­
tion provides.
4,3.2 Application of the Graphics System
On loading the main program, the initial frame appears on 
the display screen
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MOANAL ENTERED
1. HEXAGONAL GRID
2. CYCLIC SYSTEM
3. OTHER MOLECULE
4. LIBRARY LIST
5. EXIT OR STORE
Fig. 4.4
Select menu item 4 by depressing console key number 4. 
The display now changes to -
MOANAL ENTERED
4. LIBRARY LIST
Fig. 4.5 .
Point the light pen at CONTINUE’ - displayed at the foot 
of the screen as shown in chapter three, but not included in 
these menu representations - to confirm the selection of item 4. 
(Each menu decision is confirmed in this way, but the action will 
not be mentioned henceforth in this description). Depress the 
foot-switch to activate the light pen and the program now branches 
to - " ■ ' ' ' '
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MOLECULES IN STORE
1. BENZENE
5. ANILINE
Fig« 4.6
Select item 5 to give -
Fig, 4.7
Select item 2 to give -
ANILINE
1. F 7 7 -12.630
2. F 7 7 -13.815
3. F 7 7 -15.000
4. F 7 7 -16.185
5. F 7 7 -18.555
6. F 7 7 -.21.925
Fig. 4.8
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No individual solution is to be examined at this stage. Charge 
density calculations are to be performed for all solutions in 
the set. Hence indicate 'CONTINUE*, using the light pen. This 
leads to -
DERIVED QUANTITIES
1. CH DENS (SINGLE SOLUTION)
2. BOND ORDER ( SINGLE SOLUTION)
3. CH DENS (ALL SOLUTIONS)
$ . Î
4. BOND ORDER (ALL SOLUTIONS)
5. ENERGY/DIPOLE MT
Fig. 4.9
Only items 3 and 4 are applicable for calculations involving all 
solutions in the set. Selection of one of the other items would 
simply result in the menu of figure 4.9 being re-displayed. 
Therefore select item 3 to give -
Type in 07,
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The program now calculates q7 for all six solutions in the set 
and creates a Y-array of q? values corresponding to an X-array 
of the 6u> values which distinguish the solutions. The two arrays 
are carried forward automatically to the data analysis section -
PLOT ARRAYS
1. TO PLOT
2. STORE ARRAYS
3. COLLECT ARRAYS
Fig. 4.11
It is desired to proceed to the plotting routines immediately, 
without storing the X and Y arrays. Hence select item 1. This 
results in the arrays being copied temporarily before the follow­
ing display appears. v
DISPLAY/MANIPULATION
1. TO CURVE FIT
2. DISPLAY DATA
3. MANIPULATE
4. RE-CONSTRUCT DATA
Fig. 4.12
Select item 1 to give -
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CURVE FIT ROUTINES
1 . LEAST SQUARE
2. POLYNOMIAL BUILD-UP
3. RETURN TO DATA
Fig. 4.13 V  , ‘ '
Select item 1 to enter the least square control routine. The 
first request is for the titles of the eventual graph, if 
required -
TITLES__________________
1. NO TITLES
2. KEY, THEN TYPE TITLE
3. KEY, THEN TYPE X LABEL
4. KEY, THEN TYPE Y LABEL
Fig. 4.14
At this stage no titles are required, so select item 1 , giving
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TYPE OF CURVE
1 . GENERAL POLYNOMIAL
2. ODD FUNCTION
3. EVEN FUNCTION
4. AS 3. WITH NEW AZERO.
5. AS 3. WITH OLD AZERO
Fig. 4.15
Select item 1, leading to
DEGREE OF POLYNOMIAL 
KEY IN 1-8
*
Fig. 4.16
Key in 3 to give a cubic through the six data points CXi»Yi}*
The cubic equation and the curve itself are now displayed, but 
are not normally plotted at this stage. Depression of key 3 
once again brings about a return to the display shown in figure 
4.15. This enables a second curve to be drawn through the same 
data points for comparison, if required. However, at this stage 
'CONTINUE’ is selected, leading to -
153
CURVE OPTIONS
1. TO DATA
2. SAVE CURVE
3. COLLECT CURVE
4. COLLECT LAST CURVE
5. TO CURVE FIT
f . *
Fig. 4.17 , , 1 * '
Select item 2 to store the curve in its polynomial coefficient 
form in a temporary buffer. This action brings up the display
NAMED CURVES___________
1.
2 .
3.
Fig. 4.18
Thus the curve can ge given a reference name which will be opera­
tive throughout the current run. The procedure is to indicate 
'MODIFY1 with the light pen» depress key 1 , and finally type in 
the desired name. The result here is
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NAMED CURVES
1. Q7 v. DW ANILINE
2 .
3.
Fig. 4.19 f ‘
Selection of ’RETURN* now brings about a return to the display 
shown in figure 3.17. From here it would be possible to return 
up the decision tree by means of a sequence of ’RETURN' requests, 
and to repeat the entire process from figure 4.8, first calcula­
ting and storing qxvfiw, then again for q 2v<$w etc,, thus filling 
figure 4.19 with five names, each corresponding to a curve stored 
temporarily in polynomial coefficient form. However, since each 
curve must be transformed individually to produce a set of curves 
for given values of By77, the procedure adopted is to first per­
form all the transformations and then plot the set derived from 
q7V(Su, before returning to generate the other curves which are 
treated similarly.
Hence at figure 4.17, item 4 is selected to indicate that 
the next curve chosen will be the last of the current set (of one), 
This action brings up the display of figure 4,19 and the selec­
tion of item 1 now takes the curve q 7V<$o) forward to the transfor­
mation - and horizontal shift-routine section -
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TRANSFORMATION/SHIFT
1. KEY, THEN TYPE G
2. KEY, THEN TYPE SHIFT
Fig. 4.20 ^  *
Select item 1 , then type y77 » 7.35. The non-linear transfor­
mation of the independent variable from to , corresponding 
*
to 6y7} * 7.35 -14.09, as given by (22) is now evaluated and 
retained. The transformed curve is named as a member of the set 
to be plotted «
’RETURN' now takes control back to the display of figure 4.17, 
and the procedure from there is repeated for each transformation 
of the curve q 7 v5w that is required. Eventually, the display 
shown in figure 4.21 contains all the five derived curves corres­
ponding to y 77 * 7.35, 11,35, 15,35, 19,35 and 23.35. ’CONTINUE’
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now initiates a display of the numbered axes whose positions 
and scales have been computed automatically from the original 
data. Over-written are instructions indicating how to change 
the scales etc., to achieve better presentation and no loss of 
information with the combined display of curves.
, KEY THEN TYPE
1, X SCALE
2. Y SCALE
3. X DATUM
4. Y DATUM
5. END OF 10 DS
6. DISPLAY CURVES
Fig. 4.22
The adjusted scales and axes may be examined (key S) before the 
curves are displayed (key 6). At any time whilst the curves are 
being displayed on the screen, the action of typing 'P' on the 
console typewriter causes a hard copy plot to be made of the 
display by the graph plotter. The combined plot of transformed 
curves, as specified by the entire procedure above, is presented 
as graph number one in section 4.3.4. Alternatively, or after 
the plot has been completed, depression of key 1 takes control 
back to the display of figure 4,21, from which a further plot 
with revised scales etc, may be begun, or, by a sequence of 
’RETURN' actions, the procedure may be recommenced at some earl­
ier point.
In this current experiment, a return is made to the display 
shown in figure 4.8, and the entire procedure is repeated four
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times to produce the curves of q!,q2»q3 and q^, also given in 
section 4.3.4.
By a somewhat similar procedure, the dipole moment curve 
is generated from data points collected individually from the 
solutions. This too is subjected to the transformation, and 
the result is given as graph number 'six in section A't 3.4.
4.3.3 Comments on the Results
Some interesting conclusions may be drawn from an inspec­
tion of the curves produced. #, / 1 *
1^) arge^Dens it ies_
It will be seen that as N becomes more electro-negative,
(a) q7 + 2
(b) q£ (i/2) -* 1, although qi shows a peculiar turning 
point, due to the close proximity of the N atom which attracts 
negative charge, mainly from atom 1.
There is a "saturating” effect such that, as the charges
approach the limiting values, large changes in electronegativity
1
have a comparatively small effect on the charge distribution.
It would be possible to extend the range of parameter values 
to give, for example, a smaller electron charge density qN « q7, 
but such values would appear to produce unrealistic descriptions 
of the UV spectrum as will be described in the following chapter.
(2) D i£0_l e__Mo me n_t
The magnitude of the calculated dipole moment becomes larger 
with a shift in charge from N to the adjacent ring, i.e. it 
becomes smaller with increasing electronegativity at the N atom.
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CHAPTER FIVE
CONFIGURATION INTERACTION AND 
SPECTROSCOPIC PROPERTIES
This chapter demonstrates how the range of application of 
the graphics system extends beyond the ground-state analyses 
discussed so far, to.the control of investigations into proper­
ties of spectroscopic states as described by Cl methods.
An outline of the theoretical background to the Cl method
: P f-
as it is applied here is first given. This is followed by brief 
details of the relevant computer programs and of their incorpora­
tion into the graphics system.
A discussion on the planning of SCF-CI calculations follows 
next, A basic procedure for the subsequently described experi­
ments using the graphics system is established, and, as in the 
case of the ground-state calculations described in the previous 
chapter, it is seen that significant economies in computational 
effort can be made by careful planning and by the use of the 
transformation facility provided in the system.
Two applications are described. In the first, solutions of 
the Cl problem for naphthalene are examined. Using this problem 
as an example, attention is focussed on some of the difficul­
ties , which must be recognised and overcome, when using graphi­
cal computing techniques in this type of work. In particular, 
these are the questions of suitable scaling, satisfactory curve 
fitting, and accurate plotting of intensities when degeneracies 
arise or, similarly, of energies when the energy curves cross
The second application continues the work begun on aniline 
in the previous chapter, extending the investigation to the dis­
play and analysis of the results of Cl calculations for this 
molecule.
Finally, the curves generated in both experiments are repro­
duced, in the form of plots taken directly from the graphical 
display, in a separate sub-section at the end of the chapter.
5.1 The Configuration Interaction Method
Transitions between ground states aijd excited states may be
• ,* 3
characterised by
(i) energies of excitation 
and (ii) transition intensities.
An excited configuration results when a ir-electron is trans­
formed from an occupied orbital of the ground-state configuration 
to an unoccupied orbital.
In Huckel theory the energy of excitation Ae is given by
Ae (i-»k’) * ejci ” ei , "(1)
where e^ is the energy of the doubly occupied orbital i in the 
ground state, and e^f is the energy of the unoccupied orbital k’.
An expression for the oscillator strength, f, which is used 
to characterise the transition intensity, is
£ . i^S!£ s Q! -(2)
where c is the velocity of light 
h is Planck’s constant 
v is wavenumber (cm "*)■
167
and where
Q * n  exc*(E ri) to<*t -(3)
is the transition moment connecting the ground-state configura­
tion Ÿ0 and the excited configuration T ., the summation being 
taken over all tt electron position vectors. The vector quantity 
Q has components Q , Q and Q , so that
Q - Q /  * Qz2
where, for example,
T0di
-(4)
"(5)
Hence Q is zero when Qx “ Qy “ Qz "0» thus defining a 
'forbidden' transition of zero intensity.
The configuration interaction method describes a state S 
of a system of n ir-electrons as a linear combination of config­
urations T» each representing an assignment of the electrons to 
an available set of MO's, W, so that
S * IC T > -(6)r r v ■
Singlet and triplet states of conjugated molecules can be 
approximated effectively by choosing appropriate configurations 
W(i-*k' ) corresponding to transfers of a ir-electron from an occu­
pied SCF MO of the ground-state configuration Te to an unoccu­
pied SCF MO 
Thus
To -  I J^i (1)1»i ’(2 ) . . .  ^ ( u )  ^|(u+l)  . . .  ^i (n-l )  ^ ( n )  | j ~(7)
represents the SCF ground-state configuration. Since the orbital
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replacement can be achieved in two ways, depending on spin assign­
ments ,
^i+k» = ~  1 | ^ i ( l ) ? i ( 2 ) . .  . . ^ i (y)Fk , (y + 1 ) . .  . ^ ( n - D ^ C n )  | |
Y£
-  | |Yi (l)^ i (2)...tpk, (v^ C jjH) ...^ M(n~l)tpM(n) | | -(8)
The Tr-electron states are determined by minimizing the total 
energy E with respect to variation of the Cr in (6). This is 
equivalent to solving the eigenvalue problem
hS - ES -(9)
where the elements of the Cl matrix are given in the basis of 
configurations Yr by
hu  - -t10>
Elements connecting configurations Y(i+k’) resulting from single 
replacements, and the ground state Y0 are zero. Hence the eigen­
value problem is reduced by omitting Yo from (6), provided the 
lowest excited states are expressed as linear combinations of 
single orbital replacement configurations only.
E0 the energy of the SCF ground state is adopted as the zero 
of energy by effectively subtracting it from the diagonal terms 
of the Cl matrix, giving hjj in the form
<i+k*|h7T|i+k,> » AEik, ± (ik’lk'i) -(11)
with- ■■
AEik, - > k, - - [ f i k ’ I ik' ) - (ik'U'i)] "C12)
where +, - signs refer to singlet and triplet configurations,
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respectively.
It is interesting to compare (12) with (1), the corresponding 
expression in Huckel theory, which neglects contributions from 
electron-repulsion terms.
The off-diagonal elements of h are given by
<i+k' |hj - - [(it1 |jk')-(n’ |k’ j)]± ( U ’|k'j) -(13)
where are SCF orbital energies and (Xyjvp)are electron repul­
sion integrals expressed in terms of SCF MO’s ^ etc.i . * y■ ? • ■ ! .  Si i
These integrals are obtained bysa'transformation from the 
given basis of atomic orbitals, that simplifies, in the overlap 
approximation, to
(ij | kJ.) Scy i cy j cvkcvlt Yyv (14)
where y are electron-repulsion integrals referring to atomic
orbitals & , d> .y v
Since an excited state is described as a linear combination 
of single replacement configurations, component transition moments 
calculated between ÿo and v (i-*-k’) can be summed to give, for 
example,
Q,x - ffo x (ZC. ¥ ( W ) ) d t  -(15)J * J *
which, by virtue of orthogonality between MO*$, transforms to 
Q.x « /Z l C . ./>k,xtMT -(16)J I*
Oscillator strengths fj for transitions from the ground state 
to excited singlet states Sj are then calculated from (2), where 
ts. are now transition energies (cm**) as computed by the Cl
•f
method.
5.2 Program Details
The programs for calculating Cl solutions within the inter­
active graphics system can be brought into operation as soon as 
a new SCF solution has been obtained and printed out.
At this point there is displayed the ’menu' -
Cl REPLACEMENTS,
' 1. Cl NOT REQUIRED
2. AUTOMATIC - KEY,
THEN TYPE LVLS (12) 1
3. MANUAL - KEY, THEN
TYPE TOTAL NO. (12)
Fig. 5.1
If the first menu item is selected, the parameter LVLS is 
automatically set to zero and no Cl computations take place, the 
SCF solution being carried forward alone for display or storage 
purposes.
LVLS may be given other values by first indicating item 
number two and then typing in the number. Normally used with the 
hexagonal grid device for specifying alternant hydrocarbons, the 
effect is to nominate automatically all possible single replace­
ment configurations from the 2xLVLS innermost SCF MO’s. This 
results in LVLSxLVLS replacement configurations ¥(i+k*) being 
selected, and hence determines the dimensions of the Cl matrix. 
The subroutine SCFAG which handles this section of the overall 
procedure makes use of M, the number of occupied molecular orbi­
tals and N, the number of atomic orbitals, both specified in the
SCF computation, and retained as part of the SCF solution.
The third menu item is selected when it is desired to nomi­
nate the replacement configurations individually. The procedure 
is to type in first the total number of replacements, and this 
initiates the display -
Cl REPLACEMENTS *
TYPE: OCCUPIED 
THEN UNOCCUPIED (212)
MO NUMBERS " *
Fig. 5.2
The user then types in i and k’ as instructed, until the total 
number of replacements specified has been input.
The elements of the Cl matrix are now calculated as indicated 
by the expressions (11) and (13), and the diagonalisation process 
is undertaken. The resultant eigenvalues are the state energies 
E . (in eV) relative to the SCF ground state, and the eigenvectors
J
are the corresponding state wavefunctions S.. Both the E . and 
the Sj may be displayed in diagrammatic form, as described in 
chapter three. Oscillator strengths are also computed automati­
cally, and these too may be selected by the user for display in 
spectra diagrams.
The Cl solution, defined now as a vector of state energies, 
together with a vector of corresponding oscillator strengths and 
a note of the replacements used, plus any modifications to the 
present molecule, may be stored for later use. Sets of state
energies or oscillator strengths can be built up by the user 
from stored solutions and may then be displayed collectively for 
comparison and for analytical purposes. Examples have already 
been shown in chapter three.
The SCF ground-state used for the Cl calculation is retained 
temporarily, so that it is possible for the user to effect a 
return to the point in the program where modifications are speci­
fied (see figure 3.10), modify yyy for example, and then initiate
a new Cl calculation, based on the same ground state configura-
. . 1 i *tion. * *
5.3 Planning SCF - Cl Calculations
It was noted in the previous chapter that substantial economy 
in computational effort in respect of SCF ground state calcula­
tions could be made by varying just u>y of the two available para­
meters w and y at the y-th atom. Then, a transformationy rP
could be used to deduce the effects on derived quantities of 
variations Sw* for a given 6y ^ . In many instances, further econ-
H r r
omy could be made by utilising properties of symmetry about Sw **0,< . ■ ■ ■. y
generating solutions on one side of the origin only, and then 
making use of the routine within the graphics system which gener­
ates appropriate image points.
A somewhat similar situation applies with the Cl problem 
for alternant hydrocarbons. Here, a single SCF ground state con­
figuration may be used with different values of y to calculate
r* r*
several excited states, and transformations can then be made to 
the appropriate * axes corresponding to the given values y .
Suppose, for example, that the energy of the p band for 
naphthalene is to be plotted as a function of the varying * <$wr
(see figure 5.3) for the three values of
I
Fig. 5.3
Yjj shown in figure 5.4
Fig. 5.4 •-
In generating data points for these curves, three ep* values
corresponding to a given value Sw* can be found from a common
*
SCF ground state with, Swi* <5a>i. This leads to a set of three 
curves, symmetrical about <5toi«0. Hence, it is only necessary to 
choose values of on one side of the origin, and then, for
each to perform the SCF ground state calculation, followed by 
three Cl calculations, resulting in considerable savings in com­
putational effort.
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The lowest and highest of the three curves, corresponding 
to <$Yii * ±4, may be "moved” from the symmetrical description 
of figure 5.4 to the "correct" positions relative to the asso­
ciated Y u  values, as shown in figure 5.5, by means of the trans­
formation
ôwj * ôwi + ] PiifiYii -(17)
The shifted curves are then symmetrical about i5yiÎ• Thus 
further economy is provided by
Fig. 5.5
all such curves being available from the symmetrical description 
by means of the transformation (17).
For the symmetric description it is possible to obtain Taylor 
expansion coefficients, for both energies and oscillator strengths 
These are analagous to the perturbation coefficients of both 
Huckel and SCF ground-state theory, {1,2}. In principle these 
coefficients are available directly from the polynomial expression 
of the curves, as computed and displayed in applications of the 
interactive graphics system.
5.4 Experiments Using the Graphics System
In this section, the results from two separate experiments 
in using the graphics system to control investigations into the 
properties of excited states are presented and discussed. In 
the first experiment, which examines variations in the spectra 
of naphthalene derivatives, the capabilities of the interactive 
system are explored in such aspects of the problem aë identifying 
and dealing with crossing energy levels, plotting intensities 
under the influence of degeneracies, and adjusting scales to give 
a more realistic representation of 'data.1 *
The second experiment is concerned with the display and analy 
sis of the results of Cl calculations for aniline.
5.4.1'. Naphthalene
In this experiment, seven SCF ground states, corresponding 
to modifications given by Ôtui = 0,±$,±g and ±2g at atomlas shown 
in figure 5.3, are computed using P-P-P parameters for y and 
0 . For each of these, Cl solutions consisting essentially of
state energy vectors and associated oscillator strength vectors
>
are obtained for yj i ** 7.35, 11,35, 15,35, 19.35,and 23.35, All 
possible single replacements are included in the calculations by 
setting LVLS equal to 5, but only the first ten components of 
each vector are in fact stored.
The experiment proceeds with the analysis of stored solu­
tions by the interactive selection of appropriate vectors or 
single components, so as to build up data for both energy and 
intensity diagrams and curves.
5.4.1(a)_ Ener£y_Curve_s
Graph 1 of sub-section 5.4.3 shows a combined plot of the 
state energies for 6wi * 2$ to * -2$, with yii ® 11.35, i.e.
6Y u  * 0, in every case. This is obtained by going to each of 
the ground states, picking out the second Cl solution, and selec­
ting an individual energy diagram,which is then passed forward 
as a member of the ultimately displayed set shown in*graph 1.
The energy of the a band is plotted first. This is achieved 
by typing ’01', resulting in the lowest state energy in each 
column being collected as a member of fhte Y array for the data 
analysis section of the program. The corresponding X array is 
automatically made up of the <5wi values which distinguish the 
’columns’ of state energies.
Graph 2 gives the resultant curve, which is a quartic fitted 
by least squares, as are all the curves in this section.
By a similar process the energies of the p band (level 2) 
and the B' (level 7) can be plotted. These are given as graphs 
3 and 4 respectively.
The $ band for the unperturbed molecule (<5wi * Q) corres­
ponds to state energy level number five, (see graph 1). If »05’ 
is typed, in an attempt to produce the Es curve by the same pro­
cedure adopted for the other bands, the resultant curve is that 
shown as graph 5. This is obviously an inferior fit through the 
displayed data points and suggests an inconsistent set of points.
In fact, the curves E$ and E6 cross over, and the data 
points must be chosen individually from the energy level diagram 
in graph 1. On bringing about a return to this display, the 
user types in any large two digit integer* other than ’ 99*, and
this initiates the individual energy level selection routine.
The message, MType column no. and level no (212)" appears above 
the diagram. Then, using knowledge of the spectra (available 
here), or even by trial and error, the levels are nominated.
In this case the correct input (see graph 1) is
0106 
, 0206,
0305
0405
*' i
0505 
0606 
0706
The resultant corrected curve for the 0 band is shown as graph 6.
The four energy curves are buffered and displayed collec­
tively, for comparison in graph 7,
It is interesting to examine the complementary curve Ee
which crosses Es. The straightforward selection of level ’06'
*
naturally produces incorrect data, resulting in the poor fit 
shown in graph 8. The "corrected" curve Be obtained by inputting
0105
0205
0306
0406
0506 '
0605 :
: 0705
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is shown in graph 9. The curious shape of this curve is due to 
the data points possessing almost identical y-co-ordinates, 
resulting in a very fine vertical scale being adopted by the 
automatic scaling routines, thus exaggerating the effects of 
computational rounding errors. A more realistic representation 
of this curve is obtained by interactively adjusting the vertical 
scale (graph 10), and an even better picture is given by increas­
ing the scale still further (graph 11).
It is possible to investigate how the energy curves vary 
with given values of y 1 1 • First of all,' the curves for a single 
band are collected from diagrams such as graph 1 for each yxl in 
the symmetrical description as described in section 5.3. Graph 
12 shows Ei v. <$w for all five yu  values. It can be seen that 
in this case the curves are almost identical. The curves are 
now subjected to the transformation to give the more accurate 
description shown in graph 13. The corresponding curves for the 
p, 8 and 8* bands are shown in graphs 14, 15 and 16.
In each case described above, the curve is a quartic, fitted 
by the least square method. The fits tend to be more accurate 
towards the centre of the range, there being a tendency to pro­
duce turning points near the range extremities. This effect is 
more pronounced in intensity plots,which are to be considered 
next. In practice the difficulty can be removed by increasing 
the number of data points in the region concerned, in which case 
the turning points are pushed further out from the origin, or by 
limiting the range of plotting. For the curves described in the 
following section, the latter course of action is taken, limiting 
the plots to a region extending from about 38/2 to -38/2.
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The problem has not been examined in great detail, partly 
because turning points will always arise with polynomial curve 
fitting, and the problem is initially one of determining an 
acceptable range on theoretical grounds. If a good fit over a 
wide range is required, then, almost certainly, spline fitting 
is to be preferred and this could easily be built into the graphics 
system. However, spline fitting does not provide the coeffi­
cients which can be related to 'perturbation* coefficients in the 
analytical sense. Polynomial fitting, in principle, provides 
these coefficients. ^ 1 *
Intensity £UIV£S_
Curves of the oscillator strengths of the «, £, g and $* 
bands of naphthalene, with respect to variations of the core 
integral wj and electron repulsion integral Yu, way be produced 
from the stored solutions by a similar process to that already 
described for energies. The basic starting points, correspond­
ing to the energy diagrams previously used, are now the spectra
diagrams. From these, bands may be selected as before, and once
»
again the $ band requires special attention due to the effects 
of degeneracies,
Graph 18 shows the spectra for all seven Sw values with 
Y u  >  11.35* i.e. 6yix * 0 in every case. The crossing of B s 
and E6, mentioned earlier, can be clearly seen by tracing the 
intensity I5 of the 8 band which, for the unperturbed molecule, 
is the largest of the three non-zero intensities.
For comparison, the corresponding diagrams with Yïi • 7.35, 
15. 35, 19.35 and 23.35 are given as graphs 17, 19, 20 and 21 
respectively.. : ■ ■ ' ■ ■ ■ ■ '
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(i) a band_
The a band intensity curves are extracted from each yii 
spectra diagram in turn by typing ’01'. The combined symme­
tric curves are presented as graph 22. In this representa­
tion the five curves are virtually identical, showing zero 
intensity when 6ai ■ 0. But, when transformed to the match­
ing axes, the curves for the individual y11‘’values sep­
arate out, as shown in graph 23.
(ii) £_ band_
The £ band intensity curves are obtained by typing '02' 
at each spectra diagram. The combined symmetrical represen­
tation is shown in graph 24, with the transformed curves for 
the individual y n  values given in graph 25. A notable 
feature of these graphs is the relative flatness of the 
curves for Y n  * 23.35.
(iii) JJ band_
The 6 band intensify curves must each be obtained from
the spectra diagrams by selecting levels individually in
>
the manner described for energy curves. The combined symme­
trical representation is shown in graph 26, and the trans­
formed curves for each Y u  value are given in graph 27.
The g band shows virtually no variation in oscillator 
strength with change in electron repulsion integral Y u  at 
the modified atom, apart from a dramatic reduction around 
the origin when Y n  * 23.35. A change of this magnitude is 
an indication that the situation in this region should be 
examined more closely. In this case it is found that, as 
Y u  is varied towards the value in question, the g band
begins to overlap a 'band', which has zero intensity in the 
unperturbed molecule. This may be seen by comparing graphs 18
2 1 , and by an analysis of the numerical results which have
obtained for this case as follows (6o3 “ 0, throughout)
7.35 11.35 15.35 19.35 23.35
E* 5.717 5.717 5,797 5.928 6.009
E* 6.021 6.021 6.021 6.021 6.026
I, 0.0 0.0 0.002 0.022 0.775
1« 2.192 2.191 2.187. 1 ■*
2.168 1.418
Table 5.1
Es and I5 tabulate the energy and intensity of the
band, whereas Eu and Ik represent the neighbouring band,
which at yii * 23,35 comes into close coincidence with the
8 1band, and *steals' roughly one third of its intensity.
Difficulties always arise in plotting intensities
when degeneracies, or near degeneracies, occur, or similarly 
when energy curves cross, and these cases require careful 
analysis. Sometimes interactive graphics assists by high­
lighting anoraolous situations of this kind.
(iv) £ ’__band
The $' band intensity curves are obtained by straight­
forward selection of level '07* from the spectra diagrams, 
Graphs 28 and 29 show the symmetrical and transformed curves, 
respectively.
The variation of intensity of the g' band due to a wide 
variation in yii in the modified atom is quite small by 
comparison with the change due to variation of w x. Unlike
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the 0 band, the 0' band increases in intensity as wj is 
changed from the standard value.
5.4.2 Aniline
It has been customary to seek an explanation of the UV spec­
trum of aniline on theoretical grounds by reference to the corres 
ponding hydrocarbon, benzene. The spectrum of benzene has been 
described in terms of two forbidden low energy bands", ct and 
which appear with low intensities, and two high intensity bands,
0 and 0*, which theoretically coincide, {3,4>.
In this section, a brief indication' is given of the presen­
tation on the graphical display of the results of Cl calculations 
for aniline. The calculations are based on SCF ground states, 
obtained using the P-P-P approximation and parameter schemes, 
as described in the previous chapter. Twelve excitations
i * 1,2,3,4 ■* k' « 5,6,7
as shown in figure 5 .6,are specified interactively before each 
Cl calculation.
. ----—  *7
■ — ;-----&
• —  ----- - r
' -------- —
-— —-— — 3 . ' . ■
V .. . .— i'.
*--- ;---- ,
■ Fig. 5.6
The Cl solutions, in the forms of state energy and oscillator 
strength vectors are named and stored as they are produced, and 
as with the analysis of the solutions for naphthalene, they are 
selected, by name, to build up the energy and spectra diagrams 
from which the curves are generated.
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The choice of adjustable parameters has been restricted so 
as to produce results which appear to be plausible from compari­
son with experiment. However, this confines the study to a region 
in which the N atom retains a large tt electron charge density, 
in the region of 1.8 and upwards, where the limiting value is 2. 
Within this region there was observed a ’saturation' effect, in 
which a large increase of electronegativity produces a compara­
tively small change in the charge distribution. A similar effect 
can be seen in regard to changes in the UV spectrum, where at 
large values of the electronegativity.parameter associated with 
the N atom, the curves tail off asymptotically towards fixed 
values.
The discussion is limited to the 8 and 6' bands, together 
with a higher energy band which, for convenience, can be referred 
to as the y band.
In the limit as the N atom electronegativity is increased, 
the spectrum gives rise to two degenerate bands, analogous to 
those obtained for benzene, although the excitation energies do 
not coincide, due to the existence of exchange effects between 
the N atom and the ring.
The excitation energy of the g band is presented in graph 
30 as a function of 7 for the five values 7.35, 11.35, 15.35, 
19.35 and 23.35 of Y 7 7 *
¥
Fig. 5.7
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The corresponding intensity curves for the 3 band are shown 
in graph 31. The intensity shows a tendency towards a value com­
parable to that obtained for benzene as the electronegativity is 
increased at the N atom. The polarisation of the band is along 
the short axis. The appreciable falling off in intensity as N 
becomes more electropositive is associated with a 'stealing' of 
intensity by the 'remote' y band, whose excitation energy is 
plotted in graph 32 and intensity in graph 33. The falling away 
of intensity in the 0 band is associated with a large increase in 
intensity in the y band. It is, howeyef, important to confirm 
this interpretation by examining closely the weights of the confi 
gurations which contribute to the states describing the upper 
levels of the excitation process in both cases. Normally, in 
benzene the B band interacts with the a band, both having the 
same polarisation, but here the effect under discussion is almost 
entirely due to the y band with the same polarisation.
The 0 ' band is polarised in the direction of the long axis, 
and its excitation energy curves are represented in graph 34 
with the corresponding intensity curves in graph 35.
There exists a y' band of the same polarisation but of low 
intensity. As the N atom becomes increasingly electronegative 
the B and 0* bands tend to coincide, as in benzene, and a similar 
property is observed in the y and y' bands which, in the limit, 
have zero valued oscillator strengths.
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CHAPTER SIX
d^ - BONDING IN PHOSPHONITRILIC 
COMPOUNDS - THE HUCKEL APPROXIMATION
An attractive and powerful feature of an interactive 
graphics system used in scientific research is its potential 
to accelerate and to extend the scope of the conventional compu­
tational approach, as applied to problem solving and to the 
resolution of questions concerning the interpretation of theore­
tical models. Solutions arising out of computer calculations 
can be selected, compared and analysed much more quickly and 
easily with the aid of graphics. Thus a broader, more thorough 
experimental background may be established and used as a basis 
for theoretical deductions. With a flexible, comprehensive 
graphics system, results obtained and verified analytically can 
sometimes be incorporated as model refinements, thus extending 
the computational and analytical capabilities of the,system.
This chapter, and the following chapter, contain theoreti­
cal studies, at different levels of approximation, of the problem 
of describing the v-bonding in phosphonitriXic compounds. The 
origin of the study lies partly in observations and deductions 
connected with conventional computer calculations, and partly in 
a consideration of the problems associated with developing the 
graphics system to investigate and display properties of a class 
of molecular models less well understood than those of the ’pro­
totype’ molecules utilised in earlier chapters.
The current chapter begins with a brief review of the 
theories and conclusions arrived at by other workers. This is
followed by a discussion of the Huckel molecular orbital descrip­
tion of the dïï - pïï cyclic and linear systems, given in relation 
to a general analytical solution. This solution is derived, 
using a purely algebraic approach, in a separate section at the 
end of the chapter. It is accompanied by a general analysis of 
parameter variations which would not appear to be available 
within the alternative group theoretical approach, since symmetry 
is destroyed.
The results obtained in this chapter provide a foundation 
for computational and analytical investigations into the same 
problem within the SCF approximation. These will be described 
in the next chapter, along with the derivation and discussion of 
analytical properties of certain Cl solutions.
6•1 Background to the Problem
In a general review of the structure and reactions of phos­
phorus chemistry, Paddock, {1}, suggests that interest in phos- 
phonitrilic derivatives has two main sources. The first is the 
existence of high polymers; the cyclic halides, for instance, 
form rubber-like solids on heating and it.is known that polymers 
with other attached groups can also be prepared, many of them 
being untypically resistant to high temperatures and to chemical 
attack. The second source of interest lies in the distribution 
of electrons in both the cyclic and the linear molecules and the 
way this affects molecular configurations, the mechanisms of 
substitution reactions, and the positions of the groups so intro­
duced.
The present work is concerned exclusively with ideas and 
developments in this second area of interest, taking the phos- 
phonitrilic halides (PNX2)n , which exist in both cyclic and linear
223
forms, as examples for study. In both forms conjugation effects
can be transmitted through overlap of phosphorus 3dxz and 3dyz,
and nitrogen 2p atomic orbitals of n-type symmetry. Variousz
workers have assumed different basic forms or different degrees 
of involvement for these atomic orbitals. The alternative assump­
tions, reflected in the treatment of model parameters in the 
Huckel molecular orbital approximation, have given rise to appa­
rently divergent solutions and hence to conflicting interpreta­
tions of the nature of the d^ - bonding in these molecules.
The model proposed by Craig and Paddock', {2}, completely 
ignored P(3d ) orbital participation in conjugation, leading to 
solutions which suggested ir electron delocalisation throughout 
the PN framework. Dewar, Lucken and Whitehead, {3}, did not 
consider it justifiable to ignore the dyz orbitals and proposed 
a model in which they were included with a specific weighting 
and orientation with respect to the dxz orbitals. Their solu­
tions denied the it electron delocalisation concept of Craig and 
Paddock, suggesting instead that the u electron distribution was 
in the form of independent three-centre P-N-P ’island* molecular 
orbitals, each accommodating two tt electrons, with conjugation 
effects interrupted at each P atom in the molecule.
Although the two rival theories give largely dissimilar 
predictions, they clearly differ only in the choice and treatment 
of basic model parameters. Craig and Mitchell, {4}, have shown 
that under conditions in which the coulomb parameters of the two: 
phosphorus atomic orbitals are equal, and the two corresponding„ 4  
resonance integrals associated with neighbouring nitrogen atomic ; 
orbitals have the same absolute magnitude, the two descriptions 
are equivalent, differing only by an orthogonal transformation
of basis. Recently Doggett, {5}, in an attempt to show that 
the two approaches do not differ in any fundamental way, has 
deduced a requirement for obtaining localised islands in terms 
of certain relationships connecting coefficients of non-localised 
molecular orbitals. However, these relationships correspond 
precisely to the conditions previously stated by Craig and Mitchell 
which have a more basic significance, since they are related to 
the definition of the secular equations themselves.
In the following sections of this chapter, properties of the 
secular equations and of their solutions will be described in 
terms of a completely general algebraic analysis. The approach 
taken here differs from the group theoretical approach often 
adopted, in so much as the limiting constraints on parameters, 
essential in order to achieve symmetry in the group theoretical 
methods, need not be applied. This algebraic approach to the 
problem, supported strongly by computational evidence, permits 
a more general model to be considered, which essentially embraces 
all the other, simpler, models constructed within the Huckel 
approximation. Thus it becomes possible to compare, using one 
general model, each of the two main theories described above and 
to analyse the equivalent forms of solutions arising from the 
degenerate situation which occurs as a result of assumptions made 
in the simpler models.
The general algebraic solution simplifies, under conditions 
described by Craig and Mitchell, to a simple formula for the 
roots, from which the island orbitals can be written down directly. 
Non-localised symmetry molecular orbitals can then be derived by 
a simple transformation. These are just two of the infinite
number of equivalent forms arising from the degenerate situa­
tion, and alternative solutions of theoretical, and possibly of 
physical interest, are to be described in terms of molecular 
orbitals associated with groups of islands.
6.2 Solutions of the Secular Equations
Let the (PN)n cyclic systems be labelled as shown in figure
6.1 where P(3dyz) atomic orbitals are numbered as 1,4,7,..., 
P(3dxz) as 2,5,8,..., and N(2pz) as 3,6,9,..., with the site 
axes of the orbitals also as shown. %  * ! '
The general solution derived in section 6,5, is given in 
terms of coulomb integrals ayz, axz and az for the dyz, dxz 
and p atomic orbitals respectively and in terms of the two 
resonance integrals
. / ; / 8 1 B H  (^ y2)h1T <$>; Cp2)dt
and:
62 - rt(ix,)hT t (p.)dt -(1)
In the rest of this section, as in the work of Craig and 
Dewar, it will be assumed that |3i| = J 32 1, since the solu­
tions of theoretical interest which are to be examined arise 
under this condition. Whereas d^z orbitals match pz in the 
region of effective overlap, dxz match on one side of a P atom 
and mismatch on the other. Resonance integrals 0X are, there­
fore, always positive, but 02 is positive in relation to a p
Li
orbital on one side of a given P atom, and negative on the othe 
Without further loss of generality may be chosen as the 
unit of energy and a ' as the zero of energy,’ so that
a = aj + ayz z
and
a * a, + a - (2)xz 2 z KJ
The secular equations can then be written in the form
c *n + (c*i + x)cx + c 3 * 0 (a)
c sn + (&2 + x)c2 - C 3 * 0 .(b) <
“ ^2 + x c 3 + C„ + C 5 = 0 (c)
+ (otj + x)c„ + C 6 * 0 (d) -(3)
etc.
Solutions to (3) can be expressed in terms of the roots of 
the cubic
p(x) = x3 + Cai + <*2)x2 ~ (4 - oua2)x - 2(a, + a2) -(4) 
(which is a simplified version of the general cubic derived in 
section 6.5)
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and in terms of a parameter
Y * ax - a2 -(5)
representing the difference in coulomb integrals of the two 
phosphorus d-orbitals.
When y = 0, the secular determinant Pn (x) for the cyclic 
systems becomes identically equal to*[p(x)}n , giving n-fold 
degeneracy in the three roots of p(x) = 0 .
Writing a * 04 = a2, the cubic (4) factorises intofx + d) 
(x2 + ax - 4) and the required roots are,¡therefore,
-a and (-a ± /a2 + 16)/2 -(6)
This special case (y ■ 0,|01 | ■ |32|) gives rise to the 
n-fold degeneracy and defines the condition stated by Craig 
and Mitchell for equivalence between the island and the deloca­
lised molecular orbital descriptions. In fact, the island model 
is obtained as a solution of the secular equations only when 
these conditions on Y and the resonance integrals hold. If, in 
addition, a is set equal to zero, the island orbitals reduce to 
the form originally given by Dewar, Lucken and Whitehead,
6.2.1 Derivation of Island Orbitals
Island orbitals can be derived formally by following the 
algebraic procedures in section 6.5. It is possible, however, 
to obtain the island orbital expressions in a straightforward 
manner by imposing the appropriate conditions directly on the 
secular equations. This procedure also possesses the advantage 
of illustrating the arbitrariness involved in obtaining one 
form of solution from the many forms available in a degenerate 
situation.
Orbitals for the first island of figure 6 . 1  incorporate 
the atomic orbitals (i = 1,...,5) with non-zero coefficients 
only, and take the form
i|> * a ((J>i - 4>2) + b(J>3 + a (<pk + <J>5) -(7)
Setting c3n - 0 and retaining ox » ot2 » ot, the coefficients 
c. and hence a and b in (7) may be found directly from theJ
secular equations (3) as follows -
Equations (3a) and (3b) become
(a + x)Cj + c3 * 0 * ; *■ -(8)
(a + x)c2 - c3 - 0 -(9)
which, consistently with (7), give
c 2 -  - c i  - ( 1 0 )
Further progress is made by considering separately the 
roots (-a ± /a2 + 16)/2 and -a.
6 .2.1 (a) x *= (-a ± /a2 + 16)/2 
From equation (8)
, i ■ C 3 * -(O + X)Cj .. -(H)
and in (3c), two further conditions are necessary for consis­
tency with (7), namely,
c„ = c5 -(1 2)
and Cj* * c j - (13)
It now follows from (3c) that
c 3 - -4c j/x - (14)
which, when substituted in (1 1 ) confirms the quadratic form for 
the two roots. These coefficients, therefore, satisfy the 
first group of three equations, and substitution in the rest 
of the equations shows that each is satisfied identically, with
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the remaining coefficients equal to zero. The normalisation 
condition now leads to
^ * x ± 1 <p3 + x (<K+<J>s) “(15)
2/x2 + 4 /x2+4 2/xs+4
as the general form of an island orbital for a root given by 
x - (-a ± /a2 + 16)/2
where
a = oti 55 ct2
6.2.1(b) x * -a ,
For this root, equations (8) and (9) give c3 = 0. An 
island orbital of the form (7) may then be obtained from (3c) 
provided
c„ - c5 - - C i c 2 -(16)
Once again the rest of the equations are satisfied identically 
with the remaining coefficients equal to zero. For the root 
x » -a, the island orbital then has the normalised form
” 1 (<î>i — 2) > ~(17)
which can be seen to be independent of a. .
The conditions (10), (12), (13) and (16) are chosen arbi­
trarily, apart from conforming with the island orbital form (7) 
and satisfying the secular equations (3). Other choices can be 
made leading to other forms of solution, very much different 
from the island orbitals derived above. The arbitrariness 
present when making a choice which leads to a valid solution is 
essentially a consequence of the n-fold degeneracy. It is suffi-
T;
cient when choosing the conditions to ensure that the complete
j vj 1,2,...,3n) satisfies the secularset of coefficients c4 (
- ■ : '
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equations for a given root. The procedure outlined above may 
be repeated, starting from equation (Id), to give a second 
similar island, and so on, giving n such islands in all, with 
the complete set of islands satisfying the secular equations.
6.2.2 Derivation of Island Group Orbitals
A different form of solution from the islands derived in
6.2,1 will now be obtained, by following a similar procedure 
but by adopting different conditions leading to the relation­
ships between the coefficients.
Proceeding as in 6.2.1(a) but replacing conditions (12) and 
(13) by
c„ f 0, c5 * 0 -(1 8)
it is now possible to satisfy the first six equations of (3)'by 
imposing the conditions
c7 c8, c7 - ci -(19)
which are analagous to (12) and (13). Once more the complete 
set of secular equations is satisfied.
An alternative choice to (18), namely
c„ = 0, c5 * 0 -(20)
is possible and the secular equations can then be satisfied by
imposing the conditions
c7 >  c8, c7 13 -Ci -(21)
The molecular orbitals resulting from the imposition of 
these two sets of conditions are the same as those obtained by 
taking linear combinations in sum and difference form of island 
orbitals belonging to the same eigenvalue, for the first two 
islands. Thus
23i
$if 2 = 1— £ a C<i> i “<{>2) + b<))3 + a C<i> ^ +<j>5) ]
n
+ 1— £ a C41 —4*s ) + t>(j)6 + a(ij)7+ ^ 8)|
✓2
" -L- l a(<Pi~<Pz) + t>(j)3 +2a(f>^ + b<J>6 + a(<J>7+4)8)l
^  • , -(22)
and
2 i_ [ a(<f>i“<i>2) + bij>3 + 2a<ps - b<^6
y/2 .i, ■
a (4>7 +<f> 8 )J
"(23)
where conjugation effects are transmitted through the <K (d )
yz
orbital in ip*f2 and through the <b(dxz) orbital in It is
therefore possible to obtain molecular orbitals describing a 
group of two islands, involving 4^  (i * 1 ,2 ,..8) only. In all, 
six localised group orbitals ih , 2 can be obtained by talcing such 
sum and difference combinations of corresponding island orbitals 
of the first and second islands. The remaining molecular orbi­
tals may be obtained, as before, as single island orbitals or as 
analagous group orbitals for island pairs.
Clearly, the process of obtaining combinations can be exten­
ded to groups of three, four, or any number of islands. A gene­
ral solution of the secular equations (3) under the conditions 
af ■ «2» |6 i| “ 1 0 2j * for which the island solution holds, can, 
therefore, be expressed in terms of molecular orbitals that are 
localised over groups r, s, t,... of islands, where r, s, t etc., 
can take any non-negative integral value subject only to
r + s + t + ... .* .. n - r
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The localised solution for P-N-P islands is, therefore, a 
special case corresponding to r = s = t = ... = 1 , and a com­
pletely delocalised solution implies r = n, with s = t=... * 0 . 
Whereas the total number of localised forms is restricted by 
(24), delocalised forms exist in an infinity of solutions.
6.2.3 Derivation of Symmetry Molecular Orbitals
In section 6 .2 . 1 expressions (15) and (17) gave the island 
orbitals with coefficients in terms of the corresponding roots 
of the quadratic form (6) which may be evaluated for a given 
coulomb parameter a. From these a transformation may be made
to the corresponding symmetry molecular orbitals.
(X)
First collect the island orbitals V for the n islands 
(i « 1 ,2 ,... ,n) corresponding to a common root x (“x^x,, or x3) 
as the rows of a 3*n matrix given by
*,(xl) *2(x,) •••
as ; *,(X2) ^ “(25)
_ 4 Xs) ••• *nX>)
Next apply the transformation
SS ' ^(n) u(n) -(26)
where is a matrix of order nxn with elements
rj
ts i 2uir (j -1 ) i— , exp ---- ^ — *-
/n n
(r,j * 1 , 2 ...n) -(27)
0 (n) j_s then a 3*n matrix whose rows are the symmetry orbitals
corresponding to a common root x, expressed in complex form.
To obtain real coefficients, the elements U^P must takerj
the form (r = l,2...,n throughout)
„00 . 1-r /n
rj • A cos2ttt( j -1) n “(28), j * 2,3..2|i'(n
j - 2 , 3 , (n
yfn) 
r,n-j +2
A  •
• / i  sin
2irr (j-1) 
n -(29), j = 2,3..üji (n
j » 2 , 3 . (n
and U n ,, C-1 )r —  “(30), n even.
r»7+1 /n
odd)
even)
odd)
even)
For the trimer (PN)3, the familiar form
U(3)
l__ zl 1_
/3 /6 n
JL zl zl
/3 /6 n
JL- - ' 2__ - ' 0
/3 /6
"(31)
is obtained.
The symmetry orbitals in <}> can now be written down imme­
diately from the matrix expression (26).
6.3 The Significance of Island Orbitals
Symmetry molecular orbitals and island orbitals are parti­
cular forms of solution of the n-fold degenerate problem which 
can be related to the geometrical structure of the (PN) ring.
234
In practical terms, delocalised orbitals are usually associated 
with the description of spectroscopic properties, and localised 
orbitals with the bonding in molecules. In the case of the 
localised island orbitals of the (PN)n ring systems, a specific 
theoretical interpretation can be given in terms of the change 
in the form of solution when single coulomb integrals are varied. 
The relevant unperturbed solution is the n-fold degenerate case 
described by any arbitrary set of eigenvectors, although the 
general case will be analysed in section 6.5.3.
■ -f.'
6.3.1 Variation of a Single Nitrogen Coulomb Integral
Suppose that a single nitrogen coulomb integral is modified 
from the standard value az ■ 0 to a value 013, say. As a result, 
the characteristic polynomial Pn changes to
P'n ■ pn + d’ Dn- 1 -(32)
where Pn and Dn are as defined in section 6,5, and where
dV ■ a3(x+ai)(x+a2) -(33)
Under the condition ai -'a* .* a, which obtains in the present
case, P„. n reduces to pn and Dn - 1 s Pn - 1 » p11“ 1 (since y * 0).
Hence
P ’.. n * (p+d) p11’1 -(34)
with
P(x) ■ (x+d)(x2+ax-4) -(35)
and
d(x) » a 3(x+a) 2 -(36)
which means that the original, unperturbed n-fold degeneracy in 
three roots is modified to give the same three roots in (n-l)-fold
degeneracy, with three additional roots given by
P (x) + d(x) = 0 -(37)
which may be expanded under the above conditions to give
(x+a) (x2 + (a+ot3)x+a«3-4) * 0 “(38)
with roots
x = -a and x * | (-(a+2a3)+/((a-a3)2+16)) -(39)
The (n-1)-fold degeneracy may be described as before by island 
orbitals in groups, subject to (24) with n replaced by (n-1), 
or by delocalised molecular orbitals. The three remaining levels 
which separate out of the degenerate system are described uni­
quely by localised island orbitals associated with the modified 
N atom and retaining the forms (15) and (17). The localised 
orbital (17) corresponds to the root x ■ -a, and remains unchanged 
under the perturbation. The weights of (15) may be determined 
by substitution of the roots given in (39).
Thus single island orbitals are zeroth-order orbitals of 
the n-fold degenerate solution corresponding to a change in 
coulomb integral of a nitrogen atom.
6.3.2 Variation of a Single P(dyz) or a Single P(dxz) Coulomb
6.3.2(a) P(dyz)
Suppose first that a single phosphorus dyz coulomb integral 
is modified from the common value a, taken by all the other d- 
orbital coulomb integrals in the island model, and is given a 
new value, ai.
Once again three energy levels and the associated molecular 
orbitals separate out from the n-fold degenerate system. The
Integral
characteristic polynomial now becomes
P '- P„ + 2e pn-1 n n r
where e = (ai-a)(x+a)/(x+aj)
and p(x) has the form (35). Since y = 0, 
Therefore
Pn * p11"1 (p+2e)
-(41)
Pn = Pn , as before.
-(42)
-(40)
which again means that the n-fold degeneracy, is reduced to (n-1) 
fold degeneracy in the same three roots, and three new single 
roots are given by
■!
!;
p(x) + 2e(x) = 0
leading to the cubic equation
x3 + (a+cti)x2 + (aai~4)x - 2c£i -2a = 0
-(43)
-(44)
which may be solved numerically for the three values of x. 
6.3.2(b) P(dx2)
I f ,  instead, a single P(dxz) coulomb integral is modified 
to a v^lue a2, all other P(dX2) and P(dyz) coulomb integrals 
remaining equal to a, the characteristic polynomial becomes
P1n n 2 f P
n-1
where
-(45)
, V- . •_ 
U'l'-V :
f ■ (a2-ct) (x+a)/(x+a2) - (46)
Again, because Pn 18 pn, there is (n-l)-fold degeneracy in the 
original repeated roots and the three new single roots are given
by : i'1- ' - J:; ■
x3 + (a+a2)x2 + (aa2-4)x - 2a2 - 2a * 0  -(47)
Comparing (47) with (44) it can be seen that, in the island 
model where P(dyz) and P(dxz) orbitals participate on an equal 
footing, an equivalent modification to a single coulomb integral 
of either kind of orbital leads to a similar effect in terms of 
the resultant energy levels. The molecular orbitals which sepa­
rate out are localised within the pair of islands sharing the 
atomic orbital whose coulomb integral has been modified. The 
form (22) and its sum and difference companions apply when 
changes are made in a single ayz value, whereas (23) and its 
companions apply when single axz values are modified. Group 
orbitals for two islands are, therefore, zeroth-order functions 
for modifications of coulomb integrals of phosphorus atoms.
In contrast to the more widespread effect on energy levels, 
molecular orbitals, charge densities and bond orders etc., found 
when a single coulomb integral is modified in a classical p -p 
system, the effects are here confined wholly to the island or 
pair of islands associated with the modification, and quantities 
relating to other parts of the PN framework are unaffected. The 
island model has significance, therefore, in demonstrating that 
electrical effects can be localised, in spite of the fact that 
conjugation extends throughout the entire framework.
6.3,3 Variation of All Coulomb Integrals of One Kind
When all coulomb integrals associated with all the atomic 
orbitals of one kind are changed by the same amount from the 
uniform value a, symmetry orbitals represent the appropriate 
zeroth-order description.
Using the general algebraic solution of section 6.5 it is 
possible to examine analytically the effects of progressive and 
uniform increases in (a) all otyz and (b) all axz values. As the
increases become large, the effect is to diminish the partici­
pation in conjugation of first the P(dv_) orbitals, and second
the P ( d )  orbitals. The results deribed for (PN) 3 in theyz
following sub-sections can be seen to provide a formal link 
with (a) Craig and Paddock's model, and (b) the solution for 
benzene.
6.3.3(a) Variation of all a^z in (PN) 3
The general solution for (PN) 3 in section 6.5.2 has the 
form >
P3 = (P"y )2 (P+2y) “ 0
The cubic factors may be usefully written
(p-y) ■ x3-4x + oti(x2-3) + a2 (x2-l) + aia2x -(48)
and (p+2y) * x3-4x + ajX2 + a2 (x2-4) + aia2x -(49)
If a2 (/0) remains small compared with the increasing aIt' 
the terms of (48) and (49) which involve ax dominate when the 
roots x are small. Thus (p-y) is,, dominated by the quadratic 
(x2+a2x-3) and (p+2y) by (x2+a2x), giving rise respectively to 
roots ■
x « -a2±/1 2+a| (twice)
'■ ’ ' / / ' ' 2 ^
and x ■ 0 , -a2 -(50)
For large values of ay, the expressions (p-y) = 0 and (p+2y) * 0 
are also satisfied approximately by x * -a3 since under this 
condition both expressions are dominated by (x3+aix2). So, in 
addition to the roots (50), three further roots x * -aj occur 
to complete the set.
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Consider now the special case with a2s 0. Whence is also 
equal to zero, it may be seen from (48) and (49) that the three 
roots x - + 2, 0 occur with triple degeneracy. As ax is increased, 
the dominating factors become (x2-3) and x2 in (p-y) and (p+2y) 
respectively. In the limit when the P(dyZ) orbitals no longer 
participate, the roots are, therefore,
x * ±/3 (twice) and x = 0 (twice) -(51)
These correspond to the values found by Craig and Paddock who 
considered only P(dx2) and N(pz) orbitals ¡from the outset. As 
ctj increases, the three energy levels corresponding to x * -ai 
emerge from above the band enclosing the remaining levels. These 
are associated with molecular orbitals which are increasingly 
similar to group orbitals.
6.3.3(b) Variation ofall axz in (PN)3
P(d ) orbital participation in conjugation can be dimini- y z
shed in a similar manner by progressively and uniformly increas­
ing all the «xz values.
Examination of the cubic factors (p-y) and (p+2y), given 
in (48) and (49), shows that if aj(¿0) remains small compared 
with the increasing cu» then the dominant terms for small roots 
x are (x2+axx-l) and (x2+otiX-4) in the two factors respectively. 
These give rise to roots
For large values of a2, three further roots, given by x? -a2, 
complete the set.
In the special situation with ai«0, the roots tend to the
x » (twice) and x «
2
ai±/16+ai2
2
(52)
limits
x * ±1 (twice), x = ±2 “(53)
as a2 becomes large and the P(dxz) orbitals are taken out of 
conjugation. Thus the remaining P(dyZ) and N(pz) orbitals parti 
cipate in conjugation which increasingly resembles in character 
the conjugation found for benzene. The 'benzene-like* symmetry 
orbitals corresponding to x * ±2 remain unchanged throughout 
the process. Once more, three energy levels, corresponding to 
x ■ -a2» emerge above the band, and the related molecular orbi- 
tals tend towards localised P3 C zD group orbitals as a2 becomes 
large.
6.4 Linear PN Systems
For the case ai B a2 * 0, applied to cyclic systems, the 
charge densities are given by
V 1; 0 ' V C<W  ‘ °-5’ V 'W  * ° -5 -(54)
and the bond orders are of modulus unity, but 'shared* between 
dxz“pz ( = ±0.5) and dyz»pz ( - +0.5).
The characteristic polynomial for the, ,(PN)n ■linear system, 
with ai « a2 »0, may be derived from the general analytical 
forms given in section 6.5.4.
U e - Pn' "  P’ P"'1 -CSS)
where p* » p + 2x “(56)
So, in addition to the (n-1) fold degeneracy in similar roots 
(±2,0) to those found for the cyclic systems, there are three 
single roots, arising from p*(x) * 0.
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These are
x ■ 0 , x = ±/2 -(57)
and are associated with the 'end effects’. The roots can be 
related to the solution for the cyclic system, and particularly 
to the idea that the linear system can be obtained from the 
cyclic system by breaking a bond in the island model. It may 
be assumed, for example, that the bond joining atoms P ^ * 2  ^ an(j 
N (3n) of the CyCxic system shown in figure 6.1 is the one to be 
broken. Then, whereas the ’first’ island! i * 1,2,. ..,5}
is complete, the ’final' island, {<^; i ■ 3n-2, 3n-l, 3n > is 
incomplete and gives rise to the roots ±/2, 0, found earlier.
The charge distribution in the two terminal islands is also 
changed, since although the atomic charge densities are unity 
elsewhere, within the terminal islands
<1, Cdy2) * qt(dxz) - 0.25
t
and
<*3n-2 (dyZ} " q3n-l (cW  “ °‘75
Thus 7T electron charge is effectively transferred from pC1»2) 
to p(3n"2» S11’1) by the breaking of the bond.
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6.5 A General Algebraic Solution
In this section a general algebraic solution of the Huckel 
equations for PN ring systems, together with some results derived 
from the solution, will be given. Initially, no restrictions 
are placed upon the values of the five parameters av_, a , a , 3i
y 2» X. £ Z
and g2» defined as follows
<dy Z lh IPz>
<dxdhI V
a0 + ai 3 
a0 + a2 6 
aQ + a9 3 
3i » kx ' 3 
02 * k2 3
with a0 as an arbitrary chosen origin and 3 as the unit of energy.
When the customary substitution x - (ct0-e)/3 is made the 
determinantal equation expressing,the condition for non-triviai 
solutions takes the form.
E K 0 0 • * * K'
K* E K 0 • • i 0
0 K* E K • • • 0
0 K* E • • • 0
E K
K 0 0 0 K' E
■ 0 -(1)
where E and K are, respectively, the matrices
«1 +x 0 k ’ 0 0 0 "
0 a2 +x -k2 and 0 0 0
Kw -k2 <*3+x . . ki k2 0
K* is the transpose of K and, within the determinant of (1), 
TO represents the 3 by 3 null matrix.*
The ordering of„the elements in (2) corresponds to a 
scheme where the P(dyZ) orbitals are numbered 1,4,7,..., the 
P(d ) are numbered 2,5,8,..., and the N(p ) are numberedA w u
3,6,9,...etc.
By making use of standard row and column manipulations, 
the determinantal equation (1) can be re-expressed as
N A 0 0 .... A
A N A 0 .... 0
0 A N A .... 0
0 0 A N .... 0
... " N A
A 0 0 0 ... A N
* 0 -(3)
where N and A are, respectively, the matrices
1 0
m
0
■
0 0 0
0 ■ :i'. 0 and 0 0 0
0 0 p 0 0 Y
with p * (x+aj) (x+a2) (x+as) - 2 pj2 (x+a2)+B2 2 (x+0 4) -(5)
and y ■ 3 2 2 (x+al)-B1 2 (x+a2) ( 6)
Thus Pn * 0 is the characteristic equation of order 3n 
associated with the (PN)n ring system.
Solutions of special interest may be obtained by assigning 
particular values to the five parameters involved in equation 
(3).
6 . 5 . 1  a x * a 2 ; 3i * 82
In this special case all elements of A become zero, since 
Y - 0. Thus Pn can be seen to reduce to p(x) n , giving n-fold 
degeneracy in the three roots of p(x) e 0. It is convenient to 
reduce the number of symbols involved at this point by setting 
8X = 82 * 8» the common resonance integral, so that ki = k 2 = 1 
and by choosing az - aQ as the origin of energy, so that.a8 is 
formally zero. Under these conditions p(x) becomes
p(x) * x 3+(ai+a2)x2~(4-aja2)x-2 (ai+a2) -(7)
and, with ax ■ a2 * a say, p(x) then factorises to give
p(x) " (x+ot) (x2+ax”4) . ”(8)
and the required roots, represented in figure 6 ,2, are 
-a and (-a±/a2+16)/2 -(9)
6.5.2 aj i  a2
Consider determinants having the form
Dn s
N A 0 0 ... 0
A N A 0 0
o > N A ... 0 #
0 0
%
•
A N
•*
0
•*
-(10)
♦ •
.. N
•
A V. f
0 0 0 o • > N
A being the 3 by 3 matrices as defined earlier in
C4).
The determinants Dn may be expanded to give
Dx * p
Da.- P 2 " Y 2 
D 3 * P 3 - 2y2p
and a recurrence formula Dn *= PDn„i “ Y2Pn_2 -(11)
where ■ D is ■ equal..; to 1»
These determinants have properties similar to those des­
cribed by Coulson, {6 >, and may be treated as follows - 
Writing
A * 1  + Dx t + D2 t ^  -('12')
and noting that the recurrence formula and the first few values 
of- (1 2 ) indicate that v
Putting p = 2y cose and equating coefficients of tr in 
the partial fraction form of A, leads to the result
Dn * y 11 sin(n+l)e -(14)
sine
Now, expanding the modified Huckel determinants P , given 
in (3), by rows gives
Pn * PD„-l - 2^ C Dn-2 - C - 1 ) V ' 2)
-  D„ - Y!Dn-2 '  2 (- ^ n ' ' -U 53
Finally, conversion of Dn and Dn_2 to trigonometrical form, 
using (14), yields
Pn * 2yn [cos ne - (-l)n } -(16)
Thus it is possible to obtain the individual PR in a compact 
form -
e.g. P3 - (p-y)2(p+2y)
P* -■ (p-2y)p2 (p+2y)
P5 - (p2-yp-y2)*(p+2y)
P 6 « (p-2y)(p-y)2(p+y)2(p+2y) -(17)
and so on.
The form of a general solution for ai f a2 0i f 02 can be 
understood qualitatively from these results. However, for 
simplicity, consider in the first instance the case - e2 with 
y « ax-a2. Imagine a line, y* * constant moving parallel to 
the x axis through the cubic p(x), thereby giving roots of
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The relative positioning of the energy levels of P ford
example, may be seen in this way from figure 6.3
Pn(x) ■ 0 at y* * y, -2y and so on.
It follows from equation (16), as exemplified in (17), 
that the lowest levels for odd n are doubly degenerate, being 
associated with a squared term in every instance. Similarly 
it can be seen that for even n the lowest level is always single. 
The highest energy level in all cases is single, with a common 
value for all n.
The general solution of the determinantal equation for (PN) 
cyclic systems is characterised by a combination of sets of 
single and doubly degenerate levels. Under the condition
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Y * cn"a2 ■ °» these levels collapse into the triply degenerate 
scheme.
In the general case where 8l f q2 , the parameter y is 
given by
y * $22Cx+ai) - 3i2Cx+a2) -(18)
which represents a straight line of gradient (822-Bl2). The 
spectrum may now be interpreted in terms of the intersections 
of such a line moving with constant gradient through the cubic 
p(x) as before. Subject to only minor variation between ^  and 
$2, the patterns of levels so obtained remain substantially 
similar to those found when B i ** 82.
6.5.3 Variation of Single Coulomb Integrals - General Results
The algebraic treatment of the general problem, described 
by equation (1), leads via determinant operations to the expre­
ssion for Pn in (3) and hence to a general solution in trigono­
metrical form (16). The procedure may be extended to take 
account of modifications to any single coulomb integral in the 
cyclic system.
Such a modification corresponds to a change in one of the 
parameters ai » a2 or as belonging to just one of the matrices 
E appearing in the determinantal equation (1). Without loss of 
generality the change may, for analytical convenience, be regar­
ded as taking place within the matrix E which stands in the 
first position of the leading diagonal in the determinant of 
(1).
In the following sub-sections, single coulomb parameters 
associated with N(pz), p(dyz) and p(dxz) wil1 be modified in
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turn, and the consequent variations in the general solution 
will be derived and analysed. In each instance it will be seen 
that the characteristic polynomial Pn is modified by the addi­
tion of a term ar. This extra term is found to always possess 
certain factors in common with P . Consequently it is possible 
to identify those roots of Pn * 0 which remain unchanged as a 
result of the modification, and to determine the new roots 
arising from the equation * 0.
6.5.3(a) N(pz) ,
Suppose the single a in the matrix E identified above is 
changed to a value a3 by the addition of a quantity 6a3, so 
that
a3 ’ * a3 + <$a3 .
The same determinant manipulations as were previously • 
carried out for the unperturbed system lead, in this case, to 
a form corresponding to (3) but with the single leading matrix 
N replaced by N ’. N ’ itself differs from N by the replacement 
of p with p* where
p' » p + 6a3 (x+ai)(x+a2) ~(19)
The modified characteristic polynomial P ’ is thereforeil
obtained in the form 
■ • • ; . p  * ss P  2n n n
where ■ v;:'; V\J'Yy:\’:y-■ V y^ y
An “ d ' ^ i  with d’ « 6a3 (x+a*) (x+«2)
Using expression (14), the term Az may be expressed in 
trigonometrical form, giving
'A * * d’y11”1 sin ne -(2:
sine
where y is defined in (6) and e « cos”1 (p/2y) as in 6.5,2.
The table below gives the factors in P and Az/d* for the_ n
first few values of n.
n Pnn i Az/d’
3 (p-y)2(p+2y) (p-y)(p+y)
4 (p-2y)p2(p+2y) (p2-2y2)p
5 (p2-yp-y2)2(p+2y) (p2-yp-y2)(p2+yp-y2)
6 (p-2y)(p-y)2(p+y)2(P+2y) (p2-3y2)(p-y)p(p+y)
From these results it can be seen that in the general case 
(y i 0), *the only roots retained as Pn+Pn+Az » P n ' will be 
those arising out of the repeated factors of P , but the equi­
valent energy levels will occur singly in the modified system. 
6.5.3(b) P(dyz)_
Suppose now that the single cti in the leading matrix E of 
(1) is modified so that
a* ’ * ax + 6ax
Determinant manipulations now lead to a slightly different 
expression for Pn ’, corresponding to (3).
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Here
N* A 0 • • * 0 A'
A N A • • • 0 0
0 A N
• •
• •
• •
0 0 . N A
A 0 • * • A N*
“ (22)
where N and A are as defined in (4) but-where N* and A ’ are 
respectively, the matrices
0 0 0 1 0 0
0 0 0 and 0 1 0
0 0 Y+e' 0 0 p+e *
“(23)
with e' ■ 6ai (x+a?)
(X+tt!’)
P ' can be manipulated into the form n
where
- 2c' ( V i  - W  -(24)
with Dn as defined earlier and with the determinant F obtained
£ii .. n.
by replacing the n n column of the determinant form of D , given 
in (10), by the transpose of 
(0,0,y,0,.•.,0,0,y)
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Fn may be expanded to give a suitable expression for Fn-1 *
Fn- 1  * V CDn_2 +
giving
An" * 2e' C V i  - r V z  + f-Y)n'b
“(25)
“(26)
which may also be expressed in trigonometrical form as
Ayz « 2e ’y11”* cos (n-jQe + (-l)n’^
cos0/2
“(27)
The table below gives the factors of Pn and A^z/2e' for the 
first few values of n
n V ¿F2/2e'
3 (P“Y)2(P+2y) P(P-Y)
4 (P“2y)p2(p+2y) p(p-2y) (p+y)
5 (P2-YP“ya)2(p+2y) . (p2-yp-y2)(p2-2y2)
6 (p-2y)(p-y)2(p+y)2(p+2y) (P“2y)(p-y)(p+y)(p2+yp.Y 2^
Thus the roots corresponding to the lowest factor of are 
retained as P > P n + - Pn ', together with sets of single roots
equal in value to the repeated roots of-P ■- 0.
6.5.3(c)
If a2 is now modified in the leading matrix E of (1), so that 
Ct2 * * o(2 + <$a2»
the determinant manipulations lead to the expression (22) once 
again, but where N ’ and A' are, respectively, the matrices
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-(28)
0 0 0
0 0 0 and
0 0 p + f 1
with
f ' = 6a2 (x+ctj)
(x+a2 ’ )
V may be obtained in the form
V s Pn +
Axz
An
where
C  ■  2 f 'CDn - l  * Fn-lJ
0 0 0
0 0 0
0 0 Y - f '
-(29 -(29)
or,  in trigonometrical  form
A*Z * 2 f ’ yn” 1 s i n ( n - j ) e  -  ( - l ) 11" 1
sine/2
-(30)
the t a b l e  below gives  the f a c t o r s 3 45of  and A*z/ 2 f ’ for the 
f i r s t  few values of  n
n Pn A*z /2f*
3 (p - y ) 2 (P+2y) (p - y ) ( p+2y)
4 (p-2y)p2(p+2y) (P-y )P(P+2y )
5 (p 2- yP“ Y2) 2(P+2y) (P2’ YP-y 2) p (p +2Y)
(P-2y) ( P - Y ) 2(P+Y )2(P+2Y) (p-Y)(p+Y) (P* -Yp-Ya) (p+2y)6
are
X zretained as P— *P + An “ pn '» together with single roots equal 
in value to the repeated roots of PR * 0.
Thus the roots corresponding to the highest factor of Pn
The factors given in the three tables above may be derived, as 
may similar results for larger values of n, by finding the 
values of 6 which make Az, A^z and Axz equal to zero. These are 
given in the table below, together for comparison with those
which satisfy pn - 0. ;:1 ..
n odd n even
Pn 2r+l „. n V
2r „ -r- Tf n
Azn n
r+1 ■ 
n
n 2r+l _— — — TT n 2r.-'n
2r+l■ -.T' TTn-1 2r+2 _—.TTn-1
Axzn 2r+ln
2r+2
n
2r+2 _ 4r±l „ 
n-1 *n
In each case r runs from 0,1,... etc. The first n values of 6 
are to be used when finding Pn and the first n-1 values are 
relevant in the case of each A term.
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6 “ 0, jr , _2jr » ir* 4ir » 5-r
3 3 3 T
Thus, for example, P has zeros at
i.e. when p (*2y c o s9) is given by 
P ■ 2y, y, ~y » ~2Y» “Y* Y
Therefore P6 ■ (p-2y)Cp-Y)2Cp +y)2Cp+2y), as given earlier.
Similarly a{Z has zeros at , •' *
0 a 0, tt * h. » llL * in » leading to
AgZ * (P”2y)(P"y )(P+y)Cp 2+yP”Y2)» as before.
6.5.4 Linear (PN)n Systems - General Solution
The determinantal equation arising in the analysis of 
linear structures is the same as that in (1) except for the 
elements K’ and K appearing in the final position of the first 
row and in the first position of the final row, respectively. 
Each is replaced by the 3 by 3 null matrix 0. The determinant 
may be manipulated into a form corresponding to (3). In fact 
the resulting determinant is identical with Dn except for the 
first term of the leading diagonal in which N ’ replaces N, where
N 1
with p*
1 0 o
0 ■>i;- 0
0 o p’
2 '
" (31)
p + (x+a2)+g2' (x+ai) (32):v■'■v
■
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where p is given in (5).
Expansion leads to a general form for the characteristic 
polynomial P^
i.e. P ,Dn-1 -(33)
where Dn is defined in (11) and y is given in (6),
LIn general Pn will have some roots in common with Pn only 
when y ■ 0.
L ’ i > «.
If ai e a2 and 3» * $2, PR ■ P ,Dn-i * P'P » leading to 
(n-l)-fold degeneracy in the roots of p(x), given in (9), 
together with three additional single roots arising from
p ’OO a 0
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CHAPTER SEVEN
d^ -p-n- BONDING IN PHOSPHONITRILIC COMPOUNDS -
THE SCF-CI METHOD
This chapter continues the investigation into d -p bond-TTTT
ing, which began with the analysis of solutions derived within 
the Huckel approximation, given in the previous chapter.
The investigation now proceeds within the framework of the 
SCF-CI method, and concentrates on developing the interesting 
and important concept of island orbitals which arose out of 
solutions of the Huckel model for PN systems.
The Huckel molecular orbital method, being a nearest neigh­
bour approximation, does not explicitly allow for interactions 
between island orbitals. Such interactions would be indicated 
by the appearance of off-diagonal elements in the hamiltonian 
matrix expanded in a basis of island orbitals, and the existence 
of these elements could produce a delocalisation effect. Thus 
the island orbital solutions obtained using the Huckel,method 
might simply be a fortuitous but misleading outcome of the form 
of approximation adopted.
This is the reason for undertaking further investigations 
using the SCF method. The SCF matrix explicitly includes inter­
action terms, and these could be expected to lead to delocalisa­
tion effects throughout the system. In fact, island orbitals 
will be shown to persist, under certain conditions, as solutions 
to the SCF equations•
The investigation described in this chapter has been firmly
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based upon the computational approach, whereby computer solutions 
to theoretical models are found for a variety of given parameter 
values, and are then used along with numerical and graphical 
techniques to identify properties of the solutions which, in 
turn, assist in a theoretical study of the model itself.
Using this type of approach, a closed form expression for 
the SCF island orbitals has been found. It has enabled a short 
computer program to be written for finding island orbitals in 
numerical form much more quickly, and using far less computer 
storage, than the equivalent conventional SCF computation. The 
ready availability of such solutions has made possible an exten- 
sive numerical study of the properties of Cl solutions, and the 
results obtained have been used to assist in a theoretical study 
at this level.
On the strength of evidence thus obtained, it is possible 
to arrive at conclusions regarding the influence of the island 
orbital solution on the UV spectrum, This question is discussed 
in the final section of the chapter.
Hence, beginning with the Huckel computer calculations, and 
leading ultimately to theoretical conclusions concerning Cl solu­
tions, this repeated sequence of computer calculations followed 
by theoretical deductions, demonstrates the power of the compu­
tational approach in both seeking out and formally establishing 
the properties of theoretical models.
7.1 The SCF Method
The complete investigation using the SCF-CI method comprises 
the sequence of computer experiments and theoretical deductions 
described above. The description which follows is presented in
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the same sequence, with the SCF method first of all treated sepa 
rately from the Cl method.
7.1.1 The SCF Equations
The SCF equations for tt electron systems, using the P-P-P 
approximation, were given in chapter two, and may be written
l h 
v yv 'vi ’ CD
yy V  + ^pyyYyy + p^vv"zv^Yyv -C2)
1 * 6 -IP ,yyv yv 2 y v ’ yv * (3)
Pyv as 21 c k kyckv (4)
Yyv » (yy|w) -(5)
where Zv is the effective, screened, charge at the framework ion
V,
w and e are, respectively, diagonal and off-diagonal
r* M
elements of the core framework hamiltonian, 
h is the 'effective’ hamiltonian,
£i and c^ are corresponding eigenvalues and eigenvectors of
h,
P is the bond order matrix, involving a summation over occu­
pied orbitals k,
Y is the electron repulsion integral.
In order to make it easier to compare solutions of the SCF
2 6 1
equations with those obtained using the Huckel method, and also 
to effect a comparison with SCF solutions for alternant hydro­
carbons, the diagonal terms (2) were once more modified by sub­
tracting from each the term
w + 1 y *• (6)
which represents the leading terms of (2) particularised for 
carbon atoms.
As a result, the SCF diagonal term, corresponding to the 
Huckel coulomb parameter, may be written ‘
a * + 1 (P y -Yl  + 2 (P -Z lvV v v ^ V VV V Ypv
where * w tco.
-(7)
Special account must be taken of the fact that there are 
two d-orbitals on each Phosphorus atom, and just one p-orbital 
on each Nitrogen atom of the P-N system. Separate equations, 
equivalent to (2), can be derived from the general expression 
given in chapter two, for each diagonal element in the SCF matrix 
within the P-P'P approximation. Written in a form corresponding
to (7), these are
P » + ■ H puliYuu-Y) +a
N
a . y
Lp
(px>tPX'Vzx)YyX + ZN (po o * V V
' ■ ; . / :■ V ■■ ■ ■
-(8)
.~v .';V> ur.v ■ •- --r" •/■ /'■ ; .-V'/■ ' .v.';: '*,>: -
.V "’.y,
* H pywvuv-r) /' j . 'r v.'-
(PXX*PX'X''ZXÎY>|X + ZN CPoa"Za)Yyo -(9)
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p X,
a refers to any Phosphorus d-orbital and a to Nitrogen p-orbi- 
tals. y»y* and A, A' refer to pairs of d-orbitals on the same P 
atom, and the summations £p and rN are taken over all P and N 
atoms, respectively.
In (8), the term (pxx+Pxx'~ZA^  YyX represents the potential 
at y due to the effective net charge at P atom x* The summations 
in (8) give, therefore, the total potential at y due to the net 
charges at all the other P atoms and at all of the N atoms. Simi­
lar interpretations may be given to the summations in (9). The 
term \ P , y ■ . in the expression (8) for ap is an extra poten-H M |i
tial accounted for by interaction with the ^-electron charge den­
sity P , , associated with the companion d-orbital,
7.1.2 Numerical Study of the SCF Solutions
The SCF equations (1) were initially solved numerically 
using the standard iterative procedure. The core hamiltonian 
formed the first ’estimate* of the SCF matrix h, and this was 
diagonalised to give a set of ci which were used in (4) to give 
the P matrix required by.(3), (8) and (9). These expressions 
specify the new h, and the process was repeated until self-con­
sistency was attained in the Cj.
Parameter schemes for 3 ^  and y resembling those used in 
the P-P-P method applied to hydrocarbons were adopted here, 
since the aim was not to attempt to re-produce accurate solutions 
as compared with experiment, but rather simply to examine prop­
erties of the equations and their solutions. In any case, the 
analysis led eventually to a general solution in terms of alge­
braically expressed parameters, which can be analysed for any 
given parameter values.
was set equal to theFor consistency, the integral vyu
value given to y which, in the first instance, was y for ally y
y, and l-l for each atom.
First of all an attempt was made to produce conditions for 
obtaining island orbitals in the SCF approximation by setting
neighbouring y and v, as in the Huckel case. Knowing from the 
Huckel solution that the resultant charge density should, under 
these conditions, be uniform around the ring with
zero and that a solution analagous to the Huckel solution, with 
energy levels symmetrically distributed about zero would be 
obtained.
Computer solutions were found for (PN)n, with n - 3,4,5 and 
6, and were observed to possess the properties
(a) (i) n-fold degeneracy in three energy levels, but the
energies were not constant with respect to n,
(ii) The thiee energies were all non-zero and were not dis­
tributed symmetrically,
(iii) Apparently delocalised MO’s (but islands were not expec­
ted to emerge directly from the computer solution),
(iv) MO's associated with central orbital energy were confi­
ned to P atoms, as in Huckel case,
(v) Charge density not evenly distributed between P and N 
atoms, but
* ‘’dxt " °-S ’ V  - 1>0 • '(10)
it was expected that a? and a » given in (8) and (9), would bey y
UO)
Idyz ‘ qdxt • and “dyt * ddxz * V  * 2 “ (ID
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(vi) Charge densities at individual atoms varied with n,
(vii) At each iteration the relationship
P P
ay ' ay' -a.
.N ( 12)
was maintained by the diagonal terms of the SCF matrix.
Before commencing a theoretical study of the model and the 
solutions, some further numerical experiments were carried out 
on (PN)3. These will now be described, together with observa­
tions based on the results obtained.
■ J: ...V
(b) (i) All for just d^z orbitals were uniformly and pro­
gressively increased, giving solutions comparable with 
those found in similar numerical experiments with the 
Huckel model, and described theoretically in the pre­
vious chapter. The energy levels were distributed as 
shown in figure 7.1(i).
p
(ii) Next, all for just dxz orbitals were increased, with
the resulting energy level pattern approaching the 
benzene-like form shown’in figure 7.1(ii)
(c) (i) All 6o)^  were progressively modified over a wide range,
with all <$wP kept equal to zero. It was found that a 
particular (negative) value <Sc/j gave a solution with 
the uniform charge distribution (10), and with three 
triply degenerate energy levels of which the central 
energy level was at -26^. , The SCF matrix diagonal 
elements were then given by
Pay 0,
Na. -(13)
(ii) All 6u)P were modified over a wide range, keeping
, and keeping * 0. This time a posi-u y v
tive value "6ujP was found which gave a uniform charge 
solution. The highest and lowest of the three triply 
degenerate energies were symmetrical about zero, and 
the central energy was,; given by 2 6wP. The SCF matrix 
diagonal elements were then given by
a. aP/U 6w. a
N 0 -(14)
(iii) The values and To? found in (i) and (ii) were rela­
ted by
_M -— p
6UJV " ’%  -(15)
In fact, a difference of this amount between 6tuN and 
<$</ always gave rise to the uniform charge solution 
(10)...-.
(d) Attempts were made to derive,numerically,island orbitals 
in the same forms as those found using the Huckel method, 
i.e. for the first five atomic orbitals
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s(<j>i“<J>2) ± t(J> 3 + S (<J> (, +<}> 5 ) " (16)
and s * (d>i-<i>2) - 5’(<M<>5) -(17)
with one form for each of the three energy levels, and where 
s,t,s are non-normalised coefficients of atomic orbitals <t>. 
such that i and <K, <J>2 and <j>5 are P(d ) and P(dxz) and <f>3 is 
a N(p ) atomic orbital, respectively.
The procedure was to first combine the computed coefficients 
for the delocalised MO’s by taking sums and differences as sugges 
ted by (16) and (17). This is equivalent to changing the basis 
of atomic orbitals. Next, linear combinations of the three MO’s 
in the new basis corresponding to a single energy were sought, 
such that true island forms similar to (16) and (17) emerged.
In other words an island molecular orbital based on the first 
five atomic orbitals was required to have the coefficients
5, -5 , it, s, a , Of 0, 0, 0 "*(18)
or s ’, -s', 0, -s', -s', 0, 0, Oj 0 -(19)
in the original basis of <J>^ for (PN)3.
The operation proved to be possible for MO’s derived from 
SCF equations modified as described in c(iii) above.
For the original MO’s obtained when all * 6co^  * 0, 
islands could still be found, but in a slightly more general 
form- ■ .
SI (d> 1 -<i>2) + + Si (<K+<f>s) -(20)
Sj(4>i-$2) - 12 s + s2(4><,+4>s) -(21)
s ’ (<J>i - 4>2 ) “ s ' (♦ *+♦ 5). * etc. -(22)
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The structure of the SCF matrix and of the bond order matrix 
were closely noted throughout all the above experiments.
P P(e) In particular, it was observed that, provided <$u)^ * 6uy ( 
the SCF matrix was always of the general form
A B 0 0 ... B1
B’ A B 0 ... 0
0 B’ A B ... 0
0 0 B* A ... 0
.. A B
B 0 0 0 .. B* A .
where A and B are, respectively, the matrices
f pa 0 -a -b -b 0
0 aP a and b b 0
-a a Na -a -a 0
- (24)
and where 0 represents the 3x3 null matrix.
The matrices (23) and (24) are analogous to those obtained 
in section 6.5 using the Huckel method. .
p p
(f) The bond order matrix also possessed, for - 6u lf a 
structure similar to (23). For (PN) 3 for example, with a 
modification of the type c(iii) above, the bond order
matrix was of the form
12 0 t2 l 1 0 l -1 i0 ] _ 12 “ 1 -a 0 l l
1 “ 2 1 1 2 0 0 0 0
l -1 l 12 0 i 1 0
l 14 l 0 1 -l 0
0 0 0 l -i 1 2 l 0
l 1i 0 l - i i l 0 l
-1 0 l -1 l 0 i
1 l 0 0 0 0 i “  2 1L
Bond orders relating to atomic orbitals in different islands
were apparently zero. For instance, consider the island (20)
in (PN) 3. Hence P16 - P26 “ °* since atomic orbital <j>6 is not
involved in either the first island (20) or the third and last
island which involved <f>7, <p8> <p9> 4>1 anc* $2* Also * P37 ®
p « p * 0 for a similar reason.
38 39
Many more such zero elements P y  occur for larger values of 
n, as indicated by the general form (23) taken by the bond order
matrix.
7.1.3 Theoretical Study of the SCF_ Model
The aim of the theoretical study was first of all to explain 
some of the observations arising out of the numerical experiments 
and then to use the information gathered to assist in deriving 
and verifying a theoretical solution for the SCF model.
7 .1 .3 (a) Analysis of the SCF Matrix_Diagonal Elements_
' " V r e v i e w  of the expressions (8) and (9) was undertaken to
. th(% £irst solutions obtained, the resultant 
ascertain why, m  tne
aP and %  were always equal in value and opposite in sign.
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Consider the expression
“ p + “ p' + Z“v . -(26)
where y,y'and v refer to orbitals on neighbouring P and N atoms,
p p
and suppose « «Sw^ , and y ^  * y , Now, symmetry 
tions suggest that
considera-
P + P , , + P„„ * 2yy y ’y vv -(27)
and hence the four summations in the full expression (26) can 
be seen to cancel out. >
It becomes possible, therefore, to write
„P+aP,+2aN * 2(SP+6w-y)+1(P +P , ,)(y +y ,)+P yy y* V  ^ < ■> y y  y ’ y ' ^ ' y y  Ty y , J  w TVV 
Fi 6 7106
v 2 2 2
-(27)
+ I P y2 vv vv
“(28)
p , wIn the original computations, 6 to « 6w » 0, and Yyy * Yyy, - yvv
* Y V ' ' ■ • ' 1 : " 
P P
( a + a  ,) y
a N ^  -Y + t  (P +P , ,+P ) wv 2 2 yy y * y * v v J
(aP+aP, )
■ .  .P....E l V
2 -(29)
With $ and $ t receiving equal treatment throughout it can bey y
seen that, under the conditions stated, 
aN . . 0P . 0P,v P P "(30)
p pExpression (28) also shows that, with * 6 w ,» 0 and 
6ojN ■ ¡5oSN so that aP * aP, « 0 and a uniform charge distribution
\) \)  ^ r  r
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is obtained, then aN * 6toN.v v
Similarly, if 0 and 6ujP *
Henceforth, in the theoretical 
tions, it is assumed that
a ay'
Y = Yyy 1
yy 
, P
y'y*
= o
Then (28) may be written
- -a^ +filii-Y + IP Y + iP Y ,+|P Y v y 72 yy1 2 yy'yy1 2 vvTvv
<$</,= 6wP> then a * aP.- 6wPy y y y' y
development of island solu-
-(31)
i
"(32)
With yvv set equal to y ^  * y t this simplifies to
oj -(33)
7.1.3(b) Determination of SCF Energy Levels
A procedure similar to that used for finding the Huckel 
orbital energies was applied to the determinantal form derived 
from the SCF matrix (23).
Row and column operations were performed until the deter­
minant was reduced toaform which displayed the n-fold degeneracy 
in three,roots of p(x) * 0, where
p(x) » (x+oiP+2b) [ix+or) (x+aP+2b) - 4(b(x+aN)+a2)}
* (x+aP+2b) {(x+aN) (x+aP-2b)-4a2} -(34)
Hence, one of the energies is always given by 
e ■ aP + 2b -(35)
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and the other two come from the quadratic factor in (34), giving
e - CaP * ~ 2b) 1 ~ aP 2b)2 + 16a2) _(36)
2
In the special case where « 0 and Y , * Y» as in the
ryy' T
initial computed solutions, then aP “ -a^ • a» and the energies 
are given by
£ ~ rd + 2b — (37)
and £ = -b ± *^b-a)2 + 4a2) i
7.1.3(c) Determination of SCF Island Orbitals
-(38)
In the following discussion, the simplest system (PN), ' is 
chosen for illustration, but the argument and the analytical 
procedures are equally applicable to PN ring systems of any size, 
A formal change from the basis of atomic orbitals 4>. to one
of e. , wherel
<î> i -  2 4>f+4|5
e I * ---------- : ,  e 2 >  4>a > 8s = , . . . , 6 9
4>1+<Î>!
-(39)
1/2 ¿2 /2 
can be made by a similarly transformation on the SCF matrix II, 
given in (23), using
T 0 S
V - is T C I .(40)
0 S T
where, once more, 0 is the 3x3 null matrix, and S and T are,
0 0
1
Jl and
1
V2
0 0
0 0 i-
n
-1 0 0
0
•
0 0 J
0 1 0
«
-(40)
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Then U  ^HU takes on the diagonal form
w 0 0
0 w 0
0 0 w
where W is given by
W 5
a -a/T
N-a/2 a
-2b
■a/T
aP
(41)
-(42)
-2b -a/2
Hence island orbitals can be found, with forms in the 0 basis
and
(i) Cl » c2 , C 3 » o o o o , 0, o
(ii) o , 0, 0, Cl , C 2 , C 3 , 0, 0, 0
(iii) 0, m.o*o 0, 0, 0, Ci, c2 9 c3 (43)
Each distinct energy level gives rise to a set such as (43), and 
the coefficients can be found by solving the eigenvalue equations
W c * * £ . C .-1 1 -1 -(44)
Solutions of (44) with
(a) Cl ■ -Cs, C2 - 0 ,
.-(b) Cl « C3 , C2 - rjCi,
and (c) Cl » Cs » c2 ■ -r2Ci
can be obtained by substituting
(a) Cl s i -  , c 2 ■ 0, c3 J'■ VT
(b) Cl i* C| * .--- —  , c2
/2+r i
. JL
V T
ri
Æ+rî
(45)
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where r, = (o»P-°N-2b) ♦ /(io.P-aN-2b)2 - I6a21
2/2 a
(c) 1
/2 +r2 2
~r2
/2+r2 2
where -r2 = (aP“aN"2b) - /r(aP-aN-2b)2 + 16a2!
2/2a
-(46)
-(47)
These are equivalent to the forms (22), (20) and (21) in the 
original basis. When a? - a - -a^, the expressions (46) and 
(47) reduce to
ri'
ct-b i /(q-b)2 + 4; 
/2a
"(48)
7.1.3(d) Bond Order Matrix Analysis
This matrix is clearly important in maintaining the steady 
form of the SCF matrix. Its properties can be investigated 
more easily by considering its generation from the occupied 
orbitals in the 0 basis. For (PN)3 the occupied island orbitals 
may be written (dropping the subscript on Tj)
(i) u, _ 1 _ , r .
, 1
9 s- —  9 0 , 0 , 0 0 , 0 » 0mZ 1 /2 + rJ! /2+r2 /2 + r2
(ii) Hz = 0 , 0 , 0 ,
1
/T+72
r
/2+r2
1
* /2+r2
0 , 0 , 0
iii) Hz = 0 , 0 , 0 , 0 , 0 > 0 .
1
/2+r2 /2 + r
1
‘’/fir-2
-(49)
A delocalised MO w. can be constructed as a linear combination 
of Uj,u2 and u, .
WA = a. u> + b. u2 + Ci U3 -(50)
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where a^,b^,c^ are normalised coefficients, and w^.w. - 0 if i^ j
J
Thus if Wj, w2, w 3 are any three such MO's, they can be written
(51)
’ h  ' bx ci --
-% 1C
- a2 b 2 c2 • 2z---
\
m£1
..
 
i a3 b 3 C3 . h 3
where the 3x3 matrix in (51) possesses the property of orthogona­
lity, because, by definition, its transpose is orthogonal.
Consider now the bond order matrix element P ^  (in terms 
the original <j> basis)
01+09
Now <h = ----- and $6 * 0 5  » from (39)
y/T
Therefore P16
3
2 Z 
k- 1  
3
2 Z
wkl • wk6
ak + ck bkr
k=l /2+r2 /2 + r2
* 0 ,
(52)
by virtue of the orthogonality of the matrix in (51).
A similar result follows for any matrix element P.JV)» link-
r  ’
ing atomic orbitals in different islands.
Hence zero-valued elements appear in the general bond 
order matrix as indicated by (23).
The bond-order sub-matrices A and B in the general expre­
ssion (23) may be found, in terms of r only, by calculations of 
the type (52) 3
2 E ak + ck ak + ck
k=l /T/JTT7
2 x 2
2(2+r2) 2+r:
(53)
and P23 * 2 V
so that
ck ' ak akr _ -/2F
k-1 /T /2+r2 /2+r2 2+r!
2 0 /IF
»
1 1 0
2+r2 2+r2 2+r2 2+r2
0 2 -/IF , B * -1 -1 0
2+r2 2+r2 2+r2 2+r2
m -/2F 2r2 /Ir /Ir 0
2+r2 2+r2 2+r2 a 2+r2 2+r2 m
when P N a -a * 2b , it may be ¿een from (46) that
-(54)
-(55)
giving for (PN)3 the uniform bond order matrix (25),
The condition identified experimentally in 7,1.2(c) (iii) 
for obtaining a solution of the type (10) may, therefore be 
stated as
6o) -<5u>N 2b . -(56)
7.1.3(e) Structure of the SCF matrix
A valid start to the SCF iterative procedure is given by 
the Huckel-type island orbitals, obtained by putting r ■ /T in 
the expressions for u}, u2 and u3 given in 7.1.3(d). After
2 7 6
transforming these back to the original^ basis, a bond order 
matrix with a form similar to (25) is first generated, and the 
initial SCF matrix, calculated from (3), (8) and (9), then has 
the structure (23).
It has been seen that, when diagonalised, such an SCF matrix 
leads to SCF MO’s which are linear combinations of the island 
MO's, e.g. (20), (21), (22), and these have now been shown 
always to give rise to a particular form of bond order matrix 
(23, (25), where elements involving atomic orbitals on different 
islands are zero.
Hence the structure (23) of the initial SCF matrix is main­
tained throughout the iterations, despite the inclusion of 
’inter-island* off-diagonal terms as indicated by (3), and the 
SCF process converges under the stated conditions to a solution 
which may be expressed in terms of SCF island orbitals.
7.1.4 A Program for Finding SCF Island Orbitals and Energies
Writing s . /  -aN -2b -(57)
the expressions (46) and (47) for ri, r2 may be conveniently 
written
1*1 » r2
s t / (s2+16a2) -(58)
. . ; 2 YTa
from which the SCF island orbitals may be readily derived. 
The energies are then given by
c - aN -/far, (lowest), -(59)
P . 1Le * a + l o * -(60)
and e * a^ 1 + /2ar i (highest). -(61)
Hence the complete solution is given in terms of rr and ti,
2 7 7
and a and b, which themselves are functions of r : and r2.
In fact the expression (58) defines a first order itera­
tive process, analagous to the SCF process, for finding rj and 
r2 . However, unlike the SCF procedure, there are no matrix 
manipulations involved until the iterative part is complete, 
and rx and r2 have been obtained to the desired accuracy. Then 
all that is required is the final computation of the set of
island orbital coefficients in the forms (20), (21) and (22) etc. 
The variables a -and b are given by
a - 8a + Ya Pa/2 S -(62)
and b - Yb Pb/2 1(63)
where the sub-scripts a and b refer to nearest neighbours and 
next nearest neighbours respectively.
Then P. » ./2r /(2+r2) -(64)
a
and Pb * 1 /(2+ra) -(65)
The diagonal elements of the SCF matrix may now be expressed
“p " 6% - iY+iYpy%Ii'*(2"r!)(Z:PYMX‘J:NY1io’}''f2+r2) -(66)
c/u
and «v - ^ - “y^y.-Yppl/tZ+r*) -(67)
Based on these expressions, a FORTRAN subroutine AORBS was 
written in order to calculate SCF island orbitals for (PN)n 
cyclic systems.
Input requirements of AORBS are
N - no. of atoms in the system
,NUN - parameter <5%
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BETA core integral ficL
HFGAM = Y
GG - two-component vector y and yr yy Tyy'
GGG - vector of N-l repulsion integrals Ya»Yb ,Yc.•••,yb,ya
NIT - number of iterations
Output consists of
E - vector of three energy levels
R - ratio ri and n
• i -
T - 3N x 3N array of island orbitals
T  T
PThe subroutine uses (66) with <5u> * 0 and y ■ y , regard-
M H r  • V VXT
ing as a parameter which can incorporate changes to Sw or to 
Yvv. A Huckel island orbital start to the iterative procedure 
is built into the subroutine.
AORBS made it possible to generate SCF solutions in a frac­
tion of the time required by the conventional SCF procedure, but 
with similar accuracy, and using no more core space for large 
problems than was needed for the smallest system. This proved 
extremely valuable as attention was turned to Cl solutions for 
these systems.
The text of AORBS is given overleaf.
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7.2 The Cl Method
The numerical and theoretical results established in the 
previous section enabled progress to be made with a study of the 
Cl problem based on single orbital replacement configurations 
derived from SCF island orbital ground state solutions.
The study is of interest for the light it sheds on,,the ques­
tion of the influence of the island orbital solution on the UV 
spectrum. Dewar, (l), suggests that this remains substantially 
constant as the size of the (PN)n ring increases with n. However, 
numerical evidence arising out of extended Cl calculations using 
SCF island orbitals derived from AORBS, and a subsequent theore­
tical solution of the complete SCF-CI island model would appear 
to suggest that Dewar's assertion is incorrect.
7.2.1 The Cl Matrix
The Cl matrix diagonal elements for single replacements based 
on SCF orbitals may be written
<i+k' | hw (i-^k' >■ * AEik, ± (ik'jk'i) ,-(66)
with AEik, * ek,-ei-{(ik’|ik')-(ik»¡k’i)] -(67)
where + and - signs refer to singlet and triplet configurations 
respectively, and where E0, the SCF ground state energy has been 
adopted as the zero of energy by effectively subtracting E0 from 
all diagonal terms. The off-diagonal elements are given by
<i+k' |hj j+l'>. - - [(i£' i jk')-(i£' |k' j)] ±(U* |k'j) -(68)
e are SCF orbital energies, and (ijik*) are electron-repulsion 
integrals expressed in terms of SCF MO's ^,... etc. In the 
overlap approximation, these integrals may be expressed in terms
of the coefficients of the basic atomic orbitals and the related 
electron repulsion integrals y
Z(ij)kJl) = £ c . c ,  £ c . c 0 y -(69)v J J y i  uk v vj  vi 'yv v 1
The Cl matrix will now be constructed in the 8 basis defined 
in section 7,1, so that »•. .etc above refer to SCF,,isiand
orbitals, and YyV now refers to 8^  and 8v.
Consider only (PN)3 in the first instance, and let the SCF 
island orbitals ip. and their associated energy levels e. be num- 
bered as follows
pied. . The Cl matrix constructed from the nine possible single 
replacements amongst SCF island MO’s describing the six lowest 
levels then has the form
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3-4 3-.5 3-6 2-4 2-5 2-6 1-4 1-5 1-6
3-4 c 0 0 0 0 0 0 0 0
3-5 0 c 0 0 0 0 0 0 0
3-6 0 0 a 0 ai 0 a 1 0 0
2-4 0 0 0 c 0 0 0 0 0
2-5 0 0 a! 0 a 0 ai 0 0 *-(71)
2-6 0 0 0 0 0 c 0 0 0
1-4 0 0 ai 0 ai 0 â 0 0
1-5 0 0 0 0 0 0 0 c 0
1-6 0 0 0 0 0 0 0 0 c
The diagonal element c * <3-^ 4* | h I 3+4 * >ir1 for example is given
by
£ * - £ 3 -sc ;
y Vs
ScV 2 Y +2 vi* ’yv Ec c Ec c v ya y*» v vs v*4 Y' yv -(72)
The second of the two summation terms is zero due to the inde-
pendence of the island orbitals, whereas
^  ♦ ^ )  + -Ü-'(IS1 ♦ l M )+M3v v<»-yv 2+ria 2 2 2+rj2 2 2 2+rj 2 2
-(73)
The diagonal elements c relate to excitations between islands, 
and may be distinguished from those elements relating to exci­
tations within islands. For example a « <3+6' Jh 13+6'> is given
by
■•-‘.-;cp î ; s : v » cM , x s , . s . v -(74)
This time the second integral is not zero, and is given by
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1 1Zc c Zc C v 
p y 3 y 6v v 3 v 6Tyv , (yyj~Ynqi ~ " ^Yq7~Yqq)2(2+rj 2) 77 79 2 C 2+r j 2) 97 99
(75)
Most of the off-diagonal elements are zero due to the indepen­
dence of island orbitals. The non-zero elements indicate which 
single replacement functions combine when Cl methods are intro­
duced. In fact, only configurations relating to excitations 
within individual islands interact in this manner, and the appro 
priate Cl matrix elements may be derived as ¡indicated above for 
diagonal elements.
7.2.2 The Cl Solution
The Cl matrix (71) can be factorised, and the eigenvalues 
Ej obtained from the six single factors corresponding to the 
diagonc 
matrix
-(76)
elements c and the cubic
*
a aj ai
ai a a i
a!1 ai a
Therefore, the nine state energies, relative-to the SCF ground
state, are
Ej * S + 2ax (77)
E, * E3 * a-ai (78)
c» j*4,...,9 -(79)
The state wave functions $ corresponding to Ej, E2 and E3 may 
then be obtained in the forms
( 3-6 •) +Y ( 2-5 ’) +T ( 1+4 • )j
*2 » -Mn3+6')-n2+5')}
v r L ;
-(80)
-(81)
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-(82)$3 * -i-jV(2->-5') -Y(l-»-4 1)]/2 *
The sub-matrix (76) for n * 3 islands can be written down for 
larger systems by recognising the following geometrical rela­
tionship between matrix elements which reflects the distances 
between islands.
*
a
aA A\ ai ( an=5 > ax i a iA ai/n*3 \  a1\n*4 / & l n*6
a l ai
a z a 2
a 2 Si 2
a 2
a s -(83)
The general determinantal equation for the Ej corresponding to
(77) and (78) may then be written
C„ = n ao ai *** an/2-l* an/2* an/2-l • i * * • 9, j
(n even) ai
%
ao ** * an/2-2* an/2-l* an/2 *.... a2 
%
• ; *
ao ■*>
a. a, a ai 2 1 0
-(84)
or
r « Ln V  ai" *** tn-l)/2 V i y 2 • • • * • S' 2
(n odd) ai ao 
•
fn-3/2 V-D/2 • »*«• £12 
*
*
a a 1 2
i
a„ a 0 1
1 0 -(85)
where a = a - E. o
The determinants in (84) and (85) may be factorised by the 
following procedure.
Construct the modified determinant by adding xT times column 
r to column 1, where tr * 1, i.e. xr (r «* 0,...,n-l) are the n 
roots of unity.
Thus - a0 + ta* + r2a2 + ... + a r11“1 ai ‘ , ai .... ai
ai + ta„ + x2ai + ... + „ n-1aaT , a2
••« -?■■■: ■}/ i
«
«
n-1aj + ta2 + t a3 4* * * • « ^ V  • a 2 > • •, • ao
Because in * 1, each term in the first column of C »possesses 
a factor (aQ ' + Taj + T2a2 + ... + ajT11 )^ which is multiplied by 
t 1" 1 in row i. However, since there are n values of xr , there 
must be n such factors, and factorises into their product,
for n even and n odd respectively.
The results for n * 3,4,5 and 6 are summarised below
n Form of factor xr(r»0,...,n-l)
3 a0+al(rr+Tr2) l,w,w2 (w3 = 1)
4 a0+a1(Tr+Tr3)+a2Tr2 l,i,-l,-i
5 V ai (Tr+rr',)+a2 (t2+Tr3) l,v,v2,v2,v (vs * 1)
6 aQ+ai (rr+Tr5)+a2 (tJ+t^) +a3x3 l,w2 ,W,-<1,»W2 ,-w
The factors may be obtained in their real form by making use 
of the result xrS - x\S• These are given below for n - 3,4,5 
and 6.
(It is interesting to note that the modified Huckel determinants, 
p of the previous chapter, are simplified forms of the deter­
minants Cn as given in (84) and (85). They may be obtained by 
putting aQ » p. and a j * y , with all other ag * 0. Consequently
the Huckel determinants may be solved by the technique used for 
C , or, conversely, Pn may be deduced from the factors of Cn
given immediately above).
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7.2.3 Calculation of UV Spectra
The lowest state energy is always associated with the first 
(to) factor of Cn, and the corresponding state wave function 
always possesses a form analagous to that given for (PN)3 in 
(80). Then, because of symmetry, component transition moments 
at this level are zero.
This is also the case for all Ej except the second lowest 
(doubly degenerate) level which always indicates the only non'
zero intensity band. r
t'
Hence the energy of excitation may be written 
n/2-1 2itsAE * a + l ag (2cos - — )- an^2 (n even) -(90)
s=l
(n-l)/2
or AE » a + l ag (2cos ~~) (n odd) -(91)
S “ 1
The diagonal elements, a, and the off-diagonal elements a«, may 
all be expressed in terms of SCF parameters.
Considering a first, and using the expressions (37) and 
(38) for SCF orbital energies, and expression (48) for tx , r2, 
the general expression for a, namely
y K V M v "(92)
simplifies, to give
_  _  ( Y a r l + 2 Y b )  ( Y * Y b n a r J )  ^  ( Y - Y b )
* /2 Br, +
( Y - Y b )
(2+r,2)
The off-diagonal elements as can all be written as
- (93)
s * 1,2,...as * <l-*-(n+l)11 i (l+s)-^(n+l+s) ' > , -(94)
and this reduces to
(Y1,3s + 1"y 1,3s +3-)_ !-y3,3s + 1"y 3,3S+3-) //^ 2+i'1 ^
- ( 95)
Hence by substituting (93) and (95) into (90) and (91) , aE may 
be found in terms of Yyv, rt and the constant 6.
For example with n * 3 islands,
AE * / T  3 rj  + CY..- ---- +2(- l )  i l 14 Yl 6“Y l l * Y l 3)
(2+ri ) (2+ri2)2 -v i
For n * 4 islands,
AE = n  8 r + +2 5tt,cos i] -a.
a 1 (2+r,*) 1 21
/ T 6 r,* - Cy 17'Y19~Y14*y16>
(2+rj ) (2+rj )
-(96)
-(97)
and so on.
In figure 7.2, AE is plotted against the number of atoms 
in the (PN)n system, and may be compared with the plot for C-C 
systems of similar size. Comparative oscillator strengths 
have also been computed and are plotted in figure 7.3 . To make 
comparison easier, the parameters chosen for both types of sys­
tem have been made identical, so that Yyy * Yyy , » Yvv * Y “Ycc» 
6ii)P * » 0, and * 3 * constant, A uniform bond lengthy V a
has also been taken throughout.
Hence no attempt has been made to choose parameters in order 
to obtain agreement with experiment. In any case, other factors,
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EnarjUì E x c \ h Y i a n  ( ¿.G ) uà. a-r a-feinj (Vu)
f
+
f
f
b
such as buckling, affect the real physical situation for both 
species, thereby making overall agreement with experiment diffi­
cult to obtain. Instead, the aim is to demonstrate properties 
of the SCF (PN)n island model in comparison with the SCF model 
for corresponding C-C systems. « ^
The excitation energy plots indicate that, with equivalent 
parameters chosen for each, the variation with ring size is 
roughly parallel between PN and C-C systems,f fhis is in contrast 
with the suggestion by Dewar that the energy of excitation should 
be largely constant with increasing n for (PN)n island systems.
7.3 Reference
{1} Dewar, M J S, Lucken, E A C and Whitehead, M A: J 
Soc., p2423 (1960).
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PLQTTER/OISPLAY PACKAGE
introduction , :
General
The package consists of routines enabling Fortran programmers to 
use the digital plotter or graphical display unit -more easily than is ,*> 
possible with the basic ICL software, and also more consistently, i.e. 
in the same manner for either device. Indeed there is only one version 
of most of the routines in the package, and the device activated depends 
on which low-level routines are included at run-time. (Sea Method of 
Use below). Although this means that the package cannot be used to 
drive both devices from one program, there is a routine for, plotting 
the current display. j«.v ,* .
The first two sections of the package contain basic routines 
unique to or different for each device, and the third section contains 
all the general purpose routines common to both devices. Subsequent 
sections will contain special purpose routines and possibly basic 
routines for other devices - currently a group of routines for drawing 
graphs is available.
Although the package is based on ICL .software,
J, . . .  V * i ■' ■ ' i
’ "• ’■ * ; - 'i '"  - ■ 1 .■ - ■ < ’■ /. *r- ■ : „i.-.
routines mentioned in the Technical Manual, '
. . Sections 2.3,5 (plotter) and 2.16.3 (display) • ;
must not be used in the same program as this 
package. '
These routines are ORIGIN, WAY, MOVE, DRAW and CENCH for the 
plotter, and RESET, NEWBUF, ACTION, etc. for the display. (For the 
benefit of already written programs, the ICL routines'will continue to 
be available).
All routines in the package accessible to users have names whose 
first letter is G, and there are also some internal routines whose 
names begin with Z (except NZGTCH). Thus, users are advised to avoid 
using names beginning with G or Z.
Definitions ... . t . ; : ;
In the following paragraphs and in routine specifications, the 
following terms may be used;
Sheet; This is a length of plotter paper, or the display
, v .f ( screen, and represents the boundary outside which 
the pen or beam is not to go. However, a main 
feature of the package is the suppression of all 
attempts to write outside tha sheet, so that in 
some cases it can be regarded as a window for * ;
viewing parts of a larger picture.
• 1 For the plotter, the X-axis may be along or across
the page, but for the display it is always horizontal.
i ■<
Character
angle:
Characters may be plotted at any angle. A string of 
characters at an oblique angle will lie on an 
inclined line, e.g. .
Character
size:
.f- i 'i f 1
, i r ' ; . . * ,. • _ , ■ . . . ,, ' , r . y •
The angle is measured anticlockwise from the X-axis. . * ■  
,On the display all characters are upright and attempts - 
4to change the character angle will be ignored.
■ This is the distance between the centre of successive 
. characters plotted or displayed in a string, i»e. it 
includes the gap between characters.! It is expressed 
in current units. A vertical distancé 1.5 times the- 
width will ensure no*overlapping between lines.
Current'
units:
. . ' * ' ' ’ ' ' . 1 1 
The units in which co-ordinates are expressed, e.g. ■ /  •
* inches or centimetres. The current unit can be ;  u ~
expanded or contracted - this is normally most * - ; 
useful for the display. ; ; r . ?
Current
origin:
Normally,this is the lower left corner of the sheet, 
but it can be altered, which shifts the whole picture 
as all co-ordinates are expressed relative to it.
Current
position:
For the plotter this is simply where the pen would be 
if all previous commands were obeyed exactly, i.e. 
it may be off the sheet even though plotting off the 
sheet is suppressed. For the display it is more , 
complex but is basically where the pen would be if 
the display were a plotter. In both cases it is 
expressed in current units relative to the current 
origin.
In Section 4, the fallowing terms are also used;
Data area: This is an area inside the sheet, inside which data
points are to be plotted. There can be several data
areas on one sheet. Points outside the data area
are suppressed. 1 1 ..
Data units: The units in which data is expressed before scaling, 
i.e. its natural units.
Scale: The number of data units per current unit' (different 
for. each axis). .
Datum: The data values (in data units) at the lower left 
corner of the current data area.
Plotter
Use of the digital plotter Is quite straightforward, a3 each' routine 
either sets up parameters for later routines, or causes output of plotter 
Instructions. Even if actual plotting is delayed by using pseudo-offline 
(POL) routine.3, the pen will eventually be driven in the exact order the 
instructions were generated by the program.
The graphical display is not so straightforward as the picture has to 
be continually refreshed. Everything to be displayed is held in a display 
file (an array set up at the start of the program) in the form of items. 
Each item consists of code which has been generated by routines in the 
package and placed in a coda buffer (another array which is set up for 
each item). However, items are not displayed until the code in the code 
buffer is inserted into the display file - this also releases the code 
buffer for further use. Although each routine in the package could ,* 
create and insert an item in the display file thus causing the item to 
appear immediately and make»the display unit behave more like a plotter, 
this would lose valuable facilities. Chief of these is the ability to 
build up and identify logically coherent parts of a picture into a single 
item which can subsequently be manipulated or changed without affecting 
other parts of the picture. Since this implies that itemfc ape not always 
displayed in the order they were created, the "current’position" of the 
beam is not a useful concept unless. the beam is moved to a known position 
at the start of each item. The routine GNITEM ensures this, and also 
allows an item to be moved about the screen without recreating it (GMOVIT).
- The display package works entirely in vectors (relative displacements) 
except for the initial positioning command in GNITEM, so that full use 
can be made of the facility to include subpictures in an item. These 
.subpictures have only one copy which is referred to repeatedly thus 
saving space with repeated shapes. There are two types of subpicture, 
simple (see CENTER) and complex (see GDEFSB et al.J, A simple subpicture 
is held in a code buffer and cannot be changed while any item in the 
display file refers to it. A complex subpicture consists of one or more 
items and is set up in the display file but is not actually displayed 
until an item calls it. However, items comprising thB subpicture may be 
freely manipulated or modified while the subpicture is being displayed.
Both types may be nested but in practice this is most useful for complex 
subpictures - conversely unnested subpictures are more efficiently 
handled as simple subpictures. " ’
The other distinctive features of the display is the ability to 
interact with the program using either a light pen or sense keys. In 
either case, a routine (GACT) exists which causes the program (but not 
the display) to halt until some specified action is taken. This action 
can then be examined and the display altered appropriately.
The light pen can be used in two ways, First, it may be used to 
point to a particular item which can then be identified within the program, 
Alternatively, a tracking cross can be moved around the screen using the 
light pen, and its co-ordinates determined. Apart from the sense keys on 
the display unit Itself, the sense keys on the operator’s console may 
also be examined, but changing them does not constitute an action for 
GACT.
Method of Use .
Although most programs will be designed from the start either for the 
plotter or for the display, the device used is not determined until the 
program is loaded. Most of the routines are held in the ordinary Fortran 
library under useridentifier FOR OBJ and are fetched automatically.
Those specific to a particular device, including GSTART which must always 
be called, are held on the system disc under useridentifier PLOPAC for the 
plotter and BISPAC for the display. By assigning channel 3 to one of these 
before compilation or loading, the appropriate routines will be fetched, 
e.g.
• 0.3 . 297
8 J 0 B ;  AUSERj P LO T T E R  PROGRAM;
8A S S I G N ;  3 ;  DC; 0 ;  A N Y T H IN G , P L O P A C ; 
8F0RTRAN; L ;
<plotter program»
8 RUN;
<data>
SEND; . f: i
' 8J0B; BUSER; DISPLAY PROGRAM; ■ ->
8ASSIGN; 3; DC; 0; ANYTHING, OISPAC;’ ' '’: r
sload; d i sp r o g, bu se r; dci 6, f o r t r a ni • ' ■' •
. ■ ■ SRUN; • ’ -rr.-;
\;)r: ......8END; ^  >’;y»■
nal:ir ■: . ; ‘
With the plotter, the operators can decide at run time to direct all
; plotter output to disc to be plotted later. Normally this makes no 
difference, but if a program requires special setting up of the pen, or 
/Changes in pen colour, there will be no way the operators can tell when 
''this should be done. Thus the operators must be informed beforehand so 
that the program can bB run with the plotter used directly. ; r.
With the display, large programs may have to use DES1, in which case 
the console on which input can be typed for GACT is the operator's console. 
Smaller programs will run under DES2, in which case the remote console 
beside the display unit is used. Since under 0ES2 the card reader may 
be in use, the Batch system has been modified so that jobs can be run 
from a disc-file instead of card3. This is done by typing BATCH,DC. 
instead of BATCH, after which the logical volume number of the disc 
and useridentifier and filename of the file must be supplied. Such 
files contain images of the commands that would have been on cards _ —
fcf REM JOB in KQS). For further details, see the specification of ' >  « 
SPIDIB. • • *
$4
