We give sufficient conditions for quasiconformal mappings between simply connected Lipschitz domains to have Hölder, Sobolev and Triebel-Lizorkin regularity in terms of the regularity of the boundary of the domains and the regularity of the Beltrami coefficients of the mappings. The results can be understood as a counterpart for the Kellogg-Warchawski Theorem in the context of quasiconformal mappings.
Introduction
Given domains Ω 0 , Ω 1 Ă C and µ P L 8 pCq with }µ} L 8 ă 1 and supppµq Ă Ω 0 , we say that g : Ω 0 Ñ Ω 1 is a µ-quasiconformal mapping from Ω 0 to Ω 1 if it is a homeomorphism between both domains, it is orientation-preserving, g P W 1,2 loc pΩ 0 q and g satisfies the Beltrami equation
Bg " µ Bg almost everywhere.
(1.1)
We say that µ is the Beltrami coefficient of g. If f P W 1,2 loc pCq satisfies (1.1) in C with f pzq´z " Op1{zq, then we say that f is the µ-quasiconformal principal mapping. The so-called measurable Riemann mapping theorem (see [AIM09] , for instance) grants the existence and uniqueness of the µ-quasiconformal principal mapping. Moreover, every principal mapping is a homeomorphism of the complex plane.
Consider the Sobolev space W s,p pΩq of functions that are in L p along with all their weak derivatives of order smaller or equal than s P N. Then we can consider the space of traces -domain and let g : Ω Ñ Ω be a µ-quasiconformal mapping, with supppµq Ă Ω and µ P W s,p pΩq. Then g P W s`1,p pΩq.
The reader will find the precise definitions in Sections 2 and 3. This theorem also holds for homeomorphisms between two different simply connected, bounded F s`1´1 p p,p -domains, see Theorem 3.5. We show Theorem 1.1 in Section 3. The idea is to use Stoilow factorization: every µ-quasiconformal mapping g : Ω Ñ Ω can be written as h˝f where f is the µ-quasiconformal principal mapping and h : f pΩq Ñ Ω is conformal (see Figure 1 .1). Now, the first step is to show a particular case of the theorem for f instead of g, which was done in [Pra15b] . Then it remains to show the same for h. To do so first we need to understand the nature of f pΩq. Heuristically speaking, the unit normal vector ν Ω to the boundary of Ω and the unit normal vector ν f pΩq to the boundary of f pΩq are related by the formula ν f pΩq « Df | BΩ ν Ω modulo a scalar normalization, where we consider the exterior trace of Df . The algebra structure of the spaces under consideration suggests that Df P F s´1 p p,p pBΩq and ν Ω P F s´1 p p,p pBΩq should imply that ν f pΩq has the same regularity and, thus, f pΩq should be a F s`1´1 p p,p -domain as well. Once we establish that, we will have reduced the theorem to the case µ " 0, which can be solved using Riemann mappings.
At the end of the day, what we use along that scheme are some well-known properties of the spaces (see Lemmas 3.1 and 3.2 below) and the following conditions:
Trace condition:
If Ω is a bounded F s`1´1 p p,p -domain and f P W s`1,p pΩq, then f | BΩ P F s`1´1 p p,p pBΩq (the spaces are defined by intrinsec norms, see Section 3.1).
Riemann mapping condition:
If Ω is a simply connected, bounded F s`1´1 p p,p -domain, then any Riemann mapping ϕ : D Ñ Ω satisfies that ϕ P W s`1,p pDq.
Principal solution condition:
If Ω is a bounded F s`1´1 p p,p -domain, and µ P W s,p pΩq with }µ} L 8 ă 1 and supppµq Ă Ω, then the principal solution is in W s`1,p pΩq and it is bi-Lipschitz.
For the trace condition we need to check that the definitions we use agree with the well-known results in the literature, see Section 3.4. The principal solution condition is given in [Pra15b, Theorem 1.1] and [MOV09, Main Theorem] . Thus, we need to show the Riemann mapping condition, proven in Section 3.3 using the Pommerenke approach of the Kellogg-Warchawski Theorem (see [Pom92, Theorems 3.5, 3 .6]).
Let us see how this is done. Consider a conformal map ϕ from the unit disk D to a simply connected bounded domain Ω. According to the Kellogg-Warchawski theorem, if the boundary of Ω is a Dini-smooth Jordan curve, that is, there exists a parameterization w mapping T :" BD to BΩ such that ż 1 0˜s up |x´y|ăt |w 1 pxq´w 1 pyq|¸d t t ă 8, then ϕ 1 has a continuous extension toD, and ϕ 1 has modulus of continuity given by that of w 1 , and this result extends as well to the Hölder-continuity of the higher order derivatives of the boundary parameterizations and the Riemann mapping as well, where the moduli of continuity coincide.
The Kellogg-Warchawski Theorem has a natural counterpart for Sobolev spaces (there is a natural counterpart as well for Triebel-Lizorkin spaces which can be found at the end of Section 5).
Theorem 1.2. Let s P N and p ą 2. If Ω is a simply connected, bounded F s`1´1 p p,p -domain, then any Riemann mapping ϕ : D Ñ Ω is bi-Lipschitz and ϕ P W s`1,p pDq.
Theorem 1.1 explains up to which extent Theorem 1.2 depends on the conformal nature of the mappings and the smoothness of the domain under consideration: in the framework of quasiconformal mappings, that is, replacing the conditionBϕ " 0 which encodes the holomorphic behavior and conservation of angles for the more general condition |Bf | ď κ|Bf | with κ ă 1, which gives uniform bounds for the angle distortion of the homeomorphic mappings under consideration, we obtain that the Kellog-Warchawski theorem stays true if the Beltrami coefficient is in the right function space. Theorem 1.1 above has natural counterparts in the context of Hölder-continuous functions and "supercritical" Triebel-Lizorkin functions, at least for fractional smoothness parameters between 0 and 1: Theorem 1.3. Let 0 ă s ă 1, let Ω be a simply connected, bounded C s`1 -domain and let g : Ω Ñ Ω be a µ-quasiconformal mapping, with supppµq Ă Ω and µ P C s pΩq. Then g P C s`1 pΩq.
Theorem 1.4. Let 0 ă s ă 1, sp ą 2 and 1 ă q ă 8, let Ω be a simply connected, bounded
-domain and let g : Ω Ñ Ω be a µ-quasiconformal mapping, with supppµq Ă Ω and µ P F s p,q pΩq. Then g P F s`1 p,q pΩq.
Both theorems above follow the sketch of the Sobolev setting, so we do not repeat the outline of the proof for this settings. The authors are convinced that the proof in Section 3 in the framework of Sobolev spaces is the one that reflects in a more transparent way the nuances of the problem, so in the remaining cases, we just proof the three properties listed above. In these cases, the reader may use the following dictionaries: We prove Theorem 1.3 (that is, Theorem 1.1 in the Hölder context) in Section 4. In that case, the principal mapping condition can be found in [CF12] , and the trace condition is well-known and rather trivial. The Riemann mapping condition is the Kellog-Warchawski Theorem itself.
Finally, Section 5 is devoted to study the case of Triebel-Lizorkin spaces. In this setting we obtain great improvements. As in the Sobolev context, the trace condition follows from well-known results from the literature via routine computations that we provide for the sake of completeness. The Riemann mapping condition needs again a careful look at Pommerenke's text, which we do in Section 5.3. The main interest in this part comes from showing the principal mapping condition, which was not in the literature up to now, as far as the authors know, and is summarized in the following theorem, and proven in Section 6. Theorem 1.5. Let 0 ă s ă 1, let 2 ă sp ă 8 (see Figure 1 .2), let 1 ă q ă 8, let Ω be a bounded F s`1´1{p p,p -domain and let µ P F s p,q pΩq with }µ} L 8 ă 1 and supppµq Ă Ω. Then, the principal solution f to (1.1) is in the space F s`1 p,q pΩq. The proof follows the scheme of Iwaniec for V M O Beltrami coefficients and adapted by Cruz, Mateu and Orobitg for the domain-restricted setting. The key idea is to reduce it to three steps using a Fredholm theory argument. First, one needs to show that the Beurling transform (see (2.6) for its definition) restricted to Ω, that is B Ω " χ Ω Bpχ Ω¨q is bounded in F s p,q pΩq assuming the Besov regularity in the boundary, which we can find in [CT12] (for cases q P t2, pu). Even more, we need subexponential quantitative bounds for the iterates of the Beurling transform, which we obtain in Theorem 6.10 (in the present case the growth will be polynomial on the number of iterations). Next we need to show the compactness of the commutator rµ, B Ω s, which was studied in [CMO13] already for more regular domains, but the adaptation to our context is straight-forward, see Lemma 6.12.
The third step is to check the compactness of the Beurling reflection R :" χ Ω B pχ Ω c Bpχ Ω¨q q. In Proposition 6.14 we show that not only R is compact in F s p,q pΩq, but it is in fact smoothing in the following sense:
}Rf } 9 F s p,q pΩq À h }f } C h pΩq for every h ą 0. To verify that this embedding holds we make use of several techniques, which include the approximation of the boundary of the domain by straight lines as Cruz and Tolsa introduced in [CT12] which allow us to swap the transform of the characteristic function of the domain at a given point by a sum of beta coefficients introduced by Dorronsoro in [Dor85] . We also use a recent expression of the kernel of the reflection obtained in [Pra15b] (see Section 6.5) and the techniques on chains of Whitney cubes introduced in [PT15, PS17] .
The quest to understand the regularity of quasiconformal mappings has a long history. The first natural question is to what spaces does the principal solution f belong. Iwaniec showed in [Iwa92] that if the coefficient lays in VMO, that is, in the closure of C 8 in BM O, then the gradient's integrability is in L p for every 1 ă p ă 8, using the expressionBf " pI´µBq´1pµq. The break-through in this quest, however, was obtained by the first author in [Ast94] , in which the dependence of the integrability of the gradient with respect to }µ} 8 was described with no need of any assumption in the regularity of µ, see [AIS01] Regarding the study of Beltrami coefficients supported on domains, an extra ingredient is necessary for the principal solution to inherit the regularity of the Beltrami coefficient, that is, the domain must have a certain degree of smoothness. The first result in this field was given in [MOV09] , where they showed that the C s Hölder regularity of the Beltrami coefficient is inherited by the derivatives of the principal solution to (1.1) as long as C 1`s`ε -domains are considered with 0 ă s ă s`ε ă 1, and later in [CMO13] it was shown that something can be said about the Sobolev and Besov regularity as well for these domains. Namely, when 0 ă s ă 1 and 2 ă ps ă 8, if Ω is a C 1`s`ε -domain, }µ} L 8 ă 1 and supppµq Ă Ω, then
and the same happens in the scale F s p,2 . Note that for any interval I,
(we used the embeddings in [Tri83, Section 2.7] for the last step) that is, the condition in Theorem 1.5 is strictly weaker than the condition in [CMO13] , and it seems sharp according to [Tol13] . Finally, the last result in this setting can be found in [Pra15b] , which studies the case of integer values for s. The author showed that the parameterizations of the boundary of the domain being
is a sufficient condition for (1.2) to hold, that is, the author showed Theorem 1.5 in the setting s P N, and q " 2. We devote the appendix to checking that the boundary conditions in different papers agree. Theorem 1.5 is an important step towards the proof of a conjecture raised in the thesis of the second author (see [Pra15a, Conclusions] ). For s P R, we write s " n s`t su, with n s P Z and 0 ă tsu ď 1. Note that n s is strictly smaller than s, in particular, it is its integer part when s R Z, but it is s´1 when s is integer. We recall the reader that W s,p " F s p,2 for s P N.
-domain for some 2 ă ptsu ă 8 (see Figure 1 .2) and let µ P F s p,2 pΩq with }µ} L 8 ă 1 and supppµq Ă Ω. Then, the principal solution f to (1.1) is in the space F s`1 p,2 pΩq.
By the Sobolev embedding (combine [Tri83, Section 2.7] with appropriate extension theorems), this restriction in the indices coincides with the case where f P F s p,2 pΩq and all its weak derivatives up to order n s are continuous, and therefore, ordinary derivatives. Regarding the regularity of the boundary, the parameterizations under scope will satisfy exactly the same. The case s P N was proven in [Pra15b, Theorem 1.1]. In this paper we combine the techniques exposed in [CT12] , [CMO13] , [Pra15b] and [PS17] to settle the case 0 ă s ă 1. Of course, we expect Theorem 1.4 to be true in the same range of the previous conjecture.
Preliminaries
Throughout this paper we will write C for constants which may change from one occurrence to the next. If we want to make clear in which parameters C depends, we will add them as a subindex.
In the same spirit, when comparing two quantities x 1 and x 2 , we may write x 1 À x 2 instead of x 1 ď Cx 2 , and x 1 À p1,...,pj x 2 for x 1 ď C p1,...,pj x 2 , meaning that the constant depends on all these parameters.
Given 1 ď p ď 8 we write p 1 for its Hölder conjugate, that is 1 p`1 p 1 " 1. Given two sets A and B, their symmetric difference is A∆B :" pA Y BqzpA X Bq and their long distance is DpA, Bq :" diampAq`diampBq`distpA, Bq.
Given x P R d and r ą 0, we write Bpx, rq or B r pxq for the open ball centered at x with radius r and Qpx, rq for the open cube centered at x with sides parallel to the axis and side-length 2r. Given any cube Q, we write pQq for its side-length, and rQ will stand for the cube with the same center but enlarged by a factor r. We will use the same notation for balls and one dimensional cubes, that is, intervals.
A domain is an open and connected subset of R d different from H. We say that it is simply connected if its complement is connected.
Definition 2.1. Let δ, R ą 0, d ě 2. We say that a domain Ω Ă R d is a pδ, Rq-Lipschitz domain (or just a Lipschitz domain when the constants are not important) if for every point z P BΩ, there exists a cube Q " Qp0, Rq and a Lipschitz function A z :
and, possibly after a translation that sends z to the origin and a rotation, we have that Q X Ω " tpx, yq P Q : y ą A z pxqu.
We call such a cube window.
Definition 2.2. Given a domain Ω, we say that a collection of open dyadic cubes W is a Whitney covering of Ω if the cubes are disjoint, Ω " Ť QPW Q, there exists a constant C W such that
and the family t50Qu QPW has a finite superposition property. Moreover, we will assume that S Ă 5Q ùñ pSq ě 1 2 pQq.
The existence of such a covering is granted for any open set different from R d and in particular for any domain as long as C W is big enough (see [Ste70,  Chapter 1] for instance) and may be increased if needed for our purposes by dividing each cube into its dyadic sons, for instance.
The following lemma is true for every Whitney covering. Definition 2.4. If Ω is a Lipschitz domain, for every Q, S P W, we can find a chain rQ, Ss, that is, a sequence of cubes pQ 1 ,¨¨¨, Q N q with Q 1 " Q, Q N " S, and a central cube Q S :" Q j0 for j 0 ď N such that the following holds:
If j ď j 0 , then pQ j q « DpQ, Q j q, while pQ j q « DpQ j , Sq otherwise, (2.3)
The constants involved depend on the Whitney constants and the Lipschitz character of the domain. The interested reader may find more information in [PT15, Section 3] . In that paper one shows that the number of cubes in a chain of a given side-length is uniformly bounded, that is #tP P rQ, Ss : pP q " 0 u ă C.
(2.5)
More generally, a uniform domain is a domain having a Whitney covering such that for every pair of cubes there exists a chain satisfying (2.3) and (2.4). Moreover, as a consequence it also satisfies (2.5) (see [PS17] ).
When dealing with line integrals in the complex plane, we will write dz for the form dx`i dy and analogously dz " dx´i dy, where z " x`i y. When integrating a function with respect to the Lebesgue measure of a complex variable z we will always use dmpzq to avoid confusion, or simply dm.
For any measurable set A and any measurable function f , f A " ffl A f dm is the mean of f in A. The natural numbers are denoted by N if 0 is not included, and N 0 " N Y t0u. The multiindex notation for exponents and derivatives will be used: for α P Z 2 its modulus is |α| " |α 1 |`|α 2 | and its factorial is α! " pα 1 !qpα 2 !q. Given two multiindices α, γ P Z 2 we write α ď γ if α i ď γ i for every i. We say α ă γ if, in addition, α ‰ γ. For z P C and α P Z 2 we write z α :" z α1zα2 . We adopt the traditional Wirtinger notation for derivatives, that is, given any φ P C For s " 1 we substitute |f pxq´f pyq| by |f pxq´2f p
x`y 2 q`f pyq| and take the supremum for x, y P U such that this expression makes sense. For k P N and k ă s ď k`1, we say that f P 9
vector with all the partial derivatives of order k) is in 9 C s´k pU q, with }f } 9 C s pU q :"
Note that the classical homogeneous C 1 functions are Lipschitz, and the latter functions are 9 C 1 . One can define Banach spaces of functions modulo polynomials using the previous seminorms. However, the standard non-homogeneous Hölder-Zygmund spaces are more suitable for our purposes:
Definition 2.6. For 0 ă s ă 8, we say that f P C s pU q if f P L 8 X 9 C s pU q. We define the norm
The classical Sobolev spaces are defined analogously:
Definition 2.7. Given s P N and 1 ď p ď 8, we say that an
where the derivatives are understood in the distributional sense in U . If, moreover, f P L p pU q, then we write f P W s,p pU q and we define
We say that f P W s,p loc pU q if f P W s,p pV q for every open set V contained in a compact subset of U .
These intrinsic definitions are not always possible. Thus, one introduces the following:
In regular situations, intrinsec definitions will coincide with this general setting. For instance, if Ω is a uniform domain then }f } W s,p pΩq « inf F |Ω"f }F } W s,p ă 8 for every s P N, 1 ă p ă 8 by [Jon81] , see [Shv10, KRZ15] for extension theorems on worse domains. Definition 2.9. Let 0 ă s ă 8, and let Ω be a bounded planar domain. We say that Ω is a C 1`s -domain if BΩ is the union of disjoint Jordan curves in a finite collection tΓ j u M j"1 and there exists a collection of bi-Lipschitz mappings tγ j : BD Ñ Γ j u M j"1 with γ j P C 1`s pBDq after the usual identification of BD with T :" R{p2πZq.
Remark 2.10. Every C 1`s -domain is a Lipschitz domain with a convenient choice of the constants, which depends on the norms of the parameterizations and on the minimum distance between the Jordan curves. This can be seen using the Fundamental Theorem of Calculus and the absolute continuity of γ j together with the bound below for γ 1 j given by the bi-Lipschitz character.
To end this introduction we give the definition of Besov and Triebel-Lizorkin spaces. For a complete treatment we refer the reader to [Tri83] .
Consider a family tψ j u
j`1 qzBp0, 2 j´1 q for j ě 1, and such that for all i P N 0 there exists a constant c i with
2 j| i| for every j ě 0.
Definition 2.11. Let F denote the Fourier transform. Let s P R, 1 ď p ď 8, 1 ď q ď 8. For any tempered distribution f P S 1 pR d q we define the non-homogeneous Besov norm
and we call B s p,q Ă S 1 to the set of tempered distributions such that this norm is finite. With the further restriction p ă 8, we define the non-homogeneous Triebel-Lizorkin norm
and we call F s p,q Ă S 1 to the set of tempered distributions such that this norm is finite.
These norms are equivalent for different choices of tψ j u j .
Proposition 2.12 (See [Tri83, Sections 2.3.3, 2.5.7 and 2.7.1]). The following properties hold:
in the sense of equivalent norms.
Abusing notation we will occasionally write F 
Sobolev spaces on domains
In this section we prove Theorem 1.1, that is, the quasiconformal Kellog-Warchawski Theorem for Sobolev spaces. We begin by listing in Section 3.1 some well-known properties satisfied by the Sobolev spaces to be used in the proof. Next we give the outline of the proof in Section 3.2 and finally we check the Riemann mapping condition, the trace condition and the principal mapping condition in sections 3.3, 3.4 and 3.5 respectively. Next we state two basic but slightly more specific properties as a separate lemma, which we will prove in the appendix.
Properties of the function spaces
Lemma 3.1. Let s, d P N, and 1 ă p ď 8. Given bounded Lipschitz domains
and if
Since the traces of Sobolev functions are in Besov spaces, we need to list some properties of these spaces as well. It is well known that multiplication by any ϕ P C 8 c pRq satisfies that
. On the other hand, the inequality σp ą 1 grants
see Proposition 2.12 above, inducing a multiplicative algebra structure for these spaces. When considering restrictions to intervals, for k P N 0 , k ă σ ă k`1 we define the seminorm 
pI j q with f 1 : I 1 Ñ I 2 being a bi-Lipschitz mapping, then
and if f 1 pI 1 q " I 2 , then
The proof is deferred to the appendix as well. Note that, in particular, a F σ p,p -domain is a C σ´1 p -domain by Proposition 2.12, and Remark 2.10 applies as well.
Definition 3.4. Given σ ą 0, 1 ă p ă 8, and given a Jordan curve Γ with a bi-Lipschitz parameterization γ : T Ñ Γ and γ P F σ p,p pTq X C 1 pTq, we say that a measurable function f :
This definition extends naturally to finite collections of Jordan curves.
Note that, since γ P C 1 pTq is bi-Lipschitz, Γ is the boundary of a Lipschitz domain (see Remark 2.10 again). In Lemma A.5 we use (3.6) -(3.11) to show that whenever F σ p,p Ă C tσu , the definition of }¨} F σ p,p pΓq is independent of γ in the sense of equivalent norms. Thus, we could assume without loss of generality that the parameterization of the boundary γ is a constant multiple of the arc parameterization (see Lemma A.6). This means that γ 1 is a constant multiple of the rotation of the unit normal vector to the boundary ν at the image point by a right angle, i.e. γ 1 j pzq " cνpγpzqq
Outline of the proof
Next we outline the proof of Theorem 1.1. We write the statement in terms of a mapping between two domains, which includes the case of self-maps as a particular case.
Theorem 3.5. Let s P N and p ą 2, let Ω 0 and Ω 2 be simply connected, bounded F s`1´1 p p,p -domains and let g : Ω 0 Ñ Ω 2 be a µ-quasiconformal mapping, with supppµq Ă Ω 0 and µ P W s,p pΩ 0 q.
Proof. By the Stoilow factorization Theorem (see [AIM09, Theorem 5.5.1], for instance) we have that g " h˝f , where f pzq " z`CppI´µBq´1pµqqpzq is the principal solution to (1.1), which is a µ-quasiconformal mapping of the whole complex plane, and h : f pΩ 0 q Ñ Ω 2 is a conformal mapping. We will write Ω 1 :" f pΩ 0 q. Since f is homeomorphic, we have that Ω 1 is simply connected as well. The first point we need to address is the regularity of Ω 1 . By means of the Riemann mapping theorem, it is possible to construct a conformal mapping ϕ 0 : D Ñ Ω 0 . By the Kellog-Warchawski Theorem, ϕ 0 extends to the boundary of D, its derivative extends to the boundary as well and ϕ 0 is bi-Lipschitz in D. By the principal solution condition f is bi-Lipschitz as well (see Remark 3.9). Thus,
of the boundary of Ω 1 . Moreover, by the Riemann mapping condition (see Theorem 1.2), we have that
The principal solution condition also grants that f P W s`1,p pΩ 0 q. By (3.4) the considerations above imply f˝ϕ 0 P W s`1,p pDq. Finally, by the trace condition (see Lemma 3.8 below),
and, combining (3.12) and (3.13), the domain Ω 1 is a F
Since Ω 1 is simply connected, there exists a Riemann mapping ϕ 1 : D Ñ Ω 1 . This mapping is homeomorphic and holomorphic. To show that g P W s`1,p pΩ 0 q and it is bi-Lipschitz, it is enough to show that h satisfies both properties and then use the results on f together with (3.4). But h " ph˝ϕ 1 q˝ϕ´1 1 , and both h˝ϕ 1 P W s`1,p pDq and ϕ´1 1 P W s`1,p pΩ 1 q by Theorem 1.2 again on Ω 2 and Ω 1 respectively, together with (3.5) in the second case. Therefore h inherits both properties.
Riemann mapping condition
For g P L 1 pTq, we define
e it´z gptq dt for every z P D.
It follows that
(3.14)
Note that ş
2π 0 " 0, that is, the kernel in the integral above has mean zero. Thus, we can write
pe it´z q 2 dt, where z " re is with 0 ă r ă 1. (3.15)
Next we check that A maps F 1´1 p p,p pTq into W 1,p pDq using the cancellation in (3.15). However we will give a slightly more general weighted result with the weight
which will be important in the proof of an analogous result for Triebel-Lizorkin spaces later on.
Lemma 3.6. Let g P L 1 pTq and A :" Apgq. Given 0 ă σ ď 1 and 1 σ ă p ă 8, we have that
Proof. Let us begin with the L p norm. By Hölder's inequality,
e it´r e is gptq dtˇˇˇˇp rdr ds
Computing the last integral with ε ą 1 p 1 , bounding the first numerator by 2 p and changing the order of integration, we get
|e it´r e is | p´εp dr ds dt¸1 In the last integral above, we distinguish the local and non-local parts (see Figure 3 .1). In the non-local part, when |1´r| ą |t´s|, we have |e it´r e is | « 1´r. Otherwise, |e it´r e is | « |t´s|. Combining these estimates, and changing ρ :" 1´r, we can write the last integral as
as long as ε ă 1. Since the logarithm is integrable, we obtain
Next we control the norm of the derivative. By (3.15) we have that
pe it´r e is q 2 dtˇˇˇˇp p1´rq p1´σqp rdr ds.
Using Hölder's inequality
p1´σqp rdr ds, and choosing again ε P´1 p 1 , 1¯, we get
Next we change the order of integration and omit the linear term in r:
|e it´r e is | 2p´εp dr˙ds dt.
Arguing as before, we get
With the additional condition that 2´σ´ε ą 0, which is satisfied whenever ε ă 1, we get
Corollary 3.7. The operator A maps F s´1 p p,p pTq to W s,p pDq for s P N and 1 ă p ă 8.
Proof. The case s " 1 is contained in Lemma 3.6. Let us assume s ě 2 and let g P F s´1 p p,p pTq. Using (3.14) and integrating by parts, it follows that
Thus, writing G 0 :" Apgq and G j :" izG 1 j´1 , the identity above implies
Arguing by induction we get
Since g pjq P F 1´1 p p,p pTq for j ă s, from Lemma 3.6 it follows that G j P W 1,p pDq by (3.16). Since this holds for 0 ď j ď s´1, we get that Apgq P W s,p pDz 1 2 Dq by (3.17). This is enough by the maximum principle.
To show Theorem 1.2, we will follow the approach of Pommerenke, working with the interplay between three elements: first of all, information on the Riemann mapping will be carried by r Apzq " log ϕ 1 pzq. Secondly, the boundary values of the Riemann mapping will be encoded in a function γ to be defined below, and finally we will use a parameterization of the boundary of the domain ω. The smoothness of the latter will then give as a result better regularity of the former.
Proof of Theorem 1.2. By [Pom92, Theorem 3.5] the domain having a C 1`ε parameterization implies that ϕ is bi-Lipschitz up to the boundary, and this is granted by the embeddings in Proposition 2.12 for ε " 1´2 p . Therefore, it is sufficient to show that r A P W s,p for r Apzq :" log ϕ 1 pzq. 
We can apply the composition rule again to check that γ P F s´1 p p,p pTq, and r A P W s,p pDq by Corollary 3.7 and (3.18), so ϕ P W s`1,p pDq.
Trace condition
Next we show that the trace condition is satisfied. Using Riemann mapping condition we can recover this result from the classical for C 8 domains.
Proof. First assume that Ω is a simply connected F pTq. Since all functions are continuous, the trace is defined pointwise, and pf˝ϕq| T " f | BΩ˝ϕ | T . By Definition 3.4, this means that f P F s`1´1{p p,p pBΩq. Assume now that Ω is a multiply connected F s`1´1{p p,p -domain and let f P W s`1,p pΩq. Since Ω is a Sobolev extension domain, there is some compactly supported function Ef P W s`1,p pCq which coincides with f in Ω and, therefore, it has the same trace in BΩ.
Consider Γ j to be one of the boundary components of BΩ and let Ω j be the bounded simply connected domain defined by this Jordan curve, i.e., BΩ j " Γ j . Let f j :" Ef | Ωj . Then, as we 
Principal solution condition
The principal solution condition is satisfied as well, and the results are already in the literature:
-domain, then the µ-principal mapping f is bi-Lipschitz and f P W s`1,p pΩq.
Proof. The bi-Lipschitz character of f comes from [MOV09] because Ω is a C 
and we can use them indistinctly. Also
Let 0 ă s ă 1 and d P N. As a consequence of the Leibniz' rule C s pR d q is closed under multiplication by C 8 c functions, i.e., for ϕ P C
By definition there is a continuous embedding into the bounded continuous functions space
Indeed, to check (4.3) we can use Definition 2.6. Then, we have }f } C 1`s pΩq ď }f } C s pΩq`} ∇f } C s pΩq trivially, while the converse inequality can be shown using the mean value theorem.
Lemma 4.1. Let 0 ă s ă 1 and d P N. Given bounded Lipschitz domains Ω j Ă R d and functions f j P C 1`s pΩ j q for j P t1, 2u with f 1 pΩ 1 q Ă Ω 2 and f 1 bi-Lipzchitz, then
See Lemma A.2 in the appendix. We define C s pΓq as F 1`s -domain Ω Ă C satisfies the following:
Riemann mapping condition:
If Ω is simply connected, then any Riemann mapping ϕ : D Ñ Ω satisfies ϕ P C 1`s pDq.
Principal solution condition:
If µ P C s pΩq with }µ} L 8 ă 1 and supppµq Ă Ω, then the principal solution to (1.1) is in C 1`s pΩq and it is bi-Lipschitz.
Proof. The trace condition comes from direct computation. Indeed, let f P C 1`s pΩq (and therefore, f P C 1`s pΩq), let γ be a C 1`s and bi-Lipschitz parameterization of a component of the boundary of Ω, and let t P T. Then pf˝γq 1 ptq " Df pγptqqγ 1 ptq and, for t 0 , t 1 P R we get
The last step above can be shown adding and subtracting Df pγpt 0 qq∇γpt 1 q and using that Df, ∇γ P With this result at hand, Theorem 1.3 follows as in Section 3.2.
Fractional Triebel-Lizorkin spaces
In this section we proof the quasiconformal Kellogg-Warchawski theorem for Triebel-Lizorkin spaces. In Section 5.1 we recall some results from the literature, including some proofs for the sake of completeness. In Section 5.2 we outline the proof and we check the trace condition and in Section 5.3 we show the Riemann mapping condition. The principal mapping condition is in Theorem 1.5 and its proof is deferred to Section 6.
Function spaces
Let us fix the following notation: Given a domain Ω Ă R d and x P R d , we write
We will use the following characterization for the Triebel-Lizorkin space on Ω:
Furthermore, the left-hand side of the inequality above is equivalent to the norm }f } F s p,q pΩq . The previous result is based on an extension operator fit to the intrinsic norms defined above. 3. Given ε ą 0, 1 ă p 0 ă p 1 ă 8, 1 ă q 0 , q 1 ď 8 and´8 ă s 1 ă s 0 ă 8 with s 0 P N and s 0´d p0 " s 1´d p1 , then F s0 p0,q0 pΩq Ă F s1 p1,q1 pΩq.
To end this introduction, we check the algebra structure of the supercritical spaces, which we will use in Section 6. 
General setting
Now we concentrate again on the two-dimensional case.
Theorem 5.7. Let 0 ă s ă 1, 2 ă sp ă 8, 1 ă q ă 8. Every bounded F s`1´1 p p,p -domain Ω Ă C satisfies the following:
Riemann mapping condition:
If Ω is simply connected, then any Riemann mapping ϕ : D Ñ Ω satisfies that ϕ P F Proof. The Riemann mapping condition is in Theorem 5.11 below. The principal mapping condition is in Theorem 1.5 and will be shown in Section 6. In turn, the trace condition is a consequence of the following lemma.
Lemma
Proof. We use the mean value property of analytic functions: given z P D and ξ P B pz, ρδ D pzqq, we have that
Computing and using the Jensen inequality we obtain
To conclude, note that δ D pzq « δ D pζq in the integral above, so
Proposition 5.10. Let s " k`σ with k P N, 0 ă σ ă 1. , where we have used Caccioppoli and Harnack inequalities to omit the central region in the last integral. By (3.16), Lemma 5.9 and Lemma 3.6, it follows that for j ď k,
and an analogous result can be obtained for the non-homogeneous part. Using (3.17) and (5.6), the proposition follows.
Theorem 5.11. Let s " k`σ, with k P N 0 a natural number and 0 ă σ ă 1, 1 ă p ă 8 with σp ą 2 and 1 ă q ď 8. If Ω is a simply connected F When s ă 1, since ϕ is bi-Lipschitz, the change of variables w´1˝ϕpe i¨q is a bi-Lipschitz homeomorphism of T. Using (3.8), (3.10) and (3.11), we obtain that γ P F s´1 p p,p pTq. By Proposition 5.10, we get that r A P F s p,q pDq, so ϕ P F s`1 p,q pDq and the theorem follows. If s ą 1, by induction we can assume that r A P F s´1 p,q pDq and ϕ P F s p,q pDq. Then, using the fact that traces of the latter space are in F s´1 p p,p pBDq together with the composition rule (3.10) and the inverse function rule (3.11), we get that
We can apply the composition rule again to check that γ P F s´1 p p,p pTq, and the theorem follows as before from Proposition 5.10.
Proof of Theorem 1.5
In this section we prove Theorem 1.5. In Section 6.1 we outline its proof, which follows the steps of [Pra15b] by means of a classical Fredholm argument, reducing the proof to checking that I Ω´µ m pB m q Ω is invertible, and that the commutator rµ, B Ω s and the Beurling reflection χ Ω Bpχ Ω c Bpχ Ω¨is compact (together with a family of related operators).
After that we recall Dorronsoro's Betas in Section 6.2, which will be our tool to measure the flatness of the boundary in a multi-scale basis. Next we show that the iterates of the truncated Beurling transform are bounded with subexponential growth (polynomial in fact) in Section 6.3, which will allow us to find the invertible part of the Fredholm operator. We check the compactness of the commutator in Section 6.4. Finally we prove the compactness of the Beurling Reflection in Section 6.5 in what represents the most difficult challenge in this paper, leaving a technical lemma to be shown in Section 6.6 where Meyer's polynomials are introduced to control oscillation in Whitney cubes.
Outline of the proof of Theorem 1.5
First we will face the invertibility of pI´µBqpχ Ω¨q in F s p,q pΩq. Here χ Ω g denotes the extension of a given function g P F s p,q pΩq by zero in Ω c . We will follow the scheme used in [Iwa92] . That is, we will reduce the proof to the compactness of the commutator. In our context, however, as it happens in [CMO13] and [Pra15b] , we will have to deal with the compactness of operators like χ Ω B pχ Ω c B pχ Ω¨as well.
Consider m P N. Recall that pB m q Ω g " χ Ω B m pχ Ω gq for g P L p pΩq and I Ω be the identity on F s p,q pΩq. Let us define P m :" I Ω`µ B Ω`p µB Ω q 2`¨¨¨`p µB Ω q m´1 . We will check that the truncated Beurling transform is bounded on F s p,q pΩq in Theorem 6.10 below. Since F s p,q pΩq is a multiplicative algebra (under the conditions of Lemma 5.5), we have that P m is bounded in F s p,q pΩq. Note that
and
Note the difference between pB Ω q m g " χ Ω Bp. . . χ Ω Bpχ Ω Bpχ Ω gand pB m q Ω g " χ Ω B m pχ Ω gq. We want to check that for m large enough, the operator I Ω´p µB Ω q m is the sum of an invertible operator and a compact one.
First we will study the compactness of A p3q m " µ m pB Ω q m´p µB Ω q m . To start, writing rµ, B Ω sp¨q for the commutator µB Ω p¨q´B Ω pµ¨q we have the telescopic sum
Arguing by induction we can see that A p3q m can be expressed as a sum of operators bounded in F s p,q pΩq which have rµ, B Ω s as a factor. It is well-known that the compactness of a factor implies the compactness of the operator (see for instance [Sch02,  It only remains to see that our operator is injective in order to obtain its invertibility. Since the Beurling transform is an isometry on L 2 pCq and }µ} 8 ă 1, the operator I´µB is injective in L 2 pCq. Thus, if g P F s p,q pΩq, and pI Ω´µ B Ω qg " 0, we define Gpzq " gpzq if z P Ω and Gpzq " 0 otherwise, and then we have that
By the injectivity of the first operator, since G P L 2 we get that G " 0 and, thus, g " 0 as a function of F s p,q pΩq. Now, remember that the principal solution of (1.1) is f pzq " Chpzq`z, where h :" pI´µBq´1µ, that is, h´µBphq " µ, so suppphq Ă supppµq Ă Ω and, thus, χ Ω h`µB Ω phq " h`µBphq " µ modulo null sets, so
h| Ω " pI Ω´µ B Ω q´1µ, Then, we define
The β-coefficients are closely related to Jones-David-Semmes ones. Namely, if f is Lipschitz and n " 1, then β p1q « β 1 . On the other hand, these polynomials satisfy that We will use the beta coefficients to measure the regularity of a domain. Namely, we measure in every scale how far is each portion of the boundary to be the graph of a polynomial, via a dyadic approach. To make the notation less dense, we will assign the coefficients to the Whitney cubes straight ahead. To do so, we will chose a beta coefficient comparable to the supremum of the betas of the reasonable choices for each cube. In the following definitions and computation we use ε δ :" R ? 1`δ 2 , which grants that whenever x ă ε δ , the image px, Apxqq under a parameterization A is a boundary point even if the Lipschitz constant δ is big.
Definition 6.4. Let Ω Ă C be a bounded pδ, Rq-Lipschitz domain. Take a finite collection of boundary points tx j u
is a disjoint family but the double balls cover the boundary. After an appropriate rigid movement τ j (rotation and translation) which maps x j to the origin, the boundary Bpτ j Ωq coincides with the graph of a Lipschitz function A j in the cube Q j " Qp0, Rq, with A j supported in r´4R, 4Rs and derivative satisfying }A 1 } L 8 ď δ. Given a cube Q P W Ω with pQq small enough, say pQq ď C Ω , we say that a pair px j , Jq is admissible for Q, writing px j , Jq P J Q if 1. The length pJq " pQq and J Ă r´ε 2. The image of J under the graph function τ´1 j˝p Id, A j q is a set U J Ă BΩ with DpQ, U J q « pQq.
Above we can fix the constants so that every pair px j , Jq with pJq ď C Ω and J Ă r´ε If the cube is greater than C Ω , we will assign β pnq pQq :" 1.
Remark 6.5. Note that the number of candidates J above is uniformly bounded in terms of the Lipschitz character and the Whitney constants. At the same time, every interval J can be chosen for a uniformly bounded number of Whitney cubes depending on the same constants.
Lemma 6.6 (see Proposition A.9). Let 0 ă s ă n, 1 ă p ă 8 with sp ą 2 and let Ω be a
with constants depending on the Lipschitz character of Ω and H 1 pBΩq, where ν stands for the unit outward normal vector to the boundary of the domain.
The β-coefficients will appear in a natural way along the present paper thanks to the following relation introduced in [CT12, (7. 3)].
Lemma 6.7. Let Ω be a bounded pδ, Rq-Lipschitz domain and let W be a Whitney covering with appropriate constants. Then, for x, y P Q P W with Q Ă
12˘, there exists a half plane Π Q so that for every 0 ă 0 ă R, the estimate Note that the condition ρP Ą Q in the last sum above, implies that the cubes P cannot be much smaller than Q, namely pP q ě pQq ρ , and thus the number of cubes P on a given scale stays uniformly bounded for any given Q. Essentially Π Q is a half-plane whose boundary coincides with the minimizer for β p1q pQq. To be precise, we choose px j , Jq P J Q and we choose Π Q so that it contains Q and τ j BΠ Q minimizes β pnq pA j , Jq, see Definition 6.4. Above we chose the Whitney constants big enough so that that distpQ, Π c Q q « pQq. Note that in case pQq ě C Ω we can chose any half-plane whose boundary is at distance from Q comparable to pQq.
To end with beta coefficients, we write the following lemma, which will be used several times along the text. Now, using Remark 6.5, for P P W, since 2`p ´s´εqp ą 2 we have that
Thus, by Lemma 6.6 (see Proposition A.9 in case 1 ă sp ď 2) we get
Remark 6.9. Since we are in a Lipschitz domain, it is enough 2`p ´s´εqp ą 1, see [PT15, Lemma 3.12]. Thus, the preceding lemma holds in fact whenever ą s´1 p .
Boundedness of the truncated iterates
Consider 1 ă p ă 8, sp ą 2, and 0 ă s ă 1 and let Ω be a bounded F [Pra17] . Theorem 6.10. Consider m P N, 0 ă s ă 1 and 1 ă p, q ă 8 with sp ą 2, and let Ω be a bounded
where C depends on s, p, q, diampΩq and the Lipschitz character of the domain but not on m.
Before proving that, we check the behavior on constant functions, which will be enough when combined with the T p1q Theorem in [PS17] .
Lemma 6.11. Consider m P N, let 0 ă s ă 1, 1 ă p, q ă 8 with sp ą 1, let Ω be a bounded , the constant depending only on the indices, the Lipschitz character of the domain and its diameter.
Proof. Note that if p ă q, then }B m χ Ω } F s p,q pΩq À }B m χ Ω } F s p,p pΩq , so we will assume with no loss of generality that p ě q, which in particular implies that s ą 0 ě 2 p´2 q . We follow the approach given in [CT12, proof of Lemma 6.3] which gets quite shorter with the norm given in Theorem 5.1 if p ě q. Indeed, we only need to control the homogeneous seminorm
and the non-local part in the aforementioned proof, which is the most difficult one to treat, is not there anymore.
Choose a half-plane Π Q as in Lemma 6.7. By (6.4), chosing appropriate Whitney constants we have that x and y are in Π Q . Next we use that, formally, Bχ Π Q is constant in Π Q and Π Q c (see [CT12, Lemma 4.2]), i.e., that Bχ Π Q " cχ Π Q modulo constants and, by induction,
To avoid checking the particular kernel of the iterates of the Beurling transform in BMO, which we could not find in the literature, the reader can check that Thus, we can write
By (6.5), we can write
Combining with (6.6), we get that 
The boundedness of the Beurling transform in F s p,q (see [Tor91] ) and Lemma 6.11 imply that
Compactness of the commutator
Lemma 6.12. The commutator rµ, B Ω s is compact in F s p,q pΩq. 
Beurling Reflection
Theorem 6.13. Let 0 ă s ă 1, 1 ă p, q ă 8 with sp ą 2, and let Ω be a bounded Proposition 6.14. Let 0 ă s ă 1, 1 ă p, q ă 8 with sp ą 2, and let Ω be a bounded F s`1´1 p p,p -domain, and m P N.
Next we take a closer look to the kernel of the Beurling reflection defined in (6.3). The reflection can be written as
In a quite general setting, one can use Fubini in the former expression of R m and the related kernel r K m pz, ξq " ş
pz´wq 2 pw´ξq m`1 dw appears as a natural element. Mateu, Orobitg and Verdera study this kernel in [MOV09, Lemma 6] assuming the boundary of the domain Ω to be in C 1`ε for ε ă 1. They prove the size inequality
and a smoothness inequality in the same spirit. Cruz, Mateu and Orobitg proved an analogous result to Theorem 6.13 under stronger assumptions on the regularity of the boundary in [CMO13] , namely, that the boundary had C 1`s`ε parameterizations. They could show that the kernel is smoothing in this context. Their proof was based on the size and the smoothness estimates of the kernel shown in [MOV09] , which could be useful for the case W σ,p pΩq with σ ă s´2{p but they are not sufficiently strong to deal with the endpoint case W s,p pΩq when the domain has just F 1`s´1 p p,p parameterizations. Nevertheless, their argument was adapted in [Pra15b] to get Proposition 6.18 below, which will be used to prove Proposition 6.14. Let us collect the necessary background. Given m P N, let us define the kernel
for all z, ξ P Ω, where the path integral is oriented counterclockwise. Note that for suitable z and f we will be able to use Fubini's Theorem to get
Lemma 6.15. Let Π be an open half plane, and x, y P Π. For m 1 , m 2 , m 3 P N 0 with m 1`m2´m3 ą 2 we have that
Proof. Without loss of generality, we may assume that Π is the upper half plane. For a suitable constant c, Green's and Cauchy's theorems imply that
We will use an auxiliary function. 
To shorten notation, we will write H j m " B j h m . Combining (6.8) with Lemma 6.11, one obtains the following:
Given a j times differentiable function f , we will write
for its j-th degree Taylor polynomial centered in the point z.
Proposition 6.18 (see [Pra15b, Proposition 3.6]). Let Ω be a bounded Lipschitz domain, and let m ě 1. Then, for every pair z, ξ P Ω with z ‰ ξ, we have that
, (6.10)
Note that the Taylor polynomials are well defined because Lemma 6.17 implies the required differentiability.
Proof of Proposition 6.14. We assume that p ě q, since otherwise, one has that (6.11)
We want to show that
For every Whitney cube Q we choose a bump function
We will show that each term is bounded by C}f } p C h pΩq . Let us begin by the first term in the right-hand side of (6.12), which is the easiest one. Indeed, for any cube Q, the mean |f Q | ď }f } L 8 pΩq . On the other hand the boundedness of R m in the Triebel-Lizorkin space under consideration implies that R m 1 P F s p,q pΩq. By Theorem 5.1, this implies
p F s p,q pΩq . Next, let us face the local part in (6.12). We fix the following notation: when dealing with the difference of a function F between two points, we will write F rpxq´pyqs :" F pxq´F pyq.
Let x, y P Q P W. Then, since Brχ Ω c B m pχ Ω f qs is analytic on Ω, it has continuous derivatives and, thus, by the mean value theorem
and, fixing a convenient ρ in (6.11), we get that
It is immediate to check that this double integral is absolutely convergent and, thus, Fubini's Theorem applies and it follows that
pz´wq 3 pw´ξq m`1 dmpwq dmpξq.
Next, we consider the half-plane Π Q from Lemma 6.7. Recall that distpQ, Π c Q q « pQq. Then, Lemma 6.15 implies that
Since z P 2Q, taking absolute values we obtain
By (6.5), we get .
It remains to control the nonlocal part in (6.12), that is,
As in (6.13), by the mean value property of analytic functions, we have that
(6.14)
This double integral is absolutely convergent:
Thus, we can apply Fubini's Theorem, (6.7) and (6.10) to get
dmpξq.
Whenever z P ΩzsuppF , we have that B pξ´zq m`1 dmpξq. Thus, we can apply this identity in the first term of the right-hand side above, and back to (6.14), we obtain
3.2.j 3.2.j (6.15)
For the first term in the right-hand side, we have that
Using again the half-plane Π Q from Lemma 6.7, whose boundary minimizes β p1q pQq, for z P Consider the term 3.2.j 3.2.j in (6.15). We trivially control by the supremum norm of f :
By Lemma 6.19 below, we get that
, and by Lemma 6.17, the last factor is finite.
Meyer's polynomials
The proof above depends on the following characterization:
Lemma 6.19. Let n P N and 0 ă s ă 1. Let Ω be a uniform domain with Whitney covering W, and let F P C n pΩq such that its weak derivatives
Meyers' approximating polynomials are very useful to deal which such a situation: consider the set P n of polynomials of degree at most n. Given a cube Q and a function f P L 1 loc p 5 2 Qq, the Meyers polynomial P n Q f P P n is the unique polynomial in P n satisfying that ş
Proof of Lemma 6.19. We change the Taylor polynomial centered at z P Q by the corresponding Meyers' polynomial as follows:
The error term E E may be addressed using the following facts. First, given a polynomial P of degree at most n and disjoint cubes Q and S, we have that
(use the fact that all norms on P n are equivalent and appropriate rescaling factors). Thus,
Using Fubini, we can change the order of integration and since the Taylor polynomial of a polynomial of the same degree is itself, we get
But using the expression (6.9) of the Taylor Polynomial of degree n, for ξ, z P 3Q we have that
Plugging the Poincaré inequality (6.16) in, we get
Back to the error term, we get that
Using (2.1) and the Hölder inequality,
To estimate the main term M M we will argue by duality. Writing
where the supremum is taken over the sequences tg Q u QPW satisfying that
Fix Whitney cubes Q and S. Next we use a telescoping summation following the chain of cubes rQ, Ss introduced in Definition 2.4:
where N pP q stands for the next cube in the chain rQ, Ss. By Definition 2.2, the side of a given Whitney cube is at most twice as long as the side of its neighbors. Thus, for P P rQ, Ss we have P Ă 5N pP q. Using (6.17),
Using the Poincaré inequality (6.16) and the Hölder inequality, for P P rQ, Ss we get that .
To end the proof we need will use the boundedness of the maximal Hardy-Littlewood operator on Lebesgue spaces, so we define Gpxq :" ř By Lemma 6.20 below (take " 1), Hölder's inequality and the finite overlapping of Whitney cubes, we get that
Here M stands for the maximal Hardy-Littlewood operator, which is bounded in L 
Proof. We divide the chain rQ, Ss " rQ, Q S s Y rQ S , Ss, in such a way that if P is in the ascending path rQ, Q S s then pP q « DpQ, P q and DpP, Sq « DpQ, Sq « pQ S q, and if P is in the descending path we get analogous conditions, see (2.3). Thus, we writë ÿ Q,S:P PrQ,Q S s`ÿ Q,S:P PrQ S ,Ss‚
For every cube P we get 
M Gpxq dx
In the descending path, we divide the sum in Q in "dyadic annuli" just by setting R " Q S : Since the last sum above is a geometric series, we obtain that
2 Gpyq dy.
A Appendix

A.1 Composition and inverse function theorems
First we need a lemma on a generalized chain rule. For this purpose we recover the multivariate version of Faà di Bruno's formula (see [KP92, Lemma 1.3.1] for the one-dimensional case), whose proof is a mere exercise on induction. Given a multiindex i P N d 0 , we define mp iq P t1,¨¨¨, du | i| as the vector whose components are non-decreasing (i.e, mp iq ď mp iq `1 ), and such that #tj : mp iq " ju " i j .
For instance, mp3, 2q " p1, 1, 1, 2, 2q, and mp4, 0, 1q " p1, 1, 1, 1, 3q.
almost everywhere.
Most likely the following results appear in the literature, but we were not able to locate them, so we include these results for the sake of completeness. First we apply the chain rule to Hölder functions to show Lemma 4.1.
Lemma A.2. Let 1 ă s, s R N and d P N. Given bounded Lipschitz domains Ω j Ă R d and functions f j P C s pΩ j q with f 1 pΩ 1 q Ă Ω 2 and f 1 bi-Lipschitz, then
Proof. Let us check (A.2). According to (A.1), for s " k`σ with k P N 0 , 0 ă σ ă 1, we get
This implies that
with C f1 depending polynomially on the C σ norm of the derivatives of f 1 and its bi-Lipschitz constant.
Finally, let us prove (A.3). Writing f " f 1 and applying the inverse function theorem, Dpf´1qpxq " pDf q´1pf´1pxqq.
That is, the first-order derivatives of the inverse can be expressed as
for certain homogeneous polynomials P ij : R dˆd Ñ R of degree d´1. By induction we can assume f´1 P C s´1 , and by (A.2) it is enough to check that g ij P C s´1 pΩ 1 q. But every derivative of degree k´1 of g ij is a polynomial on the derivatives of f with at most one factor of order k at each term, divided by a power of the Jacobian determinant. Applying the argument in (A.4) to each of these derivatives we obtain (A.3). 
where
Consider the term with i " s, so α " 1 for 1 ď ď s. In this case, take p 0 " p, p " 8. Next, consider the other end-point i " 1, where there is only one ∇ α f 1 factor and α 1 " s. In this case one can take p 0 " 8 and p 1 " p because ∇f 2 P L 8 pΩ j q. The intermediate terms (1 ă i ă s) are bounded analogously, with more freedom in the choice of p . Thus,
with the constant C f1 depending polynomially on the W 1,p norm of the derivatives of f 1 up to order s´1.
Consider now general functions f j P W s,p pΩ j q with f 1 bi-Lipschitz. Let Λ Ωj be an extension operator for W s,p pΩ j q (see [Ste70, Theorem VI.5]). Consider approximations of the identity f
In particular, the first order derivatives of f ε j converge uniformly to the corresponding derivatives of f j and, thus, the bi-Lipschitz character is preserved for ε small enough. Thus, estimate (A.9) holds uniformly, and via Banach-Alaoglu Theorem, it extends to the limiting case.
The inverse function bound (A.8) can be proven by the same methods using (A.6).
Finally we see that Triebel-Lizorkin spaces have the same properties, proving Lemma 5.6, Lemma 3.2 being a particular case. Again, we define F Note that we do not include the end-point cases of Lemma 3.2: the case p " q " 8 coincides with the Hölder spaces studied in Lemma A.2, the case p " q " 1 has the same proof as below as long as the seminorm can be given in terms of first-order differences. This is the case in Lemma 3.2 because it deals only with the one-dimensional case, where the domains are intervals, see [Tri83, Proposition 3.4.2].
Proof. We begin by showing (A.10). Since the case k " 0 follows from Theorems 5.1 and 5.2, we assume k ě 1. Also by Theorems 5.1 and 5.2, it is enough to check that 1 :" Using f 1 as a bi-Lipschitz change of variables for the first integral in the right-hand side of the last inequality above, we show (A.10). In particular, one obtains (A.12), with the constant C f1 depending polynomially on the L 8 and F σ p,q norms of the derivatives of f 1 and on its bi-Lipschitz constant.
Inequality (A.11) is proven by analogous techniques.
A.2 Trace spaces
The last part of the appendix is devoted to making sure that all the definitions in the literature that we use coincide. We begin by a toy question: the definition of the trace spaces does not depend on the particular parameterization we choose.
Whenever Ω is a planar Lipschitz domain there exist M boundary points x j P BΩ, a radius R ą 0 and compactly supported δ-Lipschitz functions A j : R Ñ R such that the following holds:
• Locally, the boundary is described by Ω X Bpx j , Rq " tx P Bpx j , Rq : π 2 j pxq ą A j pπ 1 j px 1 qqu, (A.14)
where π 1 j pxq " xx´x j , e 1 j y is the projection to an appropriate line passing through x j and π 2 j pxq " xx´x j , e 2 j y is the projection to the perpendicular line, i.e., e 2 j is the unit normal vector orthogonal to e 1 j pointing into the domain. If the boundary parameterizations are smooth we can assume that e 1 j is a unit tangent vector at x j and e 2 j the unit inward normal vector.
• The boundary is covered by BΩ Ă ď Bˆx j , 1 6 ε δ˙( A.15) for ε δ :" R ? 1`δ 2 , which grants that whenever |x| ă ε δ , the image px, A j pxqq under a parameterization A j is a boundary point even if the Lipschitz constant is big.
• The balls B`x j , 1 12 ε δ˘a re pairwise disjoint. From Remark 2.10), we know that a F s p,p -domain with ps´1qp ą 1 is a pδ, Rq-Lipschitz domain (with R, δ and M above depending on the minimum Besov norm of γ j and the distance between boundary components), and its parameterizations are in C s´1 p Ă C k for s " k`σ, k P N and 0 ă σ ă 1 with σp ą 1. In the following lemmata, we will deal with a larger class of domains, dropping the restriction σp ą 1. Then we need to assume continuity of the derivatives from the beginning. Again we write F Let tψ j u M j"1 be a partition of the unity given by C 8 bump functions so that ψ j pxq " 0 whenever if γ 1 pxq R Bpx j , ε δ q. Then, we can write Note that τ p2πq is the length of the curve pγq. It is well-known that γ 0 ptq :" γ˝τ´1´ pγq 2π tī s the arc parameterization of the boundary component, i.e., |γ Once this is shown, the lemma follows using Lemma A.4 (Lemma A.2 in the p " 8 case).
As a matter of fact, τ is bi-Lipschitz because γ is: whenever t 2 ą t 1 we get |τ pt 1 q´τ pt 2 q| " ż t2 t1 |γ 1 pxq|dx « t 2´t1 .
Thus, by elementary embeddings τ P F σ p,p pTq where s " k`σ for k P N and 0 ă σ ă 1. By (3.9), we only need to check that τ 1 P F s´1 p,p pTq. If k ě 1, τ 1 is bounded by assumption and since τ 1 ptq " a γ 1 1 ptq 2`γ1 2 ptq 2 , using expression (A.12) and the bi-Lipschitz character of τ it is a routine computation to check that its Besov norm is bounded, so τ 1 P F σ p,p pTq, settling the case k " 1. Arguing as in (A.13), for k ě 2 we have that
where g k is a polynomial combination of derivatives of γ and τ of lower order. Therefore g k P F σ p,p pTq by induction and the algebra structure of these spaces, and the lemma follows by the characterization of the Besov space in terms of differences.
The previous lemma has as a consequence that the domains appearing in [Pra17] are exactly the ones in Definition 3.3: The W k`1,8 pTq character is controlled mutatis mutandis.
Combining the approaches of both lemmas above, we get the following:
Lemma A.8. Let s ą 1 be non-integer, let 1 ď p ď 8, let Ω be a F s p,p -domain with M , δ, R, x j , A j and π j defined so that (A.14) and (A.15) are satisfied and let γ P F , with constants independent of f . In particular, the norms under different choices of the boundary points x j are equivalent.
Proof. Let tψ j u M j"1 be a partition of the unity given by C 8 bump functions so that ψ j ptq " 0 whenever γptq R Bpx j , 1 3 ε δ q. Note that for every j ď M , we have that ψ j ptqf˝γptq " ψ j ptq`f˝pπ 
