Chemical and petrochemical processes require continuous monitoring to detect abnormal events and to sustain normal operations. Furthermore, process monitoring enhances productivity, efficiency, and safety in process industries. Here, we propose an innovative statistical approach that exploits the advantages of multiscale partial least squares (MSPLS) models and generalized likelihood ratio (GLR) tests for fault detection in processes.
Introduction
Modern automated industrial processes rely on the precise control of process conditions. Detection of anomalies or deviations in such processes is essential. Furthermore, to improve the reliability, safety and efficiency of advanced process control methods, fault detection and fault diagnosis have become important in numerous technical processes. For example, chemical processes require monitoring approaches that can detect abnormalities while sustaining normal operations. Increasing attention to fault detection and safety has led to the development of several fault detection techniques that can be grouped into two main families: model-based approaches and data-based approaches (Venkatasubramanian et al., 2003; Yin and Zhu, 2015; Harrou et al., 2014; Yin et al., 2012 Yin et al., , 2014 Gao et al., 2015) . The merits of both model-based and data-based process-monitoring techniques have been demonstrated in practice over the past four decades. In model-based Venkatasubramanian et al., 2003; Harrou et al., 2016b,a; Zhao et al., 2013) . Such methods require minimal a prior knowledge of process physics, but they depend on the availability of quality input data (Qin, 2012) . Multivariate Statistical Process Control (MSPC) is one such data-based technique. MSPC and its associated statistical techniques are increasingly used in the control of continuous and batch processes in process industries.
Multivariate statistical process monitoring can provide early warnings of abnormal changes in process operations. Principal component analysis (PCA) and partial least squares (PLS) are two basic methods of multivariate analysis and are reputed to be powerful tools for monitoring multivariate processes with highly correlated process data. They have been extensively applied in the field of chemometrics (Liang and Zhang, 2012; Abdi and Williams, 2010; Chiang et al., 2001) . Some chemical processes, such as distillation, are usually modeled by two sets of variables, inputs and output). PLS regression is widely used to model multivariate input-output process data (Wold et al., 1984; Madakyaru et al., 2012) . Unlike PCA, PLS finds an optimum pair of latent variables both from the predictor (input) and predicted (output) variables that have the largest covariance (Geladi and Kowalski, 1986; Harrou et al., 2015) . Extracting useful data with PLS modeling and then using monitoring indices lead to detection of faults in the monitored process (Harrou et al., 2013c) . Several PLS variants have been proposed to overcome the shortcomings of the classical PLS, such as multiway PLS (Nomikos and MacGregor, 1995) , multi-block PLS (MacGregor et al., 1994) , dynamic PLS (Lee et al., 2004) as well as kernel PLS (Jia and Zhang, 2016) . Very recently, an improvement in the PLS method that reduces of reducing the number of required latent variables to achieve a reduction of the computational load compared with the conventional PLS method was reported (Yin et al., 2016a) .
However, the presence of measurement errors (noise) in the data and model uncertainties degrade the quality of fault detection techniques. In addition, most chemical process data generally include features and noise occurring over both time and frequency. Nevertheless, the majority of fault detection approaches, including PCA and PLS, are based on time-domain data (operating on a single time scale), and thus they do not take into consideration the multiscale characteristics of the data. As a consequence model-based and model-free data denoising methods are used for data filtering. For example, extended Kalman filtering and particle filtering are utilized to denoise collected data for fault diagnosis (Yin et al., 2016b; Yin and Zhu, 2015) . When a filter is not available, multiscale representation of data using wavelets, which is a powerful feature-extraction tool, has been found to separate efficiently deterministic and stochastic features (Bakshi, 1998a) . Wavelet-based multiscale representation of data has been used extensively in the literature to ameliorate the effectiveness and robustness of fault detection strategies (Bakshi, 1998a; Yoon and MacGregor, 2004; Ganesan et al., 2004; Li and Yao, 2005) .
The detection of incipient anomalies is crucial to maintaining the normal operations of a system by providing early fault warnings. The problem is that incipient anomalies are often too weak to be detected by conventional monitoring methods. However, conventional MSPLS-based monitoring indices such as T 2 and Q charts cannot detect small changes in process data (Harrou et al., 2016a) . Combining the advantages of MSPLS with those of generalized likelihood ratio (GLR) hypothesis testing should improve fault detection. GLR hypothesis testing, which is very popular in the framework of model-based fault detection, has demonstrated good fault detection capacity (Harrou et al., , 2013c Basseville and Nikiforov, 1993) . Here, we draw on wavelet-based multiscale representation of data to improve a PLS-based hypothesis testing fault detection method. Specifically, to consider the multivariate and multiscale nature of process dynamics, we use a MSPLS algorithm combining PLS and wavelet analysis as the modeling framework. Then, we apply GLR hypothesis testing using residuals obtained from the MSPLS model to improve the fault detection abilities of the latent variable-based fault detection method. Results from simulated distillation column data show that the MSPLS-GLR approach can achieve better fault detection efficiency than a PLS-based GLR approach.
The remainder of this paper is organized as follows. Section 2 gives a brief overview of the PLS model. In Section 3, the multiscale PLS approach is briefly reviewed, and Section 4 introduces GLR hypothesis testing and its use in anomaly detection. Next, the concept of combining MSPLS modeling with the GLR test is presented in Section 5. Section 6 applies the proposed MSPLS-GLR procedure to a simulated distillation column process. Finally, Section 7 concludes this paper.
PLS modeling
PLS is a basic multivariate projection method used in multivariate statistic process monitoring (Höskuldsson, 1988) . The purpose of PLS is to analyze relationships between input data, X, and output data, Y. Specifically, PLS finds an optimum pair of latent variables in both X and Y such that these transformed variables have the largest covariance (Yin et al., 2012; Harrou et al., 2015) . PLS has been widely used in economics, sociology and chemometrics. Consider a pair of datasets, X ∈ R N×M and Y ∈ R N×1 , where X, Y are the input and output variables, respectively. After data standardization by first subtracting the sample mean of the training data and then dividing by the standard deviation of the training data, PLS projects X and Y on to a lower dimension subspace defined by the number of the latent variable [z 1 , z 2 , . . ., z l ] as follows:
where Z ∈ R N×l (l is the number of the latent variable) is the score matrix representing the projection of the variables on the subspace, P ∈ R M×l is the loading matrix for X and Q ∈ R 1×l is the loading matrix for Y. E and F are the residue of the input and output, respectively. PLS calculates the input loading vectors, P i , so that the covariance between the estimated latent variableẐ i , and model output, Y, i.e., (Hiroyuki et al., 2008) ,
can be maximized with constraint
where i = 1, . . ., l, l ≤ m. Various algorithms have been proposed to compute PLS-based latent variables (Hiroyuki et al., 2008; Shao, 1993) . The Non-linear iterative partial least squares (NIPALS) algorithm is the most popular. We refer the reader to the chemometrics literature (Godoy et al., 2013; Höskuldsson, 1988) for details on PLS algorithms.
Multiscale PLS modeling
As noted earlier, data collected from engineering processes are usually noisy and correlated in time, which makes fault detection more difficult because the presence of noise degrades detection quality and most methods are developed for independent observations. Wavelet-based multiscale modeling of data is an efficient tool for extracting features and is well suited to denoising and decorrelating time series data (Ganesan et al., 2004) . Here, we merge multiscale modeling with PLS to improve the prediction quality of the PLS model. We introduce a multiscale representation of the data and describe its advantage when applied to fault detection techniques.
Wavelet-based multiscale representation
Multiresolution time-series decomposition was initially applied by Mallat, who used orthogonal wavelets during data compression for image decoding (Mallat, 1989) . Wavelets are a family of basis functions that can be expressed as the following localized in both time and frequency (Bakshi, 1998b) :
where a is the dilation parameter, b is the translation parameter (Gao and Yan, 2010) and (t) is the mother wavelet. Fig. 1 illustrates the translation and dilation mechanism of a mother wavelet, which shows the feature in time and frequency. Both these parameters are commonly discretized dyadically as a = 2 m , b = 2 m k, (m, k) ∈ Z 2 . The family of wavelets can represented as mn (t) = 2 −m 2 (2 −m t − m). Here, (t) is the mother wavelet and m and k are the respective dilation and translation parameters. Different families of basis functions are created based on their convolution with different filters, such as the Haar scaling function and the Daubechies filters (Gao and Yan, 2010; Zhou et al., 2006; Daubechies, 1988) . Parameters that are discretized dyadically force downsampling, reducing the number of parameters dyadically with every decomposition; However, dyadically discretized wavelets force samples at non-dyadic locations to become decomposed only after a certain time delay.
Based on a discrete wavelet transform, an original signal space, S, can be decomposed into two sub-spaces: an approximation subspace, S a , and a detailed subspace, S d .
The scale function, j,k (t) = 2 −j (2 −j t − k), k ∈ Z), and the wavelet functions, j,k (t) = 2 −j (2 −j t − k), j = 1, . . ., J, k ∈ Z, where the coarsest scale, J, is normally termed the decomposition level, span the approximation and detailed subspaces, respectively. Any signal can be represented by a summation of all scaled and detailed signals as follows (Gao and Yan, 2010 ):
where j, k, J and n represent the dilation parameter, translation parameter, number of scales, and number of observations in the original signal, respectively (Strang, 1989; Daubechies, 1988; Mallat, 1989) . d jk and a Jk represent the scaling and the wavelet coefficients, respectively, and A J (t) and D j (t), (j = 1, 2, . . ., J) are the approximated signal and the detail signal, respectively.
The detailed signal, D j (t), at scale j can be obtained by passing the original and scaled signals through a high-pass filter (g), and the scaled signals are generated by passing the original and scaled signals through a low-pass filter (h) (Sheriff et al., 2014) . A signal can be described at multiple resolutions by decomposing it on a family of wavelets and scaling functions. For example, consider the series time measurements of the feature indicator shown in Fig. 2 . The signals in Fig. 2 (b, d and f) are at increasingly coarser scales compared with the original signal in Fig. 2 
(a).
Multiscale representation is an effective method for dealing with autocorrelated or non-Gaussian data (Ganesan et al., 2004) . In the next section, we highlight the advantages of multiscale representation.
Advantages of multiscale representation in PLS modeling
Since practical process data, including chemical and environmental process data, generally have multiscale properties, modeling such data requires a multiscale modeling approach that exploits the advantages of multiscale denoising to enhance the prediction quality of the PLS model. Some of the advantages of multiscale filtering in the PLS model are as follows (Madakyaru et al., 2013b ).
• One of the factors affecting the performance of anomaly detection methods such PLS is the presence of autocorrelated measurement noise, which can be introduced by modeling errors. In this regard, one important advantage of multiscale representation is that the wavelet coefficients of autocorrelated data are approximately decorrelated at multiple scales (Aradhye et al., 2003; Ganesan et al., 2004) . The decorrelation of noise at multiple scales will improve the effectiveness of fault detection methods if applied using detailed signals at multiple scales.
• Non-Gaussian errors can be introduced by malfunctioning sensors that introduce bias or skewed randomness to the measurements or by modeling errors that leave non-modeled process variations in the model residuals. The multiscale decomposition achieved using wavelet analysis also causes the distribution of data to become more Gaussian on multiscale levels (Ganesan et al., 2004) . Since the performance of various anomaly detection techniques can deteriorate as the data deviate from normality, this property of multiscale representation should help enhance the performance of these techniques in the case of non-Gaussian data.
• One of the biggest advantages of multiscale representation is its capacity to distinguish measurement noise from useful data features Madakyaru et al., 2013b) by applying low-and high-pass filters to the data during multiscale decomposition. This allows the separation of features at different resolutions or frequencies, which makes multiscale representation a better tool for filtering or denoising noisy data than traditional linear filters, like the mean filter and the exponentially weighted moving average (EWMA) filter (Sheriff et al., 2014) . The ability of multiscale representation to separate noise has been used not only to improve data filtering, but also to improve the prediction accuracy of several empirical modeling methods and the accuracy of state estimators.
Here, we exploit these to improve the quality of PLS models via the development of an algorithm that merges multiscale denoising and PLS models. Before discussing multiscale PLS modeling, we present a brief description of multiscale denoising.
3.3.
A multiscale data filtering algorithm
Multiscale denoising via wavelets is based on the observation that random errors in a signal are present over all wavelet coefficients while deterministic changes are captured in a small number of relatively large coefficients (Donoho et al., 1993 (Donoho et al., , 1995 Bakshi, 1999) . Wavelet-based denoising algorithms comprise the following three main steps (Donoho et al., 1995) :
(1) Decompose the original signal at multiple scales via wavelet transform to obtain a wavelet coefficient series at different levels; (2) Select thresholds for each level and remove the wavelet coefficients that are below a threshold value;
(3) Invert the wavelet transform based on detailed coefficients to obtain a denoised signal.
Several threshold selection criteria have been proposed including fixed threshold (Donoho and Johnstone, 1994) , rigorous sure threshold and min-max threshold. The simplest wavelet threshold method, which was proposed by (Donoho and Johnstone, 1994) , uses the same threshold to deal with coefficients in the expansion. It determines the threshold by the following form:
where n denotes the length of the analyzed signal and j is the standard deviation of the errors at scale j, which can be estimated from the wavelet coefficients at that scale by Eq. (6),
A multiscale PLS (MSPLS) modeling algorithm
Multiscale PLS modeling amalgamates the benefits of multiscale denoising and PLS modeling to improve model prediction thus improving fault detection. Let the input data matrix, X, and the output data matrix, y, and the denoised data via multiscale filtering at a scale (j) be X j and y j , then the PLS model, which is computed using these denoised data, can be expressed as,
where X j ∈ R n×m is the filtered input data matrix at scale (j), y j ∈ R n×1 is the filtered output vector at scale (j), F ∈ R m×p is the residual of the output matrices at scale (j). However, filtering the input and output data a priori without taking the relationship between these two data sets into account may result in the removal of features that are important to the model. Thus, multiscale filtering needs to be integrated with the PLS model for proper removal of noise. One way to accomplish this integration between multiscale filtering and PLS modeling is to use the MSPLS modeling algorithm that is presented in Table 1 and schematically illustrated in Fig. 3 (Madakyaru et al., 2013b ): After a model is obtained using the MSPLS method, various methods for fault detection can be applied. We first run MSPLS on normal operating data (training data) to enable us to obtain a pair of models. Abnormal events are detected if the measurements deviate from the region of normal operation in the latent variable space or in the residual space. In MSPLS-based monitoring, two monitoring statistics, the T 2 and Q statistics, are usually utilized for fault detection purposes (Qin, 2003) . First, the Hoteling T 2 statistic indicates the variation within the process model in the LVs space. The Q statistic, also known as the Squared Prediction Error (SPE), monitors how well the data conform to the model. Although the two methods have their advantages and disadvantages, both tend to fail to detect small faults (Harrou et al., 2013c) . Here, we use only the Qbased chart as a benchmark for fault detection with PLS and MSPLS. Motivated by the power of the GLR test for detecting additive shifts in the process mean Montgomery, 2005) , we propose an innovative MSPLS-based GLR faut-detection method for multivariate processes. In the next section, we briefly describe the GLR test.
Generalized likelihood ratio test-based fault detection
Detecting a particular fault that occurs in a monitored process requires checking whether the current measurements are statistically different from the a priori known faultless measurements (i.e., measurements without anomalies). Fault detection, which is a binary decision making process, consists of identifying fault from non-fault events based on some relevant data features. In this work, we present a fault detection (1) Split the data into two sets: training and testing.
(2) Pre-process the input\output data to ensure that all variable data is set to zero mean and unit variance (3) Denoise the training data at different scales (decomposition depths) via the denoising algorithm presented in Section 3.3. (4) Construct a PLS model based on the denoised data at each scale.
The number of LVs is determined using cross-validation (5) Use the estimated model from each scale to predict the output for the testing data and compute the cross-validated mean square error. (6) Select the PLS with the smallest cross-validated mean square error as the MSPLS model. algorithm based on the uncorrelated residuals obtained from the MSPLS model. To make a decision regarding the process performance we compute a GLR decision statistic using output residuals from the MSPLS model. We compare GLR statistic with a threshold value. If the GLR statistic is below the threshold value, then we conclude that the process is under control. Otherwise, a fault signal is given. In the following, we briefly discuss the basic idea of the GLR test and how it can be used in fault detection.
GLR hypothesis testing
A general methodology for deriving a testing procedure for a composite hypothesis-testing problem is the GLR described here. GLR hypothesis testing is a well-known algorithm for statistical decision-making. It chooses between two composite hypotheses (Harrou et al., 2013c (Harrou et al., , 2009 Lehmann, 1996) . In binary hypothesis testing, when hypotheses are composite or the corresponding data probability density functions contain unknown parameters, the GLR test is a popular means for deciding between two possibilities. Specifically, it is based on the maximization of the likelihood ratio function over all possible faults (Lenz et al., 2012) , which usually makes it applicable to most parametric hypothesis-testing problems.
Assume that we have a measured vector, Y = [y 1 , y 2 , . . ., y n ] ∈ R n , distributed according to one of the two following Normal distributions, N(0, 2 I n ) or N(Â / = 0, 2 I n ), where Â is the mean vector (which is the value of the anomaly) and 2 > 0 is the variance, which is supposed to be known. The GLR test decides between the null hypothesis, H 0 = {Y∼N(0, 2 I n )}, and the alternative hypothesis, H 1 = {Y∼N(Â, 2 I n )}, by comparing between the generalized likelihood ratio, L(Y), and a given value of the threshold, h(˛).
where .
2 is the Euclidean norm,
is the probability distribution function (PDF) of Y. Rewriting equation (8) gives:
In Eq. (9), we obtain the maximum estimate of Â asÂ = argmin
When L exceeds the threshold h(˛), the GLR test chooses
Typically, the threshold, h(˛), is chosen to achieve a desired probability of a false alarm, predefined a priori (Lehmann, 1996) .
Notice that Y t ∼N(Â, 2 )} under H 0 and consequently L has a central 2 distribution with one degree of freedom. Moreover, H 0 can be rejected at the significance level ˛ if the observed value of L(Y) is larger than the (1 − ˛)th quantile of the 2 1 distribution. The power function is given by:
where F 1, (Y) is the non-central 2 (1, ) distribution with one degree of freedom and non-centrality parameter (Â) = 1 2 P ⊥ H Â 2 2 . The goal of this study is to exploit the advantages of the GLR test and those of MSPLS modeling to reach improved detection performance compared to the conventional PLS-based GLR method. We thus merge the GLR test with MSPLS to enhance its fault detection ability.
The MSPLS-based GLR fault-detection scheme
In this section, MSPLS is coupled with GLR hypothesis testing to design an innovative fault detection scheme with improved detection abilities. In general, we obtain the model first and then perform the fault detection procedure accordingly. MSPLS indicates the capabilities of the modeling and monitoring process at different frequency bands. MSPLS using wavelets is used for data denoising and for reducing autocorrelation in the data. After the reference MSPLS model is identified, it is used to monitor the abnormal events (faults) in the process that may lead the process to depart from its normal state. Specifically, the residuals of the response variables are used as indicators of faults (See Table 2 ). Combining the advantages of MSPLS with those of the GLR monitoring scheme should result in an improved fault detection system.
In this approach, the GLR test is applied to the residuals of the response variables obtained from the MSPLS model. As Table 2 -MSPLS-based GLR fault detection algorithm.
Given:
• The training data set (X and y) representative of a normal condition. This is necessary to build the reference MSPLS model and to set the control limits.
• A predefined false alarm probability, ˛0, 2. Data pre-processing:
• Auto-scale the data by removing the data mean and scaling the variance to unity. 3. MSPLS training phase:
(1) Construct a MSPLS model using the training data.
(2) Determine the number of LVs using cross-validation technique or any other model selection method, (3) Express the output matrix as a sum of predicted and residual matrices as given in Eq. (7), 4. MSPLS-based monitoring phase:
(1) For a new sample data, apply the same scaling used in the training phase.
(2) Compute the model output residuals, F.
(3) Compute the GLR threshold, h(˛). (4) Compute the GLR decision function, L(F), and check whether there is any violation of its threshold, h(˛).
given in Eq. (7), the output vector, y, can be written as the sum of a predicted vector,ŷ, and a residual vector, F, i.e., y =ŷ + F.
The residual of the output variable, F = [f 1 , . . ., f t , . . ., f n ], which is the difference between the observed value of the output variable, y, and the predicted value,ŷ, obtained from the MSPLS model is a potential fault indicator. Under nominal conditions, no abnormalities occur in the monitored process; thus, the value of residuals fluctuates around zero due to measurement noise. A significant departure from zero residual reveals important deviations from normal behavior, indicating that the inspected process is running under abnormal conditions. Thus, the fault-detection problem can be addressed as a binary hypothesis testing problem, considering two hypotheses: the null hypothesis, H 0 , where F is fault-free and the alternative hypothesis, H 1 , where F contains a fault. The GLR-based test is used to make decisions between the null hypothesis, H 0 , (absence of anomalies) and the alternative hypothesis, H 1 , (presence of anomalies). In such cases, to know whether the process is under control, we test the following hypotheses:
To test whether H 0 should be rejected in favor of H 1 , we use the GLR test presented in Section 4.
Monitoring a simulated distillation column
In this section, the ability of the proposed MSPLS-GLR technique to detect faults is applied to simulated data and the results are compared with those obtained using the traditional PLS-GLR method. In all monitoring charts, the red-shaded area is the region where the fault is injected to the test data while the 95% control limits are plotted by the horizontal dashed line. 
Process description
The method is tested using a distillation column process simulated by Aspen (see Madakyaru et al. (2013) for details) with added zero-mean Gaussian noise, where the predictor variables consist of ten temperatures (Tc) in different stages of the monitored column, feed flow rates and reflux stream, and the composition of the light component in the distillate stream represents the response variable. A distillation process, which is one of the most common operations in the chemical industry, is schematically shown in Fig. 4 . The Aspen simulator is used to generate 1024 data samples to be used in constructing the reference MSPLS model. The parameters of the nominal steady-state operating conditions used in the distillation column simulation are given in Table 3 . Fig. 5 shows the dynamic input-output data of the distillation column around the nominal operating condition to which noise of Signal-toNoise Ration (SNR) of 10 is added. These data are used for model development and testing purposes. The first 512 data points are used for training the PLS model and the latter 512 data points are used for testing purposes. Based on crossvalidation technique, three LVs are needed for the MSPLS model. To evaluate the performance of the inferential model, two numerical criteria were used: R 2 and the root mean square error (RMSE). These were calculated as follows: are distributed along the regression line, i.e., for the studied time series, the slope of the regression line between observed and predicted values is not significantly different from 1 and the y-intercept is not significantly different from 0. The models were thus successful in accounting for most of the significant autocorrelations present in the data, and there is no indication of a curvature or other anomalies. According to Fig. 6 the scatter plots of observed and predicted data indicate a reasonable performance of the selected models.
where y t are the measured values,ŷ t are the corresponding predicted values by the PLS model and n is the number of samples. The constructed MSPLS model predicts well with R 2 = 0.97 and a low RMSE of 0.028.
In general, we have to obtain the model first and then perform fault detection procedures accordingly. Before applying the MSPLS-GLR chart to fault detection, we need to check whether the residuals of the response variables follow a Gaussian distribution to ensure that the data are well represented using a linear MSPLS model. We can use a Q-Q plot to evaluate the normality of the residuals of the response variables. Another straightforward method to get a rough idea of the normality of residuals is to plot a histogram of the residuals. The Q-Q plots in Fig. 7 evaluates the normality of the output residuals. The curve of the left of shows that the output residual obtained from MSPLS is normal; the curve of the right confirms that the residuals are normal. The histogram on the right panel of Fig. 7 indicates that the normality assumption appears to be a reasonable one.
Next, we check for the absence of autocorrelation in the residuals of the MSPLS model, which is assumed to be uncorrelated. If this assumption is satisfied, the autocorrelation function of the residuals will have no significant spikes at any non-zero lags. Fig. 8 indicates that the residuals of the response variables are not significantly correlated.
Detection results
After the model is identified, it is used to monitor abnormal events (faults) in the distillation column process that may lead the process to depart from its normal state. Three different cases of faults were simulated to assess the proposed algorithms: an abrupt fault, an intermittent fault and a drift fault. We compared the results with results from a PLS-GLR monitoring scheme. The false alarm rate (FAR) and miss detected rate (MDR) are often used to assess the efficiency of different monitoring techniques. MDR captures the number of faults that are wrongly judged as normal observations (missed detection) over the total number of faults. The FAR captures the number of normal observations that are wrongly judged as a fault (false alarm) over the total number of fault-free data.
FAR =
number of false alarm incidents number of fault free observations (17) MDR = number of missed detection total number of faults (18) The smaller the values of MDR and FAR, the better the performance of the corresponding monitoring method. SNR is typically defined as the ratio of the signal power to the average noise power, and it is typically measured in dBs. Here, SNR is measured as the ratio of the standard deviation of the signal's excitation to the standard deviation of the noise. More specifically, after the error-free data set is generated, measurement errors are added to the true values at each time instant to simulate the measured values. The measurement error at each time instant is a random normally distributed vector with a zero-mean and a specified standard deviation (noise level). Changing the noise levels means changing the measurement accuracy and, consequently, changing the SNR.
Case (i): Abrupt anomaly -bias sensor anomaly
In this case study, the detection of an abrupt fault in the temperature sensor is investigated. Two sets of testing data were generated with high and low SNR and then MSPLS and PLS were applied to them. Toward this end, a bias anomaly, which is 2% of the total variation in temperature, Tc 3 , was incorporated into the temperature sensor measurements, Tc 3 , between samples 100 and 150. For data with SNR = 30, the performances of the PLS and MSPLS-based Q and GLR charts are shown in Fig. 9(a)-(d) . PLS-Q is ineffective, as expected, when the magnitude of the fault is relatively small (see Fig. 9(a) ). Fig. 9(c) shows that the MSPLS-Q chart did not detect this simulated mean shift. In this example, the PLS-GLR test resulted in FAR = 10.43% and MDR = 9%. MSPLS-GLR correctly detected this bias faults without false alarms (see Table 4 ). Results of the PLS and MSPLS-based Q and GLR charts in the case of SNR = 5 are shown in Fig. 9(a)-(d) . This example shows that the PLS and MSPLS-based Q chart did not detect the mean shift in this case (see Fig. 9 (a) and (c). Fig. 10(a) shows that the PLS-GLRT is capable of detecting this fault but with the expense of a lot more false alarms and missed detections (i.e., FAR = 46.84% and MDR = 33%). The plot in Fig. 10(b) , clearly shows the capability of our proposed MSPLS-GLR monitoring method to detect small anomalies without false alarms. In the last example with SNR = 5, the MSPLS-GLR chart provides good monitoring performance, and the PLS-GLR chart yields a high missed detection and false alarm rates. This finding can be attributed to the noisy data that can affect the residuals. With low SNR values, it becomes more difficult for the PLS model to accurately predict output. Of course, for data with high SNR values, PLS-GLRT provides an acceptable detection performance but it becomes inefficient for data with low SNR values (see Table 4 ). On the other hand, our MSPLS-GLR method gives good results no matter whether the SNR values were high or low (see Table 4 ). This is because MSPLS modeling provides an optimal solution for decoupling the signal from the noise. It is a great improvement over conventional PLS. Table 4 shows that when SNR values increase, the MDR and FAR increase quickly and the performance of the PLS-GLR chart decreases. In addition, compared with the PLS-based Q, the GLR chart and the MSPLS-Q chart, MSPLS-GLR significantly increased the detection efficiency of incipient faults. The superiority of the MSPLS-GLR method over other charts can be confirmed by the results in Table 4 , showing that the MSPLS-GLR method has the lowest FAR and MDR compared to the PLS-GLR monitoring method.
Case (ii): Intermittent anomalies -intermittent bias sensor anomaly
In this case study, the performance of the MSPLS-GLR method is assessed and compared to that of the PLS-GLR method by their ability to detect intermittent anomalies in a simulated distillation column. Two sets of training data were generated with high and low SNR (i.e., SNR = 30 and SNR = 5) and then a small bias level of 2% of the total variation in temperature, Tc3, was introduced between the sample intervals [150, 250] and [350, 400] . Application of the PLS and MSPLS-based Q and GLR charts to the testing data with SNR = 30 is shown in Fig. 11(a)-(d) . The PLS and MSPLS-based Q charts exhibit very poor fault detection performance (see Fig. 11 (a) and (c) and Table 5 ). This example shows that the Q chart is not sensitive to small faults. The PLS-GLR chart is shown in Fig. 11(b) . The PLS-GLR statistic clearly violate the control limit and thus the ability of this chart to detect this anomaly, but it resulted in several false alarms and missed detections (i.e., FAR = 13.14% and MDR = 15.5%). Fig. 11(d) shows that the MSPLS-GLR method performs well without false alarms but with a few missed detections (MDR = 2.5%). Monitoring results of the case with SNR = 5 are given in Fig. 12(a)-(d) . Fig. 12(a) and (c) shows that the PLS and MSPLSbased Q charts cannot detect intermittent faults effectively (see Table 5 ). The PLS-GLR method resulted in a FAR and a MDR of 46.47% and 30.5%, respectively. The MSPLS-GLR method resulted in a lower FAR and MDR of 0.64% and 5.5%, respectively. Compared with all other charts, MSPLS-GLR chart had significantly increased detection efficiency of incipient faults (see Table 5 ). The results show that our proposed method provides favorable performance for the detection of intermittent faults (Table 5) . As a matter of the fact, the results of this case study confirm that merging MSPLS modeling with GLR testing enhances the ability to detect incipient faults compared with conventional PLS-based charts.
Case (iii): Gradual anomaly -slow drift sensor anomaly
This case is aimed to assess the potential of the MSPLSbased GLR anomaly detection scheme to detect a slow drift anomaly. Two sets of testing data were generated with high and low SNR respectively (i.e., SNR = 30 and SNR = 5). A slow drifting sensor anomaly with a slope of 0.01 was added to the temperature sensor, Tc 3 , starting at sample 250 and lasting until the end of the testing data. For the testing data with SNR = 30, monitoring results of PLS and MSPLS-based Q and GLRT statistics are shown in Fig. 13(a)-(d) . The PLS-Q chart is presented in Fig. 13 )(a), in which we can see that a signal is first given at sample 313 with a significant false alarm rate (i.e., FAR = 22.4%). Fig. 13)(b) shows that the PLS-GLRT chart detected an anomaly at sample 300, but with several false alarms (i.e., FAR = 13.2%). Fig. 13 )(c) shows the monitoring results of the MSPLS-Q chart. A signal is first detected at sample 323. The new chart, MSPLS-GLRT, increased linearly from sample 250, exceeding the control limits at signal 295 (see Fig. 13(b) ). The superiority of the MSPLS-GLRT chart over the PLS-based Q and GLRT and MPLS-based-Q chart is verified again, both in its sensitivity and detection rate. For testing data with SNR = 5, results of the PLS and MSPLSbased Q and GLR charts are shown in Fig. 14(a)-(d) . Fig. 14(a) shows that the PLS-Q method is indeed ineffective in detecting small and persistent mean shifts when the SNR is small. It can be observed that the performance of the PLS-GLR method can be significantly affected by data with low SNR and can yield a high false alarm rate (FAR = 51.6%), see Fig. 14(b) . The MSPLS-Q chart is shown in Fig. 14(c) , which indicates the first signal at the sample 364. The results of the MSPLS-GLR method which are given in Fig. 14(d) , clearly show the capability of this chart in detecting this small anomaly without false alarms. The plot shows that the MSPLS-GLR chart detects the first signal at the 304th observation. Therefore, fewer extra observations are needed for the MSPLS-GLR chart to detect a signal compared to the other charts. This case study clearly shows the superiority of the MSPLS-GLR method over the PLS-GLR method.
In summary, the idea behind the MSPLS fault detection method is to construct multiple PLS models using wavelet coefficients (detail signals) at different scales, and then use these models in process monitoring. Thus, the developed MSPLS-based GLR process monitoring algorithm is more sensitive to anomalies than the conventional PLS approach because wavelet representation is an efficient denoising tool and wavelet coefficients are less autocorrelated than the actual process data. From this case study, it can be seen that using multiscale representation to develop a MSPLS modeling algorithm and then merging it with GLR hypothesis testing improve the fault detection abilities of PLS-based hypothesis testing fault detection methods even further.
Conclusion
Statistical process control is an important statistical tool for monitoring chemical processes. Data observed from chemical processes are usually noisy and correlated in time, which makes the fault detection more difficult as the presence of noise degrades fault detection quality and most methods are developed for independent observations. Multiscale representation of data using wavelets is a powerful feature-extraction tool that is well suited to denoising and decorrelating time series data. This paper proposes an innovative statistical method to monitor multivariate input output systems, which is based on a multiscale PLS (MSPLS) algorithm and generalized likelihood ratio (GLR) test. MSPLS has been used in this work as a modeling framework for fault detection using GLR hypothesis testing. In addition, MSPLS using wavelets is used for data denoising and reducing autocorrelation in the data. The GLR test is applied on the uncorrelated residuals obtained from the MSPLS model. Data of the simulated distillation column are used to validate the advantages of the MSPLS-based GLR fault detection method. Results show that the combined use of MSPLS models and GLR hypothesis testing can achieve better fault-detection efficiency than the PLS-based GLR method. This work can be extended to handle nonlinear processes with uncertainty in the measurements. To do that, we plan to develop a fault-detection approach based on multiscale kernel PCA or multiscale kernel PLS.
