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Debugging\ bekannt, erfordert zumeist wesentlich mehr Zeit
als das eigentliche Erstellen des Programms. International spricht man von der H

alfte bis zwei Drittel der
Kosten und der Zeit, die { bezogen auf das gesamte Projekt { hierauf entfallen.
Nun ist der gegenw

artige Zustand der, da ein Programm

ublicherweise getestet wird durch eine gewisse
Anzahl von Beispiell







uberdecken und alle eventu-
ellen Fehler aufdecken. Sicher kann man bei dieser Verfahrensweise danach allerdings nicht sein, da das
Programm tats

achlich immer das leistet, was es soll, da es also korrekt ist! Eher im Gegenteil! Bei einem
nur einigermaen anspruchsvollen Programm kann man sicher sein, da es auch nach einer solchen Test-
phase noch Fehler enth






uckkehr zur Testphase eine entscheidende Rolle.









uber Absturz von Flugzeugen bis zur Ausl

osung eines Krieges ist
vieles denkbar). Vor einigen Jahren f

uhrte ein Softwarefehler zum unkorrigierbaren Abbruch der Funkver-
bindung mit der Weltraumsonde Phobos I, die die entfernteren Planeten unseres Sonnensystems erkunden
sollte | ein Milliardenverlust!
Diese Situation ist ein Widerspruch zu der Tatsache, da das Computerprogrammieren eigentlich als eine
"
exakte Wissenschaft\ angesehen werden mu. Dabei beziehe ich mich auf die etwa zu Beginn unseres
Jahrhunderts

ubliche Einteilung der Wissenschaften in exakte, empirische und Geisteswissenschaften, wobei
zu den exakten Wissenschaften traditionell die Mathematik und die Physik zu z

ahlen sind. Die Computer-
programmierung ist nun exakt in dem Sinne, da alle Eigenschaften eines Programms und alle Konsequenzen
seiner Ausf

uhrung in einer gewissen Umgebung (Hardware, Compiler usw.) prinzipiell rein deduktiv aus dem
Programmtext abgeleitet werden k

onnen!
Das legt es nahe,

ahnlich wie z.B. in der Geometrie und in anderen Teilgebieten der Mathematik die
axiomatische Methode auf die
"
Theorie der Programme\ anzuwenden! Das heit, Axiome und Schluregeln
anzugeben, die es gestatten, interessierende Programmeigenschaften zu beweisen.
Der Nutzer eines Programms ist in der Regel nicht interessiert an Implementationseinzelheiten, oft auch
nicht an den verwendeten mathematischen Verfahren, sondern oft nur an der Wirkung des Programms
(\wenn ein l






die eingegebenen Elemente\). Deshalb ist eine Sprache n







oen des Programms S die Eigenschaft p haben, so haben die Ausgabe-
gr

oen nach Beendigung der Ausf

uhrung von S die Eigenschaft q.
Die Formalisierung einer solchen Sprache erlaubt zugleich (mindestens) zwei Ziele zu verfolgen:
 Programmdokumentation
 Programmverikation
Zu letzterem ist eine formalisierte Theorie f

ur solche Aussagen wie oben zu schaen. Dann hat man mit der





Fassung der Semantik dieses Programms, genannt axiomatische Semantik. Solche formalisierten Theorien
erlauben es prinzipiell, den Ableitungs{ bzw. Beweisproze wiederum selbst einem Computer zu

uberlassen
bzw. sich durch ihn unterst








ule - international auch Programmsysteme zur automatischen Programmverikation (meist
allerdings noch auf Experimentalebene).
Die Forderung des Beweisens der Korrektheit von Programmen (ob
"
von Hand\ oder automatisch), nicht




d.h. die Methode des Programmentwurfs (Entwicklung
"
spezizierter Programme\) und der Programmdo-
kumentation. Entsprechende Bemerkungen dazu dann im Verlauf dieser Vorlesung.
Hier noch einige Bemerkungen zur Geschichte:
Die Einf

uhrung der axiomatischen Methode in die Theorie der Programmierung stammt von C.A.R. Hoare
mit einer grundlegenden Arbeit von 1969, in der er sich auch auf gewisse Vor

uberlegeungen vonR.W. Floyd
(1967) beruft. Danach entstand eine Flut von Arbeiten zur
 Entwicklung konkreter Beweissysteme f

ur die verschiedensten Programmkonstruktionen
 Entwicklung der Theorie der Korrektheit von Programmen
 Entwicklungder axiomatischen Semantik
 Entwicklung von automatischen Verikationssystemen
Nat

urlicherweise werfen die aufgestellten Beweissysteme eine F

ulle rein logischer Fragen auf, der sich die
Mathematiker und Logiker annahmen:







gorithmischen Logiken\ und metamathematischen Grundlagenuntersuchungen, die inzwischen eigenst

andige
Bedeutung im Grenzgebiet zwischen Logik, Mathematik und Informatik haben.
Erstmals auf eine reale Programmiersprache angewendet wurde das axiomatische Herangehen auf PASCAL
durch Hoare selbst und N. Wirth 1973, inzwischen auch auf weitere, z.B. auf EUCLID 1978. Gegenw

artig





rekursive Prozeduren, um nur einiges zu nennen. In dieser Vorlesung allerdings werden nur die Anf

ange
bzw. Grundlagen behandelt, dies aber so, da der Anschlu an die gegenw

artige Forschung hergestellt und
die selbst

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1.3 Vorbemerkungen zum allgemeinen Kalk

ulbegri
Die Formalisierung mathematischer u.a. Theorien ist notwendig f

ur :





Beherrschung\ der Theorie durch den Computer




ule, generell ist die
Formalisierung aber nicht darauf beschr

ankt.
Notwendig zur Formalisierung einer Theorie, zum Aufbau eines formalen Kalk

uls ist die





sei ein Alphabet, L die Menge der Ausdr

ucke: L  Z

ist die zugrundegelegte Sprache.
2. Festlegung der Satzmenge, der Menge S der Theoreme: S  L.
Dazu existieren zwei M

oglichkeiten :















ultig\,. . . )
 syntaktisch deniert | mit Hilfe einer sogenannten Ableitbarkeitsrelation
Beide denieren jeweils einen H

ullenoperator F (d.h. eine Abbildung mit bestimmten Eigenschaften), der
einer Teilmeng A  L wieder eine Teilmenge B  L zuordnet, wobei insbesondere F (S)  S sein mu.
Bei den syntaktisch denierten formalen Kalk

ulen wird die syntaktische Ableitungsrelation ` im allgemeinen
mit Hilfe von Axiomen und Schluregeln deniert.
Ein Theorem aus S ist dann immer das letzte Glied einer endlichen Ableitungskette bzw. eines Beweises.
In eine Ableitungskette bzw. einen Beweis darf jedes Axiom geschrieben werden, und dazu jeder Ausdruck,




Es seien A und B Ausdr

ucke (z.B. der Pr








































Ist X eine Menge von Ausdr

ucken und ` eine wie oben denierte Ableitungsrelation, so bedeutet X ` B,
da B aus X ableitbar (beweisbar) ist, in derselben Weise wie oben erl

autert, nur da zus

atzlich zu den
Axiomen jeder Ausdruck aus X in die Ableitungskette aufgenommen werden darf.














Im folgenden haben wir es stets mit
"
formalisierten Theorien 1. Stufe\ bzw.
"
formalisierten elementaren











uls erster Stufe sind (mit den gerade ben

otigten
speziellen Individuenvariablen, Funktionen- und Pr

adikatensymbolen). L ist damit eine sog.
"
elemen-




ul erster Stufe zeichnet sich dadurch aus, da die Quantoren nur
f

ur Individuenvariablen zugelassen sind.)
2. die Satzmenge syntaktisch durch eine Ableitungsrelation deniert ist, d.h. es gen

ugt, die Menge A der
Axiome und eine Menge R von Schluregeln zur Festlegung der Satzmenge anzugeben.
Zusammenfassung
Zur Festlegung einer formalisierten elementaren Theorie T ist also ein Tripel anzugeben: T = (L;A;R).

















uckzurufen (Wiederholung!) - bzw. f

ur diejenigen, die wie die Informatikstudenten noch nicht
in den Genu einer Pr



















Grundsteinlegung\ dieser Vorlesung mu auf die (im




agige Vorlesung bzw. auf das Selbststudium der Literatur
verwiesen werden.
V Menge der Individuenvariablen, kurz Variablen z.B.: x; y; z; : : : ; a; b; c; : : : ; i; j; k; : : :
true , false logische Konstanten (statt W,F)










vorkommenden Funktions- bzw. Operationssymbolen),
z.B.: a+ b; i  j; f(x; y); 2n + 1; x!; a
b























ublichen Termbildungsregeln kommt noch die Bildung sog. bedingter Terme
hinzu:









fi 2 TERM .
F

ur b 2 BAUS; p; q 2 AUS sei




(b ^ p) _ (:b ^ q):
Derartige bedingte Ausdr

ucke sehen wir der Einfachheit halber auch als Elemente von AUS an.
Beispiel 2
zu BAUS :
a+ b = b+ a
x < y
n  5 ^ y  0
x 6= 0! (1=x)
 1
= x
x = 0 _ 1=(1=x) = x
zu AUS :
8a8b(a+ b = b+ a)
8x9y(x+ y = 0)




der Festlegung einer elementaren Theorie
Im Alphabet sei speziell gegeben:
Individuensymbol : e
zweistelliges Funktionssymbol: 
Damit ist die Sprache L umrissen.




8x8y8z ((x  y)  z = x  (y  z))
8x(e  x = x)
8x9y(y  x = e)
Hinzu kommen die logischen Axiome mit (logischen) Schluregeln.
Damit ist die elementare Gruppentheorie als syntaktisch denierte formalisierte Theorie gegeben.






uhren wir noch folgende Bezeichnungen ein:
D Individuenbereich (Wertebereich),
= Interpretation
ist eine eindeutige Abbildung der Funktionssymbole, einschlielich der Individuenkonstanten in die
Menge der Funktionen (einschlielich Konstanten)

uber D, der Pr





;  Belegung, Zustand
ist eine eindeutige Abbildung  : V ! D
ST Menge aller Zust

ande
Zur Auswertung der Terme und Ausdr

ucke sind zweistellige Funktionen
wert
=
gegeben, deren Argumente der auszuwertende Term (bzw. Ausdruck) und der (aktuelle) Zustand sind.
Die Abh

angigkeit von der gegebenen Interpretation ist in der Bezeichnung ebenfalls ausgedr

uckt; sie
wird im weiteren oft weggelassen werden.
wert
=
(t; ) 2 D; f

ur t 2 TERM;  2 ST
wert
=
(p; ) 2 fW;Fg f











(p; ) = W f




















eine formalisierte Theorie erster Stufe mit Identit

at, z.B. die elementare Gruppentheorie, die elementare
Arithmetik usw.





uls, erweitert um einige Hilfssymbole wie :=; ; ; if
, then , else , while (Progammjunktoren) und Klammern, seien zwei weitere Sprachen festgelegt:
 die Menge PR der Programme (Programmiersprache), und mit deren Hilfe





Die konkrete Festlegung dieser Sprachen erfolgt im Detail im weiteren Verlauf der Vorlesung.
Bei gegebener Interpretation= wird die Semantik der Programme und Spezikationen durch weitere geeigne-
te Fortsetzungen der Interpretation (analog wie oben zur Auswertung der Terme und Ausdr

ucke) bestimmt,








: PR ST  ! ST ist eine partielle Funktion
wert
=





ublichen Sprechweisen werden nun auf Spezikationen erweitert:
 2 SP heit g







(; ) =W f

ur alle  2 ST gilt.
= heit dann ein Modell von .




ist nun gegeben durch














d.h. eine Erweiterung von T
0
um Sezikationen sowie um Axiome, die selbst Spezikationen sind, und
spezische Schluregeln f























ur uns interessant sind nur die Axiome aus A
SP
und die Regeln aus R
SP
, nicht die Axiome und Regeln der






ur viele Theorien, z.B.





Deshalb abstrahieren wir von diesen in folgender Weise :
F

ur eine feste Interpretation = sei
TR
=
= fp j p 2 AUS ^ j=
=
p g;
d.h. alle bei der Interpretation = g

ultigen Formeln p (das ist eine semantisch denierte Satzmenge). Gegen-
stand des Interesses sind nunmehr formalisierte Theorien
T
=



















) heit Beweissystem f

ur Programme.  heit Theorem von B bei der Inter-







, genau dann, wenn  Spezikation ist ( 2 SP) mit  ist
beweisbar (ableitbar) in T
=
.
Der Entwurf von Axiomen und Schluregeln f

ur eine bestimmte Programmiersprache PR beruht auf einem
bestimmten Verst

andnis der Programme und Spezikationen, d.h. auf einer gewissen Auswahl m

oglicher
Interpretationen (und deren Fortsetzung f

ur Programme und Spezikationen). Das Beweissystem darf nicht
im Widerspruch zu der ausgew

ahlten Klasse INT der Interpretationen stehen.
Denition 2.2
Ein Beweissystem B f

ur Programme heit widerspruchsfrei (korrekt) bez

uglich einer Klasse INT von
Interpretationen genau dann, wenn f

ur alle = 2 INT und alle  2 SP gilt : wenn `
T
=















amissen (bei =) stets die G

ultigkeit der conclusio folgt.
Lemma 2.1





1. = ein Modell von A
SP
ist, d.h. alle Axiome aus A
SP
sind in = g

ultig, und
2. jede Schluregel aus R
SP
korrekt bei = ist.
Beweis




ange der Ableitung :
Seien 1. und 2. erf

ullt und es gelte f

ur  2 SP, da `
T
=




a)  ist Axiom, d.h.  2 A
SP
. Aus 1. folgt dann j=
=
.




; : : : ; 
n
















(1  i  n):
Ist 
i



















ultig sind, da auch die conclusio g

ultig




Die zweite interessierende Eigenschaft f

ur Beweissysteme ist die, ob alle durch Spezikationen beschreibbaren
g













uglich einer Klasse INT von Interpretationen)
genau dann, wenn f








Das Beweissystem ist also vollst

andig, wenn alle g






ogliche Spezikationen und deren Bedeutung
Es werden Beispiele f

ur die Syntax von SP und m

ogliche Fortsetzungen der Interpretation = auf  2 SP
angegeben.




2 PR;  2 ST
a) Partielle Korrektheit




(fpgSfqg; ) =W genau dann , wenn gilt :
Wenn wert
=
(p; ) =W und val
=









ultig ist bei , so ist q g

ultig bei dem Zustand, der durch die Abarbeitung von S bei 











ur das Programm S
0
:























 2 SP hat dieselbe Form wie oben, aber folgende Bedeutung :
wert
=










(S; )) =W .
Bei dieser Semantik der Spezikation gilt bez

uglich (1), (2), (3) und (4) :
(1) und (4) gelten, (2) und (3) aber nicht.
Sprechweisen f

ur a) und b):
p ist Precondition, Vorbedingung bzw. Eingangsbedingung





Das Programm S ist partiell (bzw. total) korrekt bez

uglich p und q bei der Interpretation =.\ fpgSfqg
heien auch Korrektheitsformeln.
c) Termination




(fpgS; ) =W genau dann, wenn gilt :
Wenn wert
=
(p; ) =W , so ist val
=
(S; ) deniert.






























starke \ Gleichheit, d.h. wenn eine von beiden Seiten deniert ist, so ist es







































; y := x  x ) y := 0
f) termweise Korrektheit















g; ) =W genau dann, wenn gilt :
val
=




















Im folgenden sei die Menge SP , d.h. die Menge der Spezikationen, stets wie bei den Beispielen a) festgelegt,







sei die kleinste Menge von Zeichenreihen, f

ur die gilt :
(0) skip 2 PR
0
,



































ur Programme aus PR
0




x := x + y
if x 0 then y := x else y := x fi ; z := y - x;












unftige\ Interpretation (d.h. Modell der zugrundegelegten Theorie) :
j=
=




fn > 5gskip fa + b = b + ag
j=
=
fx = 3g if x 0 then x := x + y else x := x - y fi fx = y + 3g
j=
=
ftrueg x := x + 1 f9y(x = y + 1)g
j=
=








Diese angegebene Schluregel ist ein Schluregelschema, steht also f

ur eine Schar konkreter Regeln.
2.
ftruegx := 0; y := x+ 1fx = 0 ^ y = 1g
ftruega := 0; b := a+ 1fa = 0 ^ b = 1g
Dies ist im Gegensatz zum vorigen Beispiel eine konkrete Schluregel, kein Schema. Oensichtlich ist
sie aber verallgemeinerungsf





Die hier angegebene Schluregel ist richtig, obwohl sie verbl

uend aussieht. Sie ist deshalb korrekt,
weil f

ur die Korrektheit einer Schluregel nur verlangt ist, da die conclusio g






ultig ist. Es ist aber im allgemeinen j=
=
x = 0 keine g

ultige Formel. Sie ist deshalb
hier angef





ur den Umfang aller g

ultigen Formeln zu vermitteln, der durch ein
vollst

andiges Beweissystem erfat werden mu.
3.1.1 Das HOAREsche Beweissystem f

ur Geradeausprogramme






(0) Das skip {Axiom (oder Leeraxiom) :
L : fpg skip fpg































































a) Verikation, da das Programm S
z := x; x := y; y := z
die Werte von x und y vertauscht.
Der Beweis erfolgt von
"
hinten nach vorn\.
1. nach Z : `
H
0
fz = a ^ x = bgy:=z fy = a ^ x = bg
2. nach Z : `
H
0
fz = a ^ y = bgx:=y fz = a ^ x = bg
3. nach Z : `
H
0
fx = a ^ y = bgz:=x fz = a ^ y = bg
4. Anwendung von R
;




fx = a ^ y = bgz:=x; x:=y fz = a ^ x = bg
5. Anwendung von R
;




fx = a ^ y = bgz:=x; x:=y; y:=z fy = a ^ x = bg
b) Verikation, da nach Ausf

uhrung von S
x := a  b; ifx  0 thenskipelsex :=  x fi




ftruegx:=a-b fx = a  bg






true! a  b = b  a
ableitbar in H
0
, d.h. 2 TR
=
folgt :
true! a  b = b  a; fa  b = a  bg x:=a-b fx = a  bg; x = a  b! x = a  b




fx = a  b ^ a  b  0gskip fx = a  b ^ a  b  0g




fx = a  b ^ a  b  0gx:=-x fx = b  a; a  b < 0g













x = a  b ^ a  b > 0! q








fx = a  b ^ x  0gskip fqg
R
!








fx = a  b ^ :(x = 0)gx:=-x fqg
R
!








fx = a  bgif x 0 then skip else x := -x fi fqg
Anwendung von R
if




q ! x =j a  b j
10. ftrueg S fx =j a  b jg wegen Anwendung von R
;
auf 1 und 8 und auf 9.




















; : : : ;
n





artsanwendung der Regel r auf das (Beweis-)
"





. Dann ist jedes Teilziel wiederum als Ziel anzusehen und es sind dessen Teilziele zu suchen, bis






ot. Hat man auf diese Weise
alle Teilziele
"
erreicht\, so ist der Beweis gelungen. (Man k

















Am Beispiel des letzten Beweises f

ur S :
x := a  b; ifx > 0 thenskipelsex :=  x fi




(1) f a  b = a  b g
| {z }
true
x := a  b fx = a  b g (wegen (Z))





(3) fx = a  b ^ x  0 g skipfx = ja  bj g





(5) x = a  b ^ x  0 ! x = a  b ^ x  0 (2 Tr
=
)
(6) fx = a  b ^ x  0 g skipfx = a  b ^ x  0 g (wegen (L))







(8) x = a  b ^ x < 0 !  x = ja  bj (2 Tr
=
)
(9) f x = ja  bj gx :=  x fx = ja  bj g (wegen (Z))
(10) x = ja  bj ! x = ja  bj (2 Tr
=
)
Damit ist der Beweis erbracht.
3.1.2 Semantik der Geradeausprogramme
Die Frage der Korrektheit und der Vollst

andigkeit des Beweissystems H
0
bleibt zu untersuchen. Vorausset-
zung daf















 ST 7 ! ST
wird induktiv

uber den Aufbau von S deniert.
Denition 3.2








2 ST und = eine Interpretation.
0.) val
=
(skip; ) = 
val
=






(y) 8 y 2 V mit y 6= x
wert
=




























; ); falls wert
=





; ); falls wert
=
(b; ) = F







uglich jeder Interpretation = , d.h. f











Wird entsprechend Lemma 2.1 auf Seite 8 gef

uhrt. Sei = eine beliebige Interpretation.
1.) = ist Modell von A
SP
:
a) Sei  2 ST beliebig und sei wert
=


















) mit (y) =

(y) f ur y 6= x
wert
=
(t; ) f ur y = x


















g x := t fpg :
2.) Jede Schluregel aus R
SP
ist korrekt:
c) Sei j= fpg S
1
fqg (*) und j= fqg S
2
frg (**). Sei  2 ST beliebig und wert
=
(p; ) = W










































3.) Sei j= fp^ bg S
1
fqg (+) und j= fp^ : bg S
2
fqg (++). Sei  2 ST mit wert
=
(p; ) = W:
Fall a) wert
=
(b; ) = W , dann wert
=











(if : : : ; )) = W
Fall b) wert
=
(b; ) = F , dann wert
=











(if : : : ; )) = W =) j=
=





4.) Sei j= p ! p
1
(*) , j= q
1




g (***). Sei  2 ST mit
wert
=





































 sei beliebige Spezikation : fpg S fqg mit p; q 2 AUS; S 2 PR
0
. Es sei j=
=
fpg S fqg . Beweis
induktiv

uber Aufbau von S.
0.) Induktionsanfang
0.1) S  skip : j=
=
fpg skip fqg . D.h., wenn f

ur  2 ST wert
=





(skip; )) = W , also wert
=
(q; ) = W . Damit ist j=
=
p! q , d.h. p! q 2 TR
=
.
Nach Axiom (L) : `
=
fpg skip fpg , deshalb folgt wegen R
!





fpg skip fqg .
0.2) S  x := t, j=
=
fpg x := t fqg d.h., wenn wert
=











(t; ) f ur y = x
(y) sonst




































fpg x := t fqg
Bemerkung









ahigkeit\ der Sprache AUS, der sogenannten
"
assertion language\.





























- Existenz einer Zwischenbehauptung (
"
intermittent assertion\)!
























fpg S fqg : D.h., wenn wert
=















; ); falls wert
=





; ); falls wert
=
(b; ) = F
Also, wenn wert
=










; )) = W ,
d.h. j=
=
fp ^ bg S
1
fqg . Wenn aber wert
=






; ) = W , also
j=
=
fp ^ :bg S
2
fqg . Nach Induktionsvoraussetzung gilt also :
` fp ^ bg S
1
fqg und ` fp ^ :bg S
2
fqg . Nach R
if
gilt ` fpg S fqg . Damit ist der Beweis
erbracht, falls die mit ! gekennzeichnete Aussage der Existenz einer Zwischenbehauptung bewiesen













Nach Denition der partiellen Korrektheit kann f

ur jedes Programm S stets true als richtige Nachbedingung,
false als richtige Vorbedingung gew

ahlt werden (das ist eine stets korrekte Spezikation). Zur Beschreibung
der Wirkung eines Programms S sind aber schw










fx = 0g x := x+1 fx = 1g Hier ist ohne Zweifel zur Vorbedingung die bestm

ogliche Nachbedin-
gung angegeben und umgekehrt. Im Gegensatz dazu :
j=
=
fx = 0g x := x + 1 fx > 0g ist nicht bestm

ogliche Nachbedingung zu gegebener Vorbedingung. Es
ist nicht oensichtlich, was beste Nachbedingung zu gegebener Vorbedingung ist :
ftrueg x := x+ 1 f?g
Vergleiche : j=
=
ftrueg x := 1 fx = 1g , aber ftrueg x := x+ 1 fx = x+ 1g :
Denition 3.3
Bei gegebener Interpretation = heit p 2 AUS eine schw

achste Vorbedingung, (q eine st

arkste Nachbedin-
gung) zu dem Programm S bez






(S; p), genau dann, wenn
a) j=
=
fpg S fqg und
b) F

ur alle r 2 AUS gilt:
 wenn j=
=











: : : weakest precondition
sp
=











ucke zuordnen. { (DIJKSTRA'sche Pr

adikattransformer)




Es seien = eine Interpretation p; q 2 AUS; S 2 PR, so da wp
=
(S; q) 2 AUS und sp
=
(S; p) 2 AUS:
 j=
=










(S; p) ! q
Der Beweis ist eine gute

Ubung ! (Umsetzung der Denitionen)
Denition 3.4
Man sagt, ein Ausdruck p stellt eine Menge B von Zust





(p; ) = W genaudann;wenn  2 B:
Bemerkung
Oft werden Bedingungen an die Ein-(Ausgangs-)variablen eines Programmes direkt durch eine Zustands-




adikat\ bezeichnet. Im allgemeinen
k

onnen aber nur gewisse Zustandsmengen durch Ausdr

ucke einer vorgegebenen Sprache AUS beschrieben
werden, das h






(S; q) = f j8 (val
=
(S; ) =  ! wert
=
(q; ) = Wg
post
=
(p; S) = f j9 (wert
=
(p; ) = W ^ val
=
(S; ) = )g














fpg S fqg genau dann, wenn
a) f jwert
=





(p; S)  fjwert
=
(q; ) = Wg :
Beweis
a) Es sei P = f jwert
=
(p; ) = Wg











(S; ) =  , so wert
=
(q; ) = W , d.h. j=
=
fpg S fqg :
( !) Sei j=
=
fpg S fqg : Sei  2 P, d.h. wert
=








) = W !  2 pre
=
(S; q): Also P  pre
=
(S;q).











uglich einer Interpretation = und
einer Menge von Programmen PR , kurz
= 2 EXP (AUS;PR);




ucke q und Programme S mit q 2 AUS und S 2 PR ein p 2 AUS




1980 bewies E.R. Olderog, da ein

aquivalenter Begri der Ausdrucksf










ur alle im folgenden betrachteten
Programmklassen PR .
Satz 3.5
Es sei = 2 EXP (AUS;PR); p; q 2 AUS und S 2 PR:
 pre
=









Man beachte die Voraussetzung, da pre
=




uberhaupt dargestellt werden k

onnen.




(S; q) = f j8  val
=
(S; ) =  ! wert
=
(q; ) = Wg
(  )  2 pre
=
(S; q). Es sei r ein Ausdruck, der pre
=
(S; q)darstellt. ! wert
=
(r; ) = W . Nach
Denition von pre
=
(S; q) und der Denition der partiellen Korrektheit gilt : j=
=
frg S fqg (vgl.
Satz oben)




\ (2)) j= r ! p ! wert
=
(p; ) = W .
( !) Sei nun wert
=









(S; ) = , so wert
=










Allein aus der Existenz (in AUS ) von wp
=
(S; q) zu beliebigen S 2 PR und beliebigen q 2 AUS l

at
sich nicht schlieen, da = 2 EXP (AUS;PR). Dazu sind zus

atzliche Voraussetzungen an = zu machen,
die letztlich gerade die Ausdrucksf

ahigkeit von AUS bez







ur jede Interpretation = gilt : = 2 EXP (AUS;PR
0
);










Zu zeigen : f

ur alle S 2 PR
0





uber den Aufbau von S)
Im folgenden sei zu beliebigem q 2 AUS stets B
q
= f j wert
=
(q; ) = Wg .
Induktionsanfang:
0.1) S  skip
pre
=
(S; q) = f j 8  val
=
(S; ) =  ! wert
=
(q; ) = W )g
= f j 8  val
=
(skip; ) =  ! wert
=
(q; ) = W )g
= f j 8  ( =  ! wert
=
(q; ) = W )g
= f j wert
=





(S; q) durch q dargestellt. Nach vorigem Satz gilt also q = wp
=
(skip; q).
0.2) S  x := t
pre
=
(S; q) = f j 8  (
0
=  ! wert
=
(q; ) = W )g















(t; ) f ur y = x
(y) f ury 6= x





























dargestellt. Weiter ist wp
=














; q) (2 AUS) darstellbar f


















; )) = W
also f















































; ))) = W )g























) = W g nach Ind.vor.










; )) = Wg










; q)); ) = Wg nach Ind.vor.







(S; q) wird dann durch


























; q) 2 AUS nach Ind.vor.)
steht. Denn es ist:
pre
=

















; ); falls wert
=





; ); falls wert
=
(b; ) = F
;
= f j (wert
=






; )) = W )
_ (wert
=






; )) = W ) g
= f j (wert
=






; q); ) = W )
_ (wert
=






; q); ) = W ) g










; q)); ) = W g
.
q.e.d.
Aus den beiden vorangegangenen S





(skip; q) = q
 wp
=




















































(Das ist die im Vollst

andigkeitsbeweis im vorigen Abschnitt gemachte und durch ! gekennzeichnete Hilfsbe-
hauptung.)
Beweis






























































3.3 Das FLOYDsche Vorw

arts{Zuweisungsaxiom













achste Vorbedingung an. H

aug aber interessiert die umgekehrte Frage: gesucht
ist die bestm












Es sei p 2 AUS, x 2 V, t 2 TERM und = eine Interpretation. Dann gilt:
sp
=






























- wird auch als Floyd{Axiom bezeichnet.
Sei wert
=
















































ur z 6= y
;














ur z = x
(x) f

ur z = y
(z) f










































































ur z 6= x
;
1











ur z = x
(z) f

ur z 6= x und z 6= y
(x) f








uberall - mit Ausnahme von y -


















(p; ) ; [ wert
=
(t; ) = wert
=
(t; ) ] )
= et(W ; W ) = W:




ur alle r 2 AUS : wenn j=
=










) ! r :
Sei f

ur alle  2 ST:
() wenn wert
=










































































Nach Denition der Ab


























ur z 6= y und 

(y) = (y) wegen der Voraussetzungen




















(x := t; 

).
























(z) = (z) f

ur z 6= y


(y) = (y) f





= , woraus wert
=
(r; ) = W folgt.
Damit ist die G






ur Anwendungen des HOARE- und des FLOYD{Axioms bei Ergibtanweisungen)
1. a)
f ? g x := x+ 1 fx = 1 g
wp
=




= (x+ 1 = 1) = (x = 0)
fx = 0 g x := x+ 1 fx = 1 g:
Umgekehrt: b)
fx = 0 g x := x+ 1 f ? g
sp
=









= 9y ( y = 0 ^ x = y + 1 )
= 9y ( y = 0 ^ x = 1 )
= 9y ( y = 0 ) ^ (x = 1 )
= (x = 1 ):
2.
f true g x := x+ 1 f ? g




am Anfang des vorigen Abschnitts)
sp
=











urlichen Zahlen (Standardinterpretationen) gleichbedeutend mit
= (x > 0 )
bei Interpretationen = in anderen Zahlbereichen:
= 9z (x = z ) = true:




f true g x := x+ 1 f x > 0 g
als in diesem Fall bestm

ogliche Nachbedingung, oder im allgemeinen Fall
j=
=













3.4 while {Programme (Iteration)
Denition 3.7
PR sei die kleinste Menge von Zeichenreihen, f

ur die gilt :
0), 1) und 2) wie in der Denition von PR
0
, nur jetzt mit PR statt PR
0
, und dazu
3) mit b 2 BAUS und S 2 PR ist auch
while b doS od 2 PR:


























fx  0 ^ y  0 g S
1
f a = x  y ^ b = xmod y g
2.) S
2




fx = 5 g S
2
fx = 0 g
3.) S
3




fx  0 ^ y  0 g S
3









fx = 5 g S
4
f y = 3 g
5.) fur beliebige S 2 PR; p; q 2 AUS und beliebige Interpretationen = :
j=
=
f p g while true do S od f q g
Unter der Eingangsbedingung p betrachten wir die folgende while -Anweisung mit der

ublichen intuitiven
Bedeutung. An den verschiedenen Stellen der Anweisung f

ugen wir die dort zutreenden Bedingungen (
"
as-
sertions\) ein, um uns auf diese Weise eine Beweisregel f









f p ^ :b g







f p ^ b g S f p g
f p g while b do S od f p ^ :b g






















ur einen Beweis in H (vgl. das 1. Beispielprogramm im obigen Beispiel 13) :
S
1




f x  0 ^ y  0 g S
1






f x  0 ^ y  0 g S
1





(1) f a  y + b = x ^ 0  b g while b  y do b := b   y; a := a + 1 od
f a  y + b = x ^ 0  b  y g





(3) f a  y + b = x ^ 0  b ^ b  yg b := b   y; a := a + 1





(4) f a  y + x = x ^ x  0 g
| {z }
a=0 ^ x 0
b := x f a  y + b = x ^ 0  b g (wegen (Z))
(5) f x  0 ^ y  0 g a := 0 f a = 0 ^ x  0 g
(5): es gilt f 0 = 0 ^ x  0 g a := 0 f a = 0 ^ x  0 g (wegen (Z))







(6) f (a+ 1)  y + b = x ^ b  0 g a := a + 1 f a  y + b = x ^ b  0 g (wegen (Z))
(7) f a  y + b = x ^ b  0 ^ b  y g b := b   y f (a+ 1)  y + b = x ^ b  0 g
wegen (Z) gilt
f (a+ 1)  y + b  y = x ^ b  y  0 g b := b   y f (a+ 1)  y + b = x ^ b  0 g
und es gilt
a  y + b = x ^ b  0 ^ b  y ! (a+ 1)  y + b  y = x ^ b  y  0
| {z }
ay+ b = x ^ b 0












oren. = kann also irgendeine Standardinterpretation der Arithmetik der ganzen oder auch der
reellen Zahlen sein.
b) Die Termination von S
1
ist damit nicht gezeigt. (Bei der Betrachtung der partiellen Korrektheit
generell nicht!) Beachte zum Beispiel: F





c) Die verwendete Schleifeninvariante p war hier
a  y + b = x ^ b  0:
Es bedarf einer gewissen

Ubung, diese Invariante aufzustellen. Dazu sp

ater mehr.
d) Mit der while -Konstruktion (Iteration) kommen neuartige Probleme in die Sprache:
 Frage der Termination, hier erstmalig
val
=
: PR ST  ! ST
echt partiell zu denieren!
 erst f

ur while -Programme unterscheiden sich die partielle von der totalen Korrektheit.
3.4.1 Zur Semantik der while -Konstruktion
Wir gehen aus von der intuitiven Vorstellung der Bedeutung von
P  while b do S od :
F






a) entweder nach n-maliger Iteration (n  0), das heit wiederholter Ausf

uhrung von S wird ein 
0








Nachfolgezustand\ von P : val
=
(P; ) = 
0
b) oder: es gibt kein solches n, dann ist val
=
(P; ) nicht deniert.
Es bezeichne loop ein solches Programm, das f

ur kein  einen Folgezustand liefert:
val
=
(loop ; ) nicht deniert
f







while true do skip od
.






 if b then S;P
n
else skip fi f









 if b then S; if b then S; if b then S; loop else skip fi else skip fi else skip fi
betrachten beliebige  2 ST: wenn P bei  h

ochstens 2 Iterationen ausf

uhrt, dann kann P auch durch P
3























ande, bei denen P h

























ur die P nicht terminiert.
Statt einer Denition (der Semantik) formulieren wir nun folgenden
Fakt
Es sei P das Programm
while b do S od;
P
0
das Programm loop und P
n+1
das Programm if b then S;P
n
else skip fi f

ur n  0.
Dann gilt f

ur alle  2 ST:
a) Es gibt ein n  0, so da val
=







(b; ) = F , so ist val
=
(P; ) = .
c) val
=
(P; ) = val
=




ist eine partielle Funktion (vgl. Fakt 1, f

ur n = 0).
Fakt 3 ist zu lesen: Die rechte Seite ist genau dann deniert, wenn die linke Seite deniert ist, und im







a Fakt 1 existierende n ist nicht eindeutig bestimmt, aber es gilt:
F

















Der Beweis sei als

Ubungsaufgabe empfohlen.
Zur Semantik von PR
val
=
(S; ) wird f

ur S 2 PR

uber den Aufbau von S erkl

art, wobei die bisherige Denition f






Im Induktionsschritt 1. und 2. ist val
=
(S; ) genauso erkl








ur die Teilprogramme S
i
deniert ist, sonst nicht.
Der Induktionsschritt 3. ist durch obigen Fakt zu ersetzen.
Damit ist val
=










ur iterative Programme aus PR ist korrekt bei jeder Interpretation =.
Beweis
Es sei = eine beliebige Interpretation, p 2 AUS; b 2 BAUS; S 2 PR.
Sei j=
=




(S; ) deniert ist und val
=
(S; ) =  und wert
=
(p ^ b; ) = W ,
so ist wert
=
(p; ) = W f

ur beliebige ;  2 ST.
Die Bezeichnungen P; P
k
(k = 0; 1; : : :) seien wie in Fakt gew

ahlt.
Es gilt: Es gibt ein k  0, so da val
=




; ) ist. Wir zeigen
() j=
=
f p g P
k
f p ^ :b g f

ur jedes k  0;
so da daraus die Behauptung
j=
=




(p; ) = W .
(Induktionsanfang)




; ) = val
=



















(S; )); wenn wert
=

















Nach (V) folgt wert
=
(p; ) = W: F

ur beliebige  2 ST ist nach (Induktionsvoraussetzung):
wenn wert
=
(p; ) = W , so wert
=




; )) = W:
Also haben wir auch f












; )) = W , d.h. wert
=








; )) = W .
b) wert
=
(b; ) = F:
Dann ist 
0
= . Daraus folgt wert
=
















(b; ))) = et(W;W ) = W:
q.e.d.
Korollar 3.11










at sich auch f

ur S 2 PR entsprechend der Erweiterung
der Semantik

ubernehmen und ist durch obigen Beweis f






3.4.3 Zur Rolle der Schleifeninvarianten
Um eine Verikation wie im Beispiel zu f

uhren, ist eine Schleifeninvariante zu nden.
Da das Aufstellen der Schleifeninvariante sehr schwierig ist, fordern moderne Programmentwurfsmehtoden
das Aufstellen der Invariante gleichzeitig mit dem Entwurf der Iterationsschleife.
Diese Invariante (und andere Bedingungen) werden zusammen mit dem Programm notiert (
"
annotated
program\). Damit wird die Verikation des Programms unterst

utzt, eventuell sogar der automatische Be-
weis der Korrektheit des Programms, und gleichzeitig wird das Programm dokumentiert (in einer gewissen
standardisierten Form).
Die Invariante p mu immer erf

ullt sein, wenn die Testbedingung b ausgewertet wird. Daraus folgt: p mu




Aus einer gegebenen Invarianten l








f y  0 g S f z = x
y
g :







a; b neue Programmvariablen, in z wird ein Teil der Potenz von x
y




Diese Invariante p ist eine Verallgemeinerung der postcondition! p l

at sich leicht initialisieren:
a := x; b := y; z := 1
Also ergibt sich ein erster Entwurf eines
"
annotated program\:
f y  0 g























ist also b zu verringern, um von b 6= 0 auf b = 0 zu kommen, beim Verringern um 1, mu z mit a
multipliziert werden, um die Invariante zu erhalten. Also S
1
:
b := b   1; z := z  a
Damit ist S:
a := x; b := y; z := 1; while b 6= 0 do b := b   1; z := z  a od








oeren Schritten\ verringern, um ein eektiveres
Programm zu erhalten?




a := x; b := y; z := 1;
while b 6= 0 do b := b   1; z := z  a od




otig. Wenn b in gr






ein eektiveres Programm m

oglich:
b halbieren, wenn b gerade; sonst um 1 vermindern.














= z  (a  a)
b
2
Also ergibt sich als neues Programm
f x  0 ^ y  0 g
a := x; b := y; z := 1











b := b   1; z := z  a




^ b = 0 g
f z = x
y
g
Zusammenfassung des Entwickelns einer Schleife aus einer
Invarianten p und gegebener Spezikation f q gSf r g
1. Finde Teilprogramm zur Initialisierung von p.
2. Finde Bedingung b so, da nach der Schleife gew

unschte Postcondition r gilt :
j= p ^ :b ! r
3. Finde do {Programm (Schleifenrumpf) so, da p invariant bleibt, aber in endlich vielen Schritten von
Bedingung b zu Bedingung :b f

uhrt :
 oft 2 Teile:
a) ein
"




Umgekehrt gibt es heuristische Methoden, die es in vielen F

allen erlauben, aus gegebenen Spezikationen
Invarianten zu entwickeln. Dies ist gut erl

autert in :
Futschek, G., Programmentwicklung und Verikation. Springerverlag Wien, New York 1989












alter benden sich schwarze und und weie Kugeln. Folgendes wird wiederholt, so lange es
geht:
2 Kugeln werden herausgenommen (ohne hinzusehen).
Sind die Kugeln gleichfarbig, werden diese weggelegt und eine schwarze Kugel wird wieder hineingetan.
(Daf

ur sei ein hinreichend groer Vorrat an schwarzen Kugeln vorhanden.)
















anglich vorhandenen schwarzen und weien Kugeln aussagen kann?





osung nden Sie am Ende dieses Abschnitts.
Entwickeln von Invarianten aus gegebenen Spezikationen
Im vorigen Abschnitt haben wir am Beispiel erl

autert, da es oft m

oglich ist in einfachen Teilschritten von
einer gegebenen Invarianten zur Entwicklung einer while {Schleife zu kommen.
Damit stellt sich als eine Kernfrage der Programmentwicklung:
Wie kommt man von einer gegebenen Spezikation
(Pre- und Postcondition) zu einer geeigneten Invarianten ?
Es gibt heuristische Standardmethoden zur Entwicklung von Invarianten. Hier sollen (wieder am Beispiel)
zwei Methoden dargestellt werden, die beide davon ausgehen, da
die Invariante eine Verallgemeinerung der Postcondition
sein mu.
Betrachte Spezikation
f q g P f r g
P sei zu realisieren mit Hilfe einer while {Schleife
P  S
init














f p ^ :b g
f r g
Es mu also gelten :
a) j= p ^ :b! r
2
Aufgabe entnommen aus: Gries,D., The Science of Programming, Springer-Verlag 1981
b) Es gibt eine (einfache) Initialisierung, so da p vor der Schleife gilt.
 Bedingung p also so schwach, da sie leicht initialisiert werden kann.
































 lasse die Bedingung weg, die sich gut zum Bilden der Schleifenbedingung eignet (speziell keine Quan-
toren 8 ; 9 ; b 2 BAUS !) Termination zu sichern !
 die Bedingung(en) in p aufnehmen, die sich leicht initialisieren lassen
a) Betrachte Beispiel von fr

uher (ganzzahlige Division mit Rest)
3
f x  0 ^ y  0 g P f a  y + c = x ^ 0  c < y g





oglichkeiten zum Weglassen :
(a) Weglassen von 0  c :







oert\ werden; Initialisierung von c mit irgendeiner negativen
Zahl (aber welcher ??)
(b) Weglassen von a  y + c = x
Schleifenbedingung b : a  y + c 6= x.
Invariante p : 0  c < y.
Damit ist wieder die Initialisierung unklar, Erreichen der Termination mit Hilfe b noch unklarer
(c) Weglassen von c < y
Damit Schleifenbedingung b : c  y
Invariante p : a  y + c = x ^ c  0.
Hier Initialisierung klar : a := 0; c := x






Also ist hier c) einzig sinnvolle M

oglichkeit; Schleife nun leicht zu entwickeln aus p; vgl. auch Beispiel
vorn.
b) Berechnung der ganzzahligen N

aherung der Quadratwurzel
f x  0 g P f y  0 ^ y
2
 x < (y + 1)
2
g
r : y  0 ^ y
2
 x ^ x < (y + 1)
2
3
wegen Bezeichnungskonfusion wurde hier eine Variable mit c statt b bezeichnet
a) Weglassen von x < (y + 1)
2
Damit b : x  (y + 1)
2
(sehr gut als Schleifenbedingung geeignet)
p : y  0 ^ y
2
 x
Initialisierung: y := 0;
zur Schleifenentwicklung :
while x  (y + 1)
2
do f p ^ bg
f y  0 ^ x  (y + 1)
2




f y  0 ^ x  y
2
g (das ist p)
od
f y  0 ^ y
2
 x < (y + 1)
2
g
In S mu man y vergr

oern (Termination). Bei zu groen Schritten l





ahle deshalb S : y := y + 1.
Dann haben wir wegen Axiom (Z)
f y + 1  0 ^ x  (y + 1)
2
g y := y + 1 f y  0 ^ x  y
2
g
und wegen der Initialisierung y := 0 und der Schleifenanweisung y := y + 1 generell y  0,
so da dies gen

ugt.













Konstante durch Variable ersetzen\:
Prinzip: Voraussetzung: in r kommt Konstante k vor : r = r(k)
w

ahle Variable x mit Wertebereich Wb, so da k 2 Wb und setze :
p =
df
r(x) ^ x 2 Wb (x 2 Wb
^






Dann klar : j= p ^ :b! r(k)
Beispiel 17
1.) r : m = max fa
i
j 0  i  10 g
Konstanten: 0, 10;
ersetze z.B. 10 durch n mit 0  n  10 und bilde :
p : m = max fa
i
j 0  i  n g ^ 0  n  10
b : n 6= 10




; : : : ; a
N




; : : : ; c
N
)











(Konstanten : 1 und N)
ersetze Konstante N durch Variable n : 1  n  N








^ 1  n  N
b : n 6= N




oder noch besser w

ahle:








^ 0  n  N
b : n 6= N .
Dann einfachere Initialisierung: n := 0; s := 0




n := n+ 1;
dann aber zur Wiederherstellung der Invariante




zu setzen! Damit ergibt sich das Programm P:












achst wird deutlich, da ein Herangehen mit Fallunterscheidung kaum zum Ziel f

uhrt. Mancher ist viel-
leicht versucht, etwa zu probieren, was passiert, wenn anfangs eine schwarze und eine weie Kugel vorhanden
sind, dann den Fall 2 schwarze, 1 weie Kugel usw.
Dies entspr

ache einem Vorgehen wie beim Einfahren eines Programms durch endlich viele Testl

aufe mit
mehr oder weniger geeigneten Beispielen.
Besser ist ein Herangehen wie bei einem modernen Programmierstil: Entwurf und Beweis der Programmei-
genschaften gleichzeitig. Dabei ist das
"
Denken in Invarianten\ gefragt.
Bei unserer Aufgabe geht es um die Frage nach einer einfachen Eigenschaft der Kugeln, die invariant bleibt.
Angenommen, eine schwarze Kugel ist

ubriggeblieben. Bei der Frage nach der Invarianten mu man nach
einer Eigenschaft suchen, die bis zum Schlu wahr ist, die als Invariante verallgemeinert werden k

onnte.
1 ist eine ungerade Zahl. Ist die Anzahl der schwarzen Kugeln etwa immer ungerade? Nein, sie wechselt bei
jedem Schritt von gerade zu ungerade und umgekehrt. Andererseits bedeutet 1 schwarze Kugel am Ende,
da 0 weie Kugeln

ubrig sind. 0 ist gerade Zahl. Ist die Anzahl der weien Kugeln vielleicht immer gerade?
Ja, die Zahl der weien Kugeln wird - wenn

uberhaupt - stets um 2 verringert!
Damit haben wir die L

osung: Ist die Ausgangszahl der weien Kugeln gerade, so bleibt eine schwarze

ubrig.
Ist sie ungerade, so bleibt eine weie Kugel

ubrig.
3.4.4 Zur Frage der Vollst

andigkeit von H
Diese Frage ist nicht nur von theoretischem Interesse. W

ahrend die Frage der Widerspruchsfreiheit die Kor-
rektheit der Beweismethode betrit, entspricht die Vollst

andigkeitsfrage der nach der Anwendbarkeitsbreite
der Methode. Sie ist also auch von h

ochst praktischem Interesse!
Es interessiert, ob die Umkehrung des Widerspruchsfreiheitssatzes gilt :
F

ur alle Interpretationen = und alle Spezikationen  :










Leider gilt aber :
Satz 3.12
Das Beweissytem H f

ur iterative Programme ist nicht vollst

andig.
Dazu hatM. Wand 1978 bewiesen, da es eine bestimmte Sprache AUS (Sprache einer festen elementaren
Theorie) gibt, und eine feste Interpretation = sowie eine Spezikation , so da zwar j=
=









uhrt daher, da die notwendigen Invarianten und Zwischenbehaup-





at sich noch versch

arfen :
Satz 3.13 (Bergstra, J.A./Tucker, J.V.1981)
Kein Beweissystem G f






ur ist die sogenannte Unentscheidbarkeit des Halteproblems f










ftrueg S ffalseg genau dann, wenn S nicht terminiert.
G

abe es ein vollst

andiges Beweissystem G, so h

atte man mit j=
=
N
ftrueg S ffalseg auch
`
G
ftrueg S ffalseg, und damit w

are die Menge der nicht terminierenden Programme S
rekursiv aufz

ahlbar. Aus der Unentscheidbarkeit des obengenannten Halteproblems ergibt sich







urfen nicht entmutigen, denn in praxi interessieren nicht beliebige In-
terpretationen, sondern z.B. nur die Standardinterpretationen der Arithmetik der ganzen, rationalen oder
reellen Zahlen, Interpretationen






ur die Logiker und Grundlagenfragen von Interesse sind.)
Wichtig ist also die Herausarbeitung von Klassen von Interpretationen, f






altlich sind. Der bei Wand gegebene Hinweis gibt Anla f






(S; q) stets ausdr

uckbar ist. ( S.A. Cook 1978 und E.M. Clarke Jr. 1979).
Denition 3.8
Ein Beweissystem G f

ur eine Programmiersprache PR ist vollst

andig im Sinne von Cook , kurz C{
vollst





uglich INT = f= j = 2 EXP (AUS;PR)g ist.
Das heit, G ist C{vollst

andig genau dann, wenn f










Das Beweissystem H f





Es sei = 2 EXP (AUS;PR) und j=
=







den Aufbau von S gef

uhrt. Dabei kann der Induktionsanfang sowie der Induktionsschritt F

alle 1.) und 2.)







ubernommen werden. Es bleibt der Fall
3.) S  while b do S
1




die Behauptung vorausgesetzt werden kann (entspricht der
Induktionsvoraussetzung).
Es sei r = wp
=
(S; q). r 2 AUS nach Voraussetzung der Ausdrucksf

ahigkeit und entsprechendem Satz
aus Abschnitt
"


























frgSfr ^ :bg (mit Invariante
r), und mit Implikationsregel R
!
dann die Behauptung TR
=
` fpgSfqg.
zu a.) r = wp
=
(S; q)





zu b.) Sei wert
=
(r ^ :b; ) =W , d.h. wert
=
(r; ) =W; wert
=
(b; ) = F .
Nach Fakt(2) folgt : val
=









(S; )) = wert
=
(q; ) =W , also j=
=
r ^ :b ! q
zu c.) Sei wert
=




; ) = 
0
deniert. Nach Fakt 3.) ist val
=
(S; ) = val
=
(if b then S
1

























uber = ist pre
=
(S; q) darstellbar, und zwar wird es durch wp
=
(S; q) dargestellt, d.h.
durch r. Damit ist  2 pre
=
(S; q) genau dann, wenn wert
=
(r; ) = W genau dann, wenn val
=
(S; q)























































ucklicherweise ist bekannt :
1. F

ur die Sprache L
N












Zum Beweis sind Mittel aus der Theorie der rekursiven Funktionen n

otig. Ein Beweis ndet sich in
[de Bakker, J.W.] im Anhang.
Damit kann jede g

ultige Spezikation von Programmen der Arithmetik nat

urlicher (und dann auch
ganzer) Zahlen in H bewiesen werden (unter der Voraussetzung der Kenntnis aller g

ultigen Formeln









andigkeitssatzes kann man diese Voraussetzung allerdings nicht eben-
falls auf eine formale Ableitbarkeit reduzieren).
Mit diesem Resultat ergibt sich, da H in der Informatik brauchbar ist.
Es gilt auch (Clarke 1979):
2. Wenn der Individuenbereich von = endlich ist, dann ist
= 2 EXP (AUS;PR):











Wenn = 2 EXP (AUS;PR) , so ist
1. ein Standardmodell der elementaren Arithmetik nat

urlicher Zahlen in = denierbar. Oder
2. f

ur jedes S 2 PR gibt es ein n, so da bei der Ausf








Individuenbereich von = durchlaufen werden bei beliebigem Eingangszustand.

Kapitel 4





Wir behandeln die indizierten Variablen aus Zeitgr

unden hier nur im Spezialfall (
"
eindimensionale Felder\;





a. fassen) und ohne exakte Beschreibung ihrer Semantik.
1
AV sei im folgenden eine vorgegebene Menge sogenannter Feldvariablen (array variables), disjunkt zum









In die Termdenition ist aufzunehmen :
mit a 2 AV und Z 2 TERM ist auch a[t] 2 TERM und heit indizierte Variable.
indV bezeichne die Menge aller indizierten Variablen. Es wird gesetzt :
VAR =
df
V [ indV { die Elemente von VAR heien nun Variablen, und die Elemente von V
nunmehr einfache Variablen .
Die Denition der Menge PR
iV
der Programme mit indizierten Variablen ist genauso wie die Denition
von PR , nur mit PR
iV
statt PR und im Denitionsschritt 0. steht statt x 2 V nunmehr x 2 VAR .
Bemerkung
Damit sind Zuweisungen von indizierten Variablen in der Sprache enthalten. Sowohl in den Indexausdr

ucken
wie auch in den rechten Seiten solcher Zuweisungen k

onnen wiederum indizierte Variablen auftreten.
1
Die Problematik wurde u.a. vom Lesenden ausf

uhrlich behandelt unter Einbeziehung simultaner Zuweisungen und bei
iterierter Mehrfachindizierung. Vgl. dazu und f

ur weitergehende Literaturangaben: Hartwig, R. Elektron. Informationsver-





Curiosa\ mit indizierten Variablen)
1. Es zweifelt kaum jemand an der G

ultigkeit von
ftrueg v := 1 fv = 1g;
jedoch f

ur indizierte Variable v kann dies falsch sein, wie das Beispiel :
v  a[a[2]]
mit den Anfangswerten a[1] = 2; a[2] = 2 zeigt. Nach v := 1 gilt n






alt es sich bei
fv = 1g v := v + 1 fv = 2g:
Mit v = a[a[1]] ist folgende Aussage erf

ullbar:
fv = 1g v := v + 1 fv = 0g
(W

ahle als Anfangswerte a[1] = 1 und a[2] = 0.)
3. Ebenso falsch ist die Annahme, da das Programm
S : n := x; x := y; y := n
die Werte von x und y vertauscht, da also
fx = X ^ y = Y g S fx = Y ^ y = Xg
f

ur beliebige X;Y gilt.
Als Gegenbeispiel haben wir erf

ullbar :





amlich  2 ST so, da a[1] = 2 und a[2] = 1 gilt.





osung des Problems liegt in der genauen Analyse und Beschreibung der Semantik (des
"
Auswertungsmechanismus\) indizierter Variablen und auf dieser Grundlage der Denition der Substitution
f





uhrungen dazu sei auf die Vorlesungen des Lesenden zu den
"
Algebraischen Grundlagen der Informatik\ verwiesen.
Grunds

atzlich haben Variablen zwei verschiedene Bedeutungen: Name (bzw. Adresse) und Wert genannt.
Je nachdem, ob eine Variable in einem Ausdruck (etwa auf der rechten Seite einer Wertzuweisung) steht,




uhere) Hoare{Axiom Z hat die Gestalt :
fwp
=
(S; p)g S fpg;
wobei S eine Zuweisung ist (vgl. dazu die Folgerung 3.7 auf Seite 24).
fp
x
=tg x := t fpg
Nun gilt der
Satz 4.1
S sei ein stets terminierendes Programm (d.h. val
=
(S; ) ist immer deniert). Dann gilt:
Wenn f

ur alle  2 ST
wert
=





ist, so gilt :




1. Aus der Voraussetzung folgt : j= fqgS fpg .
Sei n

amlich  2 ST mit val
=
(S; ) deniert. Ist dann wert
=






2. Sei auch j= frg S fpg, d.h. f

ur alle  2 ST: wenn wert
=




(S; )) = W .
Also nach Voraussetzung auch wert
=
(q; ) =W: Damit j= r ! q.
q.e.d.
Bemerkung
Es gilt sogar die Umkehrung des Satzes (also der Satz mit
"
genau dann, wenn\).
Er wird hier aber nicht ben

otigt.
In Anlehnung an den (schon fr





anderung bei Substitution (vgl. Vorlesung

uber algebraische Grundlagen der Informatik), der aussagt, da
wert
=











kann man fragen nach der Existenz einer Einsetzungsabbildung s (=
df
eindeutige Abbildung der Menge
der Variablen in die Menge der Terme)
s : VAR ! TERM ;
die ad

aquat zu der durch das Programm S bewirkten Zustands
















ullt. Denn dann hat man nach obigem Satz
(Z
0
) f sub(p; s) g S f p g
(mit s als ad

aquate Einsetzung zu S) als allgemeines Zuweisungsaxiom.
Solche f

ur Zuweisungen an i.a. indizierte Variablen ad

aquate Einsetzungen gibt es. Man kann
"
ausrechnen\,
da die in der folgenden Denition festgelegte Einsetzung s ad

aquat zu der Wertzuweisung v := t ist.
Denition 4.2
Zu der Anweisung v := t mit v 2 VAR; t 2 TERM wird rekursiv folgende Einsetzungsabbildung






ur u 2 V gilt:
 s(u) = u f

ur u 6 v
 s(u) = t f

ur u  v
2. f

ur u  a[e] 2 indV
 s(u) = a[sub(e; s)] f

ur v 2 V oder v  b[e
0
] und a 6 b
 s(u) = if e = e
0
then t else a[e] fi f

ur v  a[e
0
]:
Man beachte, da gilt:







Um den Nachweis zu f










aquat\ ist), erfordert die genaue Festlegung der Semantik indizierter Variablen.
Beispiel 19
der Anwendung des allgemeinen Zuweisungsaxioms (Z
0
):
1. Betrachte wie oben im Beispiel 1. die Anweisung a[a[2]] := 1 und als Nachbedingung a[a[2] = 1: Damit
erh

alt man als schw








= sub(a[a[2]] = 1; s);









= sub(a[a[2]] = 1; s)
:
= sub(a[a[2]]; s) = sub(1; s)
:
= s(a[sub(a[2]; s)]) = 1
:
= s(a[s(a[sub(2; s)])]) = 1
:
= s(a[s(a[2])]) = 1
Nach Denition von s erhalten wir :




= s(a[ if a[2] = 2 then 1 else a[2] fi) = 1
und damit nach Denition von s:
q
:
= if if a[2] = 2 then 1 else a[2] fi = a[2]
then 1 else a[if a[2] = 2 then 1 else a[2] fi ]fi = 1
:= (if a[2] = 2 then 1 else a[2] fi = a[2] ) ^ 1 = 1
_ (if a[2] = 2 then 1 else a[2] fi 6= a[2]) ^ a[if : : : fi] = 1
:
= (a[2] = 2 ^ 1 = a[2]) _ (a[2] 6= 2 ^ a[2] = a[2])
_ (a[2] = 2 ^ 1 6= a[2]) _ (a[2] 6= 2 ^ a[2] 6= a[2]))
^ a[if : : : fi] = 1
:
= a[2] 6= 2 _ (a[2] = 2 ^ a[1] = 1)
v = 1 wie erwartet im Eingangsbeispiel kommt also nur unter diesen Bedingungen heraus. Diese hatten
wir oben verletzt:
dort war a[2] = 2, aber auch a[1] = 2 gew

ahlt, was eben v = 2 ergab.
2. Betrachte Anweisung v := v + 1 (wie im Beispiel oben), d.h.
a[a[1]] := a[a[1]] + 1;







Mit dem Begri der ad

aquaten Einsetzung gelingt es auch, zu vorgegebenen Wertzuweisungen a[t] := e und
gegebener Vorbedingung die st






ur a 2 AV; t; e 2 TERM; p 2 AUS :
sp(a[t] := e; p)
:
= 9 x9 z (sub(p; s) ^ a[z] = sub(e; s) ^ z = sub(t; s));
wobei x; z 62 varfp; t; eg gilt, und s die zu a[z] := x ad

aquate Einsetzung ist.
Damit haben wir das
Floyd{Axiom f

ur Zuweisungen an indizierte Variablen:
fpg a[t] := e f9 x 9 z(sub(p; s) ^ a[z] = sub(e; s) ^ z = sub(t; s))g;










keine Vorbedingung\ gestellt, d.h. wir setzen p = true . Damit ist eine vollst

andige Analyse der
Wirkung dieser Anweisung m

oglich. Bestimme also sp(a[a[2]] := 1; true) : Es ergibt sich sub(p; s)  true,
entf

allt damit als Konjunktionsglied. Weiter ist sub(e; s) = sub(1; s) = 1. Wesentlich ist folglich nur sub(t; s):
sub(t; s) = sub(a[2]; s) = s(a[2])
s ad

aquat zu a[2] := x :
s(a[2]) = if z = 2 then x else a[2] fi
Als st

arkste Nachbedingung ergibt sich:
:
= 9 x 9 z(a[z] = 1 ^ z = if z = 2 then x else a[2] fi)
:
= 9 x 9 z(a[z] = 1 ^ ((z = 2 ^ z = x) _ (z 6= 2 ^ z = a[2])))
:
= 9 x 9 z((a[z] = 1 ^ z = x = 2) _ (a[z] = 1 ^ z = a[2] ^ z 6= 2))
:
= 9 x 9 z(z = x = 2 _ z 6= 2) ^ (a[2] = 1 _ (a[a[2]] = 1 ^ a[2] 6= 2))
:
= a[2] = 1 _ a[a[2]] = 1





sei die kleinste Menge von Zeichenreihen, f

ur die gilt:
0., 1., 2. und 3. der Denition von PR , nur mit PR
B
statt PR , und
4. mit x 2 V und S 2 PR
B
ist auch











 x lokale Variable
 x gebundene Variable
 lokale Variablen entsprechen den gebundenen Variablen in logischen Ausdr

ucken (dort gebunden durch
9 ; 8)
 Eine weitere Bedeutung als die Einf






die Zuordnung zu einer
"
Wertsorte\) interessiert uns hier bei der Variablendeklaration new x nicht !
Bemerkung zur Semantik:







Abbildung einer endlichen Menge von Variablen in Werte
 Mit new x ist nun x in den Denitionsbereich dom(
0





) zu erweitern. Als Initialwert von x bei Eintritt in den Block k

onnte ein ausgezeichneter Wert
? (
"




(x) =? bzw. 
0
(x) = 0
Bei Austritt aus dem Block ist x wieder aus dem Denitionsbereich des aktuellen Zustands zu streichen











;  [ f(y;?)g) ; y)
Mit y ist dabei die (irgendwie festgelegte) erste Variable 62 dom() bezeichnet.
Damit ist klar:
Die Bedeutung von
begin new x; Send
ist unabh






















fpg begin new x; S end fqg
;
wobei y 62 freifp; S; qg (nicht gebunden durch 9; 8; new).
Beispiel 21
Es gilt sicher:
fx =  1 ^ z > 0g begin new y; y := 5 end fx < 0g; (1)
aber auch
fx =  1 ^ z > 0g beginnew x; x := 5 end fx < 0g: (2)
(1) und (2) lassen sich beweisen wegen:
` fx =  1 ^ z > 0g u := 5 fx < 0g ;
(man beachte, da (x =  1 ! x < 0) 2 TR
=
)

















at man aber die Voraussetzung y 62 freifp; S; qg in R
B
fallen, ist die Regel nicht mehr korrekt:








y := 5 fy > 0g;
aber nicht
fy :=  1g beginnew x;x := 5
| {z }
S
end fy > 0g:












fy = 0g begin new x;x := y + 1
| {z }
S





(Der Beweis ist leicht m

oglich nach genauer Ausf

uhrung der Semantik.)




ur iterative Programme mit Blockstruktur zwar korrekt, aber nicht
vollst

andig (auch nicht C{vollst

andig).
Denn, betrachte die Anweisungen:
S
1
 begin new z; x := z end
S
2
 begin new u; y := u end:






aber es gibt keinen Weg, dies zu beweisen!










ache\ der Regeln, sondern in der

ubergenauen Beschreibung der Semantik
(Belastung mit Implementationseinzelheiten!) begr

undet. Derartige, durch eine spezielle Implementa-
tion hervorgerufene Eigenschaften zu verizieren, ist i.a. nicht einmal erw






verborgen\ bleiben. Das heit, hier ist die Unvollstandigkeit des Beweissystems zweckm

aig
(vgl. als Analogon z.B. die Unvollst

andigkeit der Gruppentheorie in der Algebra).
d) Vollst

andigkeit des Beweissystems w








ankung der Programme durch Verbot der Verwendung uninitialisierter lokaler Variablen
in den rechten Seiten von Ergibtanweisungen.
b) Aufnahme einer Konstanten ? in die Sprache AUS und Ab













fpg begin new x; S end fqg
;
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