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Resumen 
Un aspecto importante en la metodología de la investigación, es el cálculo de la cantidad de 
participantes que deben incluirse en un estudio. El tamaño de muestra permite a los inves-
tigadores saber cuántos individuos son necesarios estudiar, para poder estimar un parámetro 
GHWHUPLQDGRFRQHOJUDGRGHFRQÀDQ]DGHVHDGRRHOQ~PHURQHFHVDULRSDUDSRGHUGHWHFWDU
una determinada diferencia entre los grupos de estudio, suponiendo que existiese realmente.
El cálculo del tamaño de la muestra es una función matemática que expresa la relación entre 
las variables, cantidad de participantes y poder estadístico. 
La muestra de un estudio debe ser representativa de la población de interés. El objeti- 
vo principal de seleccionarla es hacer inferencias estadísticas acerca de la población de la que 
proviene. La selección debe ser probabilística. 
Los factores estadísticos que determinan el tamaño de la muestra son: hipótesis, error alfa, 
error beta, poder estadístico, variabilidad, pérdidas en el estudio y el tamaño del efecto. 
6HUHYLVDQODVIyUPXODVXWLOL]DGDVSDUDHOFiOFXORGHOWDPDxRGHODPXHVWUDHQODVVLWXDFLRQHV
más frecuentes en investigación, así como la revisión de fórmulas para un cálculo más rápi-
do. Se incluyen ejemplos de investigación en educación médica. También se revisan aspectos 
importantes como: tamaño de la muestra para estudios piloto, estrategias para disminuir el 
Q~PHURQHFHVDULRGHVXMHWRV\software para el cálculo del tamaño de muestra. 
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Sample size calculation in medical education research
Abstract 
An important aspect in the research methodology, is the calculation of the number of par-
ticipants that must be included in a study, since the sample size allows the researchers to 
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know how many individuals it is necessary to study in order to estimate a parameter with the 
desired degree of conÀdence, or the number needed in order to detect a certain difference 
between the study groups, assuming that exist actually.
The calculation of the sample size is a mathematical function that expresses the relationship 
between the variables, amount of participants and statistical power. 
A sample from a study should be representative of the population of interest. The main goal 
of selecting a sample is to make statistical inferences about the population from which comes 
from. The selection must be probabilistic. 
Statistical factors that determine the sample size are: assumptions, error alpha, beta error, 
statistical power, and variability, losses in the study and size effect. 
We review the formulas used for calculating the sample size in the most common situations 
in research, as well as the revision of formulas for a faster calculation. 
It´s included examples of research in medical education. 
Also reviewed are important issues such as: sample size for pilot studies, strategies to reduce 
the required number of subjects, and software for the sample size calculation. 
Introducción
Un aspecto relevante en la metodología de la investiga-
ción, es la estimación o cálculo de la cantidad de par-
ticipantes que deben incluirse en un estudio. La primera 
UHÁH[LyQTXHVXUJHHV¢SDUDTXpVLUYHHOFiOFXORGHOWD-
maño de la muestra? Permite a los investigadores saber 
cuántos individuos son necesarios estudiar, para estimar 
XQSDUiPHWURGHWHUPLQDGRFRQHOJUDGRGHFRQÀDQ]DGH-
VHDGRRHOQ~PHURQHFHVDULRSDUDGHWHFWDUXQDGHWHUPL-
nada diferencia entre los grupos de estudio, suponiendo 
que existiese realmente.
/D LQFOXVLyQ GH XQ Q~PHUR H[FHVLYR GH VXMHWRV HQ-
carece el estudio en varios aspectos. Un estudio con un 
WDPDxRLQVXÀFLHQWHGHODPXHVWUDHVWLPDUiXQSDUiPHWUR
FRQSRFDSUHFLVLyQRVHUiLQFDSD]GHGHWHFWDUGLIHUHQFLDV
entre los grupos, conduciendo a conclusiones erróneas. 
En este documento se revisan los aspectos sobresa-
OLHQWHVGHO WHPD LQFOX\HQGR ORVPDWHPiWLFRVXWLOL]DGRV
para estimar el tamaño de la muestra. 
Preámbulo
Groso modo, puede considerarse que el objetivo de una 
investigación puede ser: 
1. Estimación de un parámetro. Se pretende hacer 
inferencias a valores poblacionales (medias, pro-
porciones), a partir de los resultados en una mues-
tra. Por ejemplo, el porcentaje de estudiantes de 
pregrado con obesidad o el de alumnos que son 
aceptados para hacer una residencia médica. 
2. Contraste de hipótesis. Aquí se tiene como pro-
pósito comparar si las medidas (medias, propor-
ciones) de las muestras son diferentes. Por ejem-
plo, evaluar qué intervención educativa consigue 
un mayor porcentaje de éxitos.1,2
El cálculo del tamaño de la muestra como una 
función matemática
El cálculo del tamaño de la muestra no es una simple ope-
ración aritmética que nos proporcione un valor. Es una fun-
ción matemática, por lo tanto, el cambio de una variable, 
necesariamente se acompaña del cambio de la otra con-
siderada en la ecuación. Permite una mejor aproximación 
DOQ~PHURTXHVHUHTXLHUHDMXVWDQGRDVXYH]HOSRGHU
estadístico con otros parámetros. 
Se denota por: y = f(x) 
donde:
y = variable dependiente (atributo o característica 
cuyo cambio es el que interesa medir, también se le de-
nomina resultante o desenlace. En el cálculo del tamaño 
GHODPXHVWUDHVHOQ~PHURGHSDUWLFLSDQWHVTXHVHQH-
cesitan). 
x = variable independiente (atributo o característica 
que explica o predice el cambio en la variable dependien-
te. En el cálculo del tamaño de la muestra, un ejemplo es 
el poder estadístico que se requiere y que el investigador 
ÀMDFRQDQWHODFLyQ
f = función (es una colección de pares de valores or-
denados, que pertenecen a diferentes conjuntos. En el 
cálculo del tamaño de la muestra, los conjuntos se pue-
GHQ HMHPSOLÀFDU FRQ HO SRGHU HVWDGtVWLFR \ HO Q~PHUR
muestral resultante). 
f (x) = regla de correspondencia (expresa que para 
cada elemento de un conjunto se relaciona solamente con 
un elemento de otro conjunto En el cálculo del tamaño 
de la muestra, para un elemento del poder estadístico se 
UHODFLRQDVRODPHQWHFRQXQQ~PHURPXHVWUDO
En la Figura 1 se ilustran dos ejemplos hipotéticos 
SDUDODUHSUHVHQWDFLyQJUiÀFDGHOFRQFHSWRGHIXQFLyQSD 
UD OD HVWLPDFLyQ GHO WDPDxR GH PXHVWUD 6H XWLOL]DURQ
GDWRV SDUD PRGHORV FRQ GLIHUHQFLD GH PHGLDV JUiÀFD
L]TXLHUGD\SDUDGLIHUHQFLDGHSURPHGLRVJUiÀFDGHUH-
FKD/DJUiÀFDGHODIXQFLyQHVXQDOtQHD\VREUHHOODORV
seguidores del método tradicional solicitan el resultado 
de las fórmulas aritméticas empleadas para el cálculo, 
que representa solamente un punto sobre la línea. Se uti-
OL]yHOsoftware Statistica® versión 8, para las estimacio-
QHV\UHSUHVHQWDFLyQJUiÀFDGHOWDPDxRPXHVWUDO3,4 
Rigor en el cálculo del tamaño de muestra en 
ciencias
(Q ODV GLIHUHQWHV iUHDV GH OD LQYHVWLJDFLyQ FLHQWtÀFD VH
debe tener rigor metodológico tanto para la elaboración 
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del protocolo, como para el desarrollo de las diferentes 
fases de la investigación. En este orden de ideas, es exi-
gible la misma severidad para estimar el tamaño de la 
muestra en investigación en educación médica, que en 
otras áreas del conocimiento.5 Lo anterior aplica para la 
PD\RUtDGHORVHVWXGLRVFRQWHQLGRVHQODEU~MXODRFRPSiV
de la investigación en educación médica.6 
¿En dónde se anota el desarrollo del cálculo 
del tamaño de la muestra? 
Los sitios en donde se desglosa este proceso son: el proto-
colo de la investigación, también aparece en las tesis de 
Maestrías y Doctorados en Ciencias Médicas y de la Salud 
y eventualmente en las de licenciatura. Pero no aparece 
en los artículos publicados, se da como un valor entendido 
TXHVHUHDOL]yFRQULJRUPHWRGROyJLFR/RTXHDSDUHFHHQ
ORVDUWtFXORVFLHQWtÀFRVHVODPXHVWUDHQHOHVWXGLRSHUR
no las variables y sus valores que se consideraron para la 
HVWLPDFLyQGHOQ~PHUR
Aspectos básicos en el proceso de muestreo. 
De población a muestra y viceversa
Población (cantidad representada en las fórmulas como 
N), es el conjunto total de elementos del que se puede 
seleccionar la muestra y está conformado por elementos 
denominados unidades de muestreo o unidades muestra-
les, con cierta ubicación en espacio y tiempo. Las uni- 
dades de muestreo pueden ser individuos, familias, univer- 
sidades, grupos de alumnos, profesores, etc. Una muestra 
(cantidad representada en las fórmulas como n), no es 
más que un subconjunto de la población que se obtiene 
por un proceso o estrategia de muestreo.4,7
El objetivo fundamental para seleccionar una muestra 
es hacer inferencias estadísticas (estimaciones de uno o 
más parámetros acerca de una población de interés). Esta 
población es la que se desea investigar y se le denomi- 
na población de interés, blanco, objeto o diana. Para que 
ODH[WUDSRODFLyQLQIHUHQFLDHVWDGtVWLFDWHQJDYDOLGH]OD
muestra debe ser representativa, y alude a que el estima-
dor muestral de las variables de interés debe tener una 
distribución similar a las de la población de dónde pro-
viene. Para cumplir este supuesto de representatividad 
es deseable que la muestra sea probabilística (Figura 2).8 
Abraham Flexner, en su trascendental documento, in-
cluyó al 100% de la población diana que fueron todas las 
escuelas de medicina de Estados Unidos de Norteamérica 
\&DQDGi/DPXHVWUDIXHLJXDOHQQ~PHURDODSREODFLyQ
un hecho muy difícil de emular.9 
Un aspecto diferente de muestreo es el caso de los 
HVWXGLRVSDUDGHWHUPLQDUODHÀFDFLD\VHJXULGDGGHDOJ~Q
medicamento, comparado con los tratamientos estánda-
res o contra placebo. En ellos, el interés reside en con-
trastar hipótesis sobre una intervención (tratamiento o 
maniobra) que interesa al investigador. En este caso, el 
muestreo suele ser a conveniencia.10 
Este artículo se enfoca en el diseño y la determinación 
del tamaño de la muestra para obtener representatividad 
RYDOLGH]H[WHUQDHQODVFRQFOXVLRQHV
Muestras y proceso de aleatorización en los 
estudios
8QDYH]TXHORVVXMHWRVGHHVWXGLRVRQVHOHFFLRQDGRVVH
KDFHXQDDOHDWRUL]DFLyQSDUDDVLJQDUODLQWHUYHQFLyQTXH
recibirá cada uno. En este caso es adecuado que la aleato-
UL]DFLyQVHKDJDSRUEORTXHV6LHOLQYHVWLJDGRUFRQRFHGH
DQWHPDQRODH[LVWHQFLDGHIDFWRUHVTXHPRGLÀFDQODYD-
riable dependiente, es recomendable hacer estratos para 
controlar a la variable confusora, que es una variable pre-
dictora del cambio en la variable dependiente, externa a 
ODUHODFLyQSULQFLSDOTXHVHDQDOL]DSHURVLPXOWiQHDPHQWH
relacionada con la variable independiente. Cada estrato 
350
300
250
200
150
100
0.6 0.7 0.8
Prueba t muestras independientes: cálculo del tamaño de muestra
Dos medias: prueba t, muestras independientes (H
0
: +1 = +2
n vs. poder (alfa= 0.05)
0.9 1.0
Poder estadístico
Ta
m
añ
o 
de
 la
 m
ue
st
ra
 re
qu
er
id
o 
(n
)
*
50
45
40
35
30
25
20
0.70 0.75 0.80
Comparación de 2 proporciones: cálculo del tamaño de muestra
Dos proporciones: prueba Z (H
0
: Pi1 = Pi2)
n vs. poder (alfa= 0.05)
0.85 0.90 0.95 1.00
Poder estadístico
Ta
m
añ
o 
de
 la
 m
ue
st
ra
 re
qu
er
id
o 
(n
)
*
Figura 1.5HSUHVHQWDFLyQJUiÀFDGHODIXQFLyQSDUDHOFiOFXORGHOWDPDxRGHODPXHVWUDWDQWRSDUDFRPSDUDUGRVPHGLDVFRPRGRVSUR-
SRUFLRQHV(QHOHMHGHODVRUGHQDGDVVHPXHVWUDHOQ~PHURGHLQWHJUDQWHVGHODPXHVWUD\HQHOHMHGHODVDEVFLVDVHOSRGHUHVWDGtVWLFR/D
función está representada por la línea, y el asterisco sobre ella representa el valor resultante de la fórmula matemática correspondiente, 
REWHQLHQGRDVtHOWDPDxRGHODPXHVWUDSDUDXQSRGHUHVWDGtVWLFRGHOTXHHVXWLOL]DGRKDELWXDOPHQWH
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VHDOHDWRUL]DHQIRUPDLQGHSHQGLHQWHSDUDORJUDUJUXSRV
balanceados en la intervención o tratamiento.11 
Recientemente se publicó un ensayo controlado y 
DOHDWRUL]DGR HQ LQYHVWLJDFLyQ HQ HGXFDFLyQ PpGLFD HQ
donde la intervención o tratamiento fue un curso sobre 
medicina basada en evidencia de seis meses de duración, 
la muestra incluyó a los alumnos del quinto año de la li-
FHQFLDWXUDHQPHGLFLQD ORVFXDOHV IXHURQDOHDWRUL]DGRV
HQ GRV JUXSRV EDODQFHDGRV HV GHFLU FRQ HOPLVPR Q~-
mero de participantes. Como variables dependientes se 
midieron las actitudes, conocimientos y habilidades auto-
reportadas, en ambos grupos.12 
Factores para la determinación del tamaño 
de la muestra
Los factores que condicionan el tamaño de muestra, son 
de orden logístico o estadístico. Entre los primeros se en-
FXHQWUDQODVOLPLWDQWHVÀQDQFLHUDVRODGLVSRQLELOLGDGGH
participantes. Los siguientes son los factores de orden es-
tadístico que se desglosarán a continuación:8 
1. Hipótesis.
2. Error tipo I o error _.
3. Error tipo II o error `.
4. Poder estadístico.
5. Variabilidad.
6. Pérdidas en el seguimiento del estudio.
7. 5HOHYDQFLD GHO WDPDxR GHO HIHFWR \ VLJQLÀFDQFLD
estadística.
1. Hipótesis
De acuerdo con el tipo de estudio de investigación, puede 
ser necesario formular una o más hipótesis. Si se tra- 
ta de un estudio tipo descriptivo, ésta no es necesaria. En 
los estudios de tipo comparativo es necesario establecer-
las. En ambos casos, es necesario contrastar las hipótesis 
\GHWHUPLQDUVLVHDFHSWDQRVHUHFKD]DQ3DUDHVHFRQ-
traste, las hipótesis toman el nombre de nula (H0) o al- 
ternativa (H1). El investigador desea probar la hipótesis DOWHUQDWLYDTXHVLJQLÀFDUHFKD]DUODKLSyWHVLVQXOD$OYD-
ORUŞHUURUWLSR,VHOHFRQRFHFRPRODSUREDELOLGDGGH
que se rechace H0 (se acepte H1) cuando H0 es cierta. Al YDORUşVHOHFRQRFHFRPRODSUREDELOLGDGGHTXHVHDFHS-
te H0 cuando es falsa (H1 es cierta) (Tabla 1).
7,13 
El tipo de contraste de hipótesis puede ser unilate- 
ral (una cola) o bilateral (dos colas). Una hipótesis uni-
ODWHUDOHVSHFLÀFDODGLUHFFLyQGHODDVRFLDFLyQPD\RUR
PHQRUGHODVYDULDEOHVHQODELODWHUDOVHSXHGHDÀUPDU
ODDVRFLDFLyQHQWUHODVYDULDEOHVSHURQRHVSHFLÀFDODGL-
rección. En el contraste bilateral el tamaño de muestra 
es más grande, estos contrastes también poseen mayor 
UREXVWH]\VHSUHÀHUHQDORVGHXQDFROD&DEHPHQFLRQDU
que el valor de Z de una distribución normal (distribución 
en el que el valor de la media igual a 0 y desviación están-
dar igual a 1) cambia dependiendo el tipo de contraste de 
hipótesis. En la Tabla 2 se muestran los valores frecuen-
WHPHQWHXWLOL]DGRVGHODGLVWULEXFLyQQRUPDOSDUD=_/2 (2 
colas) o para Z` (1 cola).
2,14 
2. Error tipo I o error _
En un contraste de hipótesis, al valor _ (error tipo I) se 
le conoce como la probabilidad de que se rechace H0 (se 
acepte H1) cuando H0 es cierta. Es decir, P(aceptar H1 | 
H0 es cierta) = _. Al valor (1 – _)*100 se le conoce como HO QLYHO GH FRQÀDQ]D GH OD SUXHED (O YDORU GH_ varía 
GHSHQGLHQGRGHOQLYHOGHFRQÀDQ]DTXHVHTXLHUDGH OD
prueba; el criterio más usado en la literatura biomédica 
es aceptar un riesgo de _ < 0.05.4,15
3. Error tipo II o error `
A la probabilidad de que se acepte H0 cuando ésta es falsa 
(H1 es cierta), se le conoce como error tipo II o error `, 
es decir: P(aceptar H0 | H1 es cierta) = `. El valor de ` 
Muestra de tipo
probabilística
Población
de interés
Parámetro
de la población
Estimador
de la muestra
e
 O
Tamaño de la
muestra = n
Tamaño de la
población = N
Representatividad:
distribución de frecuencias similar
entre la muestra y la población
Extrapoblación
Inferencia estadística
Figura 2. Interrelación entre población y muestra. La representa-
tividad de una muestra probabilística permite hacer inferencias 
HVWDGtVWLFDVDODSREODFLyQGHLQWHUpV0RGLÀFDGRGH/ySH]$OYD-
renga JC, et al.8
Tabla 1. Interpretación de los posibles errores estadísticos en el contraste de hipótesis. 
Realidad en la población
Existen diferencias (H
0
 falsa) No existen diferencias (H
0
 cierta)
Resultado de la 
investigación
Hay diferencia significativa
(se rechaza H
0
)
Correcto Error tipo I (_)
No hay diferencia significativa
(se acepta H
0
)
Error tipo II (`) Correcto
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WROHUDEOHGHPD\RUDFHSWDFLyQHQODFRPXQLGDGFLHQWtÀFD
va de 0.1 a 0.2.4
4. Poder estadístico
Es la probabilidad de que un estudio de un determinado 
WDPDxRGHWHFWHFRPRHVWDGtVWLFDPHQWHVLJQLÀFDWLYDXQD
diferencia que realmente existe. 
6HGHÀQHFRPR `. Es decir, P(aceptar H1 | H1 es 
cierta) = 1 - `
Su valor depende del error tipo II que se acepte. Si ` 
= 0.2, se tendrá una potencia de 1 - ` = 0.8. En términos 
porcentuales se dice que la prueba tiene una potencia 
del 80%, que es el mínimo aceptado en la literatura bio-
médica. 
Cuanto menores sean los riesgos calculados para los 
errores alfa y beta, mayor será el tamaño muestral re-
querido. Cuanto menor sea la variabilidad, menor será la 
muestra estimada. A menor diferencia que se desea de-
WHFWDUPD\RUVHUiHOQ~PHURGHSDUWLFLSDQWHV2,16 
5. Variabilidad
(VODGLVSHUVLyQHVSHUDGDGHORVGDWRV6HHYDO~DGHSHQ-
diendo de la variable de interés. Si éstas son numéricas 
FRQWLQXDV JUXSRGH YDORUHV LQÀQLWRV TXH LQFOX\HQ GHFL-
males), el tamaño de muestra estará determinado por la 
YDULDEOHFRQHOPD\RUFRHÀFLHQWHGHYDULDFLyQ &9 >CV 
(Y) = (SY/Y)], donde SY es la desviación estándar y Y es 
la media. Por otra parte, cuando las variables de interés 
VRQFDWHJyULFDVSRUFRQYHQFLyQVHUHFRPLHQGDXWLOL]DUOD
estimación de la proporción que más se acerque a 0.5, ya 
TXHSURSRUFLRQDHOPD\RUQ~PHURPXHVWUDO3DUDGHWHU-
minar la variabilidad se debe recurrir a la literatura pu-
blicada de la variable de interés, cuando el dato no está 
GLVSRQLEOHVHXVDUiQGDWRVGHSUXHEDVSLORWR\HQ~OWLPD
instancia a estimaciones hechas por expertos.8,17 
6. Pérdidas en el seguimiento del estudio
'XUDQWH OD UHDOL]DFLyQ GHO HVWXGLR SXHGH KDEHU SpU 
GLGDV GH SDUWLFLSDQWHV SRU GLYHUVDV UD]RQHV (O WDPDxR
mínimo de muestra necesario para obtener resultados 
HVWDGtVWLFDPHQWHVLJQLÀFDWLYRVHVWiSHQVDGRGHDFXHUGR
FRQHQHOQ~PHURGHVXMHWRVDOÀQDOGHOHVWXGLR\QRFRQ
el inicial. Es recomendable adicionar al cálculo inicial, un 
10% a 20% de participantes. Una forma sencilla de estimar 
HOFiOFXORHVQ5GRQGHQUHSUHVHQWDHOQ~PHURGH
participantes sin pérdidas, y R es la proporción de pérdi-
das esperadas.2 
5HOHYDQFLDGHOWDPDxRGHOHIHFWR\VLJQLÀ-
cancia estadística
La magnitud de la diferencia del efecto que se desea de-
tectar entre los grupos evaluados, es la condicionante 
más importante para el cálculo del tamaño de la muestra. 
Con frecuencia, la obtención de una diferencia estadísti-
FDPHQWHVLJQLÀFDWLYDGLIHUHQFLDHQORVUHVXOWDGRVDOFRQ-
trastar dos o más valores o grupos con una prueba esta-
GtVWLFDJHQHUDOPHQWHVHÀMDXQSXQWRGHFRUWHSDUDGHFLU
que si hay diferencias entre los valores. Por convención, 
lo más frecuente es aceptar la propuesta de Karl Pearson, 
TXHKD\GLIHUHQFLDVVLJQLÀFDWLYDVFXDQGRHOYDORUGHp es 
QRUHVXOWDUHOHYDQWHSDUDHOiUHDHQTXHVHHVWi
investigación, práctica clínica, educación médica, etc. El 
investigador debe determinar si la magnitud de esa dife-
rencia es relevante para el área de interés, independien-
WHPHQWHGHTXHKD\DVLGRHVWDGtVWLFDPHQWHVLJQLÀFDWLYD
Se espera que cualquier diferencia de relevancia también 
VHDHVWDGtVWLFDPHQWHVLJQLÀFDWLYD10,18
Si en un estudio se han considerado los factores arri-
ba descritos, pero no se ha anticipado que el resultado 
sea relevante en educación médica, pierde utilidad. Para 
HMHPSOLÀFDUVHUHDOL]yXQHVWXGLRFX\RREMHWLYRIXHPH-
dir el conocimiento en medicina familiar de dos muestras 
de estudiantes que tomaron clases con profesores distin-
tos, y el instrumento de medición del nivel de conoci-
PLHQWRIXHXQH[DPHQGHRSFLyQP~OWLSOHGHtWHPV
$O PRPHQWR GH DQDOL]DU HVWDGtVWLFDPHQWH ORV GDWRV VH
encontraron diferencias entre ambos grupos (p<0.05), 
SHURHQHODQiOLVLV VH LGHQWLÀFyTXH ODVGLIHUHQFLDV IXH
ron solamente del valor de dos respuestas, por lo anterior, 
VH SXHGH DÀUPDU TXH KD\ GLIHUHQFLDV HVWDGtVWLFDPHQWH
VLJQLÀFDWLYDVSHURFDUHFHGHUHOHYDQFLDSDUDODWRPDGH
decisiones educativas. 
$O FDOFXODU HO WDPDxR GH ODPXHVWUD VH XWLOL]DQ IyU-
mulas matemáticas que consideran en forma simultánea 
varios de los siete factores estadísticos antes descritos, 
para la mayoría de ellos ya existen valores aceptados por 
convención o incluso asignados de manera arbitraria; al 
momento de sustituir valores en tales fórmulas nos en-
contramos que los rubros de variabilidad y tamaño del 
HIHFWRUHTXLHUHQUHYLVLyQELEOLRJUiÀFDHVWXGLRVSLORWRR
la opinión de expertos para asignar un valor apropiado. 
Tamaños de muestra de acuerdo a distintos 
diseños de muestreo
Para la determinación del tamaño de muestra, también 
hay que considerar el tipo de diseño empleado en la inves-
WLJDFLyQ([LVWHQGLVHxRVGHWDPDxRÀMRORVPiVXVDGRV
en estudios clínicos, epidemiológicos y en investigación 
HGXFDWLYD\GHWDPDxRYDULDEOH(QORVGHWDPDxRÀMRHO
WDPDxRGHPXHVWUDVHÀMDGHVGHHOLQLFLRGHODLQYHVWLJD-
FLyQHQORVHVWXGLRVGHWDPDxRYDULDEOHHOQ~PHURGHVX-
jetos se irá incrementando hasta obtener un tamaño pre-
determinado (diseño secuencial) o el diseño experimental 
que involucra un solo caso. En el resto del documento sólo 
VHKDFHUHIHUHQFLDDORVGLVHxRVGHWDPDxRÀMR2,4
/DPD\RUtDGHODVIyUPXODVXWLOL]DGDVSDUDHOFiOFXOR
del tamaño de muestra, parten del supuesto de una distri-
bución normal de los valores de las variables en cuestión; 
Tabla 2.9DORUHVIUHFXHQWHPHQWHXWLOL]DGRVGHODGLVWULEXFLyQQRU-
mal para Z. 
_ Z_/2 (2 colas) ` Z` (1 cola)
0.1 1.65 0.2 0.84
0.05 1.96 0.1 1.28
0.01 2.58 0.05 1.65
— — —
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sin embargo, existen herramientas estadísticas para ana-
OL]DUORVGDWRVFXDQGRHVHVXSXHVWRQRVHFXPSOH
 
1. Cálculo del tamaño de muestra de una me-
dia
(O LQWHUYDOR GH FRQÀDQ]D SDUD HVWLPDU OD PHGLD SREOD-
cional a partir de una muestra es el siguiente: IC y( , 
donde y  es la media estimada a partir de la muestra, 
 Z 2 *
s
n
, s 
yi y 	2
i1
n
n 1
, y Z 2  es el valor del eje de 
las abscisas de la función normal estándar en dónde se 
acumula la probabilidad de (1-_). Cuando n es muy pe-
queña, Z 2  podría sustituirse por 
t
(n 1), 2. Entonces 
al despejar n se tiene n 
Z 2
2 * s2
2  (QPXHVWUDV ÀQLWDV
donde la población es inferior a un millón, la fórmula para 
el cálculo del tamaño de la muestra se suele multiplicar 
SRUHOIDFWRUGHFRUUHFFLyQSRUÀQLWXG 1 nN , quedando 
la estimación del tamaño de muestra n 
Z 2
2 * s2
2
* 1 n
N
. 
El error de estimación o absoluto (b) se obtiene de una 
muestra piloto o de estudios previos.4,8
2. Cálculo para determinar el tamaño de 
muestra de una proporción
El tamaño de muestra de una proporción se calcula co-mo 
sigue: n  Z 2
2 * p(1 p)
2
1 n
N
, donde  Z 2 *
p(1 p)
n
, se cono-
ce como “precisión” del muestreo o error de la estimación 
1 n
N
HVHO IDFWRUGHFRUUHFFLyQSRUÀQLWXGGH ODSR-
blación, p es la proporción estimada del parámetro po-
blacional y Z 2  es el valor del eje de las abscisas de 
la función normal estándar, en donde se acumula la pro-
babilidad de (1-_). El error absoluto (b) se obtiene de una 
muestra piloto o estudios previos. Si no puede determi-
narse esta proporción, se tomará a p= 0.5, porque este 
YDORUJDUDQWL]DUiHOPD\RUWDPDxRGHPXHVWUD(OQLYHOGH
FRQÀDQ]D_TXHVXHOHXWLOL]DUVHHQHVWDVSUXHEDV
SRUORJHQHUDOHVGHO(OLQWHUYDORGHFRQÀDQ]DSDUD
XQD SURSRUFLyQ TXHGD GHÀQLGR GH OD VLJXLHQWH PDQHUD
 	
2
1
*
p p
IC p p Z
n_
b < (  ( .10,19
3. Cálculo para el tamaño de muestra de la 
diferencia de dos medias independientes
La fórmula es: n
c
 n
e
 2*S
2
D2
* Z
2
*Z
2
, donde nc es el ta-
maño de muestra para el grupo de referencia y ne es el del 
grupo con una intervención alternativa, D=(Mc-Me), Mc es 
la media del primer grupo y Me es la media del segundo, 
S2HVODYDULDQ]DGHDPEDVGLVWULEXFLRQHVTXHVHVXSRQHQ
iguales, Z` es el valor del eje de las abscisas de la función 
normal estándar en dónde se acumula la probabilidad de 
(1-`). Esta fórmula para estimar nc = ne se emplea cuando 
se trata de un contraste de hipótesis bilateral; en caso de 
un contraste unilateral, se sustituirá Z_/2 por Z_.
2,10
4. Cálculo para el tamaño de muestra de la 
comparación de dos medias repetidas (parea-
das) en un solo grupo
La fórmula es: 
n
c
 n
e

Z
2

Z
2
*S 2
d 2
, donde d es el promedio 
de las diferencias individuales entre los valores basales y 
posteriores, S2HVODYDULDQ]DGHDPEDVGLVWULEXFLRQHVTXH
se suponen iguales. Z_/2 es el valor del eje de las abscisas 
de la función normal estándar, en donde se acumula la 
probabilidad de (1-_) para un contraste de hipótesis bila-
teral y Z` es el valor del eje de las abscisas de la función 
normal estándar, en donde se acumula la probabilidad de 
(1-`).19
5. Cálculo para el tamaño de muestra de la 
comparación de dos medias repetidas en dos 
grupos distintos de participantes
6HXWLOL]DFXDQGRVHTXLHUHFRPSDUDUHOFDPELRHQWUHXQD
medida basal y otra posterior de dos grupos distintos de su- 
jetos. La fórmula para la estimación del tamaño de mues-
tra de los grupos es la siguiente: n
c
 n
e

2* Z 
Z
2
*(1 )*S 2
|M
de
M
dc
|2
, 
donde Mdc es la diferencia entre los valores iniciales y los ÀQDOHVHQHOJUXSRGHORVFRQWUROHV\Mde es la diferencia HQWUHORVYDORUHVLQLFLDOHV\ÀQDOHVHQHOJUXSRFRQWUDWD-
miento.8,19 
6. Cálculo para estimar el tamaño de muestra 
de la diferencia de dos proporciones
La fórmula es: nc  ne 
p1(1 p1)
 p2(1 p2)
p1 p2 	2
* Z 2 
Z 	2 , don-
de p1 es la proporción del primer grupo y p2 es la pro-
porción del segundo grupo a comparar y (p1-p2) es la 
diferencia de las proporciones entre ambos grupos, 
Z_/2 es el valor del eje de las abscisas de la función 
normal estándar en donde se acumula la probabili-
dad de (1-_) para un contraste de hipótesis bilateral y 
Z` es el valor del eje de las abscisas de la función nor-
mal estándar, en donde se acumula la probabilidad de 
(1-`).2 Un ejemplo es el Reporte Nacional del Estatus 
de la Educación Médica en EUA.20 
7. Cálculo para el tamaño de muestra de la 
comparación de dos proporciones indepen-
dientes
Cuando se tiene una tabla de contingencia de 2 x 2 y las con-
diciones se cumplen para aplicar una prueba ji cuadrada, 
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VH SXHGH XWLOL]DU HVWD DSUR[LPDFLyQ SDUD HO FiOFXOR GHO
tamaño de la muestra de la comparación de proporciones 
independientes. La fórmula que Marragat y colaborado-
res proponen es: n
c
 n
e

Z * 2*P*Q 
Z * P
c
*Q
c

P
e
*Q
e
2
(P
e
P
c
)2
, donde 
P es la proporción media de la proporción de eventos de 
interés del grupo control (c) y en el grupo en tratamiento 
(e), Qc=1-P, Pc es la proporción de eventos de interés en el 
grupo control, Qc=1-Pc, Pe,  es la proporción de eventos de 
interés en el grupo expuesto o en tratamiento, Qe=1-Pe, y 
(Pe-Pc) es la diferencia de las proporciones entre el grupo 
control y la proporción del grupo de expuestos.8,19 
8. Opción rápida y aceptable para el cálculo 
del tamaño muestral 
([LVWHXQDIyUPXODVLPSOLÀFDGDSDUDHOFiOFXORGHOWDPD-
ño muestral para comparar dos medias, cuando se acepta 
un error bilateral alfa del 5% y una potencia del 80%.2 
6LVHGHQRPLQDGLIHUHQFLDHVWDQGDUL]DGDDE) al cociente 
entre las diferencias de medias d y la desviación estándar 
s, tenemos: DE = d/s, por lo que, una fórmula abreviada, 
que sirve para estimar muy aproximadamente el tamaño 
de la muestra, es:
n = 16/(DE)2
&XDQGRHVWD IyUPXODHVXWLOL]DGDSDUDFRPSDUDUGRV
proporciones,2 la expresión es: 
n = 16pmqm/d
2
Consideraciones especiales
1. Tamaño de muestra para estudios piloto 
Se recomienda incluir entre 30 y 50 participantes, los cua-
les deben poseer los atributos que se desean medir en la 
población objetivo.21 
2. Estrategias para minimizar el número necesario 
de participantes
Se basan en conseguir una población homogénea (desde 
los criterios de selección), disminuir la variabilidad de las 
PHGLGDVDOHDWRUL]DQGRIRUPDQGREORTXHV\DXPHQWDUOD
frecuencia de aparición del fenómeno de interés, por lo 
que deben aplicarse siempre que sea posible.2,17 
3. Software de utilidad
El uso de internet facilita obtener el tamaño de mues-
tra empleando programas en línea. Los programas utili-
]DQGLIHUHQWHVDOJRULWPRVPDWHPiWLFRVSDUDHIHFWXDUHO
FiOFXOR\DXQTXHHVHQFLDOPHQWHXWLOL]DQORVPLVPRVHOH-
PHQWRVSXHGHKDEHUOLJHUDVGLIHUHQFLDVHQHOQ~PHURGH
la muestra. 
(QWUH ORV SURJUDPDV PiV XWLOL]DGRV HVWiQ (3,'$7®, 
G*Power® y Epi Info®,8 de acceso libre. Hojas de cálculo 
como Excel®2, también son de utilidad. Entre los software 
de paga destacan Stata®,16 SAS®,22 STATISTICA®3 y Sigma-
Plot®,23SRUPHQFLRQDUVyORDOJXQRV/RVGRV~OWLPRVWLH-
QHQODYHQWDMDGHSRGHUJUDÀFDUODVIXQFLRQHVGHHVWLPD-
ciones del tamaño de la muestra.
Hay que usarlos críticamente, siendo necesario com-
prender bien los principios del cálculo. 
Conclusiones 
La investigación educativa debe tener el mismo rigor me-
WRGROyJLFRTXHRWUDViUHDVFLHQWtÀFDVLQFOXLGRHOFiOFXOR
del tamaño de la muestra. Hay que practicar una y otra 
YH]HVGHFLUVHUDFWLYRVSDUDSRGHUVHUFRPSHWHQWHHQ
OD FRQFHSWXDOL]DFLyQ GH FyPR HVWLPDU OD IXQFLyQPDWH-
mática del tamaño muestral. Al respecto, Abraham Flex-
QHUHVFULELy´ODPHGLFLQDPRGHUQDFRPRWRGDHQVHxDQ]D
FLHQWtÀFDHVWiFDUDFWHUL]DGDSRUODDFWLYLGDG/DVFRQIH-
rencias y los libros no son sustitutos de las experiencias”. 
Contribución de los autores 
-$** JHQHUDGRU GH OD SURSXHVWD E~VTXHGD UHFXSHUD-
ción y análisis de la información relacionada con el tema 
y redacción del manuscrito. 
ARB, aportación de ideas para la estructura del docu-
mento, redacción del documento. 
JCLA, asesoría continua, aportó comentarios y revi-
sión del manuscrito. 
Financiamiento
Ninguno.
&RQÁLFWRGHLQWHUHVHV
/RV DXWRUHV GHFODUDQ QR WHQHU QLQJ~Q FRQÁLFWRGH LQWH-
reses. 
Presentaciones previas
Ninguna. 
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