Abstract. A classical problem of additive white (spatially uncorrelated) Gaussian noise suppression in grayscale images is considered. The main attention is paid to discrete cosine transform (DCT)-based denoising, in particular, to image processing in blocks of a limited size. The efficiency of DCT-based image filtering with hard thresholding is studied for different sizes of overlapped blocks. A multiscale approach that aggregates the outputs of DCT filters having different overlapped block sizes is proposed. Later, a two-stage denoising procedure that presumes the use of the multiscale DCT-based filtering with hard thresholding at the first stage and a multiscale Wiener DCT-based filtering at the second stage is proposed and tested. The efficiency of the proposed multiscale DCT-based filtering is compared to the state-of-the-art block-matching and three-dimensional filter. Next, the potentially reachable multiscale filtering efficiency in terms of output mean square error (MSE) is studied. The obtained results are of the same order as those obtained by Chatterjee's approach based on nonlocal patch processing. It is shown that the ideal Wiener DCTbased filter potential is usually higher when noise variance is high.
Introduction
Noise is one of the main factors that degrades image quality. 1, 2 In spite of considerable efforts spent on noise intensity reduction in originally acquired images, noise still remains visible and disturbing for many practical applications. There are different types of noise that can be present in images such as additive white Gaussian noise (AWGN), spatially correlated additive noise, signal-dependent and mixed noise, speckle, etc. [3] [4] [5] [6] And there are various groups of methods for image denoising. However, researchers continue their attempts to design new, more efficient techniques for both quite general and more specific applications.
One reason is that the image processing community and customers are not satisfied by the already obtained results. Another reason is that until recently it has not been clear that there is room for further improvement of image filtering performance. Fortunately, a new approach to the estimation of potential limit output (PLO) mean square error (MSE) for grayscale (one-component) images has been put forward by Chatterjee and Milanfar. 7 This approach presumes that noise is AWGN and a noise-free image is available. Later, this approach has been further advanced 8 to allow predicting the PLO MSE without having a quite accurate corresponding noise-free image.
The results presented in Refs. 8-10 demonstrate the following: for a given image, the PLO MSE decreases if noise variance reduces. For a given noise variance, the PLO MSE can vary by several times depending upon an image. It can be easily concluded from data presented in Ref. 7 that the PLO MSE is considerably, by up to 10 times, larger for more complex structure (highly textural) images. Within the approach in Ref. 7 , the PLO MSE is practically reached by modern most efficient filters for complex-structure images.
The PLO MSE in Ref. 7 has been derived within a nonlocal filtering approach. There are many techniques that belong to this family nowadays. They are based on searching for similar patches and their joint processing. [11] [12] [13] [14] Among them, the block-matching three-dimensional (BM3D) filter 14 has been shown to be the most efficient for processing most grayscale test images 7 and component-wise denoising of color test images 10 corrupted by AWGN. Meanwhile, the approach in Ref. 7 might not be unique for determination of PLO MSE. From the linear filtering theory, the Wiener filter is known to be the optimal in the sense of providing minimal output MSE under the condition of a priori known spectra of stationary signal and noise. 15 Wiener filtering being applied to processing an entire image in spatial two-dimensional (2-D) Fourier domain is not as efficient as in the case of one-dimensional (1-D) stationary signal filtering (stationarity is required for proper operation of the Wiener filter 16 ), since images are nonstationary random 2-D processes. Because of this, quasi-Wiener filtering is often implemented in spatial domain locally. The widely known local statistic Lee 17 and Kuan 18 filters are good examples of such algorithms. There are also options of the Wiener filter used in other than Fourier orthogonal transforms as, e.g., wavelet, 16, [19] [20] [21] DCT, 4, 22, 23 and others. 22 An attempt to implement a nonlocal Wiener filter in spatial domain using image "photometric similarities" is presented in Ref. 24 .
Reference 22 compares the Wiener-based filtering efficiency for different orthogonal bases. Although this is done for the 1-D case, an important conclusion is that the DCT domain Wiener filtering approaches the best known optimal Karhunen-Loeve transform basis. This is due to very good data de-correlation and the energy compaction properties of the DCT, which are widely exploited in image and video compression. 25 Efficiency and usefulness of the local DCT commonly carried out in 8 × 8 pixel blocks has also been proven for image denoising applications in Refs. [26] [27] [28] [29] [30] [31] . Thus, below we focus just on DCT as the considered basic orthogonal transform.
In this paper, our goal is to analyze the potential of the DCT image filtering in detail including an ideal (hypothetical) case of a priori known global and local power spectra and a more practical case when only information on noise statistics (variance) is available. Next, we determine the potential limits of the DCT-based filtering efficiency for fully overlapping blocks of 4 × 4, 8 × 8, and 16 × 16 pixels within the Wiener approach and compare them to the results obtained by the Chatterjee's approach 7, 24 for a wide set of standard test images. Also, we analyze the filtering efficiency of the proposed multiscale DCT-based filters and compare them to the state-of-the-art BM3D filter.
The paper is organized as follows: the image Wiener filtering principle is considered; a way on how it reduces to hard switching filter is shown in Sec. 2. Details of multiscale DCT-based filtering are presented in Sec. 3. Numerical simulation results for two proposed multiscale filters in comparison to the best known ones are presented in Sec. 4, providing wide opportunities for analysis and comparisons. A brief discussion of what else can be done in DCT-based filtering is presented in Sec. 5. Finally, the conclusions follow.
Image Wiener Filtering in DCT Domain
Let us consider an additive observation equation (model) uðx; yÞ ¼ sðx; yÞ þ nðx; yÞ;
(1) where uðx; yÞ is an observed noisy image; x, y are Cartesian coordinates; sðx; yÞ denotes a noise-free image; and nðx; yÞ is a white Gaussian noise not correlated with sðx; yÞ. The problem is to find an estimate of the noise-free imageŝðx; yÞ such that it minimizes MSE Ef½sðx; yÞ −ŝðx; yÞ 2 g, where Ef·g denotes the expectation operator. The optimal linear filter that minimizes the MSE is the well-known Wiener filter.
14 It is the solution of Wiener-Hopf equations expressed in matrix form as 14 Rw ¼ p;
where R is an autocorrelation matrix of a noisy image, w is a vector of Wiener filter impulse response coefficients, and p is a vector of cross-correlation between the noisy and noisefree images. Alternatively, the Wiener-Hopf equations can be represented as
where r ¼ r s þ r n is a vector of noisy image uðx; yÞ autocorrelation function in the case of the additive noise model [Eq.
(1)], Ã denotes convolution operation, r s is an auto-correlation function of the 2-D signal sðx; yÞ, and r n is an auto-correlation function of the noise. Using the Fourier transform property for convolution and the Wiener-Khinchin theorem that relays correlation and power spectrum, one can obtain the Wiener-Hopf equation in the spectral domain given for the 2-D case as:
where P s ðω x ; ω y Þ ¼ jF fr s gj 2 , P n ðω x ; ω y Þ ¼ jF fr n gj are power spectral densities of the noise-free image and noise, respectively; F f·g denotes Fourier transform; ω x ; ω y are spatial frequencies; P us ðω x ; ω y Þ ¼ jF fpgj 2 is a cross spectrum between noisy image and noise-free image; and H W ðω x ; ω y Þ is a 2-D frequency response of the Wiener filter. When the noise is not correlated with the image, p ¼ r s and the following expression holds:
Thus, the Wiener filter in the spectral domain can be formulated as
In practice, the exact power spectral densities P s ðω x ; ω y Þ; P n ðω x ; ω y Þ are often unavailable. A more realistic case presumes the use of the estimates of spectral densities:
whereĤ W ðω x ; ω y Þ is an estimate of the frequency response of the Wiener filter andP s ðω x ; ω y Þ;P n ðω x ; ω y Þ are power spectral density estimates of the noise-free image and noise, respectively. In the case of additive white Gaussian noise, the model for noise power spectral density is given by:
where σ 2 is noise variance, cðω x ; ω y Þ is proportional to the image size, and cð0; 0Þ ¼ 0 because we assume the Gaussian noise to have zero mean. Thus, the Wiener filter formula transforms tô
In our proposal, we use the cosine transform instead of the Fourier transform for spectrum calculation, i.e.,P s ðω x ;ω y Þ ¼ ½Sðω x ;ω y Þ 2 , where Sðω x ; ω y Þ is the DCT of a noise-free image (or its fragment). Again, in practice the noise-free image is not accessible to obtain Sðω x ; ω y Þ. For this reason, the estimate of image power spectral density,P s ðω x ; ω y Þ, should be calculated using an observed noisy image. Therefore, the image data has to be prefiltered to obtain some rough estimate of a noise-free imageŜðω x ; ω y Þ and then to calculateP s ðω x ; ω y Þ to implement the Wiener filter [Eq. (9)].
The last expression for the Wiener filter frequency response, Eq. (9), could be simplified assigning the unit gain for all spatial frequencies where jUðω x ; ω y Þj ≥ βσ and zero gain otherwise. This results in a hard thresholding technique 5 :
where β is a control parameter. If Sðω x ; ω y Þ is available, the decision rule can be interpreted as jSðω x ; ω y Þj ≥ βσ, β ¼ 1 that correspond to the Wiener filter pass band cutoff at the level of −3 dB. In practice, the decision rule is based on the observed image, jUðω x ; ω y Þj ≥ βσ. In this case, β was proven to have quasi-optimal value β ≈ 2.7. 6, 23, 26 To confirm this, let us present some results. Figure 1(a) shows a three-component LandsatTM image (optical bands) in red-green-blue representation. AWGN has been added to all three components and they have been processed by the DCT filter component-wise (8 × 8 pixel blocks with full overlapping of blocks, see details in the next sections). The dependences of the output MSE for all three components are presented in Fig. 1 (b) and 1(c) for noise standard deviations 7 and 10, respectively. There are obvious minima for all dependences for β slightly larger than 2.5. Since component images are quite similar (characterized by crosscorrelation factor of about 0.9), all dependences are very similar. A general tendency is that optimal β shifts to larger values for less complex images and/or larger standard deviations of the noise and vice versa. Meanwhile, setting β equal to 2 or, e.g., 3.4 (i.e., 2.7 AE 0.7) instead of 2.7 leads to an MSE increase by about 10%. Thus, optimal setting (which is individual for each image and noise standard deviation) instead of the recommended quasi-optimal is able to produce output MSE which is only a few percent smaller than β ≈ 2.7.
The thresholding filter [Eq. (10)] can be used as a preliminary image estimateŝðx; yÞ for its further use to determinê Sðω x ; ω y Þ for the Wiener filter [Eq. (9) ].
3 Locally Adaptive Wiener Image Filter in DCT Domain More accurate estimates ofP s ðω x ; ω y Þ are used for Wiener filtering, and better results in the sense of the output MSE are achieved [or, equivalently, in the sense of the peak signalto-noise ratio defined for byte represented images as PSNR ¼ 10 log 10 ð65025∕MSEÞ]. This way, one can use local spectral estimatesP s to take into account local data activity for better noise filtering. For this purpose, the filtering may be performed within blocks of m × m pixels, and such blocks are allowed to be overlapped for better noise suppression. In this paper, we assume that the blocks are maximally (fully) overlapped, i.e., the m × m neighboring blocks have the overlapping area of ðm − 1Þ × m pixels if their upper left corner positions are shifted with respect to each other by only one pixel. In Refs. 23 and 26, it was shown that the DCT-based filtering with block overlapping reduces blocking effects and produces better output PSNR. The DCT-based denoising with full overlapping is more efficient in the sense of output MSE criterion than processing with partial overlapping or in nonoverlapped blocks. 23 Meanwhile, denoising in fully overlapped blocks takes more time. However, since DCT can be easily implemented using fast algorithms and/or specialized software or hardware, DCT-based denoising in fully overlapped blocks is fast enough.
So, for a locally adaptive Wiener DCT-based image filter we use a normalized DCT-2 transform 32 given by U ðmÞ ðp; qÞ ¼ αðpÞαðqÞ m
where m × m is the block size; i, j are left upper corner coordinates of the data block in the full image;
The inverse transform is given by Using the definition in Eq. (11), the frequency response of the local hard thresholding filter is: 
Note that, opposite to scanning window filtering, the filtered values are obtained simultaneously for all pixels of a given block. And then, if processing with block overlapping is applied, these filtered values must be aggregated as described below.
Next, we propose to use the estimate in Eq. (14) to determine the local power spectrumP s ðp; qÞ aŝ The filtered image block is obtained taking the inverse transform aŝ
αðpÞαðkÞU ðmÞ ðp; qÞĤ
On the other hand, with the overlapping of the filtered blocks in Eq. (14), Eq. (17) results in a high redundancy of the filtered data that has to be aggregated to produce the filtered imageŝði; jÞ. The aggregation can be performed by averaging the block pixels where the overlapping occurs. It can also be performed using some weighting as proposed in Ref. 14 produces appropriately good results whereŝ ðmÞ local ði; j; qÞ are i; j'th pixel of q'th overlapped block in Eq. (14) or Eq. (17) of size m, Q ðmÞ ði; jÞ denotes the number of overlapping blocks in the i, j'th pixel. Note that filtering efficiency might be slightly worse for pixels near image edges since for these pixels a smaller number of filtered values from processed overlapped blocks is aggregated (for example, only one for four image corner pixels).
Next, we have found by simulations that the aggregation of the overlapped blocks of different size might further improve noise suppression. To this end, at each pixel position, different values of m in Eqs. (11), (12), (14), and (17) are used and then the processed overlapped blocks of different size are aggregated using some weighting. In particular, we have determined that the following weighting produces good results for different images and different noise levels: 
where Q ðmÞ ði; jÞ is the number of overlapped blocks of size m × m. This approach will be further denoted as a multiscale DCT-based filter (MDF). The recommended weight setting in Eq. (19) is based on the results presented in the next section.
Simulation Results
The simulations have been performed using a wide set of standard grayscale test images 33 shown in Fig. 2 , all of size 512 × 512 pixels. This allows obtaining quite full imagination on properties and performance of different filtering algorithms and approaches considered in this paper. Noise variance (standard deviation) has been varied in a very wide range as well. Despite the noise standard deviation values of the order 20 : : : 35 for grayscale images of 8-bit representation it is almost impossible to meet, in practice, the corresponding data often presented in literature dealing with filter efficiency analysis and comparisons. 7, 12, 14 Thus, we have decided to obtain and present such data for the considered techniques. (16)], and the ideal Wiener (when P s , P n are both known). The obtained results are presented in Table 1 .
As can be easily expected, the output PSNR decreases if noise standard deviation becomes larger (this tendency is observed for any filtering approach). However, output PSNR values differ a lot. For example, for the noise standard deviation equal to 10, the DCT-based filtering with hard thresholding (the quasi-optimal β ≈ 2.7 has been used for all images and values of noise standard deviation) produces output PSNR ranging from 31.14 dB for the simple structure Elaine image to 26.24 dB for the complex structure Baboon image. Similarly, the output PSNR for the ideal Wiener filter ranges from 36.33 to 31.94 dB (again, for the test images Elaine and Baboon, respectively).
A more detailed analysis shows that the output PSNR values for the ideal Wiener filter are usually by 3 : : : 7 dB larger than for the DCT-based filter with hard thresholding. The difference slightly increases if the noise standard deviation becomes larger. The difference is smaller for the test images with more complex structure such as Baboon and Stream & bridge.
The two-stage procedure of practical Wiener filtering produces intermediate results which are considerably closer to the outputs of the DCT-based filter with hard thresholding than to the ideal Wiener filter. The resulting PSNR for the practical Wiener filter can be up to 0.4 dB better than for the DCT-based filtering with hard thresholding. This means that the estimates of the power spectrumP s ðω x ; ω y Þ are not accurate enough. Note that the largest improvement for the practical Wiener filter occurs for the test images with quite simple structure and if the noise variance is large.
Block-Based Denoising
As it has been mentioned in the Introduction, images are 2-D nonstationary processes for which local spatial spectra 
The first observation that follows from comparison of the corresponding data in Tables 1 and 2 We use the terms "simple structure" and "complex structure" images. Intuitively these terms are clear where the latter relates to more textural images. Unfortunately, until now there is no commonly accepted metric for image complexity.
The practical Wiener filter [Eq. (17)] again produces performance improvement compared to the DCT-based processing with hard thresholding. Due to applying the Wiener filter at the second stage, the output PSNR can be increased by up to 0.5 dB. We would like to stress here that the practical Wiener filtering can be performed in a pipeline manner, where the second stage processing is applied when the necessary output data of the DCT-based thresholding is obtained. Thus, although computation expenses are increased for the proposed two-stage procedure compared to the standard DCT-based denoising, the two-stage filtering is still considerably faster than most efficient denoising techniques that search for similar blocks (patches), and is usually time consuming.
The ideal Wiener filter again produces the output PSNR values that are by 3 : : : 4 dB larger than those corresponding to practically implementable methods. Note that for the ideal Wiener filter the best results are produced for m ¼ 16 and the PLO PSNR for m ¼ 16 can be by almost 0.8 dB better than for m ¼ 8.
It is interesting to compare these results (that can be considered as PLO PSNR) to the corresponding data produced by the Chatterjee's approach. 7 Such comparisons can be easily made by considering, e.g., the data in the last (rightmost) two columns of Table 2 (the best attainable values of PLO PSNR are marked bold). The PLO PSNR for the Chatterjee's approach can be by almost 5 dB better (this takes place for simple structure images corrupted by AWGN with small standard deviation). Meanwhile, for complex structure images such as Baboon and Stream & bridge, the PLO PSNR for the Chatterjee's approach can be by almost 4 dB smaller than for the ideal Wiener filter. For images of middle complexity (as, e.g., Boat), the Chatterjee's approach produces larger PLO PSNR for small standard noise deviations than the ideal Wiener filter and vice versa. One possible explanation of this effect can be that it is a more difficult task to find similar patches and to take advantages of nonlocal processing for images of more complex structure and under condition where noise is intensive (has large variance).
The results presented in Table 2 also confirm one observation earlier emphasized in Ref. 9 . The output PSNR for the DCT-based filtering with hard thresholding is quite close to the Chatterjee's limit 7 for the complex structure images corrupted by intensive noise (see, e.g., data for the test images Baboon and Stream & bridge for the noise standard deviation equal to 10 and larger). The difference is smaller than 1 dB. Meanwhile, there is room for efficiency improvement for simpler structure images if the noise standard deviation is not large.
Comparison to the State-of-the-Art
It becomes interesting to compare the performance of the proposed DCT-based filters, MDF, and two-stage Wiener MDF with the state-of-the-art BM3D filter. The data which allows carrying out such comparison are represented in Table 3 . First of all, the presented PSNR values for a given image and noise standard deviation are quite close (the best results are marked bold). They differ by not more than 1 dB (this happens for simple-structure images corrupted by AWGN with large variance values, see data for the image Lena, σ ¼ 35). The BM3D filter performs better for some test images while the two-stage Wiener filter is better for others. It is difficult to establish some obvious performance dependence of these filters on image complexity. For two simple-structure images such as Lena and Elaine, BM3D results are better for Lena and the two-stage Wiener produces, on average, better results for Elaine. Similarly, for two complex structure test images, Baboon and Stream & bridge, the two-stage Wiener filter is better for the test image Stream & bridge and vice versa.
Setting the weights in Eq. (19), we have taken into account that DCT-based denoising with 8 × 8 blocks usually produces not worse filtering than with 16 × 16 blocks but fewer artifacts are observed in neighborhoods of highcontrast edges and small-sized objects. In turn, denoising in 4 × 4 block is less efficient than for larger sizes of blocks. Table 2 Output PSNR (in dB) of the DCT-based image filters [Eqs. (14) , (17) , and (18) Also, note that the DCT-based processing in blocks of different size can be carried out in parallel that allows diminishing processing time. Figure 3 illustrates filtering efficiency for a fragment of the test image "Lena." As is seen, noise removal is efficient and edge/detail preservation is good for both output images. Figure 4 presents an example of processing the test image "Baboon" by the proposed Wiener filter in comparison to the state-of-the art BM3D filter. The BM3D filter suppresses noise better in "flat" (homogeneous image) regions while the proposed filter preserves better texture and details; the filtered image in this case has a more natural appearance.
Discussion
It is worth briefly discussing here the mechanism of DCTbased denoising with hard thresholding. Noise is removed in DCT-components of a block for which jUðp; qÞ < βσj (although hard thresholding operation simultaneously introduces distortions in the corresponding signal components). Meanwhile, noise is preserved in the components when jUðp; qÞ ≥ βσj. Therefore, noise reduction should increase if the number of DCT coefficient with jUðp; qÞ < βσj is larger.
All simulation results presented above for the DCTbased denoising have been obtained for hard thresholding with the fixed β ≈ 2.7 in Eq. (13) . However, as has been mentioned above, such threshold setting is quasi-optimal. Let us demonstrate this by several examples. We have selected eight test images of different complexity widely used in image processing applications. For three values of noise standard deviation (5, 10, 15) , the optimal values β opt that provide maximal output PSNR have been determined. They are presented in Table 4 . Besides, we have determined two probabilities: P 2.7σ is the probability that DCT coefficient absolute values do not exceed 2σ and P 2.7σ is the probability that DCT coefficient absolute values are larger than 2.7σ. One more characteristic of filtering efficiency has been determined: the ratio MSE out ∕σ 2 , where MSE out is output MSE after denoising. The obtained data are presented in Table 4 . The test images are put in such order that P 2σ in the fourth column increases.
The first observation is that the probabilities P 2σ and P 2.7σ are highly correlated. If P 2σ is smaller, then P 2.7σ is usually larger. The second observation is that the values P 2σ are smaller and P 2.7σ are larger for more complex-structure images and smaller noise variance values. This is clear since for more complex-structure images the DCT coefficients for noise-free image have wider distribution. The third observation is that β opt increases if image complexity reduces and/or noise variance becomes larger. β opt varies from 2.3 to 2.8 where for most typical practical situations β opt is within the limits from 2.6 to 2.7.
It seems that if P 2.7σ is preliminary determined for a given image under a condition of exactly known noise variance, it can prove more careful threshold setting for providing certain benefits of filtering efficiency. Such a strategy can be treated as image/variance adaptive threshold setting. However, in our opinion, the benefits of this strategy are too small to use in practice. A more reasonable way seems to use locally adaptive setting of the thresholds, but currently we are unable to propose an algorithm to do this.
The data presented in Table 4 show that for noisy images their complexity (or, more strictly saying, complexity of image denoising task) can be indirectly characterized by the parameter P 2.7σ . Filtering is more efficient (smaller MSE out ∕σ 2 are provided) if P 2.7σ is smaller. Note that MSE out ∕σ 2 can vary from 0.78 (less than 1 dB increase of output PSNR compared to input PSNR) to 0.13 and even less (about 9 dB and more increase). Thus, it seems possible to predict MSE out ∕σ 2 (or, equivalently, MSE out for a priori known σ
2 ) from analysis of P 2.7σ with practically acceptable degree of accuracy. This can be one possible direction of future research. It can be also expected that the use of polynomial threshold operators and other more sophisticated thresholds 35, 36 can improve performance of the DCT-based denoising.
Conclusions
Different approaches to filtering grayscale images corrupted by AWGN are considered including the DCT-based denoising with hard thresholding, two-stage Wiener filter, and ideal Wiener filters that are compared to the state-of-the art BM3D technique. Several sizes of fully overlapped image blocks are studied and it is shown that processing in 8 × 8 and 16 × 16 pixel blocks produces approximately the same results. It has been demonstrated that the performance can be slightly improved by combining the filter outputs that perform processing using different block sizes. Following this approach, two multiscale DCT-based filters, MDF and Wiener MDF, are proposed and their properties analyzed.
Potential limits of output PSNR (or MSE) for the ideal Wiener filter and Chatterjee's approach are obtained and compared. These limits are, on average, of the same order but can differ by up to 5 dB depending on the image processed and noise variance. Thus, we can state that the potential limits of filtering efficiency are "approach-dependent."
The state-of-the-art filters including the DCT-based denoising and the Wiener-based techniques provide filtering performances quite close to Chatterjee's limit for complexstructure images and large noise variance. Performance characteristics of the state-of-the art BM3D filter and the proposed Wiener MDF are very close while the latter filter is simpler and faster.
The proposed MDF techniques require less computational time than the BM3D filter and, especially, the Chatterjee filter, which requires image clustering to perform nonlocal averaging. MDF technique [Eqs. (14) and (19) ] is about two times faster than the Wiener MDF [Eqs. (17) and (19)] and produces good visual quality of the filtered images when the noise variance is low (σ < 0.1).
It has also been shown that filtering efficiency depends considerably on DCT coefficient statistics. A more detailed study of this dependence can be a direction of future research to further improve performance of the block-wise DCTbased filters.
