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1. INTRODUCTION 
Let V be a vector space over a field X. A linear transformation g on I’ is 
called linitary if 
is a finite dimensional subspace of V, i.e., if the linear transformation g - 1 
has finite dimensional range. The set of all such g which are also invertible 
is easily seen to be a group (a subgroup of GL( V, .X)) and will be called 
the group of$nitary transformations of V. We denote this group by 
FGL( V, X). 
It is not difficult to see that FGL(V, X) equals the set of all 
g E GL( V, X) such that 
C,(g)= {YE Vlug=o} 
has finite codimension in V. 
A X-linitary representation .of a group G is a homomorphism r from G 
into FGL(V, .X) for some X-space V. As usual, such a representation is 
faithful if ker(z) = { 1 }. 
Our aim is to determine which groups G (in some reasonable class) have 
faithful X-linitary representations (for various choices of X). Such a 
group G will be called a X-finitary linear group (or simply a tinitary linear 
group if the nature of the field X is irrelevant). Certainly, finite dimen- 
sional X-linear groups are X-tinitary linear (rather than use the 
customary term “linear” for groups with faithful representations of finite 
degree, we here use the term “finite dimensional linear”). Another large 
class of Y-finitary linear groups is the class of finitary permutation groups. 
Recall that a group G of permutations on a set R is finitary if for all g E G, 
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{o E Sz 1 og # o} is a finite set. If G is a group of finitary permutations on a 
set 0, then G acts on the X-space V= X0, the permutation module of G 
with basis { V,I o E Sz}, via u,g = u,~. Such an action is faithful and 
finitary and these easy remarks verify that tinitary permutation groups are 
X-finitary linear for any field X. The essence of these remarks is that any 
determination of X-linitary linear groups will have to account for both the 
finite dimensional X-linear groups and the groups of linitary permutations. 
Both of the classes of “finite dimensional X-linear” and “tinitary 
permutation groups” will play a key role in our results. While details will 
have to wait until later, we note that the structure of linitary permutation 
groups is in a (surprisingly) highly developed state (see, for example, 
[ 10, 11, 15, 163. Similarly, the finite dimensional periodic linear groups 
admit a classic and rich theory (see [20]). On the other hand, arbitrary 
finite dimensional linear groups (while better understood than arbitrary 
abstract groups) do not appear to have enough in the way of a structure 
theory to be amenable to our methods. In view of these remarks, our 
approach herein will deal mainly with periodic groups over fields X of 
characteristic 0. In this framework, an essential contribution has already 
been made by J. I. Hall in [4] where it is shown that if char (X) = 0, then 
every infinite periodic X-finitary linear group which is simple is an 
alternating group. This result, as well as the representation theory of finite 
simple groups that lies behind it, will be used in the sequel. For a discussion 
of the role played by linitary linear groups in the general theory of locally 
finite simple groups the reader is advised to consult [S]. At this stage, we 
give a statement of our basic result. Somewhat more general statements will 
appear as Propositions 1,2, and 3 in Section 2. 
THEOREM A. Let G be a periodic subgroup of FGL( V, X) and suppose 
that either char(X) = 0, or for the prime p, G is a PI-group and 
char(X) =p. Then 
(i) G is a subdirect product of irreducible X-finitary linear groups, 
each of which is an image of G and 
(ii) tf G is an irreducible subgroup of FGL( V, X)), then G has a 
normal subgroup N satisfying 
(a) N is a subdirect power of a finite dimensional X-linear group, 
and 
(j3) G/N is a transitive group of finitary permutations. 
(iii) If G is an irreducible subgroup of FGL( V, X) and V has infinite 
dimension, then G’ is the unique minimal subnormal irreducible subgroup 
of G. 
This result gives a reasonably concise picture of periodic Z-tinitary 
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linear groups that meet the hypotheses of Theorem A. Especially interesting 
is the irreducible case where the finite dimensional linear groups and 
groups of tinitary permutations arise in an essential way. With a familiarity 
of the properties of these two classes, we can rule out the possibility of 
faithful X-finitary representations for large classes of periodic groups. We 
will do this in Section 3, after a further discussion of the major results. 
First, to enrich the statement of Theorem A, we recall the fundamental 
1.1. [ 20, p. 1121. I f  G is a periodic finite dimensional X-linear group and 
either char(X) = 0, or for the prime p, G is a p’-group and char(X) =p, 
then G is an Abelian-by-finite group. 
Thus the subdirect products T that arise in the statement of Theorem A 
have the property the for every x E T, xr is “Abelian-by-finite.” 
2. MORE ON THE MAJOR RESULTS 
Theorem A will be proved by combining the results of our 
Propositions 1, 2, and 3, each of which is of interest in its own right. In 
Subsection 2.1 we discuss the reduction of the theory down to the 
irreducible case (as in conclusion (i) of Theorem A), the essential infor- 
mation being given in Proposition 1. While the structure of the irreducible 
groups can be given in a single result, it will be more informative (and 
necessary in our proofs) to distinguish two types of irreducible groups. The 
first case (given in Proposition 2) consists of those irreducible groups that 
have a non-trivial reducible normal subgroup-this situation will be 
discussed in Subsection 2.2. The second case (Proposition 3) takes up 
the structure of the irreducible groups in which all non-trivial normal 
subgroups are irreducible-these are discussed in Subsection 2.3. Finally, in 
Subsection 2.4 we verify that parts (i) and (ii) of Theorem A follow from 
Propositions 1, 2, and 3. 
2.1. For the field X, an element g E FGL( V, X) is unipotent if there is a 
positive integer ng such that 
(g- l)“g=O. 
A subgroup H of FGL( V, X) is unipotent if each of its elements is 
unipotent. While the unipotent subgroups of FGL( V, X) are interesting in 
their own right, this work will make use only of very elementary properties 
of unipotent groups, and these are laid out in 
2.1.1. If char(X) is a prime p, then every unipotent subgroup of 
FGL( V, X) is a locally finite p-group. If char(X) is 0, then every unipotent 
subgroup of FGL( V, N) is a torsion free locally nilpotent group. 
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The reduction of our study to irreducible groups is dependent on 
PROPOSITION 1. Let G c FGL( V, X) where X is any field. Then G has a 
normal unipotent subroup N such that G/N is a subdirect product of 
irreducible Y-fnitary linear groups, each of which is isomorphic to an image 
of G. More precisely, there is a set of X-spaces V, (a E d) and irreducible 
representations $=: G + FGL( V,, X) satisfying 
(i) foreachgEG,(g)$bl=1exceptforafinitenumberofaE&and 
(ii) n {ker(J/,)I a Ed} = N. 
Note that properties (i) and (ii) of Proposition 1 imply 
2.1.2. Put W= 0 { V,~CLE &‘}: then G acts finitarily on the X-space 
W via 
((%)a, d) g = (%k) II/,)., ‘d9 
and the kernal of this action is N. Thus, G/N acts faithfully on W and so if 
N = { 1 }, G acts faithfully on W. 
We emphasize that throughout, the term direct product, (and direct 
power) means restricted product (as opposed to Cartesian product). 
Combining Proposition 1 and 2.1.1 we easily deduce 
COROLLARY 1. Suppose that GE FGL( V, X) is periodic and that either 
char(X) = 0, or for the prime p, G is a PI-group and char(X) =p. 
Then G is a subdirect product of irreducible .X-finitary linear groups, each 
of which is isomorphic to an image of G 
2.2. Here we concentrate on the irreducible subgroups of FGL( V, X) 
and restrict our universe to the hypotheses of Corollary 1. For the 
statements of our results, we need the notion of imprimitivity in XG 
modules. 
Suppose that G c GL( V, Xx); following [ 17, p. 1033. 
2.2.1. A set Y = { Vi1 ieY} of subspaces of V is a G-system of 
imprimitivity of V if 
(i) V= 0 { Vilie9}, and 
(ii) for each g E G and i E 9, there is a j E 9 such that Vi g = Vi. 
If { Vi 1 i e 9) is a system of imprimitivity of G, then the mapping 
(2.2.2) ~:G+Sym{V,.(i~9} defined by Vi( gn) = Vi g 
is a homomorphism. Note that ker(n) is a subgroup of the Cartesian 
product n { GL( Vi) ) i E 9}. The subspaces Vi in a system of imprimitivity 
481/119/Z-10 
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P’- are called blocks (or G-blocks): if Vi is a block, the set of subspaces V,g, 
gE G, is called the system of imprimitivity generated by Vi. 
Under the additional assumption GE FGL( V, X), systems of imprimi- 
tivity have rather special properties. 
2.2.3. Suppose that Gc FGL( V, X) and that 9’= ( Vi1 iE9) is a 
system of imprimitivity of G with 19 ) > 1 on which G acts transitively. Then 
(i) if i E -0, then Vi is finite dimensional (and all of the Vi have the 
same dimension). 
(ii) Gn is a group of finitary permutations on Y. 
(iii) ker(n) is a subgroup of the direct product of groups 
Li s GL( Vi, X), and each Li is an image of ker R; note that the groups L, 
are finite dimensional X-linear groups of bounded degrees. 
This result indicates one way in which groups of tinitary permutations 
enter the picture. Regarding the systems of imprimitivity, these will arise 
(as in finite group theory) from applications of Clifford’s theorem. We are 
now in a position to state our next major result. 
PROPOSITION 2. Suppose that G is a periodic irreducible subgroup of 
FGL( V, X) where V has infinite dimension, and that G and X satisfy the 
hypotheses of Theorem A. Further, suppose that G has a non-trivial reducible 
normal subgroup H. Then 
(i) V contains a finite dimensional irreducible H-submodule D on 
which H acts non-trivially. 
(ii) The set Y of G-homogeneous components induced by D are finite 
dimensional and form a G-system of imprimitivity of V on which G acts 
transitively and finitarily. 
(iii) Put S= ker(n) where IC is as in (2.2.2). Then Hs S and S is a 
subdirect product of finite dimensional X-linear groups Li of bounded 
degrees, each of which is an image of S. Further, G/S is an infinite transitive 
group of finitary permutations. 
Note that the reducible normal subgroup H is a subgroup of a direct 
power of the finite dimensional X-linear group GL(E, X), where 
dim(E) = n, n being the bound on the dimension of the Li. 
2.3. The situation left open in Proposition 2 is taken care of in our 
FROP~SITION 3. Suppose that G is a periodic irreducible subgroup of 
FGL( V, X) where V has infinite dimension, and that G and X satisfy the 
hypotheses of Theorem A. Suppose further that every non-trivial normal sub- 
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group of G is irreducible. Then G is either an alternating group or the full 
group of ftnitary permutations on an infinite set Q. In either case, 
V= [XL& G] = Nat(X, 0) is the natural permutation module for 3-G. 
Since in the characteristic p case, G is a p’-group, we have char(X) = 0. 
Easy consequences of Proposition 3 include 
2.3.1. If char(X) is a prime p and G is an irreducible periodic 
p’-subgroup of FGL( V, X), then G has a non-trivial reducible normal 
subgroup. Further, in the characteristic 0 case, a group without non-trivial 
reducible normal subgroups is essentially a simple group. 
There are several places in the proof of Proposition 3 where we use the 
classtjkation offinite simple groups. On the other hand, Propositions 1 and 
2 in no way depend on the classification. Also, a detailed discussion of 
permutation modules and natural permutation modules will be presented 
in Subsection 9.2. 
2.4. Here we show that parts (i) and (ii) of Theorem A follow from the 
various propositions of this section. To this end, let G be a periodic 
subgroup of FGL( V, X) which satisfies the hypotheses of Theorem A. 
From Corollary 1, we see that G is a subdirect product of irreducible X- 
linitary linear groups, each isomorphic to an image of G. Thus, conclusion 
(i) of Theorem A holds. 
For the second conclusion, let G be an irreducible subgroup of 
FGL( V, X). If V has finite dimension, we can take N= G. Suppose then 
that V has infinite dimension. If G has a non-trivial reducible normal 
subgroup, let N be the group S of Proposition 2 (iii). If every non-trivial 
normal subgroup of G is irreducible, then let N = { 11. Propositions 2 and 3 
imply that the subgroup N meets the conditions of Theorem A(ii) and so 
parts (i) and (ii) of Theorem A are implied by Propositions 1, 2, and 3. 
3 
Propositions 2 and 3 combine to describe all the periodic irreducible sub- 
groups of FGL( V, X) when either char(X) = 0 or when G is a p’-group 
and char(X) =p. In the conclusions of both of these propositions, the 
groups of linitary permutations play a critical role, and for further 
refinements of our main results, we will need to review the elementary 
properties of groups of linitary permutations. We do this in Subsection 3.1 
and in Subsection 3.2 we discuss further consequences of Theorem A. 
3.1. Groups,offinitary permutations. We give only the information that 
will serve our current purposes. For additional properties (as well as the 
ones presented here), see the papers [lo, 11, 15, 163. 
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3.1.1. Let G be an infinite transitive group of linitary permutation on 
a set 0. Then every non-trivial block of imprimitivity in R is a finite set. 
Further, either Q is the union of an ascending chain of a countable number 
of blocks (in which case Q is a countable set) or 52 has a maximal block 
(necessarily finite). Groups of the first type are called totally imprimitive 
while those of the second type are called almost primitive. Structural 
properties of these types are given in the following two statements. 
(a) If G is totally imprimitive, then G is countable and there is a 
chain N1cNZ~...zNk5 ... of normal subgroups of G such that 
(i) U {Nk} =G, and 
(ii) each Nk is a subdirect power of a finite group. 
(b) If G is almost primitive, then G has a normal subgroup N such 
that 
(i) N is a subdirect power of a finite group, and 
(ii) G/N is either an alternating group or the full group of 
linitary permutations on an infinite set. 
These results permit a finer analysis of the groups in Propositions 2 and 
3 according to which type of transitive group occurs. For purposes of easy 
identification, we adopt the following terminology. 
3.1.2. Let V be an infinite dimensional X-space and G be an 
irreducible subgroup of FGL( V, X). Suppose also that Y = { Vi 1 i E Y > is a 
system of imprimitivity of V with 19 1 > 1 and let S be the kernel of the 
representation of G on Y. Then, by (2.2.3), G/S is an infinite transitive group 
of finitary permutations. We say that G is of Type I if G/S is totally 
imprimitive and that G is of Type II tf G/S is almost primitive. 
Propositions 2 and 3 can now be combined into the single 
PROWSITION 4. Suppose that G is a periodic irreducible subgroup of 
FGL( V, X) where V has infinite dimension, and that G and X satisfy the 
hypotheses of Theorem A. Then G is either of Type I or Type II. If G is of 
Type I, then V has countable dimension. 
3.2. Here we use the results of the previous section to obtain more 
information on X-finitary linear groups. 
The following corollary follows easily from properties of totally 
imprimitive permutation groups together with 1.1 and Propositions 2, 3, 
and 4. 
COROLLARY 2. Suppose that G is a periodic irreducible subgroup of 
FGL(V, X) where V has infinite dimension, and that G and X satisfy the 
hypotheses of Theorem A. Suppose also that either 
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(a) char(X) =p and G is a p/-group, or 
(b) G has no infinite simple chief factor. 
Then G is of Type I; further, G is countably infinite if X is countable and if 
x E G, then xc is a subdirect product of “Abelian-by-finite” groups. 
COROLLARY 3. Let GE I’, where r is any of the classes 
(i) solvable groups; 
(ii) hypercen tral groups; 
(iii) groups G with the property ifx E G, then xc is “Abelian-by-finite” 
(FC-groups are a subclass of this class); 
(iv) groups of finite exponent. 
Suppose also that the periodic G is contained in FGL( V, X) and that G and 
X satisfy the hypotheses of Theorem A. Then 
(M) every irreducible X-Jinitary representation of G is finite-dimen- 
sional, and 
(p) G is a subdirect product of “Abelian-by-finite” groups. 
Proof Since each of the classes r is quotient closed, part (fl) follows 
from part (a) together with Corollary 1 and 1.1. For the proof of part (a), 
suppose that G has a infinite dimensional, irreducible, X-tinitary represen- 
tation. Again using the fact that r is quotient closed, we may assume 
that G itself has such a representation which is also faithful. From 
Proposition 4, we see that G involves an infinite transitive group of tinitary 
permutations. Since no group in the classes r is such a tinitary permutation 
group [lo, Theorem 1; 11, Theorem 1, Corollary 2.2; 211 we have the 
desired contradiction. 
Another useful property of irreducible finitary groups is 
PROPOSITION 5. Suppose that G is a periodic irreducible subgroup of 
FGL( V, X) where V has infinite dimension, and that G and X satisfy the 
hypotheses of Theorem A. Then G’ is the unique minimal subnormal 
irreducible subgroup of G. In particular, every irreducible subnormal 
subgroup of G contains G’. 
This proposition can be derived from our classification of irreducible 
groups in Propositions 2 and 3 (or 4) together with a similar result for 
transitive groups of tinitary permutations. However, we find it necessary to 
establish such a result as a tool for the proof of Proposition 3. Note also, 
that Proposition 5 is the remaining unproved part (iii) of Theorem A. 
Obvious consequences of this are taken up in 
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COROLLARY 4. Suppose that G is “residually a f-group” where F is any 
of the classes listed in Corollary 3. Assume also that G is a periodic 
irreducible subgroup of FGL( V, X) and that G and X satisfy the hypotheses 
of Theorem A. Then V is finite-dimensional. 
Proof: Suppose that V is infinite-dimensional and note that Corollary 3 
implies that G is not an Abelian group. Since G is “residually a r-group,” G 
has a normal subgroup T with G/TE IY If T is reducible, then by 
Proposition 2, there is a normal subgroup D of G with Tc D such that 
G/D is an infinite transitive group of finitary permutations. Since G/D is 
also a r-group, we have the same contradiction confronted in Corollary 3. 
It must be the case then that T is irreducible and Proposition 5 now forces 
1 # G’ E T. Thus, G can not be “residually a f-group” and this contradic- 
tion completes the proof. 
We emphasize that Corollary 4 has been verified only for irreducible 
groups. To what degree this fact holds for arbitrary X-Iinitary linear 
groups we leave as an open question. 
3.3. Existence of irreducible representations. Propositions 2, 3, and 4 
give necessary conditions on the irreducible subgroups G of FGL( V, X) (G 
satisfying the various periodicity hypotheses). There remains the question 
as to whether or not the groups arising in these propositions have faithful 
and irreducible representations as groups of linitary linear transformations. 
Our understanding of this situation is incomplete. We are not even able to 
show that “totally imprimitive” groups of Iinitary permutations have 
faithful and irreducible X-finitary representations. In this’section we give a 
brief account of what we do know. For the most part this will consist 
of reviewing some well-known constructions, and then analyzing these 
constructions in the light of Theorem A. First, we have 
3.3.1, Let G be a transitive group of finitary permutations acting on an 
infinite set 1;2, X any field and V the permutation XG-module introduced in 
Section 1 (see also Subsection 9.2). Then 
(i) If G contains the alternating group on 52, then [V, G] (the 
natural module) is an irreducible G-module. 
(ii) If G and X satisfy the hypotheses of Theorem A, then at least 
one of the G-composition factors of V is infinite dimensional. 
(iii) If G and X satisfy the hypotheses of Theorem A, and G is per- 
fect, then all G composition factors of V are infinite dimensional. 
Part (i) of 3.3.1 follows directly from Section 4 of [4]: the proofs of the 
other two parts will be given in Subsection 8.6. A central unanswered 
question is 
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3.3.2. Does every transitive group G of finitary permutations have a 
faithful and irreducible X-finitary representation (where G and X meet the 
hypotheses of Theorem A)? 
There are certain cases of 3.3.2 which can be answered affirmatively; 
notably certain wreath products, which are in a sense, s-universal 
irreducible groups of Type I. 
Recall that the irreducible groups of Type I have a normal subgroup S 
such that S is a subdirect product of finite dimensional X-linear groups 
of bounded degree and N/S is a totally imprimitive group of finitary 
permutations. Proposition 2 gives an account of how such a group acts on 
a X-space V. It can be shown that every such group is contained in the 
wreath product G = H wr (R, Q) (the restricted permutational wreath 
product of a finite dimensional X-linear group HS GL(A, X) by the 
linitary transitive permutation group (R, Sz)). 
We recall the basic structure of G and define a X-space on which G acts 
faithfully. 
Let X be any field, 1 #H an irreducible subgroup of GL(A, X) for 
some finite-dimensional X-space A, and R an infinite group of linitary per- 
mutations acting transitively on a set Sz. Let B = Dr { H(w)1 w E 52) where 
each H(o) is isomorphic to H (under the mapping h + h(w)). The equation 
h(w)‘= h(or) and its coordinatewise extension define an action of R on B 
and the split extension G = 83 R is the restricted permutational wreath 
product of H by R. Fix the element o0 E 52 and for h E H, identify h with 
h(o,): we see then that for any o EQ, h(w) = h’, where rE R is such that 
o,,r = w. From this it follows that for w  E 0, H(w) = H’. 
Now let V= @ {A(o)lo~Q} where each A(o) is X-isomorphic to A 
(under the mapping a + a(o)), and identify A(w,) with A. We show that G 
has a faithful and linitary representation on V. For w  E 52, H(o) = II’ acts 
on V by acting trivially on the spaces A(6), 6 #o while a(w) h(w) = ah(o) 
(equivalently, if q,r = o, then a(o) h’= ah(o)). Finally, R acts on V by 
linear extension of a(o) r = a(wr), r E R, o E Q. One checks easily that 
G s FGL( V, X) and that V is infinite dimensional. 
3.3.3. In the notation of the preceding paragraph suppose that G and 
X satisfy the hypotheses of Theorem A and that H is an irreducible subgroup 
of GL(A, X) acting non-trivially on A. Then V is an irreducible G-module. 
Thus, G has a faithful and irreducible X-linitary representation (cf. 
3.3.2). The proof of 3.3.3 will be given in Subsection 8.6. The whole 
question of the existence of irreducible representations is interesting and 
merits further research. 
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4. SOME RELATED PROBLEMS 
This paper should be viewed as part of a continuing project on the study 
of groups of tinitary transformation groups (see the comments in the 
introduction of [4]). Roughly speaking, if a class of finite dimensional 
linear groups is reasonably well understood, it should be possible to trans- 
port some of this information over to the linitary linear groups. For exam- 
ple, the finite dimensional linear groups that meet the hypotheses of 
Theorem A are “Abelian-by-finite.” In particular, there are no infinite sim- 
ple periodic finite dimensional linear groups that satisfy the requirements of 
Theorem A. In a way, this is what lies behind the possible classification of 
the finitary linear periodic simple groups in characteristic 0. 
Another class of finite dimensional linear groups that is “well- 
understood” is the class of solvable groups, and based on this, it should be 
possible to, in some sense, classify solvable (and possibly locally solvable) 
linitary transformation groups. 
In the same vein, we point out that the simple periodic finite dimensional 
linear groups are now known-they are groups of Lie type over locally 
finite fields [lS, 19, 71. This provides a meaningful starting point for the 
classification of periodic simple groups of linitary transformations. In the 
prime characteristic case, the alternating group no longer holds a position 
as the only periodic simple group of finitary linear transformations. Each of 
the classical families of finite simple groups have stable analogues which 
arise in the prime characteristic case. It would seem to be a reasonable 
conjecture that, in prime characteristic, the periodic simple groups are 
either alternating or of stable classical type. 
Having indicated problems for further investigation, we now move on 
to a discussion of the structure of the remainder of this paper. Before 
doing this, the author acknowledges many fruitful conversations on this 
topic with J. I. Hall and also several helpful comments from Ulrich 
Meierfrankenfeld. 
5. STRUCTURE OF THE PAPER 
Roughly speaking, things will be proved in the order in which they were 
introduced in the earlier sections. Section 6 will present several elementary 
facts concerning the groups of linitary transformations as well as technical 
lemmas that will be used throughout the paper; Section 7 will be devoted 
to the proof of Proposition 1. In Section 7 it will be necessary to review the 
notion of a composition system of G submodules for the G-module V: this 
turns out to be the key idea for the proof of Proposition 1. 
The proof of Proposition 2 will be taken up in Section 8. Among the key 
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ideas here will be a type of Clifford theory applied to infinite dimensional 
spaces. The ideas developed in Section 8 will also suffice for the verification 
of 3.3.1 and 3.3.3 and the proofs of these facts will also be presented in 
Section 8. 
The final Section 9 is devoted to the proof of Proposition 3 and it is here 
that perhaps the most interesting techniques arise. Recall that 
Proposition 3 is concerned with irreducible subgroups of FGL( V, X) in 
which every non-trivial normal subgroup is irreducible (G and X satisfying 
the conditions of Theorem A). The following fact is essential (at least with 
our approach) for the proof of Proposition 3. 
PROPOSITION 6. Let G be an irreducible subgroup of FGL( V, X) where 
V has infinite dimension and X and G satisfy the hypotheses of Theorem A, 
and let F be a finite subgroup of G. Then there is a gc G such that 
[F, Fg] = 1. 
Proposition 6, together with the assumptions of Proposition 3, implies 
(not obviously) that the normal irreducible subgroups of G all contain G’. 
It follows that if the assumptions of Proposition 3 obtain then G’ is a sim- 
ple group, and it is at this point that we bring in J. Hall’s characterization 
[4, Theorem l] of the simple finitary groups in characteristic 0. 
After a reduction to the countable case (Lemmas 12 and 18), the key to 
the proof of Proposition 6 lies in Lemmas 20 and 21 (Subsections 9.3 and 
9.4) which, in essence, replace the G-module V by an auxiliary module V’ 
which is a direct limit of finite dimensional irreducible modules of certain 
finite subgroups of G. Lemma 21 bears a striking resemblence to 4.5 of 
[S, pp. 115-I 161. We also include in Subsection 9.2 a proof of 
Proposition 5; as noted earlier, part (iii) of Theorem A follows from 
Proposition 5. 
6. BASICS AND TECHNICAL LEMMAS 
In the first part of this section we present a list of basic facts and 
notations regarding groups of finitary transformations. These facts will be 
used throughout the paper. In Subsection 6.2, we derive and prove several 
lemmas that relate the dimensions of the spaces [V, g] to blocks of 
imprimitivity that may occur in the space V. The final Subsection 6.3 will 
be devoted to a “countable local” type theorem for irreducible modules. 
6.1. Notation and elementary facts. We begin with a list of notation 
that will be used frequently in the sequel. 
6.1.1. Let H be a non-empty subset of FGL(V, X) and W be a 
non-empty subset of V. Then 
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(i ) ( WH) is the X-span of all vectors of the form wh, w E W, 
h E (H): ( WH) is always an (H)-subspace of V, occasionally WH may be 
used rather than ( WH) especially tf H = 1 and W is a subspace of V. 
(ii) [ W, H] is the X-span of all vectors of the form w(h - l), 
we W, hE(H):since for any h, h,EH, (h-l)h,=(hh,-l)-(ho-l), 
[ W, H] is always an (H)-subspace of V. 
(iii) C,(H)= { wEWIwh=wforallhEH}.Zf Wisasubspaceof 
V, then C,(H) is an (H)-subspace of V. 
(iv) X(H) will denote the X-subalgebra of End,( V) generated by 
the group elements (H). 
(v) Zf gEH, then d=deg(g)=deg,(g)=dim[V,g] is the degree 
of g (in V). Similarly, deg( H) = dim[ V, H] is the degree of H; for a more 
general interpretation of the term degree, see [4, Sect. 2; 51. Note that the 
degree of a subset depends on the given X-finitary representation of G. 
Several elementary and computational type facts are collectively pre- 
sented as 
LEMMA 1. Let 3” be any field and G G FGL( V, X). Then 
(i) ifg, hE G, then 
(a) [V, hg] = [V, h] g and this implies that deg(h) = deg(hg); also 
(b) CvW = C,(h) g. 
(c) ZfHsG, then [V,Hg]=[V,H]gandC,(Hg)=C,(H)g. 
(ii) Zf gEG, then [V,g]= {v(g-l)Jve V} (compare with the 
definition 6.1.1 (ii) and Section 1). 
(iii) Zfg, hEG, then [V,gh]~[V,g]h+[V,h]. Thus [V,g]= 
cvtg-‘1= [VT <g)l. 
(iv) Zf g, h E G, and [g, h] # 1, then deg[g, h] < 2(min{deg(g), 
deg(h) 1). 
(v) Zf H a G, ge G and [H, g] # 1, then H cantains a non-trivial 
element x with deg(x) < 2 deg( g). 
(vi) ZfV=O(Vili~Y} h w ere each Vi is a G-submodule of V, then 
[V,G]=O{[Vi,G]IiE9}.Further,thereisasubsetIof9withIf(~ 
deg(G) such that if i E 9 - 9, then G acts trivially on Vi. 
Proof: The proof of (i) is a simple computation and will not be given 
here. Part (ii) will likewise be omitted, while part (iii) follows easily from 
the equation v(gh-l)=v(g-l)h+v(h-l), VEV. For (iv), write 
[v, [g, h]] = [v,g-‘gh]; by part (iii) this equals [v,g-‘1 gh+ [v,gh]. It 
now follows from part (iii) that [V, [g, h]] E [V, g] gh + [V, gh] and this 
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implies (using part (i)) that deg[ g, h] Q 2deg( g). Writing [g, h] = (h * ’ ) g h 
and pursuing the same argument gives deg[ g, h] 6 2deg(h), and this com- 
pletes the proof of part (iv). Part (v) is an easy consequence of part (iv), 
while the direct decomposition part of (vi) is routine. A consequence of the 
direct decomposition is the equation dim[ V, G] = C {dim[ Vi, G] 1 i E Y} 
and the final assertion in (vi) follows from this. 
LEMMA 2. Let X be any field, G E FGL( V, X). 
(i) Zf G is countable, there is a G-subspace R of V of countable 
dimension on which G acts faithfully. Zf, in addition, V is an irreducible 
G-module, then there is a countable subfield Xo of X and a countable 
dimensional Xo-subspace W of V such that G E FGL( W, X,). 
(ii) Zf G is finitely generated, there is a finite dimensional G-subspace 
W of V such that G acts faithfully on W. Thus G is a finite dimensional 
X-linear group. Further, there is a subspace L of C,(G) such that 
V= W@ L. From this it follows that deg(G) is finite (a fact which is fairly 
easy to prove directly). 
(iii) Zf G contains no non-trivial normal unipotent subgroups, then G 
acts faithfully on [ V, G] . 
(iv) Zf G is finitely generated and W is any subspace of V, then 
W/ n { Wg 1 g E G} is finite dimensional. 
Proof of Part (i). For each g E G, let vg E V be such that vgg # vg. Then 
R = (u, 1 g E G) has countable dimension and is a G-subspace of V on 
which G acts faithfully. 
Suppose now that V is an irreducible G-module and let {ril 1 6 i < w} 
be a X-basis of R. Let 9 be the base field of X and let 
R, = 9r, @ . . .@ Fr,. Since V is an irreducible G-module, there is an 
ascending chain X, of subfields of X, each finitely generated over 8, such 
that R, E rl X”G. Put -X, = U X, and W = rl &G. One checks easily that 
W has countable dimension (as a &-space): since W contains the vectors 
vg, g E G, G acts faithfully on W. 
Proof of Part (ii). Let { gr, . . . . gn} be a generating set for G. Since each 
of the gi are finitary transformations, C,(G) = n { C,(g,)l 1 < i < n} has 
finite codimension in V. There is then a basis r of V of the form 
r=f,,ur, where {u+C,(G)I u E To} is a basis of V/C,,(G) and rr is a 
basis of C,,(G). For UET,, l<i<n, and EE{~, -l}, write 
where the n,, and k,, are elements of X and only a finite number of the 
k,+ are non-zero. Of course, the n,,” and ki+ depend also on u and E. 
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Now define a subset r2 of l-i by 
r2 = ( w  E r, / for some U,.E r,, l<i<n,ands~{l, -l},kiqw#O>. 
It is immediate that Tz is a finite set of vectors. We define the subspaces W 
and L by 
W = span( r, u r,) and L = span(r, - r,). 
Since L E C,(G), L is a G-subspace of V. From the definition of r, it 
follows that (span(T,) G) E W, and since span(r,) E C,,(G), span(r,) G = 
span(r,). It follows that W is a finite dimensional G-subspace. 
Since G acts trivially on L and V= WO L, we see that no non-trivial 
element of G can act trivially on W. 
Proof of Part (iii). Let + be the representation of G on [V, G] defined 
by restriction of G. Since for every g E ker($), (g - 1 )* = 0, ker(tj) is a 
normal unipotent subgroup of G. Our hypotheses now force ker(@) = 1 and 
so G acts faithfully on [V, G]. 
Proof of Part (iv). Since G is finitely generated, C,+(G) has finite 
codimension in W (see also part (ii)). Also we have C,(G) E 
n { Wg 1 g E G}. It follows that W/n { Wg 1 g E G} is finite dimensional. 
LEMMA 3. Let GE FGL( V, X): 
(i) Zf G is unipotent, then G is locally nilpotent. Further, if 
char(X) = 0, G is torsion free and if char(X) is a prime p, then G is a 
locally finite p-group. 
(ii) Zf G is periodic, then G is locally finite. 
Proof For part (i), let T be a finitely generated subgroup of H. Then 
by part (i) of Lemma 2, T is a finite dimensional, unipotent, X-linear 
group. The asserted properties of T (and hence of H) can now be easily 
translated from [20, p. 143. 
Similarly, in part (ii), again let T be a finitely generated subgroup of H. 
Then, as above, T is a finite dimensional X-linear group: from 
[20, p. 1121, we see that T is finite. Thus, H is locally finite as desired. 
Notice that 
6.1.2. Lemma 3 provides a proof of 2.1.1. 
For periodic groups satisfying the hypotheses of Theorem A, much 
stronger versions of Lemma 2 are available, and we record these, as well as 
other results in 
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LEMMA 4. Suppose that G is a periodic subgroup of FGL( V, X) and that 
G and X satisfy the hypotheses of Theorem A. Then 
(i) [V, G] is a faithful G-module and [[V, G], G] = [V, G]; if G is 
countable, then [V, G] has countable dimension. 
(ii) If G is finite, then V= [V, G] @ C,,(G). 
Proof It follows from Lemma 3 that the group G has no unipotent 
subgroups, and Lemma 2 can now be applied to deduce that G acts 
faithfully on [V, G]. Now G acts via a homomorphism $ on the quotient 
module V/[ [ V, G], G] and further, G acts trivially on the quotient 
[V, G]/[ [ V, G], G]. Thus, G/ker $ is a unipotent group and so is trivial. 
Thus, G acts trivially on V/[ [ V, G], G] and it follows that [V, G] = 
CCJ’, Gl, ‘3. 
Write G = U G,, where the G, form an ascending chain of finitely 
generated subgroups of G. Since G/C.(G,) is finite dimensional, [V, G,] is 
finite dimensional. Further, [V, G] = U [V, G,] and from this it follows 
that dim [V, G] is countable. 
For the proof of part (ii), we use Maschke’s theorem [ 14, p. 3201 to 
show that C,(G) has a direct G-complement X in V (Maschke’s theorem 
applies because V/C,(G) is finite dimensional). Since the finite dimensional 
X is a completley reducible G-module and Xn C,(G) = 0, we must have 
X=[X,G]. Thus, [V,G]= [C,(G)@X,G]= [X,G]=X and this 
completes the proof of part (ii). 
6.2. Degrees and imprimitivity. We will need considerable information 
on the interplay between the degree of an element and various decom- 
positions of the vector space V. We begin with the definition 
6.2.1. Suppose G E FGL( V, X) and let F be a non-empty finite subset 
of G. Suppose also that Y = { Vi 1 i E Y} is a system of imprimitivity of G. 
The support of F { = supp(F)) is defined by 
supp(F) = supp(F: Y) = { Vi 1 i E 9 and for some f E F, Vi f # Vi}. 
We emphasize that the support of F depends on a given system of 
imprimitivity. 
LEMMA 5. Let F be a finite subgroup of G 5 FGL( V, X), assume the 
notation of 6.2.1, and write 
supp(F)= {V,liE9} =X; 
here, 9 is a subset of 9. Then 
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(i ) 1 supp( F)I is finite and if i E 9, then dim Vi is finite. 
(ii ) If supp( F) is not empty and all of the Vi have the same dimension 
t, then 
deg(F) 2 (t/2)1 supp( 9 
or equivalently 
I supp( G 
2 deg( F) 2 dim[ V, F] 
= t t . 
(iii) If for each i E 9, dim Vi = t and t > deg F, then supp F= 0 and 
so for every i E Y, Vi is an F-submodule of V. 
Proof Denote the F-orbits on X by {Q, 1 s E S} and for each s E S, write 
Q,= { V,liEq}. 
Denote a fixed element of 52, by V, and let {fi 1 i E gs,> be elements of F 
satisfying V1f.= V,, iECBs. If {wi,... . w,} is an independent subset of V,, 
then one easily checks that { wi(fj - 1 )I 1 d i < ~,j E gX,,> is an independent 
subset of [V, F]. It readily follows that 
(6.2.2) deg(F)=dim[V, Fl a(C {n,(lQ,I - l)lsES}), 
where n, is the dimension of the subspaces in Q,. Part (i) of the lemma 
follows easily from (6.2.2). 
Suppose now that each of the Vi have the same dimension t: then (6.2.2) 
becomes 
(6.2.3) deg(F) 2 t(r - ISI ), 
where r = I supp(F 
Since IQ,1 22 for each ISI, r82lSI and so r-lSldr/2. With this 
estimate, (6.2.3) becomes part (ii) of the lemma. The remaining part (iii) 
follows from (6.2.3) together with the fact that the number r - ISI in (6.2.3) 
is positive. 
LEMMA 6. Suppose that G s FGL( V, X) and that V = @ { Vi I ie S} 
where the Vi are isomorphic G-modules. Zf 1 #g E G, then I 9 I < d = deg( g). 
Proof If 19 I > d, then g must act trivially on some Vi and since all of 
the V, are G-isomorphic, g must act trivially on all of the Vj. 
LEMMA 7. Let G c FGL( V, X) and suppose that V = @ { Vi1 i E Y} 
where the Vi are all G conjugate subspaces of V and 19 1 > 1. Recall that Vi 
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is G conjugate to Vi zffor some g E G, Vig = Vi (this is a weaker assumption 
than that of imprimitivity). Suppose also that A is a subgroup of G satisfying 
(a) for each g E G, Vi is an Ag-module, and 
(b) there is a tE9 such that L= [V, A]& V,. 
Then there is a g E G such that 
(i) Lg c C,(A), and 
(ii) L E C,(Ag). 
Proof From part (vi) of Lemma 1, we have [V, A] = 
0 {[Vi, A] 1 iE Y}. Since [Vi, A] E Vi, we deduce from the hypothesis 
L s V, that [Vi, A] = 0 whenever i # t. Thus, Vie C,(A) whenever 
if t. Suppose now that s # t let ge G be such that V, g = V,. Then 
Lg 5 V, g = V, and so Lg s C,,(A), which completes the proof of part (i). 
For the proof of part (ii), let s and t be as in the proof of part (i). Then 
[ V, A “]= [ V, A] g E V, and for every j E 3, Vj is an A g-module. As in the 
proof of part (i), j#s implies that Vi’ C,(Ag). In particular, V,E C,(Ag) 
and from this we have L c C,(Ag). 
LEMMA 8. Let G c FGL( V, X) and -Ir = { Vi 1 ie Y} be a system of 
imprimitivity of V with 13 1 > 1. Further, let A be a subgroup of G and let 
For any element g E G, define 9’(A) g = { je Y I for some i E Y(A), 
Vi g = Vi}. Then 
(i) for alZg~G,Y(Ag)=Y(A)g; 
(ii) I Y(A)1 G I SUPP( + deg(A); 
(iii) zf there is a ge G such that Y(A) gn 9’(A) = @, then 
[V,Ag]sCV(A)and[V,A]cC,(Ag). 
Proof Part (i) follows easily from the equation [Vi, Ag] = 
[ Vig-‘, A] g. For part (ii), note that Y(A)= supp(A)uY(A), where 
Y(A) = &Y(A) - supp(A). It follows from Lemma 1 - (vi) that I g(A)1 < 
deg(A). Thus, I SP(A)I < I supp( + deg(A), as desired. To prove the final 
part (iii), first note that [V, A] = ([Vi, A] I ic Y) and from this and the 
definition of Y(A) we obtain [V, A] E 0 {Vi/ iE Y(A)}. If the element 
g E G has the property Y(A) g n Y(A) = (21, then [V, A] g E C,(A) follows 
from the definition of Y(A) together with the containment [V, A] E 
$ { Vi1 ig Y(A)}. Finally, [V, A] E C,(A g) follows from our assumptions 
on g and part (i ). 
418 RICHARD E. PHILLIPS 
LEMMA 9. Let G c FG( V, X) and A be a subgroup of G. Zf there 
is a geG such that [V, A] g E C,(A) and [V, A] c Cv(AR), then 
[A, A “1 = 1. In particular, if either the hypotheses of Lemmas 7 or 8(iii) 
hold, then there is a g E G such that [A, AR] = 1. 
Proof. From the hypotheses we can read off the equalities 
[[V, A], Ag] = 1 and [[V, Ag], A] = 1. Application of the three sub- 
groups Lemma [ 12, p. 441 gives [ V, [A, Ag] ] = 1 and from this we have 
the desired [A, A “I= 1. 
LEMMA 10. Let G&FGL(V,X), N4 G and V=@ {Vi]ie9} where 
each of the Vi are irreducible N-modules. Assume also that the three 
following conditions hold. 
(a) The N-modules K are all G conjugate of common finite dimension s. 
(b) There are finite subgroups A and B of G with A s B and an 
irreducible B-submodule W of V such that [V, A] = [ W, A]. 
(c) d=deg(B)<s. 
Then either 
(i) the conclusions of Lemma 7 hold, in this case there is a g E G such 
that [A, Ag] = 1, or 
(ii) V is an irreducible N-module (i. e., 1 JJ 1 = 1). 
Proof We suppose that ]Y]> 1 and show that A satisfies the 
hypotheses of Lemma 7. This being the case, application of Lemma 9 
completes the proof. We prove first that for any iE 9 and ge G, VjBg = Vi. 
This, of course, will show that A satisfies the hypothesis (a) of Lemma 7. 
Suppose that for some t E Y, b E B and g E G, V,bg # V,. Since both V,bg 
and V, are irreducible N-modules, ( V,bg, V,) = V,bg @ V,. Thus if R, is an 
independent subset of V,, then S, = {u(bg- l)l v E R,} is also an indepen- 
dent set and since S, c [V, Bg] we have s < d. From this contradiction we 
deduce that ViBg = Vi for all ie 3, and as noted above, A satisfies the 
hypothesis (a) of Lemma 7. 
For each ie9, let zi: V + Vi be the projection onto Vi, and note that 
each of the rls are B-homomorphisms. Since W is an irreducible B-sub- 
module of V, there is a t E 9 such that z, the restriction of r, to W is 1 - 1. 
Further, since [V, A] = [ W, A] E W, r is 1 - 1 on [V, A], and from this it 
follows that dim[V,A]=dim([V,A]7). But [V,A]7=[W,A]r= 
[Wz,A]c[V,,A] and we now see that dim[V,A]<dim[V,,A]. This 
combines with the inclusion [V,, A] c [V, A] to force [V,, A] = [V, A], 
and since [V,, A] s V, we have [V, A] E V,, and this is precisely the 
hypothesis (b) of Lemma 7. 
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A proof of the following lemma can be found in [ll, p. lo]. Since the 
proof is relatively brief we reproduce it here. 
LEMMA 11. Let G be a group, H 4 G and suppose that for every x, y E G 
there is a w E H such that [x, y”] = 1. Then 
(i) G’GH; 
(ii) tfTa H, then TqG. 
Proof: Let x and y be elements of G and w  E H be such that [x, y”] = 1. 
Then [x, y-l] = [x, y-‘y”] = [x, [y, w]], and since [y, w] E H, 
[x, y-l] E H. Thus, G’r H. 
For the second part, let x E T U H and y E G; there is then a w  E H such 
that [x, y”] = 1. As above, [x, y-l]= [x, [y, w]] and since XE T and 
[y, w] E H, [x, [y, w]] E T. Thus, [x, y-l] E T and this verifies that 
TUG. 
6.2.4. Note that the assumptions of Lemma 11 are equivalent to either 
(a) for each x E G, y E G, C,(x) contains an H-conjugate of y; 
(b) for each x E G, G = HC,(x). 
Ultimately, Lemmas 7-l 1 will be used in the proof of Proposition 5. In 
this regard, Lemmas 7-10 are used to produce conjugates of the finite A 
that commute with A, while Lemma 11 shows that a consequence of a 
somewhat stronger form of this conjugation property forces certain normal 
subgroups of G to cover G’. 
6.3. A reduction to countable irreducible groups. The techniques employed 
in the proof of Proposition 3 are designed to handle countable groups. 
Accordingly, we need a method of placing arbitrary irreducible groups in 
this setting. Such a method is provided in 
LEMMA 12. Let G be an irreducible subgroup of FGL( V, X) and E be 
a countable subgroup of G. Then there is a countable subgroup D of G, a 
countable subfield XD of X and a XD-subspace V, of V of countable 
dimension satisfying 
(i) E_cD. 
(ii) D acts faithfully and irreducibly on V,. 
Proof: We will first prove the general 
6.3.1. Suppose that the group Cs G, the field Xc c X and the 
X=space V, E V satisfy the following four conditions. 
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(a) C is countable. 
(b) Xc is countable. 
(c) dim V, is countable (as a Xc-space). 
(d) C acts faithfully on V,. 
Then there is a group f(C), a field f (A$), and a f (X,)-space f ( V,) which 
satisfy the following five conditions. 
(i) C cf( C) and f( C) is a countable subgroup of G. 
(ii) Xc sf (X,) and f (Xc) is a countable subfield of X. 
(iii) V, s f ( Vc) and dim f ( Vc) is countable (as an f (X=)-space). 
(iv) f(C) acts faithfully on f ( V,-). 
(v) IfO#ve V,, then Vecvf(.X,)(f(C)). 
Before proving 6.3.1, we show how to derive this lemma from 6.3.1. Note 
first that, from Lemma 2(i), there is a field XE and a &-space VE such that 
E, X,, and V, satisfy the hypotheses of 6.3.1. Put E,, = E, X0 = A&, and 
V,, = VE, and define ascending chains of groups, fields, and vector spaces 
inductively as 
En =f (E, - I ), %=f(K-I), and Vn=f(Vn-I). 
These are well defined concepts since, inductively (and using 6.3.1), the 
groups, fields, and spaces at level n - 1 satisfy the hypotheses (a)-(d) of 
6.3.1. Further, conclusion (v) of 6.3.1 implies 
6.3.2. IfnaO and O#ve V,,, then V,G (vX,+~(E,+,)). 
Now let 
E” = u E,,, x”=uxn, and V”=U v,. 
It is easily shown that E”, X”, and V” satisfy the hypotheses (a)-(d) of 
6.3.1. In addition, application of 6.3.2 shows that for every 0 #VE V”, 
V” c (vX”(E”)). Thus, V” is an irreducible E” module: the identifications 
D = E”, X,=X”, and Vu = V” complete the proof. 
We now take up the proof of 6.3.1. Let C, A$, and Vc be as in the 
hypotheses and u and v # 0 be elements of Vc: since V is an irreducible G 
module, there is a finitely generated subgroup F(u, v) of G and a finitely 
generated subfield X(u, v) of X such that u E vX(u, v)(F(u, v)). Put 
Cl = cc, (F(u, V)lUE v,, VE v,-- (O}}), 
JG=(-G, (~X(u,v)lu~Vc,v~Vc-{0}}), 
VI = VC%(Cl). 
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Since, as a set, Vc is countable, C1 and X, are countable and V, has coun- 
table dimension as a K-space. Also, for every 0 # UE V,, V,G vXi(C,). 
To assure that we have a faithful representation of C,, we appeal to 
Lemma 2(i), which asserts that there is a countable subfield X, of X and 
a X, space V, s V, of countable X, dimension on which C, acts faithfully. 
For the final part, define f(C) = C, ,f(X,) = (X, , X, ), and f( Vc) = 
V, S(X,)(C,); an easy check shows thatf(C), f(X,), andf( I’,) satisfy the 
conclusions of 6.3.1, and this completes the proof of Lemma 12. 
7. THE PROOF OF PROPOSITION 1 AND COROLLARY 1 
Let X be any field and G c FGL( V, X). Our notion of a G-composition 
system of subspaces of V is the vector space analogue of Kurosh’s systems 
of subgroups [9, pp. 171-1781 or the essentially equivalent series of 
Robinson [ 12, pp. 9-101; we assume a familiarity with these concepts. 
Specifically, 
7.1. A G-composition system of subspaces of V is a collection 
Y = { Vi1 in Y} of G-subspaces of V satisfying each of the following 
conditions. 
(i) Y is a chain; i.e., if, i, j~$, then either Vi’= V, or 1/1’ Vi, 
(ii) Y is closed under unions and intersections. 
(iii) If the pair (Vi, Vj) is a jump in Y, then Vi/Vi is an irreducible 
G-module. 
Recall that a jump in the chains Y = ( Vi1 iE9) is a pair (Vi, Vi) where 
i,j~Y, Vim Vi, Vi# V,, and V,EP’ with Vis V,s Vj implies TV {i,j}. If 
Y is a G-system and 0 #u E V, there is a unique jump (Vi, Vj) with 
u E Vi - Vi. The important point for our purposes is that every XG module 
V has a composition system, and hence there are irreducible representation 
spaces for G that occur as sections of V. The set of jumps 
$= {(Vi, Vj)l(V,, Vj)isajumpinY} 
may be ordered via ( Vi, Vi) < ( I’,, V,) if and only if Vj c V,. Henceforth we 
view YJ as an ordered set of pairs 
%= ((4, T,)b-q, 
where d is a linearly ordered set. 
LEMMA 13. Let GsFGL(V,X) and Y={V,liES} be a G-com- 
position system and Y; = {(B,, T,)I a E SA’} the set of jumps. Then 
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(i) for each a E &‘, the map *a: G + FGL( TJB,, X) defined by 
(o+B,)g~,=ug+B,,uET,, is a X-finitary irreducible representation 
of G. 
(ii) rf g E G, then for all but a finite number of a, g induces the 
identity on TJB,. Thus, g E ker($,) for all but a finite number of a. 
(iii) ForeachaE&‘,put V,=T,/B,andlet W=@{V,IaEsd}.Now 
define$:G+GL(W,X) by 
Then Im($)s FGL( W, X) and Im(ll/) is a subdirect product of the 
irreducible X-finitary linear groups G$, . 
(iv) N= ker(#) is a unipotent subgroup of G. 
Proof. For the proof of part (i), note first that $, is certainly an 
irreducible representation of G. Further, for gE G, the equation 
[ T,/B,, g$J = (CT,, g] + BJB, is easily verified and since [T,, g] is 
finite dimensional, [ TJB,, gtj,] is also finite dimensional. Thus, 
Glc/= E FGL(T,/B,, X)), as desired. 
Taking up part (ii), let W = {a E d 1 g acts non-trivially on TJB,}. Then 
for a E 9, there are elements u, and s, in T, - B, and b, E B, such that 
u,g - u, = s, + b,. Suppose there is a finite non-empty subset 9 of 9 and a 
sum C{n,(s,+b,)laEs%}=O, where the n,EX and for aE93, n,#O. We 
may suppose that 5’tY has minimal order with respect to the existence 
of such a sum. If p = max {a E a}, then all terms in the sum 
Z{n,(s, + b,)l a E&?} except npsp belong to B,. Thus np =0 and this 
contradicts the minimality of the order of g’. We conclude that the set of 
vectors L = {sr + b, I a E B} is an independent set and since L is a subset of 
[V, g], L must be a finite set. Hence W is a finite set and this concludes the 
proof of part (ii). 
In part (iii), it is easy to verify that I(/ is a homomorphism from G into 
GL( W, X). The fact that Im(+) is contained in FGL( W, X) is a 
consequence of parts (i) and (ii). Now Im($) is a sub-Cartesian product of 
the groups GI//,, aE& via the map g$ + (gll/,),, &. It follows from 
part (ii) that Im($) is a subdirect product of the groups G+,. 
For the proof of (iv), note that g E ker($) if and only if g#, = 1 for all 
a E &. Thus if g E ker(+) then g induces the identity on each of the com- 
position factors V,. To see that g is a unipotent element, put S = [V, g]. 
Then dim(S) = n is finite and g acts trivially on each of the factors 
(Sn T,)/(Sn B,), a E &. Since there are at most n such non-trivial factors, 
(g- I)“+‘= 0 and g is unipotent. It follows that N = ker($) is a normal 
unipotent subgroup of G and this concludes the proof of Lemma 13. 
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Both Proposition 1 and 2.1.2 follow easily from Lemma 13, while 
Corollary 1 follows from Proposition 1 and 2.1.1 (which has been proved in 
6.1.2. 
8. THE PROOFS OF PROPOSITION 2 AND RELATED RESULTS 
This section will be subdivided into six subsections. In Subsection 8.1, we 
give a proof of (2.2.3); in Subsection 8.2 we develop a type of Clifford 
theory for tinitary transformation groups, while Subsection 8.3 is devoted 
to some relevant classes of groups G whose irreducible X-finitary represen- 
tations are finite dimensional. In Subsection 8.4 we determine the structure 
of reducible normal subgroups of irreducible groups. Results of Subsec- 
tions 8.1-8.4 will be applied to the proof of Proposition 2 in Subsection 8.5. 
The final Subsection 8.6 will be devoted to related results such as 3.3.1 and 
3.3.3. 
8.1. The proof of 2.2.3. Let GsFGL(V, X) and Y= {Viji~9j a 
system of imprimitivity of G with 19 1 > 1 and suppose G acts transitively 
on -I’. Further, let K be as in 2.2.2. Then Gn is a transitive group of per- 
mutations on V. Let g E G; part (i) of Lemma 5 shows that 1 supp( g)l is 
finite and from this it follows that gn is a tinitary permutation. Again using 
part (i) of Lemma 5, each Vi has finite dimension. The transitivity of G 
implies that the I’, all have the same dimension. 
The element g E G is in Y = ker II if and only if Vi g = Vi for all i E 9. 
Thus, for each iE 9, the mapping cli: Y--t GL( Vi, X) defined by 
(o)gcl,=ug is a homomorphism and the mapping a: Y+ I;I{GL(Vi, X)1 
i E Y} given by 
((“i)ic9)ga=(uigai)ie/ 
is an isomorphism into the Cartesian product n{ Yai( in 9}. Since, by 
Lemma l(vi), each g E G acts trivially on all but a finite number of the Vi, 
the image of u. lies in Dr { Yai 1 ie 9}, and this completes the proof of 
(2.2.2). 
8.2. Clifford theory. In this section we state and prove the version of 
Clifford’s theorem which we require for the study of X-Iinitary linear 
groups. First we lay out the hypotheses and develop the required notation. 
8.1.1. Let G s FG( V, X)), Ha G and suppose that D is an irreducible 
H-submodule of V on which H acts nontrivially. Let { gil ie Y} be a set of 
elements of G satisfying 
(a) g E G implies there is a i E Y such that Dg z;H Dg, and 
(b) ifi,jEY and DgizHDgj, then gi=gj. 
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For ie 9, define S, and Di by 
Si= {gEGjDg=,Dg,} and Di= (Dgl gESj). 
The subspaces Di are called the H-homogeneous components of V (or of 
L-see (iv) below). 
LEMMA 14. We assume the notation and assumptions of 8.1.1. Then the 
following seven conclusions hold, 
(i) For each iE 9, there is a subset Si of Si such that 
Di = Q { Dg 1 g E si}. Further, 1 si 1 is finite and so Di is a direct sum of a 
finite number of isomorphic, irreducible, non-trivial H-modules. 
(ii) If M is a non-zero H-submodule of Di, then M is a direct factor 
of Di; further, M is a direct sum of irreducible H-submodules each of which 
is isomorphic to Dgi. 
(iii) If M is an irreducible H-submodule of Di and 
N=<M~I~EG,M~~,W, 
then N= Di. 
(iv) Put 
(8.2.1) L= (D,liEY); 
then L=DG, andL=@{DiIiEY}. 
(v) If M is an H-submodule of L, then M= 0 {Mn Dil iE9). 
(vi) The set Y = (Di I ic .Y} is a system of imprimitivity of G in L and 
GR is a transitive group ofjinitary permutations on Y (here as in (2.2.2) z is 
the permutation representation of G on r). Further, if 19 I > 1, each Di must 
be finite dimensional and in particular, D must be finite dimensional. Finally, 
HC,( H) s ker(a). 
(vii) Zf D is finite dimensional, the G-module L satisfies both the act 
and the dcc on G-submodules. Further, every non-0 G-submodule of L is a 
non-trivial module. 
Many parts of the proof of Lemma 14 are standard (cf. [2, p. 701) and 
will be touched on only lightly here. The essential result for proving many 
of the parts is the following fact, which is proved by a standard appliction 
of Zorn’s lemma. 
8.2.2. Let B be a group and suppose that the B-module W is generated 
by a set of irreducible B-modules Xi, i E 9, and let M be a non-zero sub- 
module of W. Then 
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(i) A4 is a direct summand of W, and 
(ii) A4 is a direct sum of irreducible B-modules, each of which is 
B-isomorphic with some Wi. 
8.2.3. Before beginning the proof of Lemma 14 we recall the notation 
used for conjugate representations (see [ 1, p. 3431). Assume the notation of 
8.1.1 and let + : H + FGL(D, X) be the representation of H which D 
affords. Then for any g E G, $” : Zf --) FGL(Dg, .X) is defined by 
vg(htig) = v(hg-‘$) g 
and describes the action of H on Dg. Note that ker(ll/g) = ker($)g. 
While the concepts in 8.2.3 will be used repeatedly, we will generally 
supress the mappings $ and +g. 
Proof of Lemma 14. Part (i). The existence of Si follows easily from 
8.2.2. Suppose now that 1 Si 1 is infinite and let h E H. Since H acts non- 
trivially on D, H acts non-trivially on Di (see 8.2.3) and Lemma 6 now 
implies that 1 Sil is finite. 
Part (ii). This is an easy conclusion of part (i) and 8.2.2. 
Part (iii). From 8.2.2, Mz, Dg,. Further, for any x E G, M zH Mx if 
and only if Dgi zH Dgix and from this it follows that N= (Mx I x E G, 
ItfX~~ M)=Di. 
Part (iv). It suflices to show that if y0 is a finite subset of 9, then 
(D,li~yeb)=O (Dili~YO}, 
and we prove this by induction on (9a ( . Assuming that the assertion holds 
for I&l - 1, suppose thatjE95 is such that U= Djn (D,li~&- {j}} #O. 
From part(ii), U contains an irreducible H-submodule N isomorphic to 
Dgj. Since NcO {Oil je&- {j}}, N is isomorphic to a submodule of 
some Di, in&- Ii}. Again from part (ii), Nz:, Dg, and this contradic- 
tion completes the proof of part (iv). 
Part (v). From 8.2.2 and parts (i) and (iv) of this lemma, M is a direct 
product of irreducible H-modules, each of which is isomorphic to some 
Dg,, i E 9. If Y is an irreducible submodule of M, Y z H Dgj, and Y n Dj = 0, 
then from part (iv) we see that Y is isomorphic to a submodule of some Di 
with i#j. From part (iii) we deduce that Y zH Dg, and from this 
contradiction we now have Y n Dj # 0. Thus, YC Dj and it is is now an 
easy matter to finish the proof of part (v). 
Part (vi). Suppose DgigxH Dgj:if DXX, Dgi, then Dxgz:, DgigC 
Dj. From part (i) it follows that Dig c_ Dj and we have proved that 
Y = { Dil i E <} is a system of imprimitivity of G. Obviously, G acts 
transitively on Y. Thus, if (9 I > 1, 2.2.3 implies that Gn is a group of 
finitary permutations on V and that each Di is finite dimensional. 
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Regarding the second assertion, His clearly contained in ker(rc). Further, if 
XE G and YE Co(H) then the mapping ux + u.~y from Dx + Dxy is an 
H-isomorphism; this forces C,(H) c ker(lr). 
Part (vii). Let 0 # M be a G-submodule of L = 0 { Dj ( i E f >. Since M 
is an H-submodule of L, part (v) implies that A4 = 0 {Mn Di 1 ie Y}. 
Since G acts transitively on the Di)s, it follows that for fixed t E 9, M= 
((M n D,) G) and that the G-submodules of L are in 1 - 1 correspondence 
with the H-submodules of D,. Since, by parts (vi) and (i), the Di are finite 
dimensional, non-trivial H-modules, it follows that L has both the act 
and dcc on G-submodules and that every non-0 G-submodule of L is 
non-trivial. 
8.3. Subgroups of FGL( V, X) with all irreducible submodules of Vfinite 
dimensional. 
LEMMA 15. (i) Let Gc FGL( V, X) and suppose that G satisfies the 
following two conditions. 
(a) G has a subnormal subgroup 1 # B such that V contain a finite 
dimensional irreducible B-submodule D on which B acts non-trivially. 
(b) No (subnormal) section of G is (isomorphic to) an infinite trans- 
itive group of finitary permutations. 
Then V contains an irreducible finite dimensional G-submodule Won which 
G acts non-trivially. 
(ii) Let G be a periodic subgroup of FGL( V, X) and suppose that 
G and X satisfy the hypotheses of Theorem A. Assume further that for 
every 1 # x E G, xG is “Abelian-by-finite.” Then V contains an irreducible 
G-submodule W on which G acts non-trivially. 
Proof of Part (i). By (vii) of Lemma 14 the result is trivial for tinite- 
dimensional V, and so we assume that V has infinite dimension. By 
inducting on subnormal defects (see [ 12, p. 173 3) we may assume that 
B 4 G. Let V = { Di ( i E 9) be the set of B-homogeneous components of V. 
Since D is finite dimensional, we deduce from part (i) of Lemma 14 that Di 
is finite dimensional for all iE Y. Thus, 19) > 1. Now part (vi) of 
Lemma 14 implies that G/ker ?I is a transitive group of finitary per- 
mutations on Y and our hypotheses now force 1 G/ker K 1 to be finite. Thus 
there are only a finite number of homogeneous components, and we now 
see that L = (DG) is finite dimensional (see part (iv) of Lemma 14). Thus 
L contains irreducible G-submodules and we see from part (vii) of 
Lemma 14 that G must act non-trivially on such an L. 
Proof of Part (ii). For the field X, let r be. the class of periodic groups 
G such that G and X satisfy the hypotheses of Theorem A and 1 # x E G 
implies that xc is “Abelian-by-finite.” Also, let I’, be the set of all Abelian 
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groups in the class r. We show that every r-group G satisfies the con- 
ditions (a) and (b) of part (i) of this lemma. First note that every section of 
a r-group is again a r-group: further, there are no infinite transitive 
groups of linitary permutations which are in the class r [lo, Theorem 1; 
11, Theorem 1, Corollary 2.21. Thus far we have shown that every r-group 
satisfies the condition (b) of part (i). 
Suppose for the moment that GE r,, and let v E V and g E G be such that 
u # ug. Then the finite-dimensional and completely reducible S= (v(g)) 
contains an irreducible (g)-submodule D on which (g) acts nontrivially. 
Thus, the r,-groups satisfy both conditions of part (i) and we conclude 
that if G is an Abelian group in the class f, then V contains a finite dimen- 
sional irreducible G-module on which G acts non-trivially. 
Now let G be any r-group: then G has a subnormal subgroup B which is 
either Abelian or finite. If B is Abelian, the remarks in the previous 
paragraph show that G satisfies both of the conditions (a) and (b) of part 
(i). If 1 #B is finite, there is a u E V such that B acts non-trivially on 
0 # ( uB) = S. The finite dimensional S is a completely reducible B-module 
and so must contain an irreducible B-submodule D on which B acts non- 
trivially. We conclude that G satisfies the hypotheses of part (i), and 
application of part (i) completes the proof. 
8.4. The structure of reducible normal subgroups. 
LEMMA 16. Let G be an irreducible subgroup of FGL( V, X), H a non- 
trivial reducible normal subgroup of G, and W an H-subspace of V with 
0 < W < V on which H acts nontrivially. Let j3: H --) FGL( W, .f) be the 
representation of H on W given by restriction and put H* = H/3. Then 
(i) there is an H-composition systems 9’ = { Wil iE Y} with jump 
system YJ= {(B,, T,)laEd} of W such that for each a E d, T,/B, is finite 
dimensional. 
(ii) There is a normal unipotent subgroup N of H* such that H*JN is a 
subdirect product of finite dimensional X-linear groups, each of which is an 
image of H*. 
Proof. Let g E G; since H q G, Wg is an H-submodule of V. We order 
the elements of G with some initial segment .9 = (iI 0 < i < t} of the 
ordinals (i.e., G = {g, 1 i E Y}) and define a descending chain { Wi) 0 < i < t} 
of H-subspaces of W by 
w,= w; if i + 1 is a non-limit ordinal, Wi+ , = Win Wg,; 
if i is a limit ordinal, Wi = n { Wj 1 j < i}. 
Notice that W, = n { Wg I g E G} is a G-invariant subspace of V: since G is 
irreducible, we must have W, = 0. Thus { Wil i < t} is a well ordered 
descending H-system of subspaces of W and part (iv) of Lemma 2 implies 
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that for every i, W,/ Wi+ , is finite dimensional This concludes the proof of 
part (i). Part (ii) follows directly from part (i) and Lemma 13 (while 
Lemma 13 is stated in terms of composition systems, it has an obvious 
interpretation in the current setup). 
8.5. The proof of Proposition 2. Let G be a periodic subgroup of 
FGL( V, X) where G and X satisfy the hypotheses of Theorem A and V 
has infinite dimension. Suppose also that 1 # H is a reducible normal sub- 
group of G and let H* and W be as in Lemma 16 (the irreducibility of G 
forces the existence of a non-trivial H-module W). Since H has no non- 
trivial unipotent sections (by 2.1.1 or Lemma 3), Lemma 16(ii) implies that 
H* is a subdirect product of finite dimensional X-linear groups, each of 
which is an image of H*. Thus, for every 1 # x E H*, xH’ is a finite dimen- 
sional X-linear group, and xH’ and X satisfy the hypotheses of 
Theorem A. We conclude from (1.1) that xH* is a periodic “Abelian-by- 
finite” group. From Lemma 15 (ii), we see that V contains an irreducible, 
finite dimensional H*-submodule D on which H* acts non-trivially. 
Obviously, we may replace H* by H throughout and this is part (i) of 
Proposition 2. 
Let Y = {Oil ic 9) be the set of H-homogeneous components of V. 
Since V is an irreducible G-module, V= 0 {Oil ie S}. From part (i) of 
Lemma 14 together with the fact that D is finite dimensional, we see that 
19 1 > 1. Part (vi) of Lemma 14 implies that V is a system of imprimitivity 
of V and (ii) of Proposition 2 now follows directly from the other 
statements of (vi) of Lemma 14, while part (iii) of Proposition 2 is easily 
deduced by again- using part (vi) of Lemma 14 together with (2.2.2); this 
completes the proof of Proposition 2. 
8.6. The proofs of(3.3.1) and (3.3.3). 
8.6.1. The proof of (3.3.1). As noted earlier, the proof of part (i) is a 
direct consequence of the introductory remarks in Section 4 of [4]. For 
part (ii), recall that Proposition 1, 2.1.2, and Corollary 1 imply that there 
are irreducible representations ijol: G + FGL( V,, X), tl E d, such that 
n (ker$,IaE&}={l}; h ere, the V, are the composition factors of V. It 
follows from 1.1 that if V, is finite dimensional, then G/ker $, is “Abelian- 
by-finite.” Since a totally imprimitive group of fmitary permutations cannot 
be “residually” an “Abelian-by-finite” group [ll, p. 111, at least one of the 
irreducible images of G/ker $, must be infinite dimensional. In the same 
vein, if the totally imprimitive G is perfect, then G has no image which is 
“Abelian-by-finite” [ 11, Theorem 1 ] and so all of the composition factors 
V, must be infinite dimensional. 
8.6.2. The proof of (3.3.3). Let H, A, (Sz, R), and G be as described 
in Section 3.3, and assume that H acts non-trivially on A. Suppose also 
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that G and X satisfy the hypotheses of Theorem A. For each w  E Q, the 
coordinate subspace A(o) of V is an irreducible A-module, where A is the 
base group of G. For w  E Q, let $, be the kernal of the representation of A 
on A(o). It is easily checked that ker tic0 # ker Il/s when w  # S. Thus, if 
o # 6, A(o) and A(6) are not isomorphic as A-modules. It follows that for 
each o E Sz, A(w) is a A-homogeneous component of V. 
Let 0 #M be a G-submodule of I’. Since M is a A-module and each 
A(o) is an irreducible A-module, (v) of Lemma 14 forces M n A(o) E 
(0, A(w)}. Since at least one of the intersections MnA(w) is not 0, the 
transitive action of G on the set {A(o)1 oelR} (part (vi) of Lemma 14) 
forces M= V, as required. 
9. THE PROOFS OF PROPOSITIONS 3 AND 5 
The key to the proofs of both Propositions 3 and 5 is provided by 
Proposition 6. In Subsection 9.1, we present an equivalent version of 
Proposition 6 (Lemma 17) and in Subsection 9.2 show that Proposition 6 
implies both Propositions 3 and 5. The subsequent Subsections 9.3 and 9.4 
will develop the necessary concepts for the proof of Lemma 17; Lemma 17 
will be proved in the final Subsection 9.5. 
9.1. Some remarks on Proposition 6. The equivalent formulation of 
Proposition 6 alluded to above consists in imposing a countability 
condition on the group G. 
LEMMA 17. Let G be a countable periodic irreducible subgroup of 
FGL( V, X) where V is infinite dimensional and G and X” satisfy the 
hypotheses of Theorem A. Then, if F is a finite subgroup of G, there is a 
g E G such that [F, Fg] = 1. 
The proof of Lemma 17 is perhaps the most difficult point in this work, 
and its proof will not be given until Subsection 9.5. For the moment, we 
verify 
LEMMA 18. Lemma 17 implies Proposition 6. 
Proof: Let G, X, and V be as in the statement of Proposition 6, and let 
F be a finite subgroup of G. Since V is infinite dimensional, there is a coun- 
table subgroup E of G such that FEE and E is not a finite dimensional 
X-linear group. Elaborating on this point, if there were no such E, then G 
itself would be a finite dimensional X-linear group [20, p. 271 and in this 
situation G would be “Abelian-by-finite.” Application of Lemma 15 shows 
that such a G cannot act irreducibly on an infinite dimensional X-space. 
From Lemma 12, we see that there is a countable subgroup D of G with 
E E D, a countable subfield X, of X, and a X&ubspace V, of V on 
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which D acts faithfully and irreducibly. From Lemma 17, we have then a 
ge D such that [F, Fg] = 1, and this completes the proof of Lemma 18. 
9.2. Proposition 6 implies Propositions 3 and 5. 
9.2.1. Proposition 6 implies Proposition 5. We assume Proposition 6 
and that G, X, and V satisfy the hypotheses of Proposition 5. We first 
prove that G’ is an irreducible subgroup of G. To this end, suppose that G’ 
is reducible. If G’ = 1, then Lemma 15 forces V to be finite-dimensional and 
from this contradiction, we may assume that G’ # 1. This puts us in the 
context of Proposition 2 which among other things implies that G/G’ has 
an image which is an infinite transitive group of linitary permutations. 
Since there are no Abelian groups with this property, we again have a 
contradiction. Thus G’ is an irreducible subgroup of G. 
Now let H be a normal irreducible subgroup of G and F be a finite 
subgroup of G. Then FH is also an irreducible subgroup of G and 
Proposition 6 implies that there is a g =fh E FH such that [F, Fg] = 1. 
Since Fg = FF = Fh, we conclude that there is an h E H such that 
[F, Fh] = 1. It now follows from Lemma 11 that G’ c H. Again applying 
Lemma 11 we see that every normal subgroup of H is also normal in G. 
Thus every irreducible subnormal subgroup of H contains G’ and this 
completes the proof of 9.2.1. 
We now take up 
9.2.2. Proposition 6 implies Proposition 3. We assume Proposition 6 
(and hence also Proposition 5) and that G, X, and V satisfy the 
hypotheses of Proposition 3. Since G’ is irreducible, Proposition 6 together 
with Lemma 11 implies that every normal subgroup of G’ is a normal sub- 
group of G. Thus, every non-trivial normal subgroup of G’ is irreducible, 
and application of Proposition 5 shows that G’ is a locally finite simple 
group. From Theorem 1 and Theorem 8.2 of [4], we have 
9.2.3. Zf char(X) = 0, then G’ is an infinite alternating group on a set 
52 and V = [XSZ, G’] where XQ is the permutation module for G. 
The remainder of the proof consists of two steps, which are 
9.2.4. char(X) = 0, and 
9.2.5. Zf char(X) = 0, then G is either alternating or the full group of 
finitary permutations on an infinite set 52: in either case, V is the natural per- 
mutation module [XL& G] for G. 
For the proof of 9.2.4, we assume that char(X) = p > 0. The first step in 
this proof is the general 
9.2.6. Suppose that D is a periodic irreducible subgroup of 
FGL( V, .X) where dim(V) is infinite and that D and X satisfy the 
hypotheses of Theorem A. Then D is not a finite dimensional p-linear 
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group for any field 4”1. In particular, the groups G’ of the first paragraph of 
9.2.2 are not finite dimensional F-linear for any field 9. 
For the proof of 9.2.6, suppose that D is a finite dimensional F-linear 
group for some field 9’. Since D is locally finite, there is a finite F-span- 
ning subgroup DO of D. Thus, from Proposition 6, there is a g E D such that 
[DO, D;] = 1. Thus, D,P c C,(D,) E c(D) and from this it follows that both 
D,g and D,, are Abelian groups. Thus, D is Abelian, and a contradiction 
now follows from Lemma 15; this concludes the proof of 9.2.6. 
The final step in the proof of 9.2.4 is provided by 
9.2.1. If G is a locally finite simple group that is not a finite dimen- 
sional linear group, then for any prime q, G contains elements of order q. 
To prove 92.7, we first use [8,4.5 and 4.43 to obtain a countable simple 
subgroup Y of G’. Now, the discussion in [4, Sect. l] implies 
9.2.8. There is an ascending chain of finite subgroups Y,, n E N, of Y 
which satisfy the following properties: 
(i) U Y, = Y; 
(ii) for each n > 1, Y, has a maximal normal subgroup M, such 
that Y,-,nM,= 1; 
(iii) the simple quotients S, = Y,,JM, are either all alternating or all 
belong to a classical family 2 and have unbounded rank parameters. 
The classification of finite simple groups is being used in an essential way in 
this result: note also that the orders ( S,) are unbounded. If the S, are all 
alternating, then Y certainly contains elements of order q. Suppose then 
that the S, all belong to a classical family L and that the rank parameter of 
the S, is unbounded. Then the Weyl groups of the S, contain alternating 
groups of arbitrarily large orders and again Y must contain elements of 
order q. This concludes the proof of 9.2.7. For future reference, we record 
9.2.9. Suppose the group Y has an ascending sequence of subgroups 
satisfying the conditions of 9.2.8. Then for every prime q, Y contains an 
element of order q. 
We return to the proof of 9.2.4. Since, by hypothesis, G must be a 
p’-group whenever char(X) =p, 9.2.6 and 9.2.7 combined with the 
simplicity of G’ yield a contradiction to the assumption char(X) =p, and 
we have proved 9.2.4. 
Before taking up the proof of 9.2.5, we record a few comments on per- 
mutation modules for alternating and symmetric groups. Let X be a field, 
52 be a set, and S the full group of permutations on Sz. The module 
V= XQ is the X-space with basis (v. 1 w  E Q}. The group S acts on V via 
* v,s = v,, . here, s is an element of S. Evidently, V= XC2 is a faithful 
S-module and is also a faithful module for the subgroup S, of finitary 
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permutations on Q as well as for A, the alternating group on a. It is clear 
that A c S,E FGL(XXa, X). If char(X) = 0 and Ifi) 2 3, the natural 
module [Xxs2, A] is always an (absolutely) irreducible A-module. In the 
sequel, [X!& A] will always be referred to as the natural A-module (and 
also the natural S,, and S module). 
The following lemma is critical for the proof of 9.2.5 and will also be 
used again in Subsection 9.5. 
LEMMA 19. Let GE FGL( W, X) and suppose that G contains a normal 
subgroup A which is the alternating group on a set 52, 1 al > 6 and that 
W = [XQ, G] is the natural module for A. Further, let V = XS2 and 
{v, ) w  E 52) be a permutation basis for V. Then for any g E G, there is an 
s E S,, such that gs- ’ E Co(A); such an s may be chosen so that s acts on V 
via v,s = v,,, and this action will be called the permutation action of SO (or 
S) on V. If Sz is infinite, then Co(A) = 1; thus, in this case, GE S, and G acts 
as a group of finitary permutations on V (and hence has natural action 
on W). 
Proof We break up the proof into several steps. 
Step 1. Let gE G; there is then a finite subset A of 52 such that if a EA 
and supp(a) E Q - A, then for all w  E 52 -A, v,a = v,ae. 
Proof of Step 1. There is no loss here in supposing that Sz is infinite. 
Put D = [ W, (g)]; since W is finite dimensional, there is a finite subset A 
of D such that DEM=span{v,-v,)o,pEA}. Let aEA be such that 
supp(a)ca-A and let 0, Tad- A. Now (v,-vv,)g-l’= (v,-vo,)+u, 
where u E M. Thus, since supp(a) c Sz -A, (v, - v,) g- ‘a = (v,, - v,,) + u. 
Continuing, (v, - v,) g-lag = (v,, - u,,) + ug+ w, where w  EM: note also 
that ug E M. On the other hand, since ag E A, we must have (v, - v,) ag = 
(II,, - v,,), where a’=oag~O and t’= sagEO. Thus, v,, -u,,= 
(u,, - u,,) + ug + w. Since neither v,,, v,, nor v,, - v,, are in M we must 
have v,, - u,, = v,, - v,, and ug + w  = 0. The equation v,, - v,, = v,, - u,, 
now eastly implies that o’ = aa and this completes the proof of Step 1. 
Step 2. Let So be the group of finitary permutations on sl and view Q, 
as a subgroup of FGL( V, X) with permutation action on V. Then, if g E G, 
there is an s E S, such that for all a E A, ag = as. Thus, gs-’ E Co(A) and 
GcS,Co(A)~FGL(W,X)). 
Proof of Step 2. Suppose for the moment that we proved that for g E G, 
there is an s E S, such that ag = a’ for all a E A. Since G and So are both 
subgroups of FGL( W, X) we have G c &C,(A) E FGL( W, X). We now 
move on the first assertion of Step 2. 
Let S be the full symmetric group on Sz; we may view S as a subgroup 
of GL( V, X) with permutation action on V. Let ge G: since all 
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automorphisms of A are realized by conjugation by an element of S[14, 
p. 3131, we see that there is an s E S such that ug = us for all a E A. If the set 
Sz is finite the proof of Step 2 is complete, so from this point on, we assume 
that Q is infinite. 
Let A be the finite set whose existence is asserted in Step 1 and suppose 
that the permutation s has infinite support. There is then an infinite subset 
.4 of Q-A such that s moves every element of /i. Let a be a three cycle 
with support in n and b be a five cycle with supp(a) csupp(b) E .4. 
Then, supp(a”) = supp(a) s and supp(b”) = supp(b) s; however, since 
(I’ = ug, Step 1 implies that supp(a”) = supp(ag) = supp(a) and supp(b”) = 
supp(bg) = supp(b). We conclude that supp(a) = supp(a) s and supp(b) = 
supp(b) s which is impossible. Thus, s is a finitary permutation and this 
concludes the proof of Step 2. 
The following Step 3 will be used independently, and we isolate this as 
9.2.10. Step 3. Let Y be an irreducible subgroup of FGL(H, X) 
where H has infinite dimension. Then C = CFoLcH, X ,( Y) = 1. In the context 
of Lemma 19, note that A is an irreducible subgroup of FGL( W, Xx): thus if 
W has infinite dimension we have CFGLcw, X,(A) = 1. 
Proof of Step 3. Suppose that C # 1 and let 1 # c E C. Then T = [ V, c] 
is a finite dimensional Y subspace of H (by Lemma l(i)) and so must be 
trivial. This contradiction verifies Step 3 and completes the proof of 
Lemma 19. 
9.3. Groundwork for the proof of Lemma 17. We begin with 
LEMMA 20. Let G be a countable periodic irreducible subgroup of 
FGL( V, X) where V is infinite dimensional and suppose that G and X 
satisfy the hypotheses of Theorem A. Also, suppose that G is the union of an 
ascending chain {G, 1 n 2 0} of non-trivial j%tite subgroups of G (since G 
is a countable locally finite group, the existence of such a chain is not a 
restriction on G). Now put H= G,, 
Jo = C V, HI = C K G,l, 
and inductively define J,,, n > 1 by 
J,= (JOG,). 
There is then, a subsequence, {G,} of {G, ) n > 1 } that satisfies the following 
five statements. 
(i) J, E . . . c_ Jk s . . . ; u Jk = V and each of the Jk are finite dimen- 
sional. 
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(iit [V, H] = [Jk, H] for all k>,O. 
(ii)-(b) For k>O, [V,G,]sJ,+, and [V,G,]=[J,+,,G,]; thus, 
ifj> k, then [V, Gk] = [Jj, Gk]. 
(iii) For k 2 0, let pk be the representation of G, on Jk. Then 
Gknker(p.,+,)= 1. 
(iv) There is a positive integer d, independent of k, such that for k 2 1, 
where for 1 < i < d, the Sk, i are non-trivial, pairwise isomorphic, irreducible 
G,-modules. Further, 
lim dim Sk,i= cc, andfork>k’al, l,<i,j<d, 
k+m 
dim Sk,i > dim &f,j. 
(v) For k 2 1 and 1 < i < d, let 8,, i be the projection of Jk onto Sk, i. 
Then Ok, i is a Gk map and for k 2 k’ > 1, and 1 < i, i’ < d, the restriction of 
ok, i to Ske.r is an embedding from Sk’, is into Sk, i. 
Before embarking on the proof of Lemma 20, we remark that there are 
several places in the proof where we will pass to subsequences of 
{G, 1 n 3 1 }. Let ( Gk} be a subsequence of {G, 1 n 2 1 } and suppose that 
certain of the properties (ik(v) have been verified for the sequence {Gk}. A 
quick survey of the properties in question shows that the same properties 
hold for any subsequence of { Gk}. In view of this, we remark only briefly 
when passing to a subsequence and, in general, we will not change the 
name of the subsequence. It will be assumed at any point of this proof that 
the subsequence {Gk} possesses all of the properties derived up to that 
point. Keep in mind also that H = G, and that we always have H s Gk and 
Jo z Jk. The roles of H and Go remain invariant in the proof. 
Proof of Part (i). Since the finite groups G, form an ascending chain, 
the subspaces J, also form an ascending chain, and since Jo is a finite 
dimensional non-0 subspace of V and the G, are finite, the J, are all finite 
dimensional non-0 subspaces of I’. Finally, J= U J,, is a G-subspace and 
since V is an irreducible G-module, we must have J= V. 
Proof of Part (ii). First, by Lemma 4(i), [I’, H] = [J,, H] and the 
assertion (a) follows easly from this. 
Now let n’ 2 1: since V= iJ J, and [ P’, G,,] has finite dimension, there is 
an n > n’ such that [ V, G,.] E J,. By passing to subsequence (Gk} of {G, > 
we may assume that for every k 3 1, [V, Gk] E Jk + 1. Now let k’ 2 1; since 
C,(G,.) has finite codimension in I’, there is a k> k’ such that 
I’= Jk + C&G,.) and it follows from this that [I’, G,,] = [Jk, Gk,]. Again 
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passing to a subsequence, we may suppose that [V, Gk] = [Jk+ , , Gk] for 
all k 3 1. The remainder of part (ii) follows easily. 
Proof of Part (iii). From Lemma 2(iii), we see that Gk acts faithfully on 
[V, Gk] and since [V, Gk] E Jk+ i (from part (ii)), no element of G, can 
act trivially on Jk+ , . Thus, Gk n ker(p,+ r) = 1, concluding the proof of 
part (iii). 
Proof of Part (iv). This is a great deal more complicated than the 
previous parts and we break down the proof into several pieces. 
An underlying assumption here is that (Gk} is a subsequence of {G,) 
satisfying parts (it(iii) of this lemma. 
Part (iv)-(a). Let k > 1: if D is a G,-submodule of Jk and H = G, acts 
trivially on D, then D = 0. 
Proof of Part (iv)-(a). Since G and X satisfy the hypotheses of 
Theorem A, Jk is a completely reducible Gk-module. Thus, if D # 0, then 
Jk = DO L, where L is a G,-module. From part (ii) of this lemma, 
J,=CV,~1=CJ~,~1=[~,~10[L,H] and since CD, HI = 0, 
J, = [L, H] c L. Thus, Jk = ( J,Gk) c LGk = L and this forces D = 0. This 
contradiction concludes the proof of part (iv)-(a). 
For each k > 0, the complete reducibility of Jk (as a G,-module) implies 
that 
(9.3.2) J, = S,, 10 . . .O S,, cr(,c,, 
where for 1 < i < a(k), the S,, i are irreducible G,-modules. It now follows 
easily from part (iv)-(a) that 
Part (iv)--(b). Each of the Sk, i in (9.3.2) are non-trivial H-modules. 
Part (iv)-(c). Fix k 2 0 and i, 1 < i < a(k): then there is a t such that for 
j> t and every projection p of Jj onto an irreducible G,-submodule M of Jj, 
Sk, i n ker(p) = 1. Thus Sk, i projects bijectively (via a G,-map) into every 
irreducible G,-submodule of Jj. 
Proof of Part (iv)-(c). Since V is an irreducible G-module, 
V=U (Sk,iGsIs>k}. Thus, there is a t>k such that Jks(Sk,iG,). 
Now, if j> t, Jj= (JOG,) = (JkGj) E (Sk,iGj) E ( JkGj) = Jj. Thus, 
J,= <S/c*iGj). 
Let M be an irreducible Gj-submodule of Jj, write Jj = MO F, where F is 
a G,-submodule of Ji, and let p be the projection of Jj on M. Then p is a 
G,-homomorphism and if (S,, i) p = 0, then S,, i E F. Since Sk, i generates Jj, 
we now have F= Jj and A4 = 0. We conclude that (S, i) p # 0. Since 
ker(p) n Sk, i is a G,-subspace of the irreducible Sk, i (keep in mind that 
G, E Gj), we must have ker(p) n S,, i = 0, as desired. 
4X1/119/2-12 
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From part (iv)-(c), it is easy to prove (by taking k + 1 = t) 
Part (iv)-(d). By passing to subsequence of {Gk}, we may assume that 
for 1 dk’ <k, 1 ,< i’ < a(k’), 1 < i < a(k), the projection Ok, i of Jk onto Sk,, 
(which is a Gk-map) embeds S,,,r into Sk,i. 
Part (iv)-(e). Let 1 < k’d k, Y be an irreducible G,.-submodule 
of Jk, and M be an irreducible G,-submodule of Jk. Then there is a 
G,.-embedding of Y into M. 
Proof of Part (iv)-(e). There is an i’ with 1 < i’6 a(k’) and an i with 
1 < i < a(k) such that Y is G,,-isomorphic to S,.,i. and M is G,-isomorphic 
to Sk, I’ Since, by part (iv)-(e), there is a G,-embedding of Sk,,i’ into Sk,i, 
we see that there is a G,.-embedding of Y into M. 
Part (ivt(f). For all k, a(O)>a(k). 
Proof of Part (iv)-(f). From part (ii) of this lemma [ V, H] = J, = 
[ Jk, H] for all k> 1. Thus for k> 1, Jo= 0 { [Sp,i, H] ( 1 <i<a(k)}. 
Further, it follows from part (iv)-(a) that for each i, [S, i, H] # 0. Thus, 
for 1 < id a(k), [S, ;, H] contains an irreducible H-module Di. Thus, 
D1@..~@D aCk, E J, and the complete reducibility of J,, forces a(k) < a(0). 
An easy consequence of part (ivt(f) is 
Part (ivt(g). Passing to a subsequence of { Gk 1 k 2 1 }, we may assume 
that there is a positive integer d< a(0) such that for all k 2 1, a(k) = d. 
Part (iv)-(h). For l<k’<k and l<i’,i<d, dim [S,,,(,H]= 
dim [S, i, H]: here as elsewhere in the remainder of this proof, the integer d 
is as in part (iv)-(g). 
Proof of Part (iv)-(h). From part (ii) of this lemma, we have [V, H] = 
[ Jk8, H] = [ Jk, H] for all k and k’ greater than zero. Thus, 
(*) [V,H]=@ {[Sk,,j,H](l<j<d}=O {S+jvH]ll<j<d}* 
Now, from part (ivt(d) we see that, for any j and j’ the projection 8 = ok,] 
of Jk onto S,i embeds Sk,,j’ into S,,i (keep in mind that 8 is a G,-map). 
Thus, dim [SkCTi’, H] = dim [S,,,x, H] 8 = dim [(S,,,f)4 H] < 
dim [S,,i, H], and since, in the equation (*) all the summands are non-0 
(by part (i)) we conclude that dim [S,,, i’, H] = dim [S, i, H]. 
Part (ivk( j ). For k 2 1, and 1 6 i, i’ < d, Sk, i and Sk, i’ are isomorphic 
G,-modules. 
Proof of Part (ivk(j). Suppose to the contrary that Sk, i and S,, i’ are 
not isomorphic G,-modules. From part (iv)-(d), there is a Gk+ r map 0 
from Jk+ , onto Sk + r, I whose restriction p to Sk, i embeds Sk, i into S, + r,, . 
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Similarly, the restriction Ic/ of 0 to Sk, i’ embeds Sk, i, into Sk + r, r. Since p 
and$areG,+, maps (and hence Gk maps), we must have Sk, & # Sk, ip (if 
Sk, i,$ = S+ ip, then Sk, i and Sk, i’ would be isomorphic G,-modules). Thus, 
since both Sk, i and Sk, i, are irreducible G,-modules, we have 
~Sk,i’*~Sk,iP~=Sk,i’*QSk.iP~Sk+l.l~ 
From part (iv)-(h), dim[S,,i,, H] =dim[S,i, H] =dim[S,+,,,, H] 
and since p and II/ are both Gk maps, dim[S,i,P, H] = dim[S, &, H]. 
Thus, with r = dim [ Sk + I. 1, H], we have 2r d r which forces r = 0. This 
contradicts part (ii) of this lemma and concludes the proof of part (iv)-(j). 
Parts (iv)-(g) and (iv)-(j) combine to give a proof of part (iv) of the 
lemma. 
Proof of Part (v). This is precisely part (d) of (iv). 
9.4. Groundwork for the proof of Lemma 17-second part. The situaton 
outlined in Lemma 20, while informative, carries a lot of superfluous infor- 
mation. This is indicated by the fact that the Jk are sums of isomorphic 
G,-modules. The essential information would appear to be carried in the 
modules Sk. r . We begin this section by forming a G module from the Sk,r’s 
and then showing that the proof of Lemma 17 can be carried out in this 
new and simpler module. 
In the notation of Lemma 20, we have, for k > 1, embeddings 
@k. *Sk,l +sk+l,l where ak iS the restriction Of the projection ok+ r,r Of Jk+ r 
OntO Sk+ 1,1 down t0 Sk,, . Thus, ak commutes with Gk+ 1 actions. For 
ka 1, put Dk=Sk,l and let vk be the representation of Gk on Dk. It then 
follows easily from part(iv) of Lemma 20 that 
9.4.1. I f  pk denotes the representation of Gk on Jkr then for k> 1, 
ker(pu,) = ker(v,). 
Let V” be the direct limit of the X-spaces Dk together with the embed- 
dings ak. Then V” is a %-space and V” is the union of an ascending chain 
of finite dimensional subspaces Lk: further, there are G,-isomorphisms Jlk 
satisfying 
=k-1 OF D1 A...- Dk c(k Dk+l -, . . . 
I 
$1 
I 
‘bk 
I 
tik+t 
o- L, , id ’ * ’ id *Lk id’&+, -‘*.. 
NOW for n 2 k 2 1, w  E Lk, g E Gk implies W$,, gll/;’ = w+k gtii ‘. Thus if 
for k 2 2, we define flk: Gk + GL( V’O, .x) by w(gBk) = w$k &; ‘3 flk is a 
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well defined function: further, for k 2 2, Pk+, is an extension of pk. Now, 
define 
B:G+GL(V’,X) 
as the direct limit of the pk. It is easily checked that 
9.4.2. /? is a representation of G, and so V” is a G-module with the 
G-action given by /?. 
Regarding 9.4.2, both the linearity of g/I and the fact that B is a 
homomorphism admit routine proofs which will not be given here. 
The G module V” will be called the auxiliary module of G. We show now 
that V” shares many of the properties of the module V. 
LEMMA 21. We assume the notation introduced earlier in this subsection. 
(i) V” is the union of the ascending chain {L, > of finite dimensional 
subspaces. Further, Gk acts on L, with action given by the restriction of B to 
G, and L, is an irreducible G,-module. Thus, V” is an irreducible G-module. 
(ii) V” is a faithful G-module. 
(iii) For j> k + 1, [V’, G,] = [L,, Gk] ; consequences of this include 
(a) Gk acts faithfully on L, + , , and 
(b) G/I E FGL( V”, X). 
Proof of Part (i). The existence of the L, as well as the action of Gk on 
L, is spelled out in the introductory paragraph of this subsection. Let 
0 # w  E L,: since D, is an irreducible G,-module, D, = ( wtikGk) and since 
ek is a G,-map, (wtjkGk) = (wGpB) &. From this it follows that 
L, = Dklc/;’ = ( wGk/I) and so Lk is an irreducible G,-module. The 
irreducibility of V” follows from this “local” form of irreducibility and this 
concludes the proof of part (i). 
Proof of Part (ii). Suppose g E G and that g/I = 1. Then g E G, for some 
k and so g/Ik+i= 1. Thus, for all v E V, vgBk+ i = v+~+, g@;+’ , = 1 and 
from this we see that vgl//k+ i = v$~+, g = 1. We deduce that 
gE G,n ker(,uk+,) and application of part (iii) of Lemma 20 together with 
9.4.1 shows that g= 1. 
Proof of Part (iii). We begin by proving 
9.4.3. Forj>k> 1, [Djaj, Gk] = [Dj+t, Gk]. 
For the proof of 9.4.3, recall first from part (ii) of Lemma 20, 
that [I’, G,] = [Jj, Gk] for every j> k. As in part (iv) of Lemma 20, 
write Jj=Sj,,S...@Sj,,. Then Cv,Gkl=CJj,Gkl=CSj,1,GklO...O 
Csj,,,Gkl and C~~~l~CJ~+~~~~l~C~~+~,~~~~l~~~~OC~~+~,~~~~l~ 
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Now for all 1~ t, r < d, there is, by part (v)-(b) of Lemma 20, a Gk-map 
that embeds Sj,, into Sj+l,,. From this it follows that dim[S,;,, Gk] 6 
dim[Sj+ I,r, G,] and then that [S,,,, Gk] = [S,, l,r, Gk]. With r = t = 1, we 
have the assertion 9.4.3. 
From 9.4.3, we have [S,,,, Gk] $,;li = [S,, ,,r, G,] +,;ll : using the fact 
that Ii/i commutes with Gk, the right hand side of this equation is 
CLj+ 1) Gkj?] and the left hand side is [ Lj, Gkfl]. Supressing the mapping /3 
we now have [L,, Gk] = CL,., Gk] for all j,j’ 2 k + 1 and it follows that 
CV”, G/cl = C&c+,, G/cl- 
The assertion (a) in part (iii) now follows from Lemma 4 while (b) is 
evident from the facts established thus far in part (iii). This concludes the 
proof of Lemma 21. 
In the proof of Lemma 17 we will replace the module V by the module 
V” and will, generally, supress the isomorphism fl which provides the 
G-action on V”. Since we are after internal information of the group G, we 
choose the easier module V” as the underlying module for the proof. 
However, in this reduction some information is lost: notably, how the 
group G acts on the original module I’. In this regard, we give a brief 
discussion on how certain module-theoretic facts in I/’ can be transferred 
back to K The main result of the final Subsection 9.5 will be 
LEMMA 22. Let G be a countable periodic irreducible subgroup of 
FGL( V, X) where V has infinite dimension and G and X satisfy the 
hypotheses of Theorem A. Also, let F be a finite subgroup of G and V” be the 
auxiliary G-module. Then there is a g E G such that [ V”, F ] g E C,o(F) and 
[V’, F] E C.o(Fg). 
In view of Lemma 8, Lemma 22 easily implies Lemma 17, which is the 
outstanding fact yet to be proved. Lemma 22 will be proved in Subsec- 
tion 9.5. Here we show that a result of the type given in Lemma 22 implies 
a similar result back in the module V. 
LEMMA 23. The statement of Lemma 22 remains valid tf all the V” are 
replaced by V’s. 
Proof In view of part (iii) of Lemma 21, the conclusion of Lemma 22 is 
equivalent to the statement 
(*) there is a k>l with [V’,F]SL~+~,FSG~ and a gEGk such 
that 
CL k+l, Fgl s C,+,(F) and C-L+lr Fl s CL,+,(Fg). 
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Translating this back to the modules Dk, the second part of (*) becomes 
(**I CD/c+l, Fg]GC (F) &+I and CDk+,, f’l s CDk+I(FK). 
Recall that Jk = S,,, @ ... @ Sk,d, that S,,, = D, and that the Sk,i are 
isomorphic G,-modules (see part (iv) of Lemma 20). Since (F, g) E Gk, it 
now follows that for 1~ i Q d, we have 
(***I [S/c+ t.i> Fgl ~CC,+,,,(J’) and C&+ I,ir Fl s Gk+,.,P). 
From (w.*) it is an easy matter to show that 
CJk+,r Fg]zC (F) Jk+I and C J~+I, Fl E CJk+I(Fg), 
and if we now use that fact that [V,F]=[J,+,,F] and [V,Fg]= 
[J/c+,, Fg] (see part (ii) of Lemma 20) we can easily deduce that 
[V, Fg] c C,(F) and [V, F] G Cy(Fg), and this completes the proof of 
Lemma 22. 
9.5. The proofs of Lemmas 22 and 17. As noted at the end of 9.4, 
Lemma 17 follows from Lemmas 22 and 9; thus we need only prove 
Lemma 22. For reference, we recall the basic setup (cf., Subsections 9.3 
and 9.4). 
9.5.1. Put W= V”, where V” is the auxiliary module for G developed 
in Subsection 9.4. The group G is countable, locally finite, and is the union 
of the ascending chain of finite subgroups { Gk 1 k 2 1 }. W’is the union of 
the ascending chain of finite dimensional subspaces L,, where Lk is an 
irreducible G,-module, and dim(L, + r ) > dim(L,). For each k 2 1 and 
j> k, [ W, Gk] = CL,, Gk] : finally, G, acts faithfully on Lk+ 1. 
For the proof of Lemma 22 we can make several reductions which will 
notationally simplify the proof. First, since G is the union of the chain 
{Gk} and any subsequence of {G,} has the same properties as {Gk}, it 
suffices to prove the lemma for F= G,. From this point on, we assume 
(9.5.2) F=Gl. 
Further, since for k > 2, [ W, F] = [Lk, F], it suffices to show that 
9.5.3. For some k > 2, there is a g E G, such that 
CL Fl gs C,,(F) and CL f-1 s C,,(Fg) 
(since C-h, Fl= CJL+~, Fl). 
The remainder of this section will be devoted to a proof of 9.5.3. The 
proof splits up into two basic cases and several subcases. 
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Case 1. If for an infinity of k, Lk is an imprimitive G,-module, then 
9.5.3 holds. 
Proof of Case 1. There is no loss in assuming that all of the L, are 
imprimitive Gk-modules; since Lk is an irreducible G,-module, Gk acts 
transitively on any system of imprimitivity of Lk. It follows then that each 
of the L, has a system of imprimitivity on which Gk acts primitively (as a 
permutation group). More specifically, write 
(9.5.4) L,=Rk,,O-..O&,tc,,, 
where the set Vk = {Rk,fl 1 < i< t(k)} is a system of imprimitivity of Lk on 
which GknCk acts primitively-here rrk is the permutation representation of 
Gk on Vk. Note that for fixed k, the R,,i all have the same dimension. At 
this point we split off two additional cases. 
Case l-(a). There is a k’ 2 2 such that for an infinity of k, the & are 
G,,-submodules of L,. There is no loss in assuming that for some m, s > m 
implies that R, i is a Gk,-module for 16 i < t(s). Let s > m: then the projec- 
tions of L, onto the subspaces R, i are G,,-maps. Since Lk, is an irreducible 
G,,-module one of these projections is an embedding of L,, into R, i 
for some i’ with 1 < i’ < t(s). Thus, there is a Gk,-map 6 which embeds 
L,, into R, iP. Now [ W, F] s Lkp and S = [ W, F] 6 is an F-subspace 
of R,v,c. Further, dim(S) = dim [ W, F] and [S, F] = [ [ W, Fl 6, Fl= 
[[W,F],F]6=[W,F]6=Sandfromthisweconcludethat [W,F]= 
[S, F]. Thus, [ W, F] s R, i’ and Lemma 8(iii) now implies the assertion 
9.5.3. 
Having dispensed with Case l-(a) we are now left with 
Case l-(b). Let k > 2 and j> k; then Gk does not fix all of the Rj,i, 
1 <i< t(j). Suppose the set {t(k)1 1 <k} is bounded and let y(k) be the 
common dimension of the spaces R,,i, 16 i< t(k). Then as k + co, 
y(k) -+ co and so for any k’ > 2 there is an infinity of s such that 
y(s) > deg(G,,). Application of Lemma S(iii) shows that for any such s, 
each of the R,,i are G,,-modules and we are now back in Case l-(a). Thus, 
we may assume from this point on that the set { t(k)1 1 <k) is unbounded. 
For each k > 2, Gz acts non-trivially on the system of imprimitivity Vk. 
For each such k, let sk = 1 supp(G, : Vk)l. From Lemma 5(ii), it follows that 
for each k, sk < 2d, where d= deg(G,). Then, for k> 2, the primitive 
permutation group Gknk has an element &7tk with 1 < ) supp(gknk)l < 2d. 
Since I Vk I -+ co as k + co, it follows from results of Margraff and Jordon 
[23, pp. 34-351 and their generalizations [22, Satz 9.21, that there is an m 
such that for k > m, Gknk contains and alternating group Ak with degree 
(Ak) = deg(G,rr,). Thus, G,n, acts (at least) 3d-fold transitively on vk,. Let 
k > m: since FS GZ, I supp(F: Vk)l <So < 2d and from Lemma 8 we deduce 
that with Y(F: +$k) = {(k, i)l [Rk,i, F] # 0}, we have I Y(F: vk)l < 3d. 
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Thus, there is a gE Gk such that Y(F: 9;) grr, n Y(F: Vi) = /zr and 
Lemma 8(iii) now implies 9.5.3. This concludes the proof of 9.5.3 in under 
the additional assumptions of Case 1. 
Now that Case 1 has been verified, the proof of 9.5.3 will be complete if 
we can handle 
Case 2. For all k > 1, Lk is a primitive, irreducible G,-module. 
Before pursuing the proof of Case 2, we recall some relevant properties 
of the G-module W. First, if dk denotes the representation of G, on L,, 
then for k>2, G,_, nkerd,=l:also, [W,G,]=[L,+,,G,] for k>l 
and there is no loss in assuming that for all k 2 1, deg(G,_ i) < dim(L,) (in 
regard to these comments see Lemma 21). Additional notation will be 
introduced at this point in 
9.55. If Y is a subgroup of Gk, the image of Y in the quotient group 
G,/ker cSk will be denoted with the superscript -. On the other hand, if X is a 
subgroup of Gk, X* will, denote the inverse image of X (under 6,) in Gk. 
If d = deg(F), then for k > 2, Gk contains a non-trivial element of degree 
not exceeding d. Since for k > 2, [ W, F ] = [Lk, F], the degree of F with 
respect to Lk is the same as the degree of F with respect to W, the term 
deg(F) is being used in an unambiguous way. We will also use the term 
degree for elements of the groups G, : if y E Gk, then deg(y) is defined as 
deg(y6,). Some of the content of this discussion is presented formally as 
9.5.6. For k > 2, the linear group G, E GL(Lk, X) contains a non- 
trivial element of degree d. 
Centralizers of irreducible submodules of the G, will play a critical role 
in the following arguments. We record some of the properties of such 
centralizers in 
9.57. Let k B 3, Y be an irreducible subgroup of G, and C be the cen- 
tralizer of Yin G,. Then if l#x~C, [L,,x]=L,. Since deg(G,_,)< 
dim(L,) we now have GkP 1 n C* = 1. 
For the proof of 9.5.7, notice that [Lk, x] is a Y-submodule of Lk. The 
irreducibility of Y then forces [Lk, x] = Lk. 
9.5.8. Suppose that for k 2 2, Ak is a normal Abelian subgroup of G,. 
Thenfor every l#x~A,, [L,,x]=L,. 
For the proof of 9.5.8 we note that since Lk is a primitive G,-module, it 
follows from Clifford’s theorem that L, = M, @I . . . @M, where the Mi are 
isomorphic and irreducible A,-modules. Thus, Ak must act faithfully on 
each Mi and from 9.5.7 it follows that for each i, [M,, x] = Mi and the 
desired conclusion [Lk, x] = Lk now follows easily. 
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For k > 1, Fitt(G,) will denote the Fitting subgroup of Gk, while E(c,) is 
the join of all the minimal subnormal quasi-simple subgroups of G,. The 
generalized Fitting subgroup F *(G,) of G, is the join of E(G,) and Fitt(G,); 
i.e., 
F*(G,) = (Fitt(G,), E(G,)). 
For our purposes, the relevant facts concerning P(G,) are that Fr(G,) is 
self centralizing in c, [3, p. 45-J and F *(G,) is a central product ofFitt(Gk) 
and E(G,). From these remarks we can easily deduce 
9.59. For every k 2 2, F*(G,) contains an element y, with 
deg( yk) < 2d. 
For the proof of 9.5.9, we begin with the fact that G, has a subgroup of 
degree d (from 9.5.6). Let 1 #g E G, be an element of degree d or less. If 
geF*(G,), put y,=g. If g$F*(G,), there is an feF*(G,) such that 
[g, f ] # 1: application of Lemma l(vi) shows that the element yk = [g, f ] 
then has the desired degree. 
In a similar manner, we next show 
9.5.10. For k > 2, there is an element 1 #X,E Gk with deg(x,) d4d 
such that either 
xk E Fitt( C,) or xk E E( G,). 
To verify 9.5.10, let yk be as in 9.5.9. If either yk E Fitt(G,) or y, E E(G,), 
put xk =y,. Suppose then that y, $ Fitt(c,) and yk $ E(G,): then since 
[(F*(&)) E Fitt(G,), y, # c(F*(G,)). Thus, either [E(G,), yk] # 1 Or 
[Fitt(G,), yk] # 1 and so there is an element wk in one of E(Gk) or 
Fitt(G,) such that 1 #xk= [wk, yk]. Since both E(G,) and Fitt(G,) 
are normal subgroups of F*(G,), xk is in one of E(G,) or Fitt(G,). 
Lemma l(iv) again applies to show that deg(x,) < 4d. 
Different cases that ensue at this point depend on the position of the 
element xk in 9.5.10. 
Case 2-(a). The element xk in 9.5.10 is in Fitt(G,) for an infinity of k. In 
view of 9.5.8 we may assume that for all k >, 2, xk $ c (Fitt((G,)). Since 
Fitt(Gk) iS a direct product Of p-groups (p a prime) and xk iS not central in 
G,, there is a normal Sylow p-subgroup Pk of Gk such that [Pk, xk] # 1. 
Thus there is a pk E Pk such that 1 # zk = [pk, xk] and again, Lemma l(iv) 
implies that deg(z,) < 8d. Again using 9.5.8 we may assume that for all k, 
zk 4 titPk). 
A theorem of Thompson [2, p. 1851 asserts that Pk contains a charac- 
teristic subgroup Jk such that Jk is self centralizing in Pk and the 
nilpotency class of Jk does not exceed two. Iterating a, by now, familiar 
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argument, Jk contains an element sk with 1 # sk and deg(s,) < 16d. Since 
[( Jk) 4 G,,., yet another application of 9.5.8 permits us to assume that for 
all k, sk#i( Jk). Thus, there is a j,E Jk such that 1 #fk= [s,, j,]: since Jk 
has class 2, fk E [( Jk) and from Lemma l(iv), deg(f,) < 32d. A final 
application of 9.5.8 forces a contradiction, and we conclude that Case 2-(a) 
cannot occur. 
We are now left with 
Case 2-(b). The elements xk of 9.510 lie in E(G,) for an infinity of k. As 
in the above cases, we may assume that for all k 2 2, xk E E(G,) and that 
xk +! [(E(G,)). The group E(G,) is a product of normal (in G,) subgroups 
Nk,i, 1 <i< r(k), where Nk, i is a central power of a quasi-simple Hk,i. 
Following the same sort of computations as presented in the proof of 
Case 2-(a), we conclude that there is an i’ with 1 <i’< r(k) such that 
Nk = Nk,? contains a non-trivial element y, with deg( yk) < 8d: carrying this 
idea one step further, there is a non-trivial element zk in Hk = Hk,? (or 
more precisely one of its’ conjugates in Nk) such that deg(z,) < 16d. 
From Clifford’s theorem together with the fundamental assumption of 
Case 2, we have 
9.511. L,=M,,,O...@M,,,(,, where the Mk., are isomorphic and 
irreducible N,-modules and are also G,-conjugate. 
Since Nk contains a non-trivial element of degree 8d or less, Lemma 6 
implies that t(k) < 8d. Thus, as k--t co, dim(M,,,) --f 00. In the next 
part of our argument we will reduce the proof to the case where L, is an 
irreducible N,-module. The vehicle for accomplishing this will be 
Lemma 10. 
Put B = G, and let k’ 2 3 be large enough so that dim(M,,, ) > deg(B), 
and let N = Nk,. Then Lz is an irreducible B-module and CL,,, F] = 
[L,, F]. We now apply Lemma 10 (with G=Gks, A =F, V= L,, and 
W= L,) and conclude that either there is a g E G,, satisfying the desired 
conclusion 9.5.3 or Lkf is an irreducible N,.-module. There is then no loss 
in assuming that L,, is an irreducible N,,-module and, more generally, we 
assume 
9.5.12. For all k 2 2, Lk is an irreducible N,-module. 
We now repeat the steps of the preceding paragraph and show that L, is 
also an irreducible H,-module. To this end we again use Clifford’s theorem, 
the fundamental assumption of Case 2 and 9.5.12 to obtain the decom- 
position 
9.5.13. For k > 2, Lk = Uk,, @ . . . @ iJkSslk,, where the LJ,,i are 
isomorphic, irreducible H,-modules which are also N,-conjugate. 
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Since Hk contains a non-trivial element of degree 16d or less, Lemma 6 
implies that s(k) < 16d and this forces dim( U,,,) + co as k + co. Put 
B= Gz, let k’ 2 3 be large enough so that dim( U,,,,) > deg(B) and let 
H = Hk,. Then L, is an irreducible B-module and [Lkf, F] = [L,, F]. We 
now apply Lemma 10 (with G= N,., N=H, A=F, V=Lkf and W=L,) 
and conclude that either there is a g E Nk, satisfying the desired conclusion 
9.5.3 or LkS is an irreducible H,,-module. We may therefore assume 
9.514. For all k 2 2, L, is an irreducible H,-module. Thus, since 
the dimensions dim(L,) are unbounded, the orders ( Hk/i(Hk)( are also 
unbounded (since a fixed finite simple group has only a finite number of 
stem extensions). 
We are now in a position to prove 
9.515. H, is a normal subgroup of G,. 
For the proof of 9.5.15, suppose that there is a g E G, such that Hkg # Hk. 
Since Hk is a subnormal quasi-simple subgroup of Gk, Hkg is contained in 
the centralizer of H,. Further, since H, contains a non-trivial element of 
degree 16d or less, the same must be true of its’ conjugate Hkg. We now 
have a contradiction to 9.5.7 and the proof of 9.5.15 is now complete. 
Let Ck be the centralizer of Hk in G,. Since Hk Q G, we see that 
Gk/CkHk is isomorphic to a group of outer automorphisms of the finite 
non-Abelain simple group Sk = H,/%(H,). From the positive resolution to 
the Schrier conjecture provided by the classification of finite simple groups, 
9.5.16. GklCkHk is a solvable group. 
For any group X, X(o) will denote the intersection of all the normal 
subgroups Y of X with X/Y solvable. Equivalently, X(o) is the join of all 
the perfect subgroups of X. If Y is a normal subgroup of X, then 
(X/Y)(w) = YX(w)/Y. We retirn to the main argument. 
Since G,/C, Hk is a solvable group and Hk is a perfect group, we have 
G,(w) = C,(w) H,. Thus, G,(o)/C,(o) z Hk/i(Hk) = Sk. Pulling back this 
information into G,Jo) and using the fact that G,(o)* = Gk(m) ker Sk we 
see that there is a homomorphism 6 from G,Jo) onto Sk and that 
ker(6) = C,JO)* A GJo). Also, it follows from 9.5.7 that G,- 1(w) inter- 
sects C,Jo)* n Gk(w) trivially. Since for all k, G,Jo) s G,, i(o), we deduce 
that for k 2 3, Gk- i(w) is embedded in the simple group S, = Hk/i(Hk). 
Also using the fact that Gk(u) E G,, I(w) we now have 
9.5.17. For k 3 2, the groups Gk(m) have a maximal normal subgroups 
B, which satisfy B,, , n G,Jco) = 1. Thus the group G(o) = U Gk(co) is an 
infinite (since the quotients G,Jw)/C~(W) have unbounded orders) perfect 
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locally finite group and has an approximating sequence of finite simple 
groups in the sense of [8, p. 1161; equivalently, G(w) has a “sectional cover” 
of finite simple groups in the sense of [4, Sect. 21. Evidently, 
G(o) E FGL( W, X). Since G(w) u G and G(w) is not a subdirect power of 
any finite dimensional X-linear group, G(o) must be an irreducible subgroup 
of FGL( W, X) (by Proposition 2). 
Suppose for the moment that for some positive integer s, the simple 
groups Sk have faithful finite-dimensional representations of degree s or less 
over some field &. From 9.517 it follows that, for ka 2, Gk has a faithful 
representation of degree s or less over &+ i and Mal’cev’s representation 
theorem [20, p. 271 now implies that G(o) has a faithful finite dimensional 
representation of degree s or less over some field 9. The fact that G(o) is a 
finite-dimensional F-linear group together with the existence of a sequen- 
ces of finite subgroups of the type given in 9.5.17 implies that G(o)/c(G(w)) 
is a simple locally finite, linite-dimensional F-linear group (see the proof 
of 9.32 in [20]). It follows from the classification theorems of Thomas, 
Hartley and Shute ([lS], [ 193, [7]) that G(w)/i(G(o)) is of Lie type over 
some locally finite subfield R0 of F. However, (6.7) of [4] asserts that 
char(sO) = char(X) and a contradiction is now provided from (1.1). From 
this contradiction we deduce that there is no integer s such that each of the 
Sk are finite dimensional linear groups of degree s or less. 
Following the lines of argument of the paragraph subsequent to 9.2.7 we 
see that 
9.518. The simple groups Sk are either all alternating or belong to a 
classical family 9 and have unbounded rank parameters. 
Application of 9.2.8 implies that for any prime q, the group G(w) con- 
tains elements of order q. In view of the hypotheses of Theorem A, we may 
now assume that char(X ) = 0. Since the group G(o) has the “sectional 
cover” of 9.5.17 and the simple sections Sk satisfy 9.5.18, we may directly 
appeal to Theorem 7.2 (or (6.1), (6.3), (6.4)) of [4] and deduce that the 
groups Sk must be alternating groups. 
At this point the reader is reminded of the discussion of natural modules 
in Subsection 9.2. 
We return to the main part of our proof: first, there is no loss in assum- 
ing that G*(W) contains an element y of order 3 with y $ CT : we view such 
a y as an element of S,. Let t = dim[ W, y]; then for k> 3, we have 
t = dim[L,, y]. We may also view y as an element of S,, k 2 3, via the 
embedding outlined in 9.5.17; let pLk(y) be the number of 3-cycles involved 
in y in the group Sk. We now use (4.8) of [4] together with the fact that 
the dimensions of the [Lk, y] are bounded to deduce that the set 
bc&WW b is ounded. There is no loss now in assuming that for some 
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positive integer s, pk(y) = s for all k > 3. It now follows from (4.7) of [4] 
that for k > 3, Sk is generated by fewer than 
nk-s 
ek=T+7 
conjugates of y: here, (&!)/2 is the order of Sk. 
Now for every k 2 2, H, = &c(Hk) where R, is generated by fewer than 
ek conjugates of y. Since Lk is an irreducible Hk-module, we have 
Lk = [Lk, &] : one now proves easily that dim(L,) < ekt. We will now 
show that for sufficiently large k, c(Hk) = 1. Suppose to the contrary that 
c(Hk) # 1 for an infinity of k. Then as shown in the proof of ,(4.4) of 
[4], dim(L,) is bounded below by 2C(k), where u(k) is a linear function of 
nk. However, we have seen above that dim(L,) is bounded above by the 
expression ek t, which is a linear function of nk. From this contradiction we 
deduce that [(Hk) = 1 for sufficiently large k. We assume then, as we may, 
that for all k 2 2, Hk = Sk. This fact, together with the estimate 
dim(Lk)<ekt permits us to use (4.1) of [4] and conclude that Lk is the 
natural Sk-module [%%a,, Sk] (here ak is the set on which Sk acts; the 
order of ak is nk). We now use Lemma 19 to deduce that Gk = Ck x uk, 
where U, is either Sk or the full symmetric group of degree nk: in either 
case, the action of Uk on the permutation module XQ, is the permutation 
action. Since the natural module is an absolutely irreducible Sk-module, Ck 
must act on L, as a group of scalar transformations. 
For c E Ck, let 2, E X be such that WC = 2, w  for all w  E Lk, and for 
V E xfik, define UC = &V. We now have an action of Gk = Ck x uk on xak 
that is an extension of the action of Gk on L, = [.fGk, Sk]. Let B be any 
subgroup of Gk; comparison of the equations 
nk = dim[XQ,, B] + dim C,,,(B) 
and 
nk- 1 =dim[L,, B] +dim C,,(B), 
and the inclusions 
[Lk, Bl E [Y’Bk, Bl, C,,(B) E C,,,(B), 
shows that dim[XQ,, B] <dim[Lk, B] + 1. Thus, dim[XQ,, F] <d+ 1. 
NOW, XSZ, is an imprimitive G,-module with a system of imprimitivity 
consisting of one-dimensional subspaces. Since dim[XQ,, F] < d + 1, 
Lemma 5(ii) implies that 1 supp( < 2(d+ 1). For sufficiently large k, Gk 
acts at least 2(d + 1 )-fold transitively on XQ, and so, for such a k, there is 
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a g E Gk such that Y(F) n R(F) g = a. It now follows from Lemma 8(iii) 
that for sufficiently large k, there is a g E G, such that 
(*) [XQ,, P] s c XQk (F) and CXQ,, J-1 c c, c&Y 
Since L, is a submodule of iWInk, it follows easily that the inclusions (*) 
hold with Lk in place of Xs2,. This completes the proof of Case 2 and of 
Lemma 22. 
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