Abstract. We study the regularity up to the boundary of solutions to fractional heat equation in bounded C 1,1 domains. More precisely, we consider solutions to ∂ t u + (−∆) s u = 0 in Ω, t > 0, with zero Dirichlet conditions in R n \ Ω and with initial data u 0 ∈ L 2 (Ω). Using the results of the second author and Serra for the elliptic problem, we show that for all t > 0 we have u(·, t) ∈ C s (R n ) and u(·, t)/δ s ∈ C s−ǫ (Ω) for any ǫ > 0 and δ(x) = dist(x, ∂Ω).
Introduction and results
The aim of this paper is to study the regularity of solutions to the fractional heat equation in Ω u = 0 in R n \ Ω, the boundary regularity of solutions is quite well understood, as explained next.
When Ω = B 1 and g ≡ 1, the solution of problem (1.2) has a simple explicit expression. Indeed, this solution is given by u(x) = c(1 − |x| 2 ) s in B 1 , for some constant c > 0. Notice that this solution is not smooth up to the boundary, but it is only C s (Ω). It turns out that this boundary behavior is the same for all solutions, in the sense that any solution to (1.2) satisfies
where δ(x) = dist(x, ∂Ω). Combining this bound with the well known interior regularity estimates, one finds that u ∈ C s (Ω) (see Proposition 1.1 in [22] ). Furthermore, for any g ∈ L ∞ (Ω), the solution u to the elliptic problem (1.2) satisfies that u/δ s is Hölder continuous up to the boundary, and
, for some α > 0 small. This is the main result of [22] .
For the fractional heat equation (1.1), Chen-Kim-Song [11] established sharp twosided estimates for the heat kernel of (1.1) in C 1,1 domains (see also [3] ). Their estimates yield in particular a bound of the form (1.3) for solutions to (1.1) for positive times, and this implies that solutions u(x, t) satisfy u(·, t) ∈ C s (Ω) for t > 0. Nevertheless, the results in [11, 3] do not yield any estimate like (1.4) .
The aim of the present paper is to show that, for t > 0, solutions to (1.1) satisfy (1.4). Namely, we will show that, for any fixed t 0 > 0, solutions u(x, t) satisfy
To prove this, we use the results of the second author and Serra [22] .
1.1. Main result. As explained next, our main boundary regularity result apply not only to the fractional Laplacian, but also to more general integro-differential equations. Indeed, we consider infinitessimal generators of stable and symmetric Lévy processes. These operators are uniquely determined by a finite measure on the unit sphere S n−1 , often referred as the spectral measure of the process. When this measure is absolutely continuous, symmetric stable processes have generators of the form
where s ∈ (0, 1) and a is any nonnegative function in L 1 (S n−1 ) satisfying a(θ) = a(−θ) for θ ∈ S n−1 . The most simple and important case of stable process is the fractional Laplacian, whose spectral measure is constant on S n−1 (so that the process is isotropic). The regularity theory for general operators of the form (1.5) has been recently developed by the second author and Serra in [26] ; see also [25] . Using the boundary regularity results established in [26] , we will show the following. This is the main result of the present paper.
Theorem 1.1. Let Ω ⊂ R n be any bounded C 1,1 domain, and s ∈ (0, 1). Let L be any operator of the form (1.5) and satisfying the ellipticity conditions
where Λ 1 and Λ 2 are positive constants. Let u 0 ∈ L 2 (Ω), and let u be the solution to
where δ(x) = dist(x, ∂Ω), and for any ǫ > 0. The constants C 1 and C 2 depend only on t 0 , n, s, ǫ, Ω, and the ellipticity constants Λ 1 and Λ 2 . Moreover, these constants C 1 and C 2 blow up as t 0 ↓ 0.
The main result is the second part of the Theorem -the Hölder regularity of u/d s up to the boundary. As explained above, this is new even for the fractional Laplacian.
Notice that our result applies to spectral measures that may vanish in a subset of S n−1 . In fact, the spectral measure could even be of the form a = χ Σ , where Σ ⊂ S n−1 is any subset with |Σ| > 0 and such that Σ = −Σ. The main idea of the proof is to write the solution of the heat equation in terms of the eigenfunctions, check that these eigenfunctions fulfil bounds of the form (1.8)-(1.9), and deduce the desired result. Still, the proof is not immediate, since one has to prove first that the eigenfunctions belong to L ∞ , with an explicit bound of the form φ k L ∞ ≤ Ck q for some fixed exponent q, and being φ k the k-th eigenfunction.
To do this, we need to establish the following result, which may be of independent interest.
(Ω), and u be the weak solution of
where L is a nonlocal operator of the form (1.5) and (1.6). Assume in addition that
where C is a constant depending only on n, s, p and
where C is a constant depending only on n, s, q, Ω and
where C is a constant depending only on n, s, p, Ω and Λ 2 .
To prove this, we use the results of [17] to compare the fundamental solution associated to the operator L with the one of the fractional Laplacian.
1.2.
Applications of the main result. For second order equations, important tools when studying linear and semilinear problems in bounded domains are integrationby-parts-type identities. For the Laplacian operator, one can easily check that any solution u with u = 0 on ∂Ω satisfies
This identity was used originally by Pohozaev to prove nonexistence results for semilinear equations −∆u = λf (u), and identities of this type are commonly used in the analysis of PDEs. For nonlocal operators, the second author and Serra found and established the fractional analogue this identity in [23] : if u is any bounded solution to (1.2), then u/d s is Hölder continuous in Ω, and (1.12)
Note that the boundary term u/d s | ∂Ω has to be understood in the limit sense -recall that we showed that u/d s is continuous up to the boundary.
Here, thanks to Theorem 1.1 and the results in [23] , we are able to prove the Pohozaev identity for solutions to the fractional heat equation (1.1). The result reads as follows. Corollary 1.3. Let Ω ⊂ R n be any bounded C 1,1 domain, and s ∈ (0, 1). Let u 0 ∈ L 2 (Ω), and let u(x, t) be the solution to the fractional heat equation (1.1). Then, for any fixed t > 0, the identity (1.12) holds, with u = u(·, t).
In [23] the authors prove that the general Pohozaev identity holds whenever a function fulfils certain regularity hypotheses. In particular, they check that these hypotheses are fulfilled by the solutions of the elliptic problem, and so it follows their result. In the present paper we will check that the same hypotheses are also fulfilled by the solutions to the fractional heat equation (1.1), using the results by the second author and Serra, and therefore these functions also fulfil the general Pohozaev identity. To do this, an essential ingredient is Theorem 1.1, since for the right-hand side of the identity to be well-defined we need that u/δ s can be extended continuously up to the boundary.
The paper is organized as follows. In Section 2 we prove previous results regarding the existence of eigenfunctions for the Dirichlet elliptic problem and the asymptotic behavior of their eigenvalues. In Section 3 we prove the main result that will be used regarding the regularity of the eigenfunctions. In Section 4 we prove Theorem 1.1. In Section 5 we prove Corollary 1.3.
Existence of eigenfunctions and asymptotic behavior of eigenvalues
The results proved in this section hold for general stable operators, with any spectral measure a ∈ L 1 (S n−1 ). The aim of this section is to prove the following, referring to the elliptic problem
Proposition 2.1. Let Ω ⊂ R n be any bounded domain, and L an operator of the form (1.5), with a ∈ L 1 (S n−1 ). Then, 
for some constant C 0 depending only on n, s, Ω and L. Moreover,
for C(µ 1 ) and C(µ 2 ) positive constants depending only on n, s, Ω and µ 1 and µ 2 respectively; where µ 1 > 0 and µ 2 > 0 are given by the expressions
For the fractional Laplacian, the result in Proposition 2.1 is well known, and was already proved in the sixties; see [1] and also [15] .
For general stable operators L, the asymptotic behavior of its eigenvalues follows from the following result by Geisinger [16] .
Given an operator L, we denote by A(ξ) its Fourier symbol (i.e., Lu(ξ) = A(ξ)û(ξ)). For the fractional Laplacian, we recall that A(ξ) = |ξ| 2s . Let us state the result by Geisinger, first introducing two hypotheses on A.
(1) There is a function A 0 : R n → R with the following three properties. A 0 is homogeneous of degree α > 0: A 0 (νξ) = ν α A 0 (ξ) for ξ ∈ R n and ν > 0. The set of ξ ∈ R n with A 0 (ξ) < 1 has finite Lebesgue-measure, and the function A 0 fulfils lim
with uniform convergence in ξ. (2) There are constants C * > 0 and M ∈ N such that for all η ∈ R n ,
Under these two conditions, we have the following.
Theorem 2.2 ([16]).
Let Ω ⊂ R n be an open set of finite volume and assume that A is the symbol of a differential operator L that satisfies the previous two conditions. Then, lim
where
To prove Proposition 2.1, we only have to check that any stable operator (1.5) fulfils the previous conditions. To do so, we use that the Fourier symbol A(ξ) of L can be explicitly written in terms of s and the spectral measure a, as
see for example [27] . Using this expression, it is clear that
where µ 1 and µ 2 are given by (2.2). Notice that these constants are strictly positive for any stable operator with a ∈ L 1 (S n−1 ). We can now proceed to prove Proposition 2.1. 
is the Gagliardo seminorm associated to the operator L. In the Fourier side, it can we written as
For the second statement we use Theorem 2.2. Indeed, let A be the Fourier symbol of the stable operator L. It is enough to check the two conditions of the theorem by Geisinger. The first condition trivially holds taking A 0 = A, since it is homogeneous, and we have the previous bounds.
We need to check the second condition. To do so we claim that, for any a ≥ b ≥ 0 and s ∈ (0, 1), we have
Indeed, since s ∈ (0, 1), by concavity we have
as claimed. Thus, using (2.3), we find
and therefore,
as desired. Finally, we know that
and hence, using the bounds on A, we obtain
where V n (R) denotes the volume of an n-ball with radius R.
Regularity of eigenfunctions
The aim of this section is to prove the following.
Proposition 3.1. Let Ω ⊂ R n be any bounded domain, s ∈ (0, 1), and L an operator of the form (1.5)-(1.6).
Let φ be any solution to
, and
for some constant C depending only on n, s, Ω and the ellipticity constant Λ 2 , and some w ∈ N depending only on n and s.
Remark 3.2. When Ω and the spectral measure a are C ∞ , a very similar result has been found recently in [18, Theorem 2.3], which follows using the results of [19] .
Combining Proposition 3.1 with the boundary regularity results in [26] , we will obtain the following.
Corollary 3.3.
Let Ω ⊂ R n be any bounded C 1,1 domain, s ∈ (0, 1), and L an operator of the form (1.5)-(1.6).
Let φ be any solution to (3.1). Then, φ ∈ C s (R n ) and φ/δ s ∈ C s−ǫ (Ω) for any ǫ > 0, with the estimates
The constant C depends only on n, s, Ω, ǫ and the ellipticity constants Λ 1 and Λ 2 , and w ∈ N, depends only on n and s.
Proposition 3.1 will follow from Proposition 1.2 and a bootstrap argument. We next prove Proposition 1.2.
The following lemma will be essential. It is an immediate consequence of the results of [17] .
Lemma 3.4. Let s ∈ (0, 1) and n > 2s. Let L be any operator of the form (1.5)-(1.6).
Then, there exists a function V which is fundamental solution of L in R n . Namely, for all g ∈ L 1 (R n ) with appropriate decay at infinity, the function
In addition, the function V satisfies the bound
for some c 2 positive constant depending only on n, s and Λ 2 .
Proof. It was proved in [17] that the heat kernel of the operator L satisfies
for all x ∈ R n and t > 0. Moreover, we also have the scaling property p(x, t) = t Finally, it also follows from the upper bound on p(x, t) that for |x| = 1 we have V (x) ≤ C, and thus the lemma follows.
By the previous lemma, we can define L −1 as the operator
For this operator, we have the following.
Lemma 3.5. Let s ∈ (0, 1) and n > 2s. Let L be any operator of the form (1.5)-(1.6). Let g and u be such that
for some constant C depending only on n, s, p and Λ 2 .
Proof. Let us first recall the well known Hardy-Littlewood-Sobolev inequality. It
for some constant C depending only on p, n and s. Here, I 2s f stands for the Riesz potential, defined by
We now bound |u| by some expression equivalent to a Riesz potential of g, in order to use the Hardy-Littlewood-Sobolev inequality. Since
|x−y| n−2s , we have
as we wanted to see.
We can now prove Proposition 1.2 for a general operator L of the form (1.5) and (1.6).
Proof of Proposition 1.2. First, notice that if n ≤ 2s, then n = 1. In this case any stable operator (1.5) is the fractional Laplacian, for which Proposition 1.2 is known (see for example [24] ). Thus, from now on we assume that n > 2s.
(a) Consider the problem Lv = |g| in R n , where g has been extended from Ω to R n by zero. We know that there is a v ≥ 0 solving the problem, since we can define
Now, using the comparison principle we have
, and by Lemma 3.5 we have that
, just like we wanted to see.
(b) It follows using part (a), and making p ↑ n 2s
using that
by Hölder's inequality on bounded domains. (c) Define v as before, so that using Hölder's inequality
We now want to bound Ω V (x − y) p ′ dy. Consider B R (0) a ball centred at the origin such that Ω ⊂ B R (exists because Ω is bounded). Then we want to see whether the following integral converges,
which will be enough by seeing that
and this last integral converges because p > n 2s
for some constant C depending only on n, s, p, Λ 2 and Ω.
Finally, we prove next Proposition 3.1 and Corollary 3.3.
Proof of Proposition 3.1. In order to prove this result, consider the problem (1.10), with g = λφ, being φ an eigenfunction and λ its eigenvalue. We already know that φ ∈ L 2 (Ω). If n 2s < 2, apply Proposition 1.2 third result, (c), with p = 2 to get , which reduces to the previous case. Therefore, in this situation w = 3. Suppose n 2s > 2. Apply Proposition 1.2, first result, (a).
). Take an initial p 0 = 2.
. This sequence is obviously increasing, has no fixed points while n > 2p k s and implies the following chain of inequalities,
is, for some ǫ > 0, larger than n 2s
. It is possible to conclude that φ ∈ L Q (Ω), for some Q > n 2s . Now use the third result from Proposition 1.
which by the previous chain of inequalities implies
where w = N + 2 if p N > n 2s
and w = N + 3 if p N = n 2s
; as we wanted to see.
Proof of Corollary 3.3. It follows using Proposition 3.1 and [26] .
Proof of Theorem 1.1
The aim of this section is to prove the main result of the present paper, Theorem 1.1. After that, we will also give a Corollary concerning the regularity up to the boundary of the solution u(x, t) in the t-variable; see Corollary 4.1.
Proof of Theorem 1.1. Let us prove (b). The result corresponding to (a) will follow proceeding exactly the same way.
First, by Proposition 2.1 the solution u can be expressed as
which follows immediately by separation of variables and imposing the initial condition u 0 = k>0 u k φ k . Here, φ k denote the unitary eigenfunctions of the Dirichlet elliptic problem, and λ k the corresponding eigenvalues, in increasing order. Notice that we already know that the solution will always be in L 2 (Ω), since the L 2 norm is decreasing with time.
We then try to bound u(·, t)/δ s C s−ǫ (Ω) for any fixed ǫ > 0, through the expression found in Corollary 3.3, and noticing that the sequence |u k | has a maximum (since it converges to 0) and it satisfies max k>0
We have bounded u(·, t)/δ s C s−ǫ (Ω) by an expression decreasing with time (since λ k > 0 always), and where C depends only on n, s, Ω, Λ 1 , Λ 2 and ǫ. Therefore, it is only needed to consider u(·, t 0 )/δ s C s−ǫ (Ω) and bound it using the previous expression.
So it is enough to prove the convergence of the series k>0 λ w k e −λ k t 0 considering the asymptotics previously introduced. Let us study the convergence of the tail.
There exists k 0 such that
where it has been used the notation and the results from Proposition 2.1. The notation has been simplified, γ = 2s n . As well as that, the qualitative convergence with respect to t 0 , as t 0 goes to 0, is the same in the last and in the first expression. In order to check the convergence we use the integral criterion, changing variables y = x γ , and z = − 1,
for some constant C ′ (µ 2 ) depending on n, s, Ω and µ 2 (which can be bound by an expression depending on Λ 2 ). Notice that it has been possible to bound the expression since t 0 > 0. For t 0 = 0 the previous procedure is not appropriate, which is consistent with the fact that the initial condition does not fulfil that u 0 /δ s is in C s−ǫ (Ω). That is, fixed t 0 > 0,
, where C(t 0 ) depends only on n, s, Ω, ǫ, the ellipticity constants Λ 1 and Λ 2 and t 0 . The dependence on t 0 has been found before, as t 0 approaches 0:
Finally, to prove (a), we use the same argument as used in (b), but now consider
, and follow the same way, to see that u(·, t) C s (R n ) is bounded by an expression equivalent to the one found for (b).
At this point we can give the following result.
Corollary 4.1. The solution to the fractional heat equation for general nonlocal operators (1.7), u, where L is of the form (1.5) and (1.6) for an initial condition at
, and for a C 1,1 bounded domain Ω, satisfies that
, ∀j ∈ N where δ(x) = dist(x, ∂Ω), and for any ǫ > 0.
The constants C depend only on t 0 , n, s, j, the ellipticity constants Λ 1 and Λ 2 and Ω (and C (j) 2 also on ǫ), and blow up as t 0 ↓ 0. Proof. To prove this corollary we can simply use the same argument used in the proof of Theorem 1.1, but now considering the expression of
The temporal derivation term by term can be done because the series expansion is uniformly convergent with respect to time over compact subsets in R + . Now proceed with the proof of Theorem 1.1 using w + j instead of w.
The Pohozaev identity for solutions to the fractional heat equation
In this section we prove Corollary 1.3. The main result we will need, corresponding to [23, Proposition 1.6], is the following. We define Ω ρ = {x ∈ Ω : δ(x) ≥ ρ}.
Theorem 5.1 ([23]).
Let Ω be a bounded and C 1,1 domain. Assume that u is a H s (R n ) function which vanishes in R n \ Ω, and satisfies (a) u ∈ C s (R n ) and, for every β ∈ [s, 1 + 2s), u is of class C β (Ω) and
(c) (−∆) s u is bounded in Ω. Then, the following identity holds
where ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
By the results in [22] , any bounded solution to the elliptic problem (−∆) s u = f (x, u) in Ω satisfies the hypotheses of the previous result. Using the results in [22] , we show here that the same happens for solutions to the fractional heat equation
Proof of Corollary 1.3. In Theorem 1.1 we have checked that indeed u(·, t)/δ s can be extended continuously up to the boundary for positive times, so that the boundary integral makes sense.
For the fixed t > 0, we will use Theorem 5.1 to prove the identity. It is enough to check that the hypothesis are fulfilled. Firstly, u for positive times is always in H s (R n ), since it is a solution of the fractional heat equation. In addition, to check the third hypothesis we could see that ∂ t u = −(−∆) s u and in Corollary 4.1 we had shown that all temporal derivatives are C s (R n ) for positive times, so in particular, are uniformly bounded in Ω.
In order to check hypothesis (a) and (b), we will use the result [22, Corollary 1.6], where there is stated that any solution of the elliptic problem (−∆) s u = f (x, u) in Ω, for f ∈ C 0,1 loc (Ω × R), satisfies the hypotheses, for α and C depending only on s, Ω, f , u L ∞ (R n ) and β. Moreover, from the proof of this result one can see that if f (x, u) = λu, then C =Cλ u L ∞ (Ω) , whereC depends only on Ω, s, n and β. Therefore, considering the eigenvalue-eigenfunction problem we have, where φ k is the k-th eigenfunction of the fractional Laplacian problem in Ω, and C depends only on n, s, Ω and β. Proceed like in the proof of Theorem 1.1, expressing u(x, t) = k>0 u k φ k e −λ k t , being u k the coefficients of u 0 in the basis {φ k } k>0 ,
Now, we recall the result from Proposition 3.1, which stated
for some w ∈ N, and C depending only on n, s and Ω. Hence, assuming unitary eigenfunctions, where we have now again used that u = u(·, t) for a fixed t > 0.
