On Dirichlet, Poncelet and Abel problems by Burskii, V. P. & Zhedanov, A. S.
ar
X
iv
:0
90
3.
25
31
v3
  [
ma
th.
CA
]  
24
 Se
p 2
01
7
ON DIRICHLET, PONCELET AND ABEL PROBLEMS
V.P. BURSKII AND A.S. ZHEDANOV
Abstract. We propose interconnections between some problems of PDE, ge-
ometry, algebra, calculus and physics. Uniqueness of a solution of the Dirichlet
problem and of some other boundary value problems for the string equation
inside an arbitrary biquadratic algebraic curve is considered. It is shown that a
solution is non-unique if and only if a corresponding Poncelet problem for two
conics has a periodic trajectory. A set of problems is proven to be equivalent to
the above problem. Among them are the solvability problem of the algebraic
Pell-Abel equation and the indeterminacy problem of a new moment problem
that generalizes the well-known trigonometrical moment problem. Solvability
criteria of the above-mentioned problems can be represented in form θ ∈ Q
where number θ = m/n is built by means of data for a problem to solve.
We also demonstrate close relations of the above-mentioned problems to such
problems of modern mathematical physics as elliptic solutions of the Toda
chain, static solutions of the classical Heisenberg XY -chain and biorthogonal
rational functions on elliptic grids in the theory of the Pade´ interpolation.
Keywords: biquadratic curve; Dirichlet problem; Neumann problem; string
equation; moment problem; Poncelet problem; Pell-Abel equation; Toda chain;
Heisenberg chain; biorthogonal rational functions
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1. Introduction
This work is dedicated to establishing some new interconnections between certain
problems of mathematics such as ill-posed boundary value problems in bounded
semi-algebraic domains for partial differential equations, the moment problem, the
Poncelet problem from projective geometry, the algebraic Pell-Abel equation and
some other problems, recently revealed by the authors.
Study of ill-posed boundary value problems in bounded domains for partial dif-
ferential equations goes back to J. Hadamard. These problems serve as a popular
object of present-day investigations (see s. 2.1). In this paper we will examine a
general Dirichlet problem for the string equation
uxy = 0 in Ω, (1.1)
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u|C = φ on C = ∂Ω, (1.2)
for which the solution uniqueness is related to a problem of existence of a nontrivial
solution of the homogeneous Dirichlet problem.
u|C = 0 on C. (1.3)
Functions u, φ are assumed to be complex-valued functions of real variables. We
will consider this problem as well as some other boundary value problems in semi-
algebraic domains, the boundaries of which are given by so-called biquadratic alge-
braic curves
F (x, y) :=
2∑
i,k=0
aikx
iyk = 0. (1.4)
We will consider canonical forms of curve (1.4), to which the generic curve can be
transformed by linear-fractional replacements, and we will come up with criteria of
uniqueness breakdown in the form
τ ∈ Q (1.5)
where number τ is determined by curve C. Our investigations are based on a
study of the John mapping generated on C by characteristics of equation (1.1);
see proposition 29 (s. 6) and proposition 19 (s. 3.5) in which we use that and
which reflect that the John mapping becomes an ordinary shift after a transform
on universal covering group of variety (1.4).
We discovered a remarkable similarity of this problem with the Poncelet problem.
The Poncelet problem is one of well-known problems of projective geometry and
the problem on its own possesses numerous links to a set of various problems of
calculus, functional analysis and physics (see [13],[10] [26] and s. 4.1 below). We will
prove that for generic biquadratic curve C the Dirichlet problem has a non-unique
solution if and only if a corresponding Poncelet problem has a periodic trajectory
(proposition 25, s. 4.5). And therefore we will give a new criterion for periodicity
in the form (1.5) that differs from the well-known Cayley criterion (see s. 4.6).
To remind, the existence of a periodic trajectory in the Poncelet problem implies
that every trajectory is periodic in accordance with Poncelet big theorem [13]. Note
that different cases of disposition of conics give different cases of curves C and a
new setting of the Dirichlet problem (1.1),(1.3) for unbounded domains is more
suitable than the classical setting (see s. 2.2).
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We will observe one more remarkable similarity of the Poncelet problem with
the solvability problem of the algebraic Pell-Abel equation
P (t)2 −R(t)Q(t)2 = L, (1.6)
where for a given polynomial R(t) of one variable t one seeks polynomials P,Q
and a constant L satisfying the equation. Solvability of the Pell-Abel equation is
also one of well-known problems and this algebraic problem by itself has numerous
connections to many problems of calculus, functional analysis and function theory
(see s. 5 below). We will prove (see proposition 27 of s. 5.2) that the Pell-Abel
equation (5.1) with a polynomial R of the fourth order has a solution if and only
if a corresponding Poncelet problem has a periodic trajectory of an even period.
Doing so, we obtain a new criterion in the form (1.5) which differs from already
existing well-known criteria such as the well-known Zolotarev porcupine.
We will show that the same condition (1.5) serves as a criterion of solution
uniqueness to within an additive constant of the Neumann problem
uν∗ |C = ψ (1.7)
for the same equation (1.1) in the same domain where uν∗ is a derivative with
respect to the conormal ν∗ (statement 3 of s. 2.3). We will also show that the same
condition serves as a criterion of indeterminacy of a new moment problem on curve
C (statement 3 of s. 2.3). Through the equation-domain duality we will obtain an
equivalent problem (2.21) in the form of a hyperbolic equation (in certain cases of a
corresponding Poncelet problem) of the fourth order with only two boundary data
on characteristics instead of four boundary data, as it would be in the boundary
value problem of the Goursat type, and like the Goursat type boundary value
problems, the solution for our problem is also almost always unique.
We will observe some similarities with a problem of classical XY -spin chains and
a problem from the theory of the Toda chain. We will show an equivalence of the
considered problems and also provide an interpretation of this criterion in terms of
the John mapping. For the links to some other problems of mathematics, see [57],
[40], [42], [50].
Note that some results of the present work were already published in the form
of brief and incomplete fragments in papers [18], [19] and [20].
Note also that some explicit necessary and sufficient conditions of uniqueness
breakdown of solution of the Dirichlet problem (and some others boundary value
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problems) for partial differential equations with constant coefficients were obtained
earlier for an arbitrary ellipse (see e.g., [16] and [17]). Answers in those works were
formulated in the form of condition (1.5), which was to be a hint in our present
investigations. In this paper we would like to offer a new way of examining ill-posed
boundary value problems for partial differential equations in domains, which are
more complex than a circle, along with surveying some other fields of mathematics
for topics of equivalent contents.
Hence, the primary objective of the present paper is to show numerous simi-
larities and relations of the considered ill-posed Dirichlet problem with remotely
located branches of mathematics and mathematical physics.
The paper is organized as follows. In Section 2, a theory of uniqueness of the
Dirichlet problem and the John algorithm are described. In section 3, application of
this technique to certain biquadratic curves is provided. In Section 4, solution of the
Poncelet problem is considered and its relation to the John algorithm for a generic
biquadratic curve is shown. Section 5 is dedicated to the Abel problem of explicit
computation of elliptic integrals by means of elementary functions. It is shown how
the problem can be formulated in terms of the Poncelet problem (or of the John
algorithm for a biquadratic curve). In Section 6, a relation of our problems to Ritt’s
problem of existence of periodic functions with a nontrivial multiplication property
is considered. Finally, in Section 7, we consider three problems of mathematical
physics which are related to the Poncelet problem (or the John algorithm): static
solutions of the classical XY Heisenberg chain, elliptic solutions of the Toda chain
and elliptic grids for biorthogonal rational functions in the theory of rational Pade´
interpolation.
2. Boundary value problems in a domain for the string equation
2.1. Bibliographical remarks. Investigations of ill-posed boundary value prob-
lems in bounded domains for partial differential equations go back to J. Hadamard
[30] and further to A. Huber [32], who were the first to note non-uniqueness of
the solution of the Dirichlet problem for the equation of string vibration (i.e. the
string equation) in the rectangle. Boundary value problems in bounded domains for
non-elliptic partial differential equations were studied regularly, for the most part,
for a parallelepiped. Likewise, boundary value problems were also studied more
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or less regularly in domains with general boundary questions of solution unique-
ness of the Dirichlet problem for a hyperbolic equation of the second order on a
plane (see reviews and results in [47]). In work [14], D. Burgin and R. Duffin
examined a homogeneous Dirichlet problem for equation utt − uxx = 0 in rectan-
gular {0 ≤ t ≤ T ; 0 ≤ x ≤ X}. It was shown that if the ratio T/X is irrational,
uniqueness in space of continuously differentiated functions with summable second
derivatives takes place. Theorems of existence of solutions in classical spaces were
developed, and it was shown that the greater the smoothness of a boundary func-
tion was, and likewise, the worse the number T/X was approximated by means of
rational numbers, the greater the smoothness of the solution was observed to take
place, as a result. The Neumann problem was considered there also. In works of
B. Yo. Ptashnik and his disciples, boundary value problems inside a parallelepiped
for a wide class of differential equations and systems of differential equations were
investigated (see [47]). All those works (except for the mentioned work [6]) were
based on methods which essentially use the representation of such domain in view
of the topological product.
For nonrectangular domains, the Dirichlet problem for the string equation was
studied in connection with the number of the Denjoy-Poincare rotation (see, e.g., Z.
Nitetsky’s book [45]) of homeomorphism of the domain boundary, constructed on
characteristics of the equation (so-called automorphism of characteristic billiards by
Fritz John [34]). A connection of properties of the Dirichlet problem to properties of
this homeomorphism was used even in the above mentioned works of J. Hadamard
and A. Huber. When it comes to calculus, this connection was established in F.
John’s work [34]. In works by R. A. Alexandrjan and his disciples, investigations
of this problem and, in particular, of this connection were continued ([3],[4], [46]
and [5]). The question of uniqueness of the solution of the Dirichlet problem in this
ideology for domains that are convex with respect to characteristics families should
be transformed to the question of irrationality of rotation number or, identically,
to the question of presence a continuous set of finite orbits (cycles) of the discrete
dynamic system generated by the above-mentioned John homeomorphism.
The same questions in connection with an asymptotic behavior of the solution
of the Sobolev equation that describe surface oscillations of a fluid filling a body,
flying through the atmosphere, were investigated by Siberian mathematicians T. I.
Zelenjak, I. V. Fokin and some others ([61], [24]). Research studies of the string
equation were also included into the well-known book of Yu. M. Berezansky [12];
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the results from the studies describe possibilities for building domains with angles,
at which the homogeneous Dirichlet problem is weakly solvable and well-posed, con-
cerning the right part and small motions of a boundary of the domain, with angles
left within specified limits. Note also that the case of an ellipse was considered in
works by A. Huber [32], R. Alexandrjan [4], V. I. Arnold [6]. For information on
small smoothness and on more general equations, see the book [17].
2.2. John condition. For problem (1.1), (1.2), solved for some general bounded
domains, Fritz John [34] considered a remarkable transformation T : C → C of
the Jordan boundary into itself, allowing for making some conclusions regarding
properties of the Dirichlet problem in Ω. Let us describe it in more detail.
Let Ω be an arbitrary bounded domain which is convex with respect to charac-
teristics of the equation (1.1), i.e. it has the boundary C intersected, at most, in
two points by every straight line which is parallel to the x- or y-axes. We start
from arbitrary point M1 on C and consider a vertical line passing through M1.
Generally, there are two intersection points with curve C: M1 and some point M2.
We denote as I1 involution which transformsM1 into M2. Then, starting from M2,
we consider a horizontal line passing through M2. Let M3 be the second point of
intersection with curve C. Let I2 be corresponding involution: I2M2 =M3.
Then we repeat this process, applying, step-by-step, involutions I1 and I2. De-
note T = I2I1, T
−1 = I1I2. This transformation T : C → C gives a discrete
dynamical system on C, i.e. an action of group Z and each point M ∈ C gener-
ates an orbit {T nM |n ∈ Z}. This orbit can be a finite or denumerable set. The
point M with a finite orbit is called a periodic point and the smallest n, for which
T nM = M , is called a period of point M . In the paper [34], uniqueness break-
down in problems (1.1),(1.2) were studied in connection with topological properties
of the mapping T for the case of the even mapping T . The mapping T is called
even or preserving an orientation, if every positively oriented arc (P,Q) with points
P,Q ∈ C transforms into a positively oriented arc (TP, TQ). F. John has proven
several useful assertions, from which we extract the following.
Sufficient condition of uniqueness. The homogeneous Dirichlet problem (1.1),
(1.3) in a bounded domain has only a trivial solution in space C2(Ω) if a set of
periodic points on C is finite or denumerable.
Four possible cases of dynamical system behavior are selected here, which are
I) all points are periodic (in which case, their periods coincide);
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II) there exist periodic and nonperiodic points;
III) there are no periodic points and there exists no point, an orbit of which
{..., T−1P, P, TP, ..., T nP, ...} is dense on C;
IV) there are no periodic points and there exists a point, an orbit of which
{..., T−1P, P, TP, ..., T nP, ...} is dense on C (a transitive case).
In the work [34], it was shown that for a C2-smooth curve, case III may not
be present. For case II, it was proven that there exists an arc D0 on C such that
every two arcs from D0, I1D0, TD0, I1TD0, T
2D0, ..., I1T
n−1D0, T
nD0, ... have no
common points. Note that for an analytical boundary, this may not be valid,
because in this case T is a diffeomorphism. In case IV, it was proven that the
Denjoy-Poincare´ rotation ξ ([45]) of the John mapping T is irrational and T is
topologically equivalent to a turn of a unit circle about the angle πξ (i.e. there
exists a homeomorphism h from C onto a unit circle S such that the mapping
hTh−1 : S → S is a turn about the angle πξ). For a case, in which every point of
C is periodic, it was proven that all periods coincide. But in this case, nothing is
known about solution uniqueness, although R.A. Alexandrjan has shown for this
case [3] that there is a generalized solution of the problem (1.1),(1.2), which can be
constructed in the form of a piecewise-constant function.
We will assume that the domain has boundary C satisfying the condition:
The curve C is smooth and each characteristic line either doesn’t intersect
the curve C or touches it at a point, called a vertex, or splits C in two points. (2.1)
Note that John’s condition of convexity with respect to characteristic directions
given above will be satisfied under the condition (2.1) on C = ∂Ω in the case of a
bounded domain Ω.
For the case of a bounded domain with a biquadratic boundary, we will see that
the sufficient uniqueness condition given above is also necessary, and moreover,
it will be so even for cases, in which curve C is unbounded, but in that case we
should change the setting of the problem. Namely, along with the usual setting of
the uniqueness property:
an examined bounded domain is such that the homogeneous Dirichlet
problem (1.1),(1.3) has only a trivial solution in the space C2(Ω) ∩ C(Ω), (2.2)
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for cases, in which the curve C is unbounded, we will examine the following modi-
fication of the uniqueness property for the homogeneous Dirichlet problem :
an examined curve C is such that every analytic, in real sense solution
in R2 of the equation (1.1) with the property (1.3) may be only a zero solution. (2.3)
Note that here the assumption of an ”analytic” curve is introduced so that now
we can consider unbounded curves C, on which there exist characteristic lines which
do not intersect C and which are located between curve branches. Without this
assumption on solutions for such a curve and, for example, using an assumption
of infinite smoothness for solutions, one may build a simple example of a smooth
in R2 nontrivial solution of equation (1.1) with the property (1.3). We will call a
modified setting of the problem to solve as an analytic in the real sense solution in
R2 of equation (1.1) with property (1.3).
Now we will give John’s proof of the sufficient condition of uniqueness in order
to show that John’s arguments are also valid for the problem 2.3.
Proposition 1. Under the condition (2.1), if the mapping T transitively acts on C,
then 1) the uniqueness property (2.2) holds for an ordinary setting of the homo-
geneous Dirichlet problem (1.1),(1.3) in a bounded domain and 2) the uniqueness
property (2.3) holds for the modified setting in a, possible, unbounded domain.
Proof. Let a function u ∈ C2(Ω) ∩ C(Ω) be a nontrivial solution of the problem
(1.1),(1.3) in domain Ω with the condition (2.1). As is well-known, there exist
two functions u1, u2 of the class C
2 depending on one variable such that u(x, y) =
u1(x) + u2(y), which we will write down for any point P ∈ C as u(P ) = u1(P ) +
u2(P ). For the case of the property (2.3), consider a domain Ω ⊂ R2 of points
P = (x0, y0) ∈ R2 for which there exists a pair of different points of intersection
C ∩{x = x0} of the curve with a corresponding vertical line and also there exists a
pair of different points of intersection C ∩ {y = y0} of the curve with a horizontal
characteristic line. Then for any point P ∈ Ω, using the definitions, we can easily
obtain: u1(I1P ) = u1(P ), u2(I2P ) = u2(P ); u2(P )− u2(TP ) = u2(P )− u2(I1P ) =
u(P )− u(I1P ) = 0; u1(P )− u1(T−1P ) = u1(P )− u1(I2P ) = u(P )− u(I2P ) = 0.
From that it follows that equalities u1(P ) = u1(T
nP ), u2(P ) = u2(T
nP ) hold
for every integer n. Continuity gives us u1(P ) = u1(Q), u2(P ) = u2(Q) for any
point Q from closure of the orbit of P . Because of a transitive acting, the closure
of the orbit of any point coincides with C, then u1 ≡ const and u2 ≡ const and,
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therefore, u ≡ 0 in Ω. In the case of the property (2.3), the analyticity allows us to
extend the zero solution onto the plane.

It was noted above that for any analytic boundary, only two cases are admissible:
periodic (I) and transitive (IV by John). Therefore we give the following setting of
the periodicity problem for John mapping :
What curve from a given class of curves has the following property?
The John mapping T : C → C has at least one periodic point. (2.4)
Then, as we know already, all the points on our curve are periodic.
Along with the above settings, we will consider also a setting with the complex
John mapping. For a biquadratic complex curve (i.e. one-dimensional complex
variety (1.4)) C˜ ∈ C2, we will assume that it is a satisfied property of type 2.1:
Almost every ”vertical” line x = x0 intersects the curve C˜ at two different points
and likewise the curve C is also intersected by almost every ”horizontal” line.
Let C˜ ∈ C2 be an analytic curve with the same property. Then we can construct
a John mapping T in the same way as in the real case. And we can ask a similar
question about the periodicity problem for the complex John mapping : What curve
from a given class of curves has the following property?
The comp lex John mapping T : C˜ → C˜ has at least one periodic point. (2.5)
In accordance with a corresponding complex setting of the problem (1.1),(1.3),
we will use the following:
To find two meromorphic functions f(x), g(y) of one complex variable such
that the condition f(x) + g(y) = 0 is satisfied as soon as(x, y) ∈ C˜ ⊂ C2. (2.6)
Note that for the case of transitive action of the mapping T , the proof of the
proposition 1 can easily be extended to this complex case:
Proposition 2. For a biquadratic complex curve (1.4), if the complex John mapping
T transitively acts on C˜, then the complex problem (2.6) has only a trivial solution.
Below we will consider biquadratic curves C satisfying the property (2.1) and we
will give an explicit criterion, distinguishing the cases of periodicity and transitivity.
In the former case, we will construct an explicit nontrivial solution of the problem
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(1.1),(1.3) in sense of the settings 2.2 or 2.3 and as an intermediate setting (2.6).
In the latter case, i.e. in the case of transitivity, every solution will be proven to
be a zero solution.
2.3. Boundary value problems and the moment problem. In this subsection
we intend to indicate equivalence of properties of some boundary value problems, in
particular, of the Dirichlet and Neumann problems, and present a moment problem
which is responsible for these properties. Thus we will obtain some problems that
are equivalent to the problem (1.1),(1.3) in the setting (2.2). For details and gen-
eralizations, see [16] or [17]. This equivalence is based on the connection condition
of solution traces for the Cauchy problem.
Let us consider a hyperbolic equation in an arbitrary bounded domain Ω ⊂ R2
with a smooth boundary
Lu = au′′x1x1 + bu
′′
x1x2 + cu
′′
x2x2 = 0 (2.7)
in the Sobolev space Hm(Ω),m ≥ 3.
In addition, let us introduce a conormal vector ? and a derivative with respect to
the conormal by means of an analog of the Green formula for the Laplace operator∫
Ω
(Lu · v − u · Lv) dx =
∫
∂Ω
(u′ν∗v − uv′∗) ds.
One can consider that ∂∂ν∗ = l(ν)
∂
∂ν − 12k [l(ν(s))]′s · ∂∂s , l(ξ) = aξ21 + bξ1ξ2 + cξ22
is the symbol of the operator L, ν is a unit vector of the normal, s is a natural
parameter on ∂Ω, k = ±|ν′s| is the curvature or, more precisely, ν′s = kτ where
τ = (−ν2, ν1) is the tangent vector.
And let us consider an over-determined boundary value problem for the equation
(2.7)
u′s|∂Ω = γ, u′ν∗ |∂Ω = κ. (2.8)
which is can also be written as the Cauchy problem u|∂Ω = γ0, u′ν |∂Ω = κ0.
The following question can be formulated here, which is: what is a connection
between the functions γ and κ if they are generated by solution u of the equation
(2.7)? In order to answer the question, we will need a certain construction, which
we are going to describe now.
The equation (2.7) can be rewritten also as
(∇ · a1)(∇ · a2)u = 0 (2.9)
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where aj = (aj1, a
j
2), j = 1, 2 are some unit real vectors. Let us introduce vectors
a˜1 = (−a12, a11), a˜2 = (−a22, a21), which are some direction vectors of a set of char-
acteristic directions Λ = Λ1 ∪ Λ2, Λj = {λa˜j |λ ∈ R}, j = 1, 2, 〈a˜j , aj〉 = 0. Let
us introduce also an angle ϕ0 = ϕ1 − ϕ2, in which ϕj is any solution of equation
tanϕj = λj , i.e. ϕj is an inclination angle of a vector of the characteristic di-
rection corresponding to the root λj, ϕ0 is angle between characteristics, and let
∆ = sinϕ0 = det ‖a1 a2‖, here aj are columns. Here and below the vector of the
characteristic direction must be understood as a vector ν ∈ C 2 which is a null of
the symbol: l(ν) = 0. The traces γ and κ of solution u are linked by the following
relations.
Statement 1. If a function u ∈ Hm(Ω), m > 3 is a solution of the problem (2.8)
for the equation (2.7) then the functions γ ∈ Hm−3/2(∂Ω), κ ∈ Hm−3/2(∂Ω) from
(2.8) satisfy the conditions
∀Q ∈ R [z],
∫
∂Ω
[
κ(s) +
∆
2
γ(s)
]
Q(x(s) · a˜1) ds = 0, (2.10)
∀Q ∈ R [z],
∫
∂Ω
[
κ(s)− ∆
2
γ(s)
]
Q(x(s) · a˜2) ds = 0, (2.11)
where x(s) is a moving point on ∂Ω.
An inverse statement holds also:
Statement 2. If functions γ ∈ Hm−3/2(∂Ω), κ ∈ Hm−3/2(∂Ω),m > 3 satisfy the
conditions (2.10),(2.11) then there exists a solution u ∈ Hm−1−ǫ(Ω) of the problem
(2.8) for the equation (2.7) with each ǫ > 0. For functions ψ = u|∂Ω, χ = u′ν |∂Ω
we have l(ν)χ = κ + [l(ν)]′τ/2k γ and also ψ =
∫
γ(s)ds + const (the Luzin’s
trigonometrical integral). In addition, function u is restored univalently up to an
additive constant. The mapping:
Hm(∂Ω)×Hm(∂Ω)/{const} ∋ {(γ, κ) with (2.10),(2.11)} → u ∈ Hm−1−ǫ(Ω)
is continuous (for all ǫ > 0).
Corollary 1. For each solution u ∈ Hm(Ω),m > 3 of the equations (2.7) the fol-
lowing Zhukovsky’s equality ∫
∂Ω
κds = 0 (2.12)
holds.
Proof. It follows from the condition (2.10) for Q ≡ 1 because ∫∂Ω γ(s)ds = 0. 
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Consider the following moment problem:∫
∂Ω
α(s)(x(s) · a˜j)Nds = µjN ; j = 1, 2; N ∈ Z+,
where on the two given vectors a˜j ∈ R 2 and on the two sequences of numbers µjN
the function α can be obtained.
Obviously, for the case when ∂Ω is the unit circle and vectors a˜j , j = 1, 2 are
equal a˜1 = (1, i); a˜2 = (1,−i) this moment problem turn on well-known trigono-
metric moment problem because then (x(s) · a˜j)N = exp(±iN). Another way to
the same is to write the Chebyshev polynomial TN insteed of the power.
Among numerous problems, connected to the above moment problem, we will
consider the problem of indeterminacy (uniqueness), which can be formulated as
follows: for what curve ∂Ω and vectors a˜j , j = 1, 2 can there exist function α such
that
∀N ∈ Z+, j = 1, 2,
∫
∂Ω
α(s)(x(s) · a˜j)Nds = 0. (2.13)
The following fact is valid here:
Statement 3. Let m ≥ k ≥ 3 and let us consider three sets of statements:
1m) The homogeneous moment problem (2.13) has a nontrivial solution α ∈
Hm−3/2(∂Ω).
2k) The Dirichlet problem u|∂Ω = 0 for the equation (2.7) has a nontrivial
solution u ∈ Hk(Ω).
3k) The Neumann problem u
′
ν∗ |∂Ω = 0 for the equation (2.7) has a non-constant
solution u ∈ Hk(Ω).
Then 1m) ⇒ 2m−q); 1m) ⇒ 3m−q); 2m) ⇒ 1m); 3m) ⇒ 1m) with q = 1 + 0
(By definition, for bounded domain Hk+0(Ω) =
⋃
ǫ>0H
k+ǫ(Ω)).
Proof. 1) ⇒ 2). Using the pair γ = 0, κ = 2α/∆, with the help of statement 1,
we consrtuct the solution u ∈ Hm−q(∂Ω).
2) ⇒ 1). We put α = κ and apply the statement 2.
The implications 1) ⇒ 3) and 3) ⇒ 1) are similar. 
Note that instead of considering the Neumann problem in statement 3, we can
write down the boundary condition of the form
uν∗ = λuγ (2.14)
with an arbitrary constant λ.
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Note also that the case, in which the domain Ω is an ellipse, was studied in the
works of A. Huber [32], R. Alexandrjan [4], V.I. Arnold [6], and, likewise, by one of
the authors of this current paper in the works [16] or [17]. An answer to the question
regarding properties of such a Dirichlet problem as described by (1.1),(1.3) can be
formulated through the following. First, let us reduce our problem considered inside
an ellipse, by means of a linear transform, to the problem (1.3) in a unit disk for the
equation (2.9). Find slope angles ϕ1, ϕ2 of characteristics and an angle ϕ0 = ϕ1−ϕ2
between the characteristics.
Statement 4. ([16], see also section 6) The problem (1.1),(1.3) has a nontrivial
solution in the unit disk in a space Hk(Ω), k ≥ 2 if and only if
ϕ0/π ∈ Q. (2.15)
If the condition (2.15) is satisfied, then there exists a denumerable set of linear
independent polynomial solutions of the problem (1.1),(1.3).
Thus, existence of a nontrivial solution of the Dirichlet problem (1.1),(1.2) in a
general bounded domain with a smooth boundary is equivalent to the existence of
a non-constant solution of the boundary value problem (1.1),(2.14), in particular,
of the Neumann problem, and it is equivalent to existence of a nontrivial solution
of the moment problem (2.13). Below we will provide a criterion of nontrivial
solvability of each of these problems with the curve (1.4), in view of the condition
(2.15).
———————————
2.4. Equation-domain duality and one more equivalent problem. Let Ω ⊂
Rn be a bounded semi-algebraic domain given via the inequality Ω = {x ∈ Rn :
P (x) > 0} with a real polynomial P . Equation P (x) = 0 gives the boundary ∂Ω.
We assume that the boundary of the domain Ω is nondegenerate: | ∇P |6= 0 on
∂Ω. Consider the Dirichlet boundary value problem for the equation (2.7) of order
2 with constant complex coefficients:
Lu = L(Dx)u(x) = 0, u |∂Ω= 0, (2.16)
where Dx = −i∂/∂x. We understand the equation-domain duality as a correspon-
dence the problem (2.16) and the equation:
P (−Dξ){L(ξ)w(ξ)} = 0, (2.17)
given in the following statement:
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Statement 5. For each nontrivial solution of the problem (2.16) from C2(Ω), there
exists a unique nontrivial, analytic in Cn, solution of the equation (2.17) from a
cercain class Z of entire functions and, conversely: for each nonzero solution w ∈ Z
of the equation (2.17), there exists a nonzero solution u ∈ C2(Ω) of the problem
(2.16). The class Z is determined here as space of Fourier images of functions of
the form θΩv; where v ∈ C2(Rn) and θΩ is the characteristic function of the domain
Ω.
For clarity, we will provide here a sketch of the proof. Let us assume that
the problem has a nontrivial solution u in C2(Ω), and also let u˜ ∈ C2(Rn) be
any smooth continuation of u on the Rn; then we multiply u˜ by the characteristic
function θΩ of domain Ω (θΩ = 1 in domain Ω and (θΩ = 0 outside of Ω) and then
apply the operator L to the product θΩu˜.
Differentiating the product by the Leibniz rule, we obtain
L(θΩu˜) = θΩL(u˜) + L1(u,∇u)δ∂Ω + L2(u)(δ∂Ω)′ν (2.18)
where δ∂Ω is some measure supported on ∂Ω: < δ∂Ω, φ >=
∫
∂Ω
φ(x)dsx, L2(u) =
L(ν)u, ν is the external normal as before.
The first term in (2.18) is equal to zero by means of the equation. Taking into
account the boundary condition u∂Ω = 0, one will have the last term being trans-
formed to the following term (in view of the second term):L1(u,∇u) δ∂Ω as, for
example, in the case of one variable xδ′(x) = −δ. Then, multiplying the obtained
equality by P (x), the right-hand side vanishes because, for example, for the case of
one variable xδ(x) = 0.We obtain an equation of the form P (x)L(D)(θΩu˜) = 0. Ap-
plication of the Fourier transform F leads to the equation (2.17) where w = F(θΩu˜).
Hence, necessity is proven. Sufficiency will be obtained by means of conversion of
this proof. For a full proof for a general case, see the works [17] or [15].
The term ’equation-domain duality’ here has a meaning of equivalence of prob-
lems (2.16) and (2.17), which reads here as follows:
L(Dx)u = 0, u |P (x)=0= 0, (2.19)
P (−Dξ)v = 0, v |L(ξ)=0= 0. (2.20)
—————————————————
Now, from statement 5, it follows:
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Proposition 3. If there exists a nontrivial solution of the problem (2.19) with the
string equation (1.1), L(ξ) = −ξ1ξ2 where ξ = (ξ1, ξ2) is a covector, in a plane
bounded domain with the biquadratic curve (1.4) as a boundary ∂Ω, then there
exists also a nontrivial solution v ∈ Z of the following problem
2∑
i,k=0
aik
∂i+jv
∂ξi∂ηk
= 0, v|ξ=0 = 0, v|η=0 = 0. (2.21)
The opposite holds as well.
The last boundary value problem for the equation of the fourth order has only
two boundary conditions instead of four as it would be, for example, for the problem
of the Goursat (or Darboux) type. Therefore it is not surprising that a nontrivial
solution of the problem (2.21) exists here. But, as will be shown below, for almost
every curve (1.4), the problem (1.1), (1.2) has only a trivial solution; therefore,
almost every problem (2.21) has only a trivial solution as well. But this statement
can seem to be astonishing, namely, due to insufficiency of data, in spite of a
stipulation that the solution v belongs to the space Z.
We finished stating propositions on boundary value problems for general domains
and now we have to wait till we obtain explicit answers for domains with biquadratic
boundaries.
3. Generic biquadratic curve
3.1. Parameterizations of generic biquadratic curve. The complex curve
(1.4) is remarkable, as it is the most general algebraic curve having the follow-
ing property: almost every vertical or horizontal line, which can intersect C, will
intersect C in 2 points.
Let (1.4) be a generic nondegenerate real biquadratic curve. Assume that the
parameters aik are chosen such that the real curve C bounding the domain satisfies
the condition (2.1) of the subsection 2.2.
We will begin our study of the problem (1.1),(1.3) by an observation that the
curve (1.4) is an elliptic curve allowing for uniformization in terms of elliptic func-
tions.
Indeed, the equality (1.4) can be rewritten in one of the two forms
A2(x)y
2 +A1(x)y +A0(x) = 0 (3.1)
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or
B2(y)x
2 +B1(y)x+B0(y) = 0, (3.2)
where Ai(x) and Bi(y) are polynomials of order two or lower. Multiplying the
equation (3.1) by A2 and the equation (3.2) by B2, these expressions reduce to the
forms
Y 2 −D1(x) = 0 or X2 −D2(y) = 0, (3.3)
where Y = 2A2(x)y+A1(x), X = 2B2(y)x+B1(y); (x, y)→ (x, Y ), (x, y)→ (X, y)
are birational transformations and D1(x), D2(y) are discriminants of quadratic
equations (3.1) and (3.2):
D1(x) = A
2
1(x)− 4A0(x)A2(x), D2(y) = B21(y)− 4B0(y)B2(y).
In a general situation, the discriminants D1,2 are polynomials of order 4 or 3.
From the work [59], it follows that every curve of the kind
Y 2 = π4(x) (3.4)
with a generic fourth order polynomial π4(x) can be transformed to the following
canonical form
Y 2 = 4x3 − g2x− g3 (3.5)
which allows a standard parameterization
x = ℘(t), Y = ℘′(t) (3.6)
through the elliptic Weierstrass function ℘(t) with primitive periods 2ω1, 2ω2. The
parameters g2, g3 are so-called (relative) invariants of the polynomial D1. They are
real because π4 is real.
As the transformation (x, Y ) → (X, y) is birational, primitive periods of the
curves (3.3) coincide. The invariants g2, g3 can be found through periods. Hence
we obtain the following important statement (mentioned by Halphen [31]):
Statement 6. Invariants g2, g3 of polynomials D1(x) and D2(x) are identical.
Thus, both curves (3.3) are elliptic curves (see [59]) with appropriate primitive
periods 2ω1, 2ω2, the curve (1.4) is homeomorphic to the torus: C ≈ C/(2ω1Z ⊕
2ω2Z) and there exist standard structures of a commutative group and an Abelian
variety [29]. We deal with elliptic functions of the second order. Recalling [59], it
can be noticed that properties of a general elliptic function can be characterized by
the number of poles (or, equivalently, zeroes) in the fundamental parallelogram of
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periods. This number is called an order of the elliptic function (the order is taken
with the account of multiplicity of poles). From the Liouville theorem it follows
that the simplest possible order is two [59]. For example, the Weierstrass function
℘(t) is of order 2 because it has only one pole and that pole is of multiplicity 2 at
the point t = 0 of the fundamental parallelogram.
The general elliptic function of the second order Φ(t) has two arbitrary poles
p1, p2 and two arbitrary zeroes ζ1, ζ2 in the parallelogram of periods. The only
condition is p1+p2− ζ1− ζ2 = Ω, where Ω = 2m1ω1+2m2ω2 is an arbitrary period
([59]). It can be easily shown that a generic elliptic function of the second order
with given periods 2ω1, 2ω2 can be presented as
Φ(t) =
α℘(t− t0) + β
γ℘(t− t0) + δ (3.7)
Thus, Φ(t) depends on four independent parameters, for example, α, β, δ, t0.
There may be another, sometimes more convenient, representation of the func-
tion Φ(t):
Φ(t) = κ
σ(t− e1)σ(t− e2)
σ(t− d1)σ(t− d2) , (3.8)
where κ is a constant and parameters e1, e2, d1, d2 are related to each other via
e1 + e2 = d1 + d2. (3.9)
The form (3.8) is obtained from a standard representation of an arbitrary elliptic
function expressed via the Weierstrass sigma-functions [59]. In this case the points
e1, e2 and d1, d2 coincide with zeros and poles of the function Φ(t) and the condition
(3.9) is equivalent to a balance condition between poles and zeros of the generic
elliptic function.
Note that apart from ℘(t) there are another special cases of functions of second
order, such that the Jacobi elliptic functions sn(t; k), cn(t; k), dn(t; k) [59], which
we will use below.
What is uniformization for the biquadratic curve? The answer can be given
through the following:
Theorem 1. The generic complex biquadratic curve (1.4) can be parameterized by
a pair of elliptic functions of the second order having identical periods:
x(t) = Φ1(t), y(t) = Φ2(t) (3.10)
Conversely, any two elliptic functions x = Φ1(t), y = Φ2(t) of the second order
having identical periods satisfy an equation (1.4).
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This theorem was proven essentially, for example, in Halphen’s famous mono-
graph [31] on elliptic functions. We will give a proof based on some of Halphen’s
major ideas here.
Proof. From (1.4), the Euler differential equation ([33]) follows in the form
dx√
D1(x)
= ± dy√
D2(y)
(3.11)
because dy/dx = −Fx/Fy = −X/Y (see (3.3)).
As we already saw, the polynomials D1(x) and D2(y) have identical invariants
g2, g3. Hence, they both can be reduced to the same canonical Weierstrass form
(see, e.g. [1], s.34) by means of a pair of the Mo¨bius transforms
x˜ =
µ1x+ ν1
ξ1x+ η1
, y˜ =
µ2y + ν2
ξ2y + η2
, µiηi − νiξi = 1, i = 1, 2 (3.12)
with some complex parameters µ1, . . . η2. Hence the equation (3.11) becomes
dx˜√
4x˜3 − g2x˜− g3
=
dy˜√
4y˜3 − g2y˜ − g3
(3.13)
because dy˜/dx˜ = −X˜/Y˜ as above. But the equation (3.13) implies that for appro-
priate periods 2ω1, 2ω1
x˜ = ℘(u), y˜ = ℘(u+ u0), (3.14)
where ℘(u) = ℘(u;ω1, ω2), u is an uniformization parameter and u0 is a complex
constant.
Now we can return to initial variables x, y via using inverse Mo¨bius transforms
to to finally arrive at
x =
α1℘(u) + β1
γ1℘(u) + δ1
; y =
α2℘(u+ u0) + β2
γ2℘(u+ u0) + δ2
, (3.15)
where constants αi, . . . , δi satisfy the equation: αiδi − βiγi = 1, i = 1, 2. Then
the formula (3.7) is applied which means that we, in fact, obtained a pair of elliptic
functions of the second order.
The inverse statement of the theorem follows from a general theorem stating that
any two elliptic functions x(t) and y(t) with the same periods satisfy an algebraic
equation F (x(t), y(t)) = 0. The degrees of the polynomial F (x, y) with respect to
variables x and y are determined from orders of corresponding elliptic functions.
If both functions are of order two, then the polynomial F (x, y) has, at most, the
second degree with respect to each variable (this statement is included in [59],
namely into a statement of one of the problems offered to a reader to solve).
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Thus, we proved the theorem 1. Moreover, simultaneously the following has just
been proven
Proposition 4. There exist complex linear-fractional transforms (3.12) such that
transformed generic curve, which has the same form (1.4), can be parameterized
only through the Weierstrass function ℘(u) as in (3.14).
Taking into a consideration the expressions (3.10), our parameterization can be
expressed through the Weierstrass sigma-function as:
x(t) = κ1
σ(t− e1)σ(t− e2)
σ(t− d1)σ(t− d2) , y(t) = κ2
σ(t− e3)σ(t− e4)
σ(t− d3)σ(t− d4) (3.16)
with two restrictions e1 + e2 = d1 + d2 and e3 + e4 = d3 + d4.
If now the shift t→ t− t0 is performed of the uniformization parameter t, then
t0 can be chosen such that, say, t→ t− t0. This means
Proposition 5. In the expressions (3.10) the function Φ1(t) can be chosen to be
even: Φ1(−t) = Φ1(t) through choosing the shift t→ t− t0.
From our considerations, an important corollary (also mentioned by Halphen
[31]) follows in the form:
Proposition 6. Consider the differential equation (3.11). Let D1(x) and D2(y) be
polynomials of degree 4 or 3 with identical invariants g2, g3. And also let (x(t), y(t))
be a solution of this equation (parameterized, for example, by an initial condition).
Then x(t) and y(t) satisfy a biquadratic equation of the form (1.4).
3.2. Biquadratic foliation and singular points. There is an interesting me-
chanical interpretation of these last results. Assume that we have a dynamical
Hamiltonian system for two canonical variables x(t), y(t) satisfying a system of
equations
x˙ =
∂H(x, y)
∂y
, y˙ = −∂H(x, y)
∂x
, (3.17)
where H(x, y) is a Hamilton function of the system. Obviously H(x, y) is an in-
tegral of the system (3.17), i.e. (H(x, y))· = 0. Let us choose the Hamiltonian as
the biquadratic function (1.4): H(x, y) = F (x, y). Then F (x, y) = c with some
constant c that depends on initial conditions for x and y. This constant can be
incorporated into the coefficient a00, so we can write down F˜ (x, y) = 0, where
F˜ (x, y) = F (x, y)− c is again a biquadratic curve (note that for F˜ (x, y) the coeffi-
cients A2(x), A1(x), B2(y), B1(x) remain intact, whereas the coefficients A˜0(y) and
B˜0(y) change from their initial values by a constant). Then
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∂H(x, y)
∂y
= 2A2(x)y +A1(x) = ±
√
D˜1(x),
where D˜1(x) = A
2
1(x)−4A2(x)A˜0(x) (as y can be excluded as a root of the quadratic
equation A2(x)y
2 +A1(x)y + A˜0(x) = 0). Similarly analogously
∂H(x, y)
∂x
= 2B2(y)x+B1(y) = ±
√
D˜2(y).
Thus, we can observe that for any fixed Hamiltonian level H = c, the variables
x(t) avd y(t) satisfy the Euler equation (3.11) in which polynomials D˜1(x), D˜2(y)
have identical invariants g˜2 and g˜3. Note, that in this case the invariants g˜2, g˜3
(and hence the periods 2ω1, 2ω2) will depend on the value of the integral c. Thus,
we obtain a whole one-parameter family of biquadratic curves F (x, y) = c and
corresponding elliptic functions x(t), y(t) of the second order, which are trajectories
of this dynamical system.
Now, let us rewrite discriminants D˜1(x), D˜2(y) in factorized forms
D˜1(x) = q1
4∏
i=1
(x− xi), D˜2(y) = q2
4∏
i=1
(y − yi),
where q1, q2 are leading coefficients of the discriminants and xi, yi, i = 1, 2, 3, 4 are
their roots (for simplicity we assume that both discriminants have the degree 4). In
general, roots xi, yi will depend on the parameter c. What is mechanical meaning
of points xi, yi? From equations of motion it can be seen that
x˙ = ±
√
D˜1(x), y˙ = ±
√
D˜2(y)
Thus, xi and yi are stable points: ˙˜xi = ˙˜yi = 0. We require that the points (xi, yk)
belong to our biquadratic curve F˜ (x, y) = 0. This leads to a situation, in which
points (xi, yk) satisfy the following conditions
F˜ (x, y) = 0, ∂xF˜ (x, y) = 0, ∂yF˜ (x, y) = 0 (3.18)
which, in turn, means that the points (xi, yk) are singular points of the biquadratic
curve F˜ (x, y) = 0. As we saw, in a generic situation, this curve is elliptic and,
hence, has a genus 1 (genus C = C2n−1−d, where n is a degree and d is the number
of double points of C). The order of this curve is 4. Assume that the curve is
irreducible. Then such curve cannot have more than three singular points in a
complex projective plane. The latter is defined by the coordinates (s0, s1, s2) such
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that x = s1/s0, y = s2/s0. In these coordinates, the equation for our curve becomes
a22s
2
1s
2
2 + s0s1s2(a12s1 + a21s2) + s
2
0(a20s
2
1 + a02s
2
2 + a11s1s2) +
s30(a10s1 + a01s2) + s
4
0a˜00 = 0. (3.19)
Elementary considerations show that two points (0, 1, 0) and (0, 0, 1) of the pro-
jective plane are singular for any values of parameters aik. Thus, only one singular
point can exist in each finite part of the plane. In turn, this means that, at least,
two roots, say x1, x2 of the discriminant D˜1(x) should coincide: x1 = x2. The same
condition holds for the discriminant D˜2(y), i.e. y1 = y2 because invariants g2, g3
of the discriminants D˜1(x) and D˜2(y) are identical. Then it can be elementary
verified that the point (x1, y1) will be, indeed, a singular point of the biquadratic
curve. In principle, the second singular point can occur. But in this case the genus
of the curve will be -1 meaning that the curve is reducible.
Thus, we can formulate the following
Proposition 7. The irreducible biquadratic curve F˜ (x, y) = 0 has a singular point
in a finite part of the (complex) plane if and only if the discriminant D˜1(x) (and,
hence, D˜2(y) as well) has a multiple zero x1 (and, respectively, y1). In this case,
the point (x1, y1) is singular and unique.
Note that this proposition can be reformulated in an equivalent form. Indeed,
the polynomial D1(x) has a multiple zero if and only if its discriminant is zero.
Thus, in order to find all singular points of the curve, first, the discriminant D1(x)
of the biquadratic curve F (x; y) = 0 must be calculated and, then, the discriminant
∆(D1(x)) of the polynomial D1(x) is calculated (i.e. discriminant of discriminant).
Obviously, the following two discriminants coincid
∆(D1(x)) = ∆(D2(y))
because the invariants g2, g3 of the polynomials D1(x) and D2(y) are identical
(statement 6). Condition ∆(D1(x)) = 0 (or, equivalently, ∆(D2(y)) = 0) leads to
nonlinear equations for the coefficients aik. Under such condition the biquadratic
curve F (x, y) = 0 has a genus < 1, i.e. it is either irreducible and has only
one singular point, which is in a finite part of the projective plane, or reducible:
F (x, y) = τ1(x, y)τ2(x, y), where τ1(x, y), τ2(x, y) are two polynomials, which are
linear with respect to each argument x, y (but τk(x, y), in general, are not linear
functions, as they may contain the terms like xy). Hence, we have obtained
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Proposition 8. The condition ∆(D1(x)) (= ∆(D2(y))) 6= 0 is necessary and suffi-
cient for the equality: genus C = 1.
3.3. Case of a generic symmetric curve. Above we considered a generic case
when our biquadratic curve F (x, y) = 0 was non-symmetric.
Now we will assume that our curve is symmetric, i.e. F (x, y) = F (y, x). Equiv-
alently, this means that the coefficient matrix aik in (1.4) is symmetric: aik = aki.
Obviously, in this case both discriminants coincide D1(x) = D2(x). From the Euler
differential equation (3.11) it can be deduced that a parameterization can be given
by the following formula
x(u) = Φ(u), y(u) = Φ(u+ u0), (3.20)
where u0 is a constant and Φ(u) is an even function of the second order, i.e. Φ(t)
can be presented in the form
Φ(u) =
α℘(u) + β
γ℘(u) + δ
(3.21)
Thus, in the symmetric case a parameterization is provided through an even elliptic
function of the second order. Conversely, any pair (x, y) = (Φ(u),Φ(u+u0)) with an
arbitrary u0 generates a symmetric biquadratic curve via expressions (3.20) because
the point (y, x) = (Φ(u+ uo),Φ(u)) = (Φ(u˜),Φ(u˜+ u0)), u˜ = −u− u0 also belongs
to C. Note that the last statement was attributed to Euler in the work [58].
Thus, we obtain the following
Proposition 9. The generic complex symmetric biquadratic curve (1.4) can be pa-
rameterized by means of an even elliptic function of the second order and a shift
similar to that given in (3.20). Conversely, for every elliptic function Φ(u) (no mat-
ter whether it is even or not) of the second order and any shift u0, the variables
x, y from (3.20) satisfy the equation (1.4) with a symmetric matrix A.
This appears important
Proposition 10. The generic complex biquadratic curve (1.4) can be transformed
to a symmetric curve by means of linear-fractional complex changes of variables
(3.12). If the initial curve is real then it can be transformed to a real symmetrical
curve also (although a corresponding transformation can be performed also for a
case with complex coefficients).
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Proof. As we showed in the theorem 1 (see proposition 4), a generic non-symmet-
ric curve can be transformed to a curve described by (3.14) by linear-fractional
complex changes (3.14) which means that the curve-image is symmetric in virtue of
the last proposition. In the real case we note that, as is well-known, the invariants
g2, g3 of real polynomial D1(x) are real, so that the differential equation (3.13)
is real and there exists its real solution (x(u), y(u)) that can be extended to a
complex domain and, therefore, satysfies the symmetric equation (1.4). The last
equation has irreducible polynomial which must be real as a22 = 1 because it is
always possible to choose real parameters u1, ...u8 such that the vectors Vi, which
are composed of components xk(ui)y
l(ui), 0 ≤ k, l ≤ 2, 0 ≤ k + l < 4 will be linear
independent, so that the coefficients of our polynomial satysfy a linear system of
eight linear equations with real coefficients (Vi)j and the real right-hand side parts
−x2(ui)y2(ui). 
Note, that in the work [35] there is another proof of the latter fact (see statement
7 below).
Let us now consider the question how one can restore the polynomial F if the
discriminants D1, D2 are known. For a symmetric case, T. Stieltjes [54] proposed
a neat explicit formula for the polynomials F (x, y) by means of a solution of the
differential equation (3.11). Assume that
D1(x) = D2(x) = b0x
4 + 4b1x
3 + 6b2x
2 + 4b3x+ b4.
Then F (x, y) can presented via the following determinant:
F (x, y) =
∣∣∣∣∣∣∣∣∣∣∣
0 1 −(x+ y)/2 xy
1 b0 b1 b2 − 2C
−(x+ y)/2 b1 b2 + C b3
xy b2 − 2C b3 b4
∣∣∣∣∣∣∣∣∣∣∣
(3.22)
The function F (x, y) is defined up to an arbitrary non-zero number factor. It is
assumed that the curve is nondegenerate, i.e. its genus is 1. It may be true if and
only if the determinant
∆ =
∣∣∣∣∣∣∣∣
b0 b1 b2 − 2C
b1 b2 + C b3
b2 − 2C b3 b4
∣∣∣∣∣∣∣∣
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is nonzero. C is an (arbitrary) integration constant ([54]). The Stieltjes formula is
useful in the problem of reducing of the arbitrary symmetric biquadratic curve to
some standard forms, as will be seen below.
3.4. Canonical forms of biquadratic curve. The general curve (1.4) contains
eight free parameters. It is natural to transform this curve to the form containing
the smallest possible numbers of parameters.
First, note that under some arbitrary projective transformations of the form
x→ ξ1x+ η1
µ1x+ ν1
, x→ ξ2x+ η2
µ2x+ ν2
(3.23)
with complex parameters one can obtain an equation similar to the equation (1.4),
in which the parameters aik will be some altered parameters. This idea has already
exploited in the proof of the theorem 2. As every projective transformation (3.23)
contains three independent parameters, it is possible to reduce the total number
of independent parameters aik to 8 − 6 = 2. As our curve is elliptic, these free
parameters will have only the invariants g2, g3 under linear-fractional transforma-
tions, performed separately for each of the variables x and y. More explicitly, if
we consider the projectivisation
2∑
i1,i2,j1,j2=1
ai1i2j1j2x
i1
1 x
i2
2 y
j1
1 y
j2
2 , x = x1, y = y1 of
the initial curve (1.4) and its projective transformations of variables x and y sep-
arately, then g2, g3 will be the only invariants (having weights equal to 4 and 6,
respectively), but for the transformations of the group SL(2,C), these invariants
will be absolute.
Above we reduce the general case to the symmetric case so that we restricted
ourselves to considering a symmetric curve F (x, y) = F (y, x). So now we would like
to find some canonical forms of the curve that may contain only two parameters.
There are two obvious canonical forms which can be obtained for the curve
F (x, y) = 0. These two forms correspond to two canonical forms of elliptic integrals
in the Euler differential equation (3.11).
(I) The first form can be obtained if one reduces polynomial D1(x) = D2(x) to
the canonical cubic Weierstrass form:
D1(x) = 4x
3 − g2x− g3.
Such form can be always obtained through using an appropriate projective trans-
formation (with possible complex coefficients). Then, from the Stieltjes formula
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(3.22), we obtain the following expression (see also [31])
F (x, y) = (xy + (x + y)w + g2/4)
2 − (x+ y + w)(4xyw − g3) = 0, (3.24)
where w = C is an arbitrary parameter. There is a parameterization of this curve
through the Weierstrass elliptic function
x(u) = ℘(u), y(u) = ℘(u+ u0)
and w = ℘(u0), where u0 is an arbitrary constant. The discriminant can then be
easily calculated through
D1(x) = (4w
3 − g2w − g3)(4x3 − g2x− g3)
If the parameter w is such that 4w3−g2w−g3 = 0, then D1(x) ≡ 0 and in this case
the curve F (x, y) is reducible: F (x, y) = ρ2(x, y), where ρ(x, y) is a polynomial of
order one with respect to each variable x, y. If 4w3 − g2w − g3 6= 0, then the curve
is irreducible. The singular points in a finite part of the complex projective plane
appear only if g32 = 27g
2
3. This condition means that the polynomial 4x
3−g2x−g3 =
4(x− e1)(x− e2)(x− e3) has a double root, say e1 = e2. In this case, the following
can be taken: g2 = 3τ
2, g3 = τ
3, where τ is some parameter. Then it can be easily
verified that the point x = y = −τ/2 will be the only finite singular point of the
curve F (x, y) = 0. If g32−27g23 6= 0, then there exsist no singular points in the finite
part of the projective plane and the curve (3.24) is irreducible and has a genus of
one.
The curve (3.24) contains three parameters w, g2, g3. Assume that 4w
3 − g2w −
g3 =W 6= 0. In this case, the curve is irreducible. By the linear transformation of
arguments x → αx + w, y → αy + w, where α3 = 1/W , the terms x2y, xy2 and
x2 + y2 can be eliminated. Then, the curve reduces to the form
F (x, y) = x2y2 − x− y +Axy +B = 0 (3.25)
which contains only two independent parameters A,B. The curve is elliptic and
non-singular (i.e. it has the genus of one) if condition
∆(D1) = B(A
2 − 4B)2 +A(36B −A2)− 27 6= 0 (3.26)
holds.
Thus we proved the following
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Proposition 11. The generic complex biquadratic curve (1.4) can be transformed
to the canonical form (3.25) by means of the linear-fractional complex changes
of variables (3.12). If the initial curve is real, then it can be transformed to a
real form also (although corresponding transformation can be also performed for
complex coefficients).
As was seen above, any irreducible biquadratic curve can be transformed to fit
this form. However, here we need general projective transformations (3.23) with
complex parameters. This will be true even for a case, in which all parameters aik
of the biquadratic curve are real.
(II) To begin with, let us recall the well-known Legendre transformation. Assume
that an elliptic curve is already in the form Y 2 = π4(x) (see (3.3)), where π4(x)
is an arbitrary polynomial of the fourth degree with real coefficients. Using only
a linear-fractional transformation x = Γ(x˜) with real coefficients, it is possible to
reduce this curve to the form (with a new Y ) where π4(x) contains only even degrees
with respect to x: π4(x) = αx
4 + βx2 + γ with some real coefficients α, β, γ (see,
e.g. [23]).
Now let us assume that our biquadratic curve is symmetric and contains only
real coefficients aik. Then it is always possible to transform this curve to a form,
that excludes odd degree terms, i.e. a21 = a12 = a10 = a01 = 0. Indeed, taking
x = y in the expression (1.4) for F , we obtain the polynomial F (x, x) of fourth
order, and through applying the change x = Γ(x˜) to the polynomial in a generic
case, the equation reduces the equation F (x, x) = 0 to the form αx˜4+βx˜2+ γ = 0.
Therefore the change with the same Γ
x = Γ(x˜), y = Γ(y˜) (3.27)
applied to (1.4) gives an equation with a desired polynomial (observation from [35]).
We then obtain the so called Euler-Baxter biquadratic curve [10], [57]:
F (x, y) = x2y2 + a(x2 + y2) + 2bxy + c = 0, (3.28)
where a, b and c are real parameters if the initial curve is real and, obvious, they
will be complex if the initial curve was complex. The curve (3.28) plays a crucial
role in derivations of the addition theorem for the elliptic function sn(t) [1]. The
curve also appeared in Baxter’s approach to 8-vertex model in statistical mechanics
[10].
28 V.P. BURSKII AND A.S. ZHEDANOV
We first analyze possible finite singular points of the curve (3.28). The discrim-
inant of the curve (3.28) is equal to
D1(x) = −ax4 − (a2 − b2 + c)x2 − ac = −a(x4 − b˜x2 + c); b˜ = b
2 − a2 − c
a
, (3.29)
D1(x) = D2(x) and and in virtue of the proposition 7 the curve (3.28) has a finite
singular point under the condition
∆(D1(x)) = 16a
2c ((a2 − b2 + c)2 − 4a2c)2 = 0.
If c = 0, then there is an obvious singular point x = y = 0. This singular point will
be isolated for all values of the parameters a, b, except for the case a ± b = 0. If
a± b = 0, then the curve F = 0 becomes reducible. In any case, if c = 0, then the
genus of the curve (3.28) will be less then 1 (namely, it will equal 0 for the generic
case and −1 for the exceptional case, which corresponds to a reducible curve).
Thus, in this case the curve is not elliptic and can therefore be parameterized by
means of rational functions. Here, the change x→ κ/x, y → κ/y leads to the form
F = x2 + y2 + axy ± 1.
Then, using the scaling transformations x → κx, y → κy in the real case, the
coefficients c 6= 0 can be reduced to ±1, depending on a sign of this coefficient.
the Thus, in real symmetric case, the following simplest forms can be written:
(i) F = x2y2 + a(x2 + y2) + 2bxy + 1;
(ii) F = x2y2 + a(x2 + y2) + 2bxy − 1.
In the form (ii), one assumes that a > 0 by virtue of substitution x→ 1/x, y → 1/y.
The canonical biquadratic curve (1.4) with F from (i) or (ii) will be called by us
as the Euler-Baxter curve (similarly to (3.28)).
Proposition 12. The generic complex biquadratic curve (1.4) can be transformed to
the canonical form (i) by means of the linear-fractional complex changes of variables
(3.12). If the initial curve is real, then it can be transformed to the real form (i) or
(ii) (although the corresponding transformation may include complex coefficients).
By applying only the real linear-fractional transformation (3.12), any generic real
symmetric biquadratic curve (1.4) can be reduced to one of the two forms: (i), (ii).
Note that in the paper [35], the following was proven
Statement 7. By applying only a real birational transformation, any generic real
elliptic biquadratic curve (1.4) can be reduced to one of the three forms: (i), (ii) or
the form
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(iii) F = x2y2 + a(x2 − y2) + 2bxy − 1.
Note that the discriminants of the curve (iii) are equal to
D1(x) = −a(x4 − bˆx2 + 1); D2(y) = a(y4 + bˆy2 + 1); bˆ = b
2 + a2 + 1
a
. (3.30)
In the complex case, the coefficients c 6= 0 can be reduced to 1 and, hence, only
the case (i) woll be left among the nondegenerate cases. Following the work [10],
one can find here a parameterization of the curve (3.28) through the elliptic Jacobi
function sn:
Proposition 13. The curve (3.28) can be parameterized through the expressions
x =
√
k sn(t; k), y =
√
k sn(t± η; k), (3.31)
for any sigh±, where parameters k, η are determined through the following relations
k + k−1 = (b2 − a2 − 1)/a, 1 + k a sn2(η; k) = 0. (3.32)
Note that one can perform the following substitution t = t˜+K to allow dealing
with an even function. Note that the mapping (3.31) is an analytic diffeomorphism
from a fundamental parallelogram, factored into a torus by the standard way, onto
C˜.
Real parameterizations of the curves (i), (ii) and (iii) were given in [35] and [36].
Now let us recall the expressions (3.3) and rewrite them as
F 2x (x1, y1) = D2(y1) = B
2
1(y1)− 4B0(y1)B2(y1). (3.33)
For deducing the y-extreme point (x1, y1), we will consider the following conditions:
0 = y′(x1) = Fx/Fy(x1, y1); 0 = Fx(x1, y1) = 2B2(y1)x1 + B1(y1). If B2(y1) =
0, then from (3.2) it follows that x1 = −B0(y1)/B1(y1), otherwise F 2x (x1, y1) =
D2(y1) = 0, x1 = −B1(y1)/2B2(y1). Thus, for any y-vertex (x1, y1), the number
y1 is a root of the polynomial D2(y1). Conversely, from the equalities (3.33) and
y′Fy = −Fx one can observe that for each such root y1 of D2, the point (x1, y1)
is either a y-vertex (i.e. an extreme point in the y-direction) or a singular point.
But as we saw in subsection 3.2, a singular point can occur only if a root of D2
is multiple, i.e. ∆ = g32 − 27g23 = 0; this is an exceptional case. Therefore, the
following can be considered as proven:
Proposition 14. For a generic case only the roots of D2(y1) and nothing else can
be the y-coordinates of y-vertexes of the curve. Likewise, for the generic case only
the roots of D1(x1) and nothing else can be the x-coordinates of x-vertexes.
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Now we can provide a geometrical interpretation of the cases (i), (ii), (iii), a
proof of which can be easily obtained through analyses of expressions (3.29) and
(3.30).
Proposition 15. 0). The real curve in cases (i), (ii) and (iii) vanishes only in the
case (i) under the condition b˜ < 2, a > 0, that is equivalent to b2 < (a+1)2, a > 0.
1). In case (i,) of a nonvanishing real curve, the equation D1(x) = 0 (and the
equation D2(y) = 0) has no real root only in the case b˜ < 2, a < 0 (there is no
vertex here).
2). In case (i), the equation D1(x) = 0 (as well as the equation D2(y) = 0) has
four real roots under b˜ > 2 (there are four x-vertices and four y-vertices).
3). In the case (ii), the equation D1(x) = 0 (as well as the equation D2(y) = 0)
has two real roots (there are two x-vertices and two y-vertices).
4). In the case (iii) for a > 0 (bˆ > 2), the equation D1(x) = 0 has four real
roots and the equation D2(y) = 0 has no real roots (there are four x-vertices and
no y-vertices).
5). In the case (iii) for a < 0 (bˆ < −2), the equation D1(x) = 0 has no real root
and the equation D2(y) = 0 has four real roots (there are four y-vertices and no
x-vertices).
If we allow values x = ∞; y = ∞, i.e. consider our real curve on a thorus
S1 × S1, then the number of x-vertexes and the number of y-vertexes will not be
changed by the Mo¨bius transformations (3.23), and, thus, one obtain
Proposition 16. The linear-fractional changes (3.23) do not lead out the curve of
its class 0)-5) of the proposition 15.
3.5. John mapping of a biquadratic curve and periodicity. First, we will
show how the complex John algorithm works for the curve C. Let us consider a
case of some more general curve.
Let C˜ ⊂ C2 be a complex curve described parametrically via
x(t) = φ(t), y(t) = φ(t+ ε), t ∈ C (3.34)
where ε is a nonzero complex parameter. Assume that φ(z) is an even periodic
meromorphic function, i.e. φ(−z) = φ(z), φ(z + T ) = φ(z) with some (complex)
constant T . And let C = C˜ ∩ R2 be a real curve given by means of a contraction
of the functions x, y on some set S ∈ C.
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We will assume that the curve C˜ satisfies the condition:
The curve C˜ is nondegenerate and every straight line of the form x = x0
or y = y0 intersects the curve C˜ at not more than two points (3.35)
Let us perform the substitution t → −t. Now, considering the fact that φ(t) is
even, we can notice that x(−t) = x(t), but, in general, y(−t) 6= y(t). This means
that the point (x(t), y(−t)) on the curve is obtained as the second intersection
point of C with the ”vertical” line passing through the initial point (x, y). Thus,
the transformation t→ −t is equivalent to the involution I1 in the John algorithm.
Quite similarly it can be said that the transformation t → −t − 2ε leaves the
coordinate y on the curve C intact, whereas x is transformed to another point,
which is located at the intersection of the curve C with ”horizontal” line. Thus,
the transformation t → −t − 2ε is equivalent to second involution I2 in the John
algorithm. Obviously, for the John mapping T , we have the following
T = I2I1 ↔ t→ t− 2ε, T−1 = I1I2 ↔ t→ t+ 2ε, (3.36)
Thus, we proved the following
Proposition 17. For curve C˜, given by (3.34), with an even periodic meromorphic
function φ satisfying the condition (3.35), the complex John mapping T is equivalent
to a shift of the parameter t by the step −2ε.
Now the periodicity condition of the complex John mapping takes the form:
2nǫ = mT, (3.37)
where n,m are some integers.
In the case of the biquadratic curve, there are two periods 2ω1, 2ω2, and in this
case, the periodicity condition takes the form:
nǫ = m1ω1 +m2ω2, (3.38)
where n,m1,m2 are some integers.
Now we have only two cases which can be stated as follows: either all points of C
are not periodic (for the John mapping) or every point is periodic having the same
period (which is equal to n, if either the condition (3.37) or (3.38) is satisfied).
Let us consider the last canonical form of the previous subsection – the Euler-
Baxter curve (3.28) that is parameterized through (3.31). It is important that for
the given x =
√
k sn(t; k), there be two values of y corresponding to two values of
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η: y1 =
√
k sn(t+ η; k) and y2 =
√
k sn(t− η; k). These two values y1,2 correspond
to two intersection points of the line x = x0 with the curve (3.28).
Thus, all points Mn of the complex John algorithm can be found through the
following:
Mn = (
√
k sn(t+ 2ηn− 3η; k),
√
k sn(t+ 2ηn− 2η; k)) (3.39)
The periodicity condition with the period n will be
2η n = 4Km1 + 2iK
′m2 (3.40)
where m1,m2 are some integers, and K,K
′ are constants defined through K =
K(k) =
1∫
0
dt/
√
(1− k2t2)(1− t2), K ′ = K(k′), k′2 = 1−k2, where the notations
are well-known.
For writing similar expressions for the real case, real parameterizations must be
written down by means of real-valued elliptic functions.
First, let us consider the case a > 0, c = +1 of real x-y−symmetric curve
(3.28) and use the parameterization (3.31). Above, in the proposition 15 (case
0), it was noted that under a > 0, the condition b2 > (a + 1)2 (or b˜ > 2) would
be necessary and sufficient for existence of the real curve (3.31). Therefore, by
assuming that b2 > (a+ 1)2, it follows that k + k−1 ≥ 2, and, hence, it is possible
to choose k = k1, 0 < k1 < 1. From the second equality (3.32) one obtains that
sn(η, k) is pure imaginary. This means that η = 2mK + θi with an integer m and
a real θ (see [9]). Moreover, x must be real, which implies that either t = nK ′i+ τ
or t = (2n+ 1)K + iτ with an integer n and real τ ([9]). But y must be also real,
i.e. t+ η = K ′n1i + τ1 or t + η = (2n1 + 1)K + iτ1 with an integer n1 and a real
τ1. Now we will add expressions for t and η, and show that only a variant with the
second formula for t and t + η: τ1 = θ + τ is possible. Thus, we assume that the
parameter t isn’t real: t = ±K+ iτ ; however, the values x, y in the paramentization
(3.31) are real and the parameter τ is also real, here the sign before K determines
a branch of the curve, which has a shape of a two bounded oval in this case. The
relations (3.32) have a denumerable set of solutions η, and we choose θ = Im η as a
minimal positive number of all Im η. Now the periodicity condition (3.40) can be
written in the form (m = m2):
θ
K ′
=
m
n
∈ Q (3.41)
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and from relations (3.32), one obtains that the number θ is a minimal positive solu-
tion of the equation sc(θ, k′) = 1/
√
ak (here and below the following adoptions,
as usual, will be made sc = sn/cn, ns = 1/sn, and so on).
Hence, we proved the foolowing
Proposition 18. The condition (3.41) is a criterion of periodicity of the John map-
ping T in the case a > 0, c = +1 of real x-y−symmetric curve (3.28). In this case,
all points of our curve are periodic with the same minimal period n in a nonre-
ducible fraction mn . The number m is a number of full turns of the curve that the
mapping T n performs.
Let us also another cases of real x-y−symmetric curves (3.28). Let us take
an advantage of a list of cases given in the work [35] (note that the latter work
contains errors for the above case c = 1, a > 0, so here we used formulae from [10]
instead). Now let us write down the final parameterization formulas, in which the
modulus k is given by bˆ (remind that k′ 2+ k2 = 1) and the shift η is given by a or
b (as they are related). Here bˆ = (b2 − a2 − c)/a.
Case a > 0, c = −1, : x =
√
k/k′ cn(t; k), y =
√
k/k′ cn(t± η; k),
where k/k′ − k′/k = bˆ, a = ds2(η, k)/kk′, b = −cs(η, k)ns(η, k)/kk′.
(3.42)
Case a < 0, c = −1, : x =
√
k/k′ nc(t; k), y =
√
k/k′ nc(t± η; k),
where k′/k−k/k′ = bˆ, a = −ds2(η, k)/kk′, b = cs(η, k)ns(η, k)/kk′.
(3.43)
Case a < 0, c = 1, bˆ < −2 : x =
√
1/k′ cs(t; k), y =
√
1/k′ cs(t± η; k),
where − 1/k′ − k′ = bˆ, a = −cs2(η, k)/k′, b = ds(η, k)ns(η, k)/k′.
(3.44)
Case a < 0, c = 1, bˆ > 2 :
unbounded part x =
√
1/k ns(t; k), y =
√
1/k ns(t± η; k),
bounded part x =
√
k sn(t; k), y =
√
k sn(t± η; k),
(3.45)
where 1/k + k = bˆ, a = −ns2(η, k)/k, b = cs(η, k) ds(η, k)/k.
The separation present in the last case is related to the fact that the curve has
one bounded oval branch, and likewise it contains some other branches, which are
unbounded. The last four cases were also given in the work [35].
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The remaining cases were considered in the work [36]: The case a < 0, c =
1, |bˆ| < 2 of real symmetric curves (3.28) can be transformed to the case (3.44) via
the following substitution
(x, y) =
(
1− x¯
1 + x¯
,
1− y¯
1 + y¯
)
. Then, a¯ =
1 + a− b
1 + a+ b
, b¯ =
2(1− a)
1 + a+ b
,
¯ˆ
b = 2+
16a
b2 − (a+ 1)2 .
Case a < 0, c = 1, |bˆ| < 2 : x¯ =
√
k′ sc(t; k), y¯ =
√
1/k′ sc(t± η; k),
where − 1/k′ − k′ = ¯ˆb, a¯ = −cs2(η, k)/k′, b¯ = ds(η, k)ns(η, k)/k′.
(3.46)
Let us consider cases of real x-y−asymmetric curves (1.4), the case (iii)
(see the statement 7):
Case a > 0, c = 1, (bˆ > 2) : x =
√
k′ nd(t; k), y = ±
√
1/k′ dn(t± η; k),
where 1/k + k = bˆ, a = k′nd2(η, k), b = k2sd(η, k) cd(η, k).
(3.47)
Case a < 0, c = 1, (bˆ < −2) : x =
√
k′ sc(t; k), y =
√
1/k′ cs(±t+ η; k),
where − 1/k − k = bˆ, a = −k′ nd2(η, k), b = k2sd(η, k) cd(η, k).
(3.48)
All of these cases, i.e. (3.42)-(3.48), allow calculations, similar to those described
above, and the calculations finally led to the formula (3.41). Such calculations were
completed by our collaborators M.V. Belogljadov and A.A. Telitsyna ([11],[55]),
and their work produced the following results:
a common answer for cases (3.42), (3.44), (3.45), (3.46), (3.48)
Re η
2K
=
m
n
∈ Q; (3.49)
an answer for the case (3.43) in the form
Re η
K
=
m
n
∈ Q; (3.50)
and, at last, for the case (3.47) an answer was given in the form:
Im η
2K ′
− 1/2 = m
n
∈ Q. (3.51)
Here k and η are calculated from relations (3.42)-(3.48), depending on a case to
be involved Thus, the following proposition can be made:
Proposition 19. The conditions (3.49)-(3.51) are criteria of periodicity of the John
mapping T in the corresponding real cases (3.42)-(3.48). The number n is a period
of dynamical system and m is the number of full turns of mapping T n.
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Note that correspondence to the cases of proposition 15 can be easily observed,
and it must be noted that such presence of several cases corresponding to a case of
proposition 15 is related to technical reasons (namely, to the choice of the infinite
point on the projective line).
4. The Poncelet problem
In this section we demonstrate a nice correspondence between the mapping by
F.John and the famous Poncelet problem (the Poncelet porism) for two conics. We
will start by recalling the Poncelet porism in a well-known form.
4.1. The Poncelet porism in the form of two circles. To begin with, let a
circle A lie inside another circle B. From any point on B, let us draw a tangent to
A and extend it to B. From the intersection point, let us draw another tangent, etc.
For n tangents, the result is called an n-sided Poncelet transverse. This Poncelet
transverse can be closed for one point of origin, i.e. there exists one circuminscribed
n-gon (which is inscribed into the outer circle and, at the same time, circumscribed
around the inner circle). We may begin with a polygon, which will be understood
as a set of straight lines bridging, in a sequential manner, a given cyclic sequence
of points (i.e. vertices) on the plane. If there exist two circles, inscribed and
circumscribed for this polygon, then this polygon is called a bicentric polygon. Note
that sides of the polygon are allowed to intersect, and the intersection point will
not necessarily be a vertex. Furthermore, the inscribed circle does not necessarily
contact a segment located between vertices, and the contact point can lie on an
extension of the side and therefore the circles may intersect. Bicentric polygons
serve as popular objects of investigations in geometry. This is the most well-known
form of the Poncelet porism.
If we denote a radius of the inscribed circle as r, a radius of the circumscribed
circle as R and a distance between the circumcenter and incenter for a bicentric
polygon as d, then these three numbers will not be arbitrary and along with n, they
will have to satisfy certain relations. So, for the case of a triangle, such relation
is sometimes called as the Euler triangle formula R2 − 2Rr − d2 = 0, which was
well-known even in Babylon for some particular cases. One of popular notations for
such relations (which is necessary and sufficient for existence of a bicentric polygon)
can be given in terms of additional quantities
a =
1
R+ d
, b =
1
R− d , c =
1
r
.
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So, for a triangle above, the Euler formula has the form: a+ b = c, for a bicentric
quadrilateral, radii and a distance are related to each other by the equation a2 +
b2 = c2. The relationship for a bicentric pentagon is 4(a3+b3+c3) = (a+b+c)3.
For a general case, one can introduce the following numbers
λ = 1 +
2c2(a2 − b2)
a2(b2 − c2) , ω = cosh
−1 λ , k2 = 1− e−2ω, K = K(k) (see s. 3.5)
and then the relationship can be written through elliptic functions in the form
sc
(
K
n
, k
)
=
c
√
b2 − a2 + b√c2 − a2
a(b+ c)
(4.1)
(Richelot (1830) was the first to give a criterion, which was difficult and imperfect,
then another criterions were published by different authors and, at last, the written
criterion by S.M. Kerawala was published in his work [37] in 1947 year).
4.2. Setting of the Poncelet problem. Let us recall, for simplicity, the Poncelet
problem [13] for the case of two ellipses, as it was introduced by Jean-Victor Pon-
celet himself. We will take two arbitrary ellipses A and B, with A located inside B.
Let us have an arbitrary point Q1 on the ellipse A and draw a tangent straight line
to A at the point Q1. This tangent crosses the ellipse B at two points P1 and P2, ,
and, besides, we will assume that it crosses P1 before P2 with respect to the stan-
dard orientation. Then let us take the point P2 on B and draw the second tangent
to the ellipse A. We denote as Q2 the point on A, in which the tangent contacts
A. This tangent crosses the ellipse B in two points P2 and P3. We will take the
point P3 and repeat the procedure. Then we obtain a mapping UB : B → B, which
acts in compliance with the following rule UB : Pk → Pk+1, which will be called
below as the Poncelet mapping. Moreover, we obtain the mapping UA : A → A
that acts by the rule UA : Qk → Qk+1. More precisely, due to the fact that the def-
inition of UB uses a point Q ∈ A, we can introduce two mappings IA, IB : C˜ → C˜,
C˜ := {(Q,P ) ∈ A × B | P lies on a tangent line to A at Q}, working by the rules
IA : (Q1, P2)→ (Q2, P2), IB : (Q1, P1)→ (Q1, P2). The mappings IB , IA generate
a composition U = IB ◦IA, which is similar to the John mapping T . We also obtain
two sets of points Pn and Qn on the ellipses B and A, respectively.
The mapping UB has an inverse and generates a discrete dynamical system or, in
other words, an action of the group Z on B, as it was above for the John mapping.
An orbit of this action is a set of points Pk, k = ...,−1, 0, 1, 2, ... and Pk = Uk−1B P1.
Now note that in a general case of a disposition, the ellipses can be intersecting,
and we must start from a point Q1 on the ellipse A, which is located inside B
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and we can determine the mappings UB and UA in the same way. In this case we
can encounter a situation, in which the tangent straight line intersects the ellipse
B only at one point, and in that case, this point will be considered as a double
point. The ellipses can be tangent in one or two points, or they can be tangent and
intersecting at the same time, or they can be nonintersecting and lie one outside
other, or finally, they can be arbitrary irreducible conics.
The approach is the same in all these cases. Note that one can consider a case, in
which the conic B is reducible, for example, in the situation of two non-tangential
different straight lines. Also note that every projective transformation of the plane
transforms a Poncelet mapping of conics into the same mapping of their images;
therefore, we can restrict ourselves to a case, in which one of the conics is a unit
circle.
The first interesting problem to solve here would be to find a way of describing
these crossing points explicitly. The problem was solved by Jacobi and Chasles,
who showed that the sequences Pn and Qn can be parameterized by means of
elliptic functions. The second problem, the so-called Poncelet porism or the big
Poncelet theorem (see [13]), is related to proving that if a particular trajectory of
action on conics is a closed trajectory (i.e., if PN = P0 for some N > 2), then this
property does not depend on a choice of an initial point Q1 on the conic A (or on
a choice of P0). A modern treatment of this problem from an algebro-geometric
point of view can be found, for example, in [28]. We follow a different approach.
If we introduce standard rational parameterizations of our conics (see below (4.3),
(4.4)), then the parameters x and y of the points Q1, P1 can be proven to be re-
lated via a polynomial equation F (x, y) = 0. In a generic situation, F (x, y) is a
polynomial of the exact order two with respect to each of the variables. Indeed, for
a nondegenerate situation, a tangent to the conic A at the point x must intersect
B in two distinct points, and, moreover, from the point y on B, there exist two
distinct tangents to A. Conversely, for any polynomial F (x, y) of the order two on
x and y, it is possible to find two conics A and B parameterized through (4.3) and
(4.4). These arguments are sufficient for building trajectories of the John dynami-
cal system. Note that similar considerations were exploited in [25] for showing that
the tangent and the intersection points belong to an elliptic curve. The authors of
[25] also introduced two involutions I1 and I2, which are equivalent to our involu-
tions in the John T -algorithm for the Euler curve. In our approach, we derive the
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curve F (x, y) = 0explicitly and then we conduct its investigation. One can note
connections to Gelfand’s question [38] and the elastic billiard [57], [40].
4.3. Transition to the John mapping on a biquadratic curve. Let us find an
explicit expression for the Poncelet mapping UB. We will introduce the standard
rational parameterization of an arbitrary conic [13] that can be found even in the
case when the conic is reducible. Assume that the conic A is described by the
coordinates ξ0, ξ1, ξ2 of a two-dimensional projective plane, expressed via
2∑
i,j=0
A˜ijξiξj = 0 (4.2)
and, as is well-known, the conic is irreducible, if the matrix A˜ is nondegenerate.
Note that we will use lower indices for vectors (contravariant tensors), and upper
indices for low used covectors (covariant tensors), since indices are used often for
power exponents.
Corresponding affine coordinates will be denoted as ξ, η: [ξ0 : ξ1 : ξ2] = [1 :
ξ : η], and it is implied that ξ0 6= 0. Then it is possible to find polynomials
E0(x), E1(x), E2(x) with deg(Ei(x)) ≤ 2 such that
ξi = Ei(x), or ξ =
E1(x)
E0(x)
, η =
E2(x)
E0(x)
. (4.3)
Quite similarly, the conic B can be parameterized as
ξi = Gi(y), or ξ =
G1(y)
G0(y)
, η =
G2(y)
G0(y)
, (4.4)
where Gi(y) are some other polynomials of degrees, not exceeding two. Thus the
value of parameter x completely characterizes a point on the conic A, and the value
of y completely characterizes a point on the conic B.
Now let us consider a more general case.
Lemma 1. Let the curves A and B be given parametrically by (4.3), (4.4) with
some smooth functions Ei, Gi and E0 6≡ 0, G0 6≡ 0 on each interval. The point
P = G(y) lies on a tangent line to A at Q = E(x) iff F (x, y) = 0 where
F (x, y) =
∣∣∣∣∣∣∣∣
E0(x) E1(x) E2(x)
E′0(x) E
′
1(x) E
′
2(x)
G0(y) G1(y) G2(y)
∣∣∣∣∣∣∣∣
. (4.5)
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Proof. The affine tangent line L to the curve A at point Q with parameter x has
the direction vector τ = ( dξdx ,
dη
dx ). Therefore, the affine point P satisfies the equality
−−→
OP (y)−−−→OQ(x) = kτ
with some k ∈ R and an originO. The last equality is equivalent to the complanarity
condition of vectors ~E = (E0(x), E1(x), E2(x)), ~E
′ = (E′0(x), E
′
1(x), E
′
2(x)) and
~G = (G0(y), G1(y), G2(y)) in the bundle space R
3 \ {0} of the projective fiber
bundle R3 \ {0} → RP2, where the prime denotes derivative with respect to x.
Indeed, collinearity of the vectors
−−→
OP (y)−−−→OQ(x) and τ means that
0 =
∣∣∣∣∣∣
E1(x)
E0(x)
− G1(y)G0(y)
E2(x)
E0(x)
− G2(y)G0(y)(
E1
E0
)
′
(x)
(
E2
E0
)
′
(x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
1 E1E0
E2
E0
0 E1E0 −
G1
G0
E2
E0
− G2G0
0
E′
1
E0
− E1E′0
E2
0
E′
2
E0
− E2E′0
E2
0
∣∣∣∣∣∣∣∣
=
= −
∣∣∣∣∣∣∣∣
1 E1/E0 E2/E0
1 G1/G0 G2/G0
E′0/E0 E
′
1/E0 E
′
2/E0
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
E0(x) E1(x) E2(x)
E′0(x) E
′
1(x) E
′
2(x)
G0(y) G1(y) G2(y)
∣∣∣∣∣∣∣∣
1
G0(y)E0(x)2
.

Let us return to our case of conics. One can see F (x, y) has the form
F (x, y) =M0(x)G0(y) +M1(x)G1(y) +M2(x)G2(y) (4.6)
with polynomials Mi(y) defined as
Mi(x) = ǫikl(E
′
k(x)El(x)− Ek(x)E′l(x)), i, k, l = 0, 1, 2, (4.7)
where ǫikl is a completely antisymmetric tensor. One can easily check that deg(Mi(x))
≤ 2, and therefore the curve F (x, y) = 0 is a biquadratic curve of the form (1.4).
Note that the equality (4.6) can be written as F (x, y) = ( ~M(x), ~G(y) ) with
the scalar product (·, ·) or F = 〈 ~M(x), ~G(y) 〉 with the pairing 〈·, ·〉 (in this case
~G ∈ R3, ~M ∈ (R3)∗ ) and F = ( ~E(x), ~E′(x), ~G(y)) with the mixed product in R3.
Further, we introduce vectors ~x = colon(1, x, x2), ~y = colon(1, y, y2) and matrixes
E,G by the rules Ei(x) =
∑2
j=0 Eijx
j = (E~x)i, ~G = G~y, and then the decomposi-
tion (4.6) can be written in the form F (x, y) = (M~x,G~y), where ~M(x) =M~x. This
implies that F = (~x,M∗G~y) = (G∗M~x, ~y). Comparing with the decomposition in
the forms (3.1) and (3.2), we obtain
A = G∗M, B =M∗G = A∗, (4.8)
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where the matrix A is obtained in the same way as the matrix E above; moreover
A = (aik) with the matrix from (1.4).
In a case of irreducible conics the matrix A is nondegenerate. Indeed, if the
matrix A is degenerate then either the matrix M or the matrix G is degenerate
by virtue of (4.8). The degeneracy of G means a linear dependence of polynomials
Gi(y), that is, the conic B will be a straight line in this case. The degeneracy of
M means that there exist constants c0, c1, c2 such that∣∣∣∣∣∣∣∣
E0(x) E1(x) E2(x)
E′0(x) E
′
1(x) E
′
2(x)
c0 c1 c2
∣∣∣∣∣∣∣∣
≡ 0,
i.e. a linear dependence of polynomials Ei(x) and the conic A will be a straight
line.
Let us return to the Poncelet construction. We have obtained the parameters
x1 of the point Q1 and y1 of the point P1, satisfying the equation F (x1, y1) = 0,
with F from (4.5). Note now that instead the point P1, we could write the point
P2 with the parameter y2 in the Poncelet construction and have the same equation
F (x1, y2) = 0. We obtain the first result: for any point given by a parameter value
x1 on the conic A, the points with parameters y1 and y2 of the intersection points
of the tangent line L1 at x1 with B are determined as two roots of the quadratic
equation: F (x1, y) = 0. Thus, by identifying a point with its parameter value, we
can say that the Poncelet mapping UB maps the point y1 into the point y2 and,
hence, it (more precisely, the mapping IB) coincides with the John mapping I1
from section 2. Similarly, the mapping UA maps the point x1 into the point x2 and,
hence, it (the mapping IA) coincides with the John mapping I2, and the mapping
U coincides with the John mapping T on the curve C (1.4).
We have proven the following
Proposition 20. Each pair of distinct irreducible real conics A, (4.3) and B, (4.4)
generates a biquadratic real polynomial F (x, y) of the form (1.4) with nondegener-
ate matrix A by means of (4.5) such that the point y ∈ B lies on the tangent at the
point x ∈ A if and only if F (x, y) = 0. The Poncelet mapping UB gives us (and can
be obtained from) the mapping U : C˜ → C˜ that coincides with the John mapping
T on the curve C (1.4).
Let us prove the following converse
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Proposition 21. For any biquadratic real polynomial F (x, y) of the form (1.4) with
the nondegenerate matrix A and for its every decomposition (4.6) with given poly-
nomials Gi(y),Mi(x) of the second order, there exists a unique projective set of
polynomials Ei(x) of the second order such that relations (4.7) (and (4.5)) hold,
and, hence, we can relate with any such curve F (x, y) = 0 and its decomposition
(4.6) a pair of conics A and B parameterized as in (4.3) and (4.4).
Proof. Let us have a decomposition (4.6) of a given biquadratic polynomial F .
Then we have a parameterization of the conic B by means of projective coordi-
nate G0, G1, G2 and our first aim is to find polynomials E0, E1, E2 such that the
equalities (4.7) will hold. In other words, we must find a polynomial solution of the
following system of ordinary differential equations
E × E′ =M (4.9)
with a known vectorM = (M0(x),M1(x),M2(x)), an unknown vector E = (E0(x),
E1(x), E2(x)) and the vektor product × in R3.
One can think of this equation as of a problem to find a curve (more precisely,
a tangent vector of a curve), if its binormal is known.
Now we will need the following
Lemma 2. Consider the differential equation in R3
r × r′ = b (4.10)
with a known smooth vector function b = (b1(t), b2(t), b3(t)) and unknown vector
function r = (r1(t), r2(t), r3(t)) depending on a real parameter t. If (b, b
′, b′′) < 0,
then the equation (4.10) does not have any smooth solution. If (b, b′, b′′) > 0,
then a solution of the equation (4.10) exists and it can be expression only as r =
±(b, b′, b′′)−1/2 b × b′. If (b, b′, b′′) = 0 on an interval, then only four cases are
possible with some parameter change s = s(t): 1) r ≡ r0 = const, 2) r = r0 + r1s,
r0, r1 are constant vectors. 3) r = r0e
s + r1e
−s and 4) r = r0 cos s+ r1 sin s where
r0, r1 are the same as before.
Proof. First, note that the Jacobi determinant of the system (4.10) of ordinary
differential equations with respect to r′ identically equals zero, so a standard theory
of differential equations systems does not work for this system.
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I). Let b × b′ 6≡ 0 on an interval. We observe that the solution must be only of
the form r = v(t) b × b′ because from (4.10), one can easily obtain the following:
b · r = 0, b · r′ = 0, so b′ · r = 0.
The scalar v is still unknown.
After substitution of such r in (4.10), we obtain v2(b, b′, b′′)b = b so that there
exists no solution of (4.10), when (b, b′, b′′) < 0. The equality (b, b′, b′′) = 0 on an
interval gives b = 0, which is a contradiction.
II). Now let b× b′ ≡ 0 on an interval. If b 6≡ 0 and b′ 6≡ 0, then b(t) = µ(t)b0 with
µ being a scalar function, and b0 being a constant vector, which means that the
curve r is a plane curve. Note that we simultaneously examine the case b 6≡ 0 and
b′ ≡ 0 (µ ≡ 1). Let us substitute this b into (4.10) and choose another parameter
t˜ such that r × r′ = b0. It follows from this, that r × r′′ = 0, so r′′ = ν(t˜)r with
ν being a scalar function. After a reparameterization t˜ → s we obtain r′′ = ±r,
i.e. r = r0e
s + r1e
−s or r = r0 cos s + r1 sin s with some constant vectors r0, r1
of a plane, orthogonal to b0. For r0 6= r1, these solutions will describe cases of a
hyperbolic rotation and an elliptic rotation of the plane, pespectively; besides, also
there exist cases of a movement along a straight line (cases b = 0 and r0 = r1 6= 0)
and of a stationary state. 
Continuation of the proposition proof. We will apply the lemma to the case of
polynomial vectors of the second order b =M and r = E. It is easy to see that for
such M , the equality M ×M ′ ≡ 0 implies only trivial cases 1) or 2) of the lemma,
so that M ×M ′ 6≡ 0 and v2 = (M,M ′,M ′′). The latter mixed product does not
depend on x. Indeed,
d
dx
(M,M ′,M ′′) = (M ′,M ′,M ′′) + (M,M ′′,M ′′) + (M,M ′,M ′′′) = 0
as the vector M consists of quadratic polynomials. Note that we can change a sign
of the mixed product (M,M ′,M ′′) by changing of the sign of M . Thus, for given
Mi of the decomposition (4.6) the scalar v exists there, and components of the
derived vector E = vM ×M ′ are polynomials of the second order (and therefore
the mixed product (E,E′, E′′) does not depend on x). 
4.4. Projective invariance of the biquadratic curve. One can consider the
vector E × E′ as a covector E∗ of a dual space (R3)∗ with components Ej(x) =∑2
i=0 A˜
ijEi(x), where the matrix A˜ is from (4.2), or more precisely, E
∗ is propor-
tional to E × E′. Indeed, by definition, we, at once, obtain 〈E∗(x), E(x)〉 ≡ 0 and
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〈E∗, E′〉 ≡ 0. The covector field E∗(x) describes a field of tangent lines to A, i.e.,
a conic in the dual projective space (see, e.g., [27]):
2∑
i,j=0
A˜ijE
iEj = 0 (4.11)
with an inverse matrix (A˜ij) = (A˜
ij)−1. This viewpoint gives the following repre-
sentation
F (x, y) = 〈E∗(x), G(y)〉 (4.12)
and helps to understand the reason why the equality E×E′ =M with the quadratic
polynomial vector E implies M ×M ′ = E in the projective sense of E∗∗ = E, but
it does not provide help for the case, in which the curve A has an order greater
than two.
Proposition 22. For every pair of different irreducible real conics A, (4.3) and B,
(4.4), and for any projective transformation L of the projective plane, the images
LA and LB of the conics A and B generate the same equation F (x, y) = 0 and
the curve (1.4). Two different pairs of conics with the same curve are connected
by means of a projective transformation A → PLA, B → PLB and give different
decompositions (4.6).
Proof. In order to derive the first result, let us recall that an arbitrary nonde-
generate projective transformation PL of the affine plane can be obtained from a
nondegenerate linear transformation L of the bundle space R3\{0} of the projective
fiber bundle. Such linear transformation L will give a number factor det L for F in
the formula (4.5). Thus, an arbitrary nondegenerate projective transformation of
the affine plane and the conics A and B will not change the equation (1.4).
Then, the given decomposition (4.6) can be written in the forms (3.1) and (3.2)
and it will generate the nondegenerate matrixes M,G, and then, A,B my means
of (4.8). Some other decomposition would give matrixes M1, G1 and the same F
and A: A = G∗M = A1 = G
∗
1M1, so that the linear transformations L = G1G
−1 =
(M−11 )
∗M∗ and M1M
−1 = (G−11 )
∗G∗ would translate the conics A,B into conics
A1 = LA,B1 = LB, respectively, as they are projective transformations. It can be
noted from (4.2) that under the transformation L the matrix A˜ will convert into
L−1∗A˜L−1, and the matrix M will convert into L−1∗M . 
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Thus, the biquadratic curve F (x, y) = 0 depends only on a projective class of
a pair of conics. But the conics can be present in one of the following generic
dispositions (here the order is selected to match the order used in proposition 15):
0) the conic B lies inside of A, strictly or not, i.e. no tangent line to A cuts B.
1) the conic A lies strictly (i.e. without a contact) inside of B, so that every
tangent line to A cuts B in two different points.
2) the conic A cuts the conic B in four points and there exists a straight line
that has no common point with A and B.
3) the conic A intersects the conic B at only two points without contacts.
4) the conic A lies strictly outside of B and the conic B lies outside of A.
5) the conic A cuts the conic B in four points and every straight line has a
common point with A or B (there is no common tangent line, a hyperbola and an
ellipse).
Now we would like to clarify a question how to find from F , what case occurs. In
order to clarify this, let us make the following observations. If the conic A intersects
B in a point P , then from the point P ∈ B there may be only a tangent line to A, so
that in the Poncelet construction there is only a point (x, y) with the parameter y
corresponding to P ∈ B, that is, the point (x, y) is a y-vertex of C, i.e. an extreme
point along a direction of the real axis y. Remember that by the proposition 14 for
generic cases 1)-5) the roots of D2(y1) and nothing else can be the y-coordinates of
y-vertices. Every such vertex corresponds to a point of intersection A ∩B.
In a similar way, a common tangent line to conics A and B in the plane (ξ, η)
gives a x-vertex (x2, y2) in the plane (x, y) and we have the following: if A2(x2) = 0
then y2 = −A0(x2)/A1(x2) otherwise D1(x2) = A21(x2) − 4A0(x2)A2(x2) = 0,
y2 = −A1(x2)/2A2(x2). And for generic cases 1)-5), real roots of D1(x2) and
nothing else can be x-coordinates of x-vertices. Each such vertex corresponds to a
common tangent line.
Let us recall the statement 6, saying that the invariants g2 and g3 of polynomials
D1 and D2 are identical. Note that the case ∆ < 0 (i.e. k
2 < 0) corresponds only
to the above case 5) because the polynomial D1 has two real roots and two complex
roots if and only if ∆ < 0, or equivalently, if and only if the polynomial D1 is the
same. We obtain the following
Proposition 23. In the case of disposition 0), each of the equations D1(x1) = 0
and D2(y1) = 0 has no real solution, and the curve is not real. In the case 1)
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each of the equations D1(x1) = 0, D2(y1) = 0 has no real solution, the curve C is
real and it contains no vertex. In the case 2) each of the equations D1(x1) = 0
and D2(y1) = 0 has four real solutions, the curve C has four x-vertices and four
y-vertices. In the case 3) each of the equations D1(x1) = 0, D2(y1) = 0 has two
real solutions, the curve C has two x-vertices and two y-vertices. In the case 4) we
have four common points, so that the equation D1(x1) = 0 has four real solutions,
the equation D2(y1) = 0 has no real solution, the curve C has no y-vertex and four
x-vertices. In the case 5) we have four common tangent lines, so that the equation
D1(x1) = 0 has no real solution, the equation D2(y1) = 0 has four real solutions,
the curve C has no x-vertex and four y-vertices.
Any point of contact gives a point (x1, y1), which acts as both x-vertex and
y-vertex, i.e. D1(x1) = D2(y1) = 0, the conditions (3.18) of singular point are
satisfied, and according to the proposition 7 either the curve is irreducible, or x1
and y1 are multiple zeros of the discriminants D˜1(x) and D˜2(y), respectively, and
this singular point is unique. In both cases, we observe either the case III of John’s
list of dynamical system behaviors and of a breakdown of smoothness of the curve
or a case of degeneration. In this work we do not consider these cases. Some
examinations were conducted in the work [39].
Note also that the statement 7 and proposition 15 of the subsection 3.4 imply
Proposition 24. For any two conics that are in one of generic dispositions 1)-5),
there exist real linear-fractional changes R1, R2 of real parameters x = R1(x¯),
y = R2(y¯), such that the corresponding reduced biquadratic curve C will have one
of the canonical form (i), (ii) or (iii) of the subsection 3.4. Here the disposition 1)
corresponds to the case (iii), −2 < bˆ < 2 ; the disposition 2) corresponds to the case
(iii), bˆ > 2; the disposition 3) corresponds to the case (iii), bˆ < −2; the disposition
4) corresponds to the case (i), c = 1, b˜ > 2; the disposition 5) corresponds to the
form (ii), c = −1; the disposition 0) corresponds to the case (i), a > 0, c = 1 with
the condition of disappearence b˜ < 2 i.e. b2 < (a+ 1)2.
4.5. Periodicity of Poncelet mappings. Now we can apply the John mapping
T in order to construct two sequences of points xn and yn on conics A and B.
According to proposition 20 of the subsection 4.3, the Poncelet mapping UB gives
us (and can be obtained from) the mapping U : C˜ → C˜ that coincides with the
John mapping T on the curve C (1.4). Therefore the periodic trajectories in the
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Poncelet problem correspond to closure orbits of the John dynamical system. Thus,
we obtain the main result
Proposition 25. The Poncelet problem in a generic setting is periodic if and only
if the John mapping on the corresponding biquadratic curve (4.5) is periodic, and
then their periods are coincide.
Explicit answers for the John mapping were given above, in propositions 15, 18,
19. We obtain
Proposition 26. Dispositions 1)-5) of the previous subsection correspond to cases
1)-5) of the proposition 15. The conditions (3.41), (3.49)-(3.51) are criteria of
periodicity of the Poncelet mapping U in corresponding cases.
Note that last proposition implies the statement of the big Poncelet theorem.
Since the Poncelet problem is invariant under the arbitrary projective transfor-
mation of the plane (ξ, η) we can reduce the conics A and B to some simpler shapes.
We will consider the following possibilities:
(i) If we reduce A and B to concentric quadrics determined by the equations
ξ2/a1 + η
2/b1 = 1, ξ
2/a2 + η
2/b2 = 1.
Then the parameterization will take the form:
ξ = 2a
1/2
1 y/(1 + y
2), η = b
1/2
1 (1 − y2)/(1 + y2)
for the conic A and
ξ = 2a
1/2
2 x/(1 + x
2), η = b
1/2
2 (1 − x2)/(1 + x2)
for the conic B. It can be easily verified that the polynomial Z(x, y) defined by
(4.5) can be reduced in this case to the simplest Euler-Baxter form:
Z = x2y2 + 1 + a(x2 + y2) + 2bxy
with complex coefficients.
Hence, in this case, we have a simple form solution of the Poncelet problem, as
above (see (3.39)):
xn =
√
k sn(h(n+ s0); k), yn =
√
k sn(h(n+ s0 + 1/2); k). (4.13)
Parameters ai and bi can be specialized even further. For instance, it is possible
to choose a2 = b2 = 1 reducing B to a unit circle. This choice corresponds to the
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so-called Bertrand model of the Poncelet process [49]. If the second conic is an
ellipse ξ2/a21 + η
2/b21 = 1, a1 > 1, b1 < 1, then the formula (4.5) gives a bounded
curve of the form
x2y2 +
1 + b1
1− b1 (x
2 + y2)− 4a1
1− b1xy + 1 = 0. (4.14)
In this case the points xn are isomorphic to the godograph distribution of spins in
the classical XY -chain (see section 7.1 and [26]). Another possible choice a2−a1 =
b2 − b1 corresponds to the confocal quadrics. In this case the Poncelet problem is
equivalent to the elastic billiard [57], [40].
(ii) Let us consider a possibility of reducing the conics B and A to two parabolas
in the euclidean plane (ξ, η). One of the conics, say B, can be fixed by the chooing
ξ = x, η = x2, whereas the other parabola remains arbitrary: ξ = F1(y)/F0(y), η =
F2(y)/F0(y), where F0(y) = (ay + b)
2 is square of a linear function (this is a
characteristic property of any parabola). Then we obtain
Z(x, y) = x2F0(y)− 2xF1(y) + F2(y). (4.15)
Performing additional projective (complex) transformation of the variable y, we can
fix polynomials F1(y), F2(y), and F0(y) in such a way that the polynomial Z(x, y)
becomes symmetric in x, y. Then Z(x, y) can be reduced to the form
Z = (xy + (x+ y)y0 + g2/4)
2 − (x+ y + y0)(4xyy0 − g3), (4.16)
where g2, g3 are two remaining (arbitrary) independent parameters of the polyno-
mial Z.
In this case, we obtain the Poncelet points parameterized by the Weierstrass
function
xn = A1℘(h(n+ s0)) +A0, yn = A1℘(h(n+ s0 + 1/2)) +A0.
As we will see in subsection 7.2, the biquadratic curve of a similar form appears for
the phase portrait of the elliptic solution of the Toda chain.
Finally, we note that when F0 = const and F1(y) is a linear function in y, then
the axis of the parabola A is parallel to that of the parabola B. But then the curve
Z(x, y) = 0 describes some arbitrary conics in the coordinates x and y with the
omitted x2y2, x2y, and xy2 terms.
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4.6. Cayley determinant criterion. Let A,B be some arbitrary conics, as de-
scribed in previous section. Recall that all tangents pass through points of the
conic A, whereas all vertices lie on conic B (it is possible to assume that the conic
A is located inside the conic B). Let MA and MB be 3 × 3-matrices describing
conics (i.e. corresponding quadratic forms) in the projective coordinates x0, x1, x2.
This means that if the conic A is a unit circle x2 + y2 = 1, and the conic B is a
concentirc circle of radius R, then the quadratic forms for A,B take the form
x21 + x
2
2 − x20 and x21 + x22 −R2x20. (4.17)
The corresponding matrices MA,MB are diagonal:
MA = diag(1, 1,−1),MD = diag(1, 1,−R2).
Compute the characteristic determinant
F (z) = det(A− zB). (4.18)
Clearly, F (z) is a cubic polynomial. This polynomial is invariant with respect to
any similarity transformation A→ S−1MAS, B → S−1MBS with a nondegenerate
matrix S. As is well known, for a pair of quadratic forms, in general, apart from de-
generate cases, there exist a transformation, which reduces both forms to a diagonal
form at the same time. The roots zi, i = 1, 2, 3 of the polynomial F (z) have a simple
meaning. If the matrix MB is reduced to identity matrix (i.e. MB = diag(1, 1, 1)),
then z1, z2, z3 are diagonal elements (eigenvalues) of the matrix A.
The first step in the Cayley criterion is the Taylor expansion of the square root
of the polynomial F (z):
√
F (z) = c0 + c1z + c2z + · · ·+ cnzn + . . . (4.19)
Then we compute the Hankel-type determinants:
H(1)p =
∣∣∣∣∣∣∣∣∣∣∣
c3 c4 . . . cp+1
c4 c5 . . . cp+2
. . . . . . . . . . . .
cp+1 cp+2 . . . c2p−1
∣∣∣∣∣∣∣∣∣∣∣
, p = 2, 3, 4, . . . (4.20)
and
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H(2)p =
∣∣∣∣∣∣∣∣∣∣∣
c2 c3 . . . cp+1
c3 c4 . . . cp+2
. . . . . . . . . . . .
cp+1 cp+2 . . . c2p
∣∣∣∣∣∣∣∣∣∣∣
, p = 1, 2, 3, . . . (4.21)
Then the Cayley criterion [13], [28] becomes:
Statement 8. The trajectory of the Poncelet problem is periodic with the period
equal to N if and only if H
(1)
p = 0 for N = 2p and H
(2)
p = 0 for N = 2p+ 1. For a
modern proof of the Cayley criterion, see [28].
Illustration. Let us take once again the simplest case of two circles (4.17) with
radii 1 and R. Then obviously,
F (z) = (z − 1)2(zR2 − 1). (4.22)
The first nontrivial Taylor coefficients of
√
F (z) are c2 = R
2(R2 − 4)/8 and c3 =
R4(R2 − 2)/16. The case c2 = 0 means that R = 2, which corresponds to a
perfect triangle-shaped trajectory. The case c3 = 0 means that R = 2
1/2, which
corresponds to a square-shaped trajectory.
5. The Pell-Abel equation
5.1. Historical notes on the Pell-Abel equation and some equivalent prob-
lems of calculus. The Pell equation
P 2 −RQ2 = L (5.1)
is the well-known Diophantus equation, where for a given integer number R, which
is not a square, one seeks integers P,Q,L satisfying the equation.
It was established that L. Euler had attributed this equation to Pell by mis-
understanding. Actually the equation (5.1) arose and was studied in works of an
Indian mathematician Brahmagupta as far back as 1000 years ago, i.e. before Euler
(about 600 years earlier), and also in works of Euler’s predecessors (P. Fermat was
among them). Moreover, there is even a famous problem by Archimedes related to
a so-called Pell equation (Archimedes’ cattle problem, see [64]).
Theory of the Pell equation is well-known ([44]); note only that the standard
theory of the equation (5.1) establishes a connection with a continued fraction of
the number
√
R.
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The equation (5.1) in a ring of polynomials R[t] or C[t] of one variable with
a constant L is called the Pell-Abel equation (it also appears under the names
of ”Abel equation” and ”Pell equation for polynomials”). This equations arose
in Abel’s work of 1826 year, in which he studied representation of the primitive∫
ρ(t)/
√
R(t) dt through elementary functions; here ρ,R are polynomials. N.H.
Abel proved that if this primitive can be represented by logarithm and rational
functions of t and
√
R, then one can find polynomials P,Q and a number A such
that
∫
ρ√
R
dt = A ln
P +
√
RQ
P −√RQ. (5.2)
Here the degree of R is even: degR = 2m, deg ρ = m − 1 and ρ/A = 2P ′/Q.
The main point of Abel’s considerations was that the polynomials P and Q satisfy
the equation (5.1) with L = 1. And conversely, if the polynomials P and Q satisfy
the equation (5.1) with L = 1, then the equality (5.2) holds with ρ = 2P ′/Q and
A = 1.
Thus, the solvability of the Pell-Abel equation plays a role an integrability cri-
terion of the Abel differential. It is well-known that Liouville and successors later
showed that if the integral on the left-hand-side part of (5.2) with some ρ and R
can be expressed via elementary functions, then the right-hand-side part must have
appearance (5.2) with some P and Q and the same ρ. Note also that Abel gave
one more criterion for the representation (5.2), namely, it was stated that the for-
mula (5.2) holds, iff a polynomial continued fraction of the function
√
R is periodic.
Thus, the solvability of the Pell-Abel equation also plays a role of a criterion of
periodicity of the continued fraction.
Let us consider one more classical problem – Chebyshev’s problem of a search for
a polynomial of least deviation. Let us consider a system of l closed intervals on the
real axis I = [−1, 1]\
l−1⋃
j=1
(aj , bj) and the following problem. One seeks a polynomial
of the given degree n with a unit leading coefficient that has a least deviation on
the set I, i.e. one seeks a minimum of the functional ‖tn−Pn−1(t)‖C(I). A general
polynomial Pn−1(t) runs a finite-dimensional lineal space, and, hence, the problem
can be interpreted as a problem of search for an element in a finite-dimensional
lineal subspace of the Banach space, which is nearest to the given element. But
because the space C(I) is not reflexive, such nearest element does not necessarily
exist.
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Using a method that goes back to P. L. Chebyshev, existence of such minimal
polynomial was proven in [2].
Further, if the polynomial Pn−1 is minimal on the set I, then, possibly, it will
also be minimal on some greater closed subset E ⊂ [−1, 1]. Such a wider subset
E = [−1, 1] \
m−1⋃
j=1
(αj , βj) is called a n-right extension of the set I [50]. If now
one takes a polynomial R in the form R = (t2 − 1)
m−1∏
j=1
(t− αj)(t− βj), then, as it
was already proven, the solvability of the Pell-Abel equation (5.1) with unknowns
P (t), Q(t), L = const > 0 is equivalent to the statement, that the set E is n-right
extension of the set I. In addition, the polynomial P gives a solution of the extremal
problem, and the number
√
L is a least deviation (minimum of the norm) [50].
It is interesting to note that, in this case, the subset E is continuous spec-
trum (which is absolutely continuous and two-valued) of some bi-infinite Jacobi
(3-diagonal) self-ajoint real periodic matrix in the space l2 if and only if the
set E is n-right or, equivalently, if the Pell-Abel equation (5.1) is solvable (see
references in [50]). Note that the Chebyshev problem will be obtained for the
case of one interval E = [−1, 1], R = (1 − t2), and the Akhiezer’s problem –
for the case of two intervals (degR = 4) and a polynomial of the fourth order
E = [−1, a] ∪ [b, 1], a < b, R = (1 − t2)(t− a)(t− b). Note that there exist several
solvability criteria for the Pell-Abel equation with a polynomial corresponding to
the Akhiezer problem; among them is the well-known Zolotarev porcupine (see, for
instance, [42]).
5.2. Connection between the Poncelet problem and the Pell-Abel equa-
tion. The solvability of the Pell-Abel equation
P (t)2 −R(t)Q(t)2 = L2 (5.3)
with the polynomial R of an even order, as was noted above, has several equivalent
formulations ([50]). In the work of V.A. Malyshev [42], there is a new solvability
criterion given in an algebraic form that we will formulate for a case, interesting
for us, of the fourth order R = t4+ d1t
3+ ...+ d4. Let us expand the root
√
R into
the Laurent series in some neighborhood of infinity:
√
R =
∞∑
j=−m
Cjt
−j (5.4)
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and construct a determinant of the Hankel type:
Γk =
∣∣∣∣∣∣∣∣∣∣∣
C1 C2 . . . Ck
C2 C3 . . . Ck+1
. . . . . . . . . . . .
Ck Ck+1 . . . C2k−1
∣∣∣∣∣∣∣∣∣∣∣
, k = 1, 2, 3, . . . (5.5)
The Malyshev criterion ([42]) states:
Statement 9. The Pell-Abel equation (5.1) with the polynomial R of the fourth
order has, as a solution, some polynomials P and Q of orders k + 2 and k if and
only if Γk = 0.
Our observation is following. Let consider the Pell-Abel equation (5.3) with R of
the fourth order and let λ1 be one of roots of the polynomial R(t). Let us perform
a shift of the parameter t → t + λ1 (i.e. t = t˜ + λ1). A new Pell-Abel equation
(5.3) will also be solvable. Now let us apply the Malyshev criterion to the new
equation and let the coefficients Cj be coefficients of the Laurent series of the root√
R(t+ λ1). Then, the equality Γk = 0 is necessary and sufficient for solvability of
the equation (5.3) with the given orders of polynomials P,Q. On the other hand,
let us perform the change of variable s = 1/(t − λ1), t = λ1 + 1/s in the initial
setting. Then we obtain
R(t) = F (s)/s4 (5.6)
with a polynomial F (s) of the third order and therefore
√
R =
√
F (s)/s2. Note
that the polynomial R can be restored from F by the inverse transformation:
R = t4F (1/t) = t(z1t− 1)(z2t− 1)(z3t− 1), (5.7)
where z1, z2, z3− roots of the polynomial F of the third order. The polynomial F
can be generated by formula F = det(A − zB) and matrixes A = diag(z1, z2, z3),
B = diag(1, 1,−1) that are built by quadratic forms z1x21+z2x22+z3x20 and x21+
x22 − x20 of the conics
z1x
2 + z2y
2 + z3 = 0, x
2 + y2 = 1. (5.8)
The expansion (4.19) of the root
√
F (s) gives us the expansion
√
F (s)/s2 =
c0/s
2+ c1/s+ c2+ · · ·+ cnsn−2+ . . . which, after an inverse change, can be written
as √
R(t+ λ1) = c0t
2 + c1t+ c2 + c3/t+ · · ·+ cn/tn−2 + . . . .
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We see that C1 = c3, C2 = c4, ... and that the determinant (4.20) coincides with the
determinant (5.5), i.e. the Caley criterion for the case of an even period with the
polynomial F coincides with the Malyshev’s criterion for the equation (5.3) with
the polynomial R. We have proven
Proposition 27. Let the Poncelet problem for the given conics A and B generate a
polynomial F of the third order by formula (4.18) and a polynomial R by formula
(5.6). Then the equation (5.3) with polynomial R of the fourth order is solvable, if
the Poncelet problem is periodic with an even period. Conversely, for a given real
polynomial R of the fourth order without a constant term, one can build a pair
of conics A and B, so that the Poncelet problem (generated by polynomial F by
means of formulas (4.18) and (5.6)) is periodic with an even period, if the equation
(5.3) with polynomial R is solvable.
Now the proposition 19 gives us solvability criteria for the Pell-Abel equation
(5.3).
6. Criterions of uniqueness breakdown for the Dirichlet problem
and Ritt’s problem
In this section we will give criteria of solution uniqueness for the Dirichlet prob-
lem (1.1),(1.2) and show how to construct a system of some special solutions in
the case of the non-unique the Dirichlet problem for the string equation. We will
describe a method that can be applied to a slightly more general class of curves
than biquadratics.
We will consider the Dirichlet problem (1.1),(1.2) in the classical setting (2.2),
if the curve C is bounded, and in the modified setting (2.3), if the curve C is
unbounded, because we will need an application of the proposition 1.
To remind, in subsection 3.5 we considered an even periodic meromorphic func-
tion φ(z) with some (complex) period T and a complex curve C˜ ⊂ C2 described
parametrically as
x(t) = φ(t), y(t) = φ(t+ ε), t ∈ C (6.1)
with the property (3.35), ε is a nonzero complex parameter. We considered also a
real curve C = C˜ ∩ R2 given by means of a contraction of the functions x, y on a
set S ∈ C. We saw that the curve C˜ is symmetric with respect to the line y = x,
the complex John mapping T is equivalent to a shift of the parameter t by the
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step −2ε, and the periodicity condition of the complex John mapping has the form:
2nǫ = mT with some integer n,m.
We assume also (this is a very strong restriction, as we will see soon) that the
function φ(z) possesses the nontrivial multiplication property:
φ(nz) = Rn(φ(z)), n = 1, 2, 3, . . . (6.2)
where Rn(z) is a family of rational functions of the argument z (by definition,
R1(z) = z, but for other n = 2, 3, . . . the expression and even the degree of Rn(z)
can be non-obvious). We will consider the condition
∀x ∈ R, Rn(x) 6=∞ (6.3)
Consider the complex setting (2.6) of the homogeneous Dirichlet problem. Now
the sufficient condition of the uniqueness of the Dirichlet problem from proposition
2 requires the transitivity of T that implies that for any integers n and m, we have
2nε 6= mT .
Now let us assume that this condition is not fulfilled, i.e. for some integers N,M ,
we have the condition
2Nε =MT (6.4)
We will show that in this case the problem is, indeed, non-unique and we will
construct explicitly a system of explicit solutions
Φn(x, y) = fn(x) + gn(y), n = 1, 2, . . . (6.5)
for the string equation in the domain bounded by the curve C.
As the rational functions Rn(z) are assumed to be non zero, bounded on R
2 and
non-constant, then the function Φ(x, y) = fn(x) + gn(y) = R2nN (x) − R2nN (y) is
obviously nonzero and smooth in R2. So we should verify the Dirichlet boundary
condition Φ(x, y) ≡ 0 in all points of the curve C. Indeed, for any point t on the
curve, we have
fn(x(t)) + gn(y(t)) = R2nN (x(t))−R2nN (y(t)) = φ(2nNt)−φ(2nNt− 2nNε) = 0,
where we utilized properties (3.34), (6.2) and (6.4). Hence, the function Φn(x, y)
is identically zero in all points on the curve C.
We proved the following
Proposition 28. Under the condition (6.4), for the curve C we can choose
fn(x) = R2nN (x), gn(y) = −R2nN (y), (6.6)
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where Rn(z) are rational functions defined by (6.2) with the property (6.3). This
will provide a non-zero solution (6.5) of the Dirichlet problem in the complex setting
(2.6). If, in addition, the condition (6.3) is fulfilled then the obtained solution
satisfies the modificed setting (2.3) and, furthermore, if the curve is bounded, then
we will have a classical solution in the interior of the curve C, i.e. in the setting
(2.2).
First, we will illustrate how this theorem works in simplest case, when the curve
C is an ellipse. In this case, we can choose the parameterization
x(t) = cos(t), y(t) = cos(t+ ε) (6.7)
with some parameter ε. Note that an ellipse described by (6.7) has semiaxis a =
√
2 cos(ε/2), b =
√
2 sin(ε/2), one of which is inclined by the angle π/4 with respect
to axis x.
Now the John criterion (6.4) of solution uniqueness becomes
ε 6= Nπ/M. (6.8)
Otherwise, assume that ε = Nπ/M for some positive integers N,M . The function
cos z satisfies all the needed conditions; moreover, we have
cos(zn) = Tn(cos(z)), n = 1, 2, . . . (6.9)
where Tn(x) are the Chebyshev polynomials of the first kind, hence the proposition
28 gives us explicit solutions in this case
fn(x) = T2Nn(x), gn(y) = −T2Nn(y), n = 1, 2, . . . (6.10)
Thus, in the case of nonuniqueness of the Dirichlet problem for an ellipse we
obtain a denumerable family of polynomial nonzero solutions inside the ellipse.
Let C be the biquadratic curve. To begin with, let us consider the case (3.42) of
subsection 3.5: a > 0, c = −1. Here the curve is parameterized via
x = φ(t) =
√
k
k′
cn(t; k), y = φ(t+ η) =
√
k
k′
cn(t+ η; k).
An easy analysis shows that the last curve will be real for real t and real η. For the
elliptic cosine, there exist well-known multiplication formulas
cn(2mz) = T 1m(cn
2 z), cn((2m+ 1)z) = cn z T 2m(cn
2 z)
with some rational functions T 1n(z), T
2
n(z). Poles of the function cn(z) lie on the
line Im t = K ′; therefore, the condition (6.3) holds, the curve C is bounded in
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this case and the proposition 28 states that the condition (3.49) is sufficient for
uniqueness breakdown for the Dirichlet problem in the classical setting. Necessity
of the condition (3.49) follows from the proposition 1 (for details, see [55]).
In a similar way, all other cases can also be considered (it was done in works
[18],[11],[55]). Thus, we will formulate the final result as follows:
Proposition 29. The conditions (3.49)-(3.51) are criteria of uniqueness breakdown
for the Dirichlet problem (1.1),(1.2) in the corresponding cases (3.42)-(3.48) of the
biquadratic curve in a canonical form. The solutions are understood in the modified
setting (2.3) of the Dirichlet problem, and for cases of the bounded curve C − in the
classical setting (2.2). Under the condition, there is a denumerable set of linearly
independed analytical solutions of the homogeneous Dirichlet problem.
Now we can consider the problem: what is the most general class of even periodic
functions φ(z) with the property (6.2)? This problem has solved by Ritt in 1922
[48]. The list of such possible functions includes two generic cases:
(i) φ(z) = a cos(z)+bc cos(z)+d with arbitrary a, b, c, d;
(ii) φ(z) is a generic even elliptic function of the second degree, i.e. φ(z) =
a℘(z)+b
c℘(z)+d , or, equivalently, φ(z) = κ
σ(t−e1)σ(t+e1)
σ(t−e2)σ(t+e2)
with arbitrary parameters a, b, c, d, κ, e1, e2.
Parameters g2, g3 of the Weierstrass functions are arbitrary (equivalently, periods
2ω1, 2ω2 are arbitrary).
There are also three exceptional cases connected with elliptic functions with
certain restrictions imposed upon their parameters:
(iii) φ(z) = a℘
2(z)+b
c℘2(z)+d with arbitrary a, b, c, d but with the restrictions that g3 = 0
and g2 is an arbitrary real. In this case, the fundamental parallelogram of periods
2ω2, 2ω3 is a simple square. Such case corresponds to the so-called lemniscatic
elliptic functions.
(iv) φ(z) = a℘
3(z)+b
c℘3(z)+d with arbitrary a, b, c, d but with restriction g2 = 0 and g3
arbitrary real. In this case, the period lattice has the hexagonal symmetry. Such
case corresponds to the so-called equianharmonic elliptic functions.
For the equianharmonic case, Ritt found one more case when φ(z) is a linear
rational combination of the Weierstrass function ℘′(z), but in this case the function
φ(z) is not even, and we can omit this case.
The case (ii) corresponds to our problem in biquadratic. Thus, in the case of
non-uniqueness, we have the solution
fn(x) = R2nN (x), gn(y) = −R2nN (y), (6.11)
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where Rn(z) are rational functions defined as (6.2). Note that in contrast to the
trigonometric case (i.e. φ(z) = cos(z)), there exist no simple explicit expressions
for Rn(z) for arbitrary n.
What about cases (iii) and (iv)? In these cases, the curve C is described by
an algebraic equation of degree greater than four. Consider, for example, the case
(iii) and assume for simplicity that φ(z) = ℘2(z). We seek an algebraic equation
f(x, y) = 0 for the curve C described parametrically as x(t) = ℘2(t), y(t) =
℘2(t + ǫ). This equation can be easily derived from the addition theorem for the
Weierstrass function. We will not write it down explicitly, but, instead, we will only
mention that the degree of this equation is eight. Similarly, for the case (iv), we
obtain the algebraic curve described by a polynomial F (x, y) of the overall degree
of 12. But we should note that the John condition of intersection at no more than
two points with vertical and horizontal lines is not satisfed and here we do not have
a sufficient condition of solution uniqueness for boundary value problems.
7. Related problems of mathematical physics
7.1. Classical Heisenberg XY spin chain. There is an interesting relation to
the classical Heisenberg XY spin chain [26], which is a system of two-dimensional
unit vectors (”spins”) ~rn = (xn; yn), |~rn| = 1 with the energy of interaction given
as
E =
N−1∑
n=0
(~rn, J~rn+1), (7.1)
where J = diag(J1, J2) is a 2-by-2 diagonal matrix. The problem here is to find
static solutions that provide a local extremum to the energy E. As was shown
in [26], this problem is equivalent to finding solutions of the systems of non-linear
vector equations in the form:
(~rn, J(~rn−1 + ~rn+1)) = 0, n = 1, 2, . . . , N − 1. (7.2)
Below we will select cases of a closed chain, in which ~r0 = ~rN for some N . Based
on this, it will be assumed that J1 = 1, J2 = j > 1. Among all the solutions of
(7.2), we choose the so-called regular solutions [26], satisfying the condition:
~rn−1 + ~rn+1 6= 0. (7.3)
Then it is possible to show that the scalar product
W = (~rn, J~rn+1) (7.4)
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does not depend on n and, hence, it can be considered as an integral of the system
(7.2). It is sufficient to construct general regular solutions [26], which will be of
two types. The choice of the solutions depends on the value of the integral W . If
|W | < 1/j then
xn = cn(q(n− θ); k), yn = sn(q(n− θ); k), (7.5)
where parameters k, q can be found from
dn(q; k) = 1/j, k2 =
1− j−2
1−W 2 . (7.6)
If 1/j < |W | < 1 then
xn = dn(q(n− θ); k), yn = k sn(q(n− θ); k), (7.7)
where
cn(q; k) = 1/j, k2 =
1−W 2
1− j−2 . (7.8)
In both cases, the parameter θ is an arbitrary real number depending on an
initial condition. If the chain is periodic, then we will have
qN = 4Km1 + 2iK
′m2 (7.9)
which coincides with (3.40). The reason for such coincidence can be described as
follows.
Let us consider an equation of the following integral
xnxn+1 + j
−1ynyn+1 =W (7.10)
with a fixed value W . The equation (7.10) can be reduced to the algebraic form
(3.28) by a standard substitution (stereographic projection from a unit circle to a
line):
xn =
1− u2n
1 + u2n
, yn =
2un
1 + u2n
It is easy to see that the variables un, un+1 lie on the Euler-Baxter biquadratic
curve
u2nu
2
n+1 + 1 + a(u
2
n + u
2
n+1) + bunun+1 = 0
with parameters a, b simply related to the ”physical” parameters j,W .
Then it can be easily verified that finding solutions (step-by-step) of equations
(7.2) for the regular solutions is equivalent to finding points M2,M3, . . .MN for the
John algorithm. Note that arguments similar to those in the formula (3.41) ) allow
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concluding that the parameters q and θ must be real; hence, the condition (7.9)
takes the form
q
4K
=
m1
N
. (7.11)
Thus, static regular solutions for the closed finite classical Heisenberg XY -chain
are equivalent to periodic solutions of the John algorithm for the Euler-Baxter
biquadratic curve, or, equivalently, to finding periodicity condition of the Poncelet
process for a unit circle x2+ y2 = 1 and a concentric conic x2/ξ1+ y
2/ξ2 = 1. This
choice of conics corresponds to the Bertrand model of the Poncelet process [49].
This means that there exists equivalence between static periodic solutions of the
Heisenberg XY -chain and the Bertrand model of the Poncelet process.
7.2. Elliptic solutions of the Toda chain and the biquadratic curve. Now
we consider the Toda chain that is a discrete dynamical system consisting of two
sets un(t), bn(t) of complex variables depending on continuous parameter t and
discrete parameter n = 0,±1,±2, . . . . The equations of motion are [56]
b˙n = un+1 − un, u˙n = un(bn − bn−1) (7.12)
The Toda chain is one of the simplest and most and famous completely integrable
discrete dynamical systems (for the history of this model and a review of different
approaches, see [56]). Among numerous explicit solutions, there exist so-called
”elliptic waves” constructed for the first time by Toda himself [56]. We will give
the Toda elliptic solutions in somewhat different form which is more convenient for
applications (Toda used Jacobi elliptic functions, whereas we utilize the Weierstrass
functions).
Proposition 30. An elliptic solution for the unrestricted Toda chain can be presented
in the from
bn = ω
(
ζ(ωt− p(n+ 1) + r)− ζ(ωt− pn+ r)
)
− λ,
un = ω
2
(
℘(p)− ℘(ωt− pn+ r)
)
=
ω2
σ(ωt− p(n+ 1) + r)σ(ωt − p(n− 1) + r)
σ2(p)σ2(ωt− pn+ r) (7.13)
with arbitrary parameters ω, p, r, λ and arbitrary invariants g2, g3. Here ℘(z), σ(z),
ζ(z) are standard Weierstrass functions defined as in [59].
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Proof. The Toda chain equations (7.12) are verified directly by substitution using
well-known formulas [59]:
d
dz
ζ(z) = −℘(z), d
dz
lg σ(z) = ζ(z), ℘(x)− ℘(y) = σ(y − x)σ(x + y)
σ2(x)σ2(y)
Strictly speaking, the variable bn(t) is inessential - it can be eliminated from the
system (7.12). Thus, only the variable un(t) is considered as a ”true” Toda chain
variable (for details, see [56]).
Now we can construct the phase portrait for this variable. By the phase por-
trait, we will assume the plot constructed on the plane x, y, if one take points
P0, P1, P2, . . . with the coordinates P0 = (u0, u1), P1 = (u1, u2), . . . , Pn = (un, un+1).
The phase portrait is an indicator of integrability: if the system is integrable, then
the points Pi, i = 0, 1, . . . will fill some smooth curve. Otherwise, these points are
distributed quasi-stochastically (the so-called ”stochastic web” [21]). In our case,
the variable un(t) is given explicitly by (7.13), un+1(t) = un(t − p/ω) and, hence,
the points Pn = (un, un+1) fill the symmetric biquadratic curve in its canonical
form (3.24) by the proposition 9. The complex John algorithm in this biquadratic
curve is equivalent to passing from the point Pn to point Pn+1 and then to point
Pn+2. Note that the time parameter t describes a smooth motion along this curve
(Hamiltonian dynamics), whereas the John algorithm describes a ”discrete motion”.
The periodic case is defined by a positive integer N such that un(t) = un+N (t).
From (7.13) it can be seen that the periodicity condition is equivalent to
pN = 2m1ω1 + 2m2ω2 (7.14)
with some integers m1,m2. An important property of the elliptic Toda solutions
lies in the fact that the periodicity property (7.14) does not depend on the time
parameter t, i.e. if a periodic condition takes place for one value of t, then it also
holds for all others values of t. In terms of the (complex) John algorithm, that
means that a period of a point following the John mapping does not depend on a
choice of this initial point P0 = (u0(t), u1(t)) on the curve.
Comparing obtained formulas for un(t) with (4.15) and (4.16), it can noticed that
the elliptic solutions of the Toda chain give an interesting illustration of the Poncelet
theorem: periodic solutions (7.14) of the Toda chain correspond to periodicity of
the Poncelet process on two parabolas.
7.3. Elliptic grids in the theory of rational interpolations. In this section we
will describe briefly an interesting connection of the Poncelet problem with theory
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of the so-called admissible grids for biorthogonal rational functions. This subject is
important in the theory of rational interpolations. For further details and relations
with the theory of special functions, see, e.g. [41], [51], [52], [53], [62], [63].
Let us consider a set of rational functions Rn(x) of the order [n/n], which means
that Rn(x) are given by ratios of two n-th degree polynomials in x. It will be
assumed that all rational functions Rn(x) have only simple poles.
We take α1, α2, . . . , αn as n distinct prescribed positions of the poles of Rn(x).
Then Rn(x) can be written down through a sum of partial fractions
Rn(x) = t
(n)
0 +
n∑
i=1
t
(n)
i
x− αi (7.15)
with the coefficients t
(n)
i , i = 1, 2, . . . , n, playing the role of residues of Rn(x) at
the poles αi. The coefficient t
(n)
0 can be interpreted as limx→∞Rn(x).
Let x(s) be a ”grid”, i.e. a function in the argument s. We would like to
construct the so-called lowering operator Dx(s) in the space of rational functions
Rn(x) defined on this grid in the following way. As a definition of the lowering
operator Dx(s), we take a divided difference operator in the parameterizing variable
s, which obeys the following properties:
i) the grid x(s) is a meromorphic function of s ∈ C, which is invertible in some
domain of the complex plane;
(ii) for any function F (s) one has
Dx(s)F (s) = χ(s)(F (s+ 1)− F (s)),
where χ(s) is some function to be determined;
(iii) Dx(s)R1(x) = const, where R1(x) is an arbitrary rational function of the
order [1/1] with the only pole at x = α1;
(iv) the operator Dx(s) transforms any rational function Rn(x) with the pre-
scribed poles α1, . . . , αn to a rational function R˜n−1(y(s)) of the adjacent grid y(s)
with some other poles β1, . . . , βn−1;
(v) the operator Dx(s) is “transitive”: for any nonnegative integer j, the operator
D(j)x(s) defined as
D(j)x(s)F (s) = χj(s)(F (s+ 1)− F (s))
with some function χj(s) transforming any rational function Rn(x) with the pre-
scribed poles αj+1, . . . , αj+n to a rational function R˜n−1(y(s)) with the same adja-
cent grid y(s) and the sequence of poles βj+1, . . . , βj+n−1;
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(vi) we assume that the poles are nondegenerate: there are infinitely many dis-
tinct values of αn and βn and αn 6= αn+1, αn+2 and, similarly, βn 6= βn+1, βn+2 for
all n.
An important restriction is the condition of independence of Dx(s) on the order n
of a rational function. The problem is to deduce the functions χj(s) and x(s), y(s)
from the given set of requirements.
From the properties (i)-(iii) one can easily find
χ(s) =
(
1
x(s+ 1)− α1 −
1
x(s)− α1
)
−1
=
(x(s) − α1)(x(s + 1)− α1)
x(s)− x(s+ 1) . (7.16)
The function χ(s) is defined up to an inessential constant multiplier. Note that
from (ii), we have Dx(s)R0(z) = 0.
The most non-trivial problem in the construction of the operator Dx(s) consists
in establishing the properties (iv)-(v).
This problem was solved in [53]. It appears that the grid x(s) as well as the
grids y(s), αs, βs should belong to the class of elliptic grids. This means that they
should satisfy the biquadratic equation
A1x
2(s+ 1)x2(s) +A2x
2(s)x(s + 1) +A3x
2(s+ 1)x(s) +A4x(s+ 1)x(s) +
A5x
2(s+ 1) +A6x
2(s) +A7x(s+ 1) +A8x(s) +A9 = 0 (7.17)
with some constants Ai, i = 1, 2, . . . , 9. As we already know, this equation can
be parameterized in terms of the elliptic functions, and we, thus, arrive at elliptic
grids x(s). Thus, the elliptic grids x(s), y(s) are the most general grids to provide
existence of the lowering operator for rational functions.
In the theory of the rational (also called sometimes as the Cauchy-Jacobi or Pade´)
interpolation, these grids appear naturally for some class of self-similar solutions.
The Cauchy-Jacobi interpolation problem (CJIP) for the sequence Yj of (nonzero)
complex numbers can be formulated as follows [8], [43]. Given two nonnegative in-
tegers n,m, we choose a system of (distinct) points xj , j = 0, 1, . . . , n + m on
the complex plane. We seek polynomials Qm(x;n), Pn(x;m) of degrees m and n,
respectively, such that
Yj =
Qm(xj ;n)
Pn(xj ;m)
, j = 0, 1, . . . n+m (7.18)
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(in our notation we stress that, for example, the polynomial Qm(x;n), while being
of degree m in x, depends on n as a parameter).
It may be that a solution of the CJIP does not exist. In this case, it is reasonable
to consider a modified CJIP in the form:
YjPn(xj ;m)−Qm(xj ;n) = 0, j = 0, 1, . . . , n+m, (7.19)
where the polynomials Pn(x;m), Qm(x;n) can now be unrestricted. The problem
(7.19) always has a nontrivial solution. In an exceptional case, if the system (7.18)
has no solutions, some zeroes of the polynomials Pn(z;m) and Qm(z;n) coincide
with interpolated points xs. Such points, in this case, are called unattainable [43].
The CJIP is called normal, if the polynomials Qm(x;n), Pn(x;m) exist for all
values of m,n = 0, 1, . . . , and polynomials Qm(x;n), Pn(x;m) have no common
zeroes. This means, in particular, that the polynomials Qm(x;n), Pn(x;m) have no
roots, coinciding with interpolation points, i.e.
Qm(xj ;n) 6= 0, Pn(xj ;m) 6= 0, j = 0, 1, . . . n+m (7.20)
In a special case, in which there exists an analytic function f(z) of a complex
variable such that f(xj) = Yj , the corresponding CJIP is called the multipoint
Pade´ approximation problem [8].
It is possible to show that the Cauchy-Jacobi interpolation problem is equivalent
to the theory of biorthogonal rational functions [63]. The elliptic solutions (for the
first time obtained in work [51]) of this problem appear naturally, if the interpolated
function f(z) satisfies the so-called discrete Riccati equation [41]. Geometric inter-
pretation of obtained elliptic grids and their connection with the Poncelet problem
can be found in [41] and [53].
Note that if terms of degree > 2 are absent in (7.17) (i.e. A1 = A2 = A3 = 0),
then a corresponding grid is degenerated to the so-called Askey-Wilson grid [7],
which is the most general grid for orthogonal polynomials, satisfying a linear second-
order difference equation [60]. From geometrical point of view, the Askey-Wilson
grids correspond to the John algorithm for the second-degree curves (i.e. ellipsis,
hyperbola or parabola) [41].
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