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The existence of a one-to-one analytic transformation z++ w is established which 
takes a function of the form 
f(z, t) = $J + p(t) log z + z + z2$(z, t) 
into the canonical form 
f(z, t) = 9 + p(t) log w + c(t) + w, 
where z E C and t = (t, T) E C2. The coefficient functions a(t), B(t), A(t), and C(t) are 
analytic for small Itl, and satisfy a(O) = /J(O) = A(0) = C(0) = 0. The function $(z, t) 
is analytic in both z and t for small IzI and Itl. The transformation zo w is 
frequently needed in uniform asymptotic expansions of integrals. 0 1990 Academic 
Press, Inc. 
1. INTRODUCTION 
In the study of uniform asymptotic expansions, one is concerned with 
contour integrals of the form 
Z(L) = jc g(z)eY(=*‘) dz, (1.1) 
* This research was partially supported by the Natural Sciences and Engineering Research 
Council of Canada under Grant A7359. 
210 
0022-247X/90 $3.00 
Copyright 0 1990 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
TRANSFORMATION FOR ASYMPTOTIC EXPANSIONS 211 
where 1 is a large positive variable, t is an auxiliary parameter, and f(z, t) 
and g(z) are analytic functions of their arguments. For fixed t, the 
asymptotic expansion of Z(A) can often be found by the method of steepest 
descents, which shows that the major contributions to Z(n) come from the 
saddle points of f(z, t), i.e., the zeros of 13fiaz. In general, the saddle points 
depend on t. As t varies continuously, the saddle points may coalesce with 
each other, and the expansion obtained by the steepest descent method 
may become singular. To derive an asymptotic expansion for large 1 which 
is uniformly valid for t in a given domain, an important step is to trans- 
form the phase function f(z, t) into a canonical form. For instance, if @“/a; 
has exactly two simple zeros which, for some value of t (say t = 0), coalesce 
into a double zero, say at z = 0, then Chester, Friedman, and Ursell [ I] 
have shown that for small IzI and 1 tl, there exists a one-to-one analytic 
transformation z ++ u such that 
f(z, t) = $u’ - i(t)u + q(t), (1.2) 
where i(t) and q(t) are explicitly determined analytic functions of t. Their 
result was generalized by Levinson [3] in a non-trivial way, who showed 
that if f(z, t) has n - 1 coalescing saddle points, then f(z, t) can be locally 
mapped, in a one-to-one analytic fashion, to an nth order polynomial in z. 
In some more recent investigations in uniform asymptotic expansions, 
the phase functions f(z, t) that arise are no longer analytic in z. For exam- 
ple, in the case of the modified Bessel function K,(x) studied by Temme [4, 
Sect. 51, the large variable is x and the phase function is given by 
f(z, t) = z - t log[z(z + 2)], (1.3) 
where t = (v + 4)/x; and, in the case of the Laguerre polynomial L?‘(x), as 
n tends to infinity, Frenzen and Wong [2] encountered the phase function 
f(z, t) = z - t coth z, (1.4) 
where t =x/(4n + 2a + 2). Also, in [S, 61, Temme has derived formal 
asymptotic expansions in the case where the phase functions are given by 
t 
f(z, t) = z + - 
ez- 1’ (1.5) 
f(z,t, t)= -2rlog(l-ePI)+-&+-, 
l-z 4t 
f(z, t, 1) = t log - -;-log(1 -z). 
Z 
(1.6 
(1.7 
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The first two functions occur in the uniform asymptotic expansion of the 
confluent hypergeometric function U(a, b, x), as a + + co, where t = x/a 
and r = -b/2a; and the third function occurs in connection with the 
Laguerre polynomial L;‘(x) with t = x/(4n + 2a + 2) and z = cr/(2n + c( + 1). 
All those functions given in (1.3)-(1.7) are of the form 
f(z, t)=~+/?(t)10gz+z+z’$(z, t), (1.8) 
where t = (t, T), ct and /I are analytic functions oft with a(O) = p(O) = 0, and 
$(z, t) is an analytic function of (z, t) for small IzI and small Itl. Thus it 
would be desirable to have a result, corresponding to that of Chester, 
Friedman, and Ursell and its generalization by Levinson, which allows one 
to transform a given phase function one-to-one analytically into its canonical 
form 
A(t) w + B(t) log W + c(t) + W, 
where A, B, and C are analytic functions and A(0) = B(0) = C(0) = 0. The 
existence of such a transformation was established in [4] and [2] for the 
simpler cases (1.3) and (1.4), respectively, but was assumed in [S] and [6] 
for the more complicated cases (1.6) and (1.7). A rigorous proof for the 
case (1.6) has been given recently by Temme [7]. The case (1.5) follows 
from (1.6). 
The purpose of this paper is to construct the transformation mentioned 
above. Our argument is motivated by that of Levinson [3], and the precise 
statement of our result is given below. 
THEOREM. Let f(z, t) be given as in (1.8). Then there exists an analytic 
finctiort G(w, t) for small IwI and ItI such that G(0, t) = 0, G,(O, t) #O and 
setting z = G(w, t) in f(z, t) gives 
f(z, f)=fy + p(t) log W + c(t) + W, (1.9) 
where A and C are analytic functions for small ItI, and A(0) = C(0) = 0. 
2. Two PRELIMINARY LEMMAS 
The construction of the transformation z ++ w stated in Section 1 is 
accomplished by a process of successive iteration. This is similar to the 
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well-known method of successive approximation in the theory of differen- 
tial equations. To proceed, we need two preliminary results. The first one 
is taken directly from Levinson [3], and the second one corresponds to 
Lemma 2.2 in that paper. 
LEMMA 1. Let g(z, t) be analytic ,for ItI 6;’ and 1~1 6~. and let 
/gl<i><$. Then,for Itl<;‘andIzi<p 
24 = z + zg(z, t) (2.1 1 
has a unique inverse 
2 = u + uh(u, t) (2.2) 
\rith h analytic for ItI < 7, lzl < p( 1 - I.), and 
Ih(u, t)l $&<Zi. (2.3 1 
Moreover lj 
Izl 6 p( 1 - 23.) (2.4) 
then 
IuI 6lzl(l +jU)<p(l-i). (2.5) 
To state our second lemma, we first introduce some notations. A multi- 
index is an ordered pair a = (a,, az) of nonnegative integers a, and a2, and 
Ial denotes the sum a, + a2. If t = (7, t), then the monomial ts is defined by 
ta = fJI [a:. (2.6) 
Let a and b be two multi-indices with Ial > 0 and lb1 > 0, and let A 1 (t ), 
B(t), and C,(t) be analytic functions for /tl d ;’ with 
IAl(t)l GA,, IB(t)l d B. (2.7) 
Furthermore, let f,(u, , t) be given by 
.f,(U,.&y +tbB(t)logu,+C,(t)+u,C1+g,(u,,t)l, (2.8 
where g, is analytic in the region K, = {(Us, t): lull <p,, It/ <y) and 
Ig,(u,, t)l <A, < $. (2.9 
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Put 
A=A,(l+l)(l+$(l+$), (2.10) 
P=&(l-$(1-$(1-i). (2.11) 
We shall suppose that p1 < 1 and y is chosen sufficiently small so that 
3Ay Ia’ + 4By lb’ < $I’. 
LEMMA 2. Let fi and g, be given as above, and let 
u,=u,Cl +g1(u1, t)l 
and 
P2=P1(1-4). 
Then, in terms of u2, fi (ul, t) becomes 
f2(U2, t)=y + tbW lois ~2 + C,(t) + u,Cl + g,(u,, t)l, 
where A,(t) and C,(t) are analyticfunctionsfor ItI < y satisfying 
IA2(f)-Al(t)l <2A,4=44,12, i2=$, 
and 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
and g, is analytic in the region K, = {(u,, t): Iu21 < p2, ItI <r} satisfying 
I g2(u2, t)l <I,. (2.18) 
Proof By Lemma 1, Eq. (2.13) has an inverse given by 
ul= u2Cl +b(uz, t)l, (2.19) 
where h2 is analytic in K, and 
Mu,; t)l <A. (2.20) 
1 
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The result of Lemma 2 will be obtained by substuting (2.19) in (2.8). First, 
we write 
1 b(U2, t) 
1 + MU2, t) = ’ - 1 + h2(uZ, t) 
= 1 + H,(u,, t) (2.21) 
and expand H, as 
H2(u2, t) = Hy’(t) + H:“(t)u, + t2(u2, t)u;. 
From (2.20), it follows that 
(2.22) 
IH,(u,, t)l <$& < 21”,. 
‘1 
BY Cauchy’s inequalities, we also have 
IHi”‘(t)l G max lH,(u,, t)l < 22,) 
lH:“(t)l G-$ max IH2(u2, t)l G$. 
(2.23 )
(2.24) 
(2.25) 
A combination of (2.22), (2.24), and (2.25) gives 
ltz(uz, +:I < lHz(u2, t)l + IH$“(t)l + lH:l)(t)u,I <3 .2;1,. (2.26) 
In view of the maximum modulus theorem, we conclude 
152(%, t)l G 3.2M:. (2.27) 
In a similar manner, we write 
hid1 + hz(+, t)) = hid1 + hz(O, t)) + vz(u2, t)u,, (2.28) 
and apply the maximum modulus theorem to obtain 
IrlAuz, t)l G 2 max IWl + hz(%r f))l/p2 
with the maximum taken over all (uz, t) in K,. Since 
I4 
(2.29) 
Ih(l +z)l G IWl- MN G 1 _ /zI? IZI < 1, (2.30) 
we have from (2.20) and (2.29) 
/~2(u*, t)l,2.1.,<% 
P2 l-3*1 P2 
(2.31 I
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Upon substituting (2.19) in (2.8) fi(u,, t) becomes 
f2(u*, t)==y [l +H$O’(t)] + tblqq log 2.Q + c,(t) 
+ t”A,(t) ff:“V) +tbB(t) log(l +h,(O, t)) + u2[1 + g,(u,, t)], 
(2.32) 
where 
g*(u,, t) = taAl(t) 52(%? t) +tbw h(UZ? t). (2.33) 
In (2.32), use has been made of (2.21), (2.22), and (2.28). With 
AZ(f) = z4,(t)[ 1 + H;“‘(t)] (2.34) 
and 
C*(t) = c,(t) + ta‘4 * (t) H:“(t) + tb13(t) log( 1 + h,(O, t)), (2.35) 
Eq. (2.32) agrees with (2.15). The estimates in (2.16) and (2,17) follow 
immediately from (2.24), (2.25), (2.30), and (2.20). To prove (2.18), we use 
(2.27), (2.31), and (2.12), and recall that 0 <p < p2 < 1. This completes the 
proof of Lemma 2. 
3. PROOF OF THE THEOREM 
To prove the theorem, we observe that the coefficient functions a(t) and 
P(t) in (1.8) vanish at t = 0. Thus there exist multi-indices a and b such that 
/a( >O, lb/ >O, and 
a(t) = PA,(t), b(t) = tbB(t). (3.1) 
This implies that the function f in (1.8) is already in the form of fi given 
in (2.8) with ui =z, C,(t) =O, and g,(u,, t) =z$(z, t). By Lemma 2, f, 
(and hence f) becomes f2 given in (2.15), where 
IAz(t)l <A,(1 +2&)=J42, (3.2) 
on account of (2.34) and (2.24). Now let 
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and apply Lemma 2 with all subscripts increased by 1. The result is that f> 
becomes 
.f;(ZQ, t) =y +tbB(t)logu~+C~(t)+u~C1 +R3(&, t,l 
for ItI 6 ;’ and 1~~1 <p3 = pz( 1 -A,), where 
IA,(t)--A,(t)1 <2A,i,=4A,i,. j3 = 2. 2 
and 
It,(t)-c,(t)1 d y :“+4Bp) i,, 
i 
Ig3(u3, t)l Gj-,. 
Repeating this process k - 1 times shows that ,f,(u,, t) and hence f(:, t) 
is equal to 
.fk(Uk, t)=Y +tbB(t)loguk+Ck(t)+uk[l+~&k,t)] (3.3) 
for ItI dy and IukI dp,, where 
IAdt)l <A,-,(1 +23., ,)=A, (3.41 
IA,(t)-A, I(t)l~2A,~,i,,~,dAi., ,= ... =A& (3.5) 
(3.6) 
and 
pk=pk *(l-1&, )>P,(l-~)(l-~)...(l-~)>p. (3.7) 
In (3.5), we have made use of the fact that 
2A, , =2Akpz(l +21, J= ... =A,2(1 +2E,,)(l +2&)...(1 +2i., z) 
(3.8 ! 
Furthermore, 
u,=u,p,cl +g,-,(u,- ,. t,] (3.9) 
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and 
I&-1(kl,f)l d&-l <+k (3.10) 
In (3.3), we shall eventually let k tend to infinity. From (3.5) and (3.6), 
it follows that Ak(f) and C,(t) converge uniformly in ItI <y, and conse- 
quently the limits A(t) and C(t) are analytic for ItI <y, 
To show that uk also tends to a limit as k + co, we recall from Lemma 1 
that if lull <pl(l -21,) then u2 is an analytic function of U, with 
Iul( <pl(l --A,)=P~. Hence, if lull <pl(l -2A,)(l-21,), then luZl < 
pl(l - A,)(1 -2A,)= pZ(l -21,). In the same manner, us is an analytic 
function of u2 with 1~~1 <pZ(l --A2)%pp3, if luZl <pZ(l -21,). Therefore, ug 
is an analytic function of ul, if I u1 I < p 1 (1 - 21 1 )( 1 - 21,). By induction, uk 
is an analytic function of u1 with I ukl < pk, if 
lull dpl(l-2&)(1-2&)...(1-21,-,)>p. 
We shall write 
Uk = Jk(Ul, t) 
for ItI <y and lull <p. From (3.9) and (3.10), we have 
(3.11) 
(3.12) 
(3.13) 
which of course implies that the sequence 
J/Au,, t)= 2 CJA u1, t)--i-,(%, t)l +J,(%, t) 
i=2 
(3.14) 
converges to a limit J(u,, t). Since the convergence is uniform, the limit 
function J(u,, t) is analytic for ItI <y and Jull <p. Recall that u1 =z (see 
the first paragraph of this section), and let 
w = J(z, t). (3.15) 
Since g,(u,, t) = gk(Jk(U1, t), t) tends to zero uniformly by (3.10), letting 
k+ cc in (3.3) gives 
f(Z, t)=e$ + tbB(t) log w + c(t) + w, (3.16) 
which is exactly the required result (1.9) with A(t) = PA(t). Note that 
b(t) = tbB(t); cf. (3.1). 
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To complete the proof of the theorem, it remains only to show that 
M’ = J(z, t) has an inverse z = G(w, t). Since J,(z, t) E z, we have 
J, V-4 t) = 0, aJ1 x (0, t)=I. 
From (3.9) and (3.12) it follows that 
J,(O, t) = 0 for all k 
and 
aJk yg (0, t)=!+ (0, tH1 + g, ,(O, t)) 
k-l 
= p1 (1 + giv4 t)). 
(3.171 
(3.18) 
By (3.10), lg,(O, t)l <2-‘-l. Therefore, the product in (3.18) converges 
uniformly for ItI 6 y, and the limit is not zero. Letting k -+ CC in (3.17) and 
(3.18) we obtain 
J(0, t) = 0 and $ (0, t) #O. 
This is sufficient to ensure that w = J(z, t ) has an analytic inverse 
z = G(w, t). 
REFERENCES 
I. C. CHESTER, B. FRIEDMAN, AND F. URSELL, An extension of the method of steepest descents, 
Proc. Cambridge Philos. Sot. 54 (1957) 599-611. 
2. C. L. FRENZEN AND R. WONG, Uniform asymptotic expansions of Laguerre polynomials. 
SIAM J. Math. Anal. 19 (1988), 1232-1248. 
3. N. LEVINSON, Transformation of an analytic function of several variables to a canonical 
form, Duke Math. J. 28 (1961), 345-353. 
4. N. M. TEMME, Laplace type integrals: Transformation to standard form and uniform 
asymptotic expansions, Quarf. Appl. Math. 43 (1985) 103-123. 
5. N. M. TEMME, Special functions as approximants in uniform asymptotic expansions of 
integrals; a survey, in “Special Functions: Theory and Computation,” Rendiconti del 
Seminario Matematico, Torino, 1985. 
6. N. M. TEMME, Laguerre polynomials: Asymptotics for large degree, in “Proceedings, 
2nd International Symposium on Orthogonal Polynomials and Their Applications” 
(F. Marcellan, Ed.), Segovia, Spain, 1986. 
7. N. M. TEMME, “Uniform Asymptotic Expansions of a Class of Integrals in Terms of 
Modified Bessel Functions, with Application to Confluent Hypergeometric Functions,” 
SIAM J. Math. Anal. 21 (1990) 241-261. 
