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Ra´d bych na tomto mı´steˇ podeˇkoval vsˇem, kterˇı´ mi s pracı´ pomohli, protozˇe
bez nich by tato pra´ce nevznikla.
Abstrakt
Bakala´rˇska´ pra´ce bude obsahovat strucˇny´ u´vod do teorie pravdeˇpodobnosti a
statistiky nutny´ k objasneˇnı´ principu statisticke´ho testova´nı´ hypote´z i samot-
nou mysˇlenku testova´nı´ jako analogii s metodou du˚kazu sporem . Da´le zde
budou popsa´ny nejcˇasteˇji pouzˇı´vane´ statisticke´ testy teoreticky i na prˇı´kladech.
Klı´cˇova´ slova: Testova´nı´ hypote´z, jednovy´beˇrove´ testy, dvouvy´beˇrove´ testy,
testy dobre´ shody
Abstract
Thesis will include a brief introduction to probability theory and statistics
necessary to clarify the principle of statistical hypothesis testing, and the very
idea of testing as an analogy with the method of proof reductio ad absurdum.
There will be described most commonly used statistical tests in theory and
examples.
Keywords: Hypothesis testing, one sample tests, two-sample tests, chi-squared
tests
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31 U´vod
V te´to bakala´rˇske´ pra´ci jsem se zaby´val testova´nı´m hypote´z, cozˇ je u´loha mate-
maticke´ statisiky, ktera´ umozˇnˇuje posoudit, zda zı´skana´ data odpovı´dajı´ prˇed-
pokladu, ktery´ jsme ucˇinili prˇed provedenı´m testu.
My´m cı´lem bylo vytvorˇit pra´ci, ktera´ by poskytovala prˇehled testu˚ probı´-
ra´ny´ch v kurzu statistiky a u kazˇde´ho z teˇchto testu˚ uve´st jejich konstrukci
spolecˇneˇ s na´zorny´mi prˇı´klady.
Druhy´m cı´lem bylo naprogramova´nı´ teˇchto testu˚ v Matlabu a uka´zat vy´-
pocˇet neˇktery´ch z vypocˇı´tany´ch prˇı´kladu˚ take´ v tomto prostrˇedı´.
42 U´vod do problematiky
2.1 Na´hodna´ velicˇina, distribucˇnı´ funkce
Na´hodna´ velicˇina je vy´sledek na´hodnı´ho pokusu, ktery´ je da´n rea´lny´m cˇı´slem.
Rozdeˇlujeme ji na diskre´tnı´ a spojitou na´hodnou velicˇinu.
Definice pravdeˇpodobnosti:
Definice 2.1 Necht’Ω je mnozˇina. Nazveme ji prostorem elementa´rnı´ch jevu˚ a jejı´
prvky nazy´va´me elementa´rnı´mi jevy. Da´le necht’A je syste´m podmnozˇin mnozˇiny
Ω, nazveme jej σ - algebrou jevu˚, splnˇujı´cı´ podmı´nky
• Jestlizˇe A1, A2, . . . ∈ A, potom
⋃∞
i=1Ai ∈ A,
• Jestlizˇe A ∈ A, potom Ω−A ∈ A.
Pravdeˇpodobnostı´ na prostoru elementa´rnı´ch jevu˚ Ω se σ - algebrou jevu˚ A nazveme
zobrazenı´ P : A → R splnˇujı´cı´ podmı´nky
• Pro kazˇde´ A ∈ A platı´ P (A) ≥ 0,
• P (Ω) = 1,
• JestlizˇeA1, A2, . . . ∈ A jsou po dvou disjunktnı´ mnozˇiny, potomP (
⋃∞
i=1Ai) =∑∞
i=1 P (Ai).
Usporˇa´danou trojici (Ω,A, P ) nazveme pravdeˇpodobnostnı´m prostorem.
Definice na´hodne´ velicˇiny:
Definice 2.2 Meˇjme pravdeˇpodobnostnı´ prostor (Ω,S,P). Na´hodna´ velicˇina X je re-
a´lna´ funkce X(ω) prvku˚ ω ∈ Ω ze za´kladnı´ho prostoru takova´, zˇe pro kazˇde´ rea´lne´ x (x
∈ R) je mnozˇina {ω ∈ Ω|X(ω) < x} ∈ S, tj. na´hodny´m jevem. Tedy na´hodna´ velicˇina
je zobrazenı´ X: Ω→ R takove´, zˇe pro kazde´ x ∈ R platı´:
X−1((−∞, x)) = {ω ∈ Ω|X(ω) < z} ∈ S
Distribucˇnı´ funkce
Definice 2.3 Distribucˇnı´ funkcı´ na´hodne´ velicˇiny X nazveme funkci F:R-¿R, ktera´ je
pro kazˇde´ t ∈ R da´na prˇedpisem:
F (t) = P{X ∈ (−∞, t)} = P (X < t)
Distribucˇnı´ funkce je funkce, ktera´ kazˇde´mu rea´lne´mu cˇı´slu prˇirˇazuje prav-
deˇpodobnost, zˇe na´hodna´ velicˇina nabude hodnoty mensˇı´ nezˇ toho cˇı´slo a ma´
tyto vlastnosti:
51. Distribucˇnı´ funkce je neza´porne´ cˇı´slo mensˇı´ nebo rovno jedne´
2. Je neklesajı´cı´
3. Je zleva spojita´
4. limx→∞ F (x) = 1; limx→−∞ F (x) = 0
5. ∀a, b ∈ R; a < b : P (a ≤ X < b) = F (b)− F (a)
6. P (X = x0) = limx→x0+ F (x)− F (x0)
Distribucˇnı´ funkce spojite´ na´hodne´ velicˇiny:
F (x) =
∫ x
−∞
f(t)dt
f(x) se nazy´va´ hustota pravdeˇpodobnosti a je definova´na jako
f(x) = lim
∆x→0
F (x+∆x)− F (x)
∆x
= lim
∆x→0
P (x < X < x+∆x)
∆x
Jestlizˇe tedy zna´me hustotu pravdeˇpodobnosti mu˚zˇeme spocˇı´tat distribucˇnı´
funkci a naopak.
Distribucˇnı´ funkci diskre´tnı´ na´hodne´ velicˇiny mu˚zˇeme urcˇit pomocı´ prav-
deˇpodobnostnı´ funkce
F (x) =
∑
xi<x
P (X = xi)
kde P(X = xi) je hodnota pravdeˇpodobnostnı´ funkce P v bodeˇ xi ( P(xi) =
P(X=xi)).
2.2 Nulova´ a alternativnı´ hypote´za
Pro testova´nı´ hypote´z se pouzˇı´va´ cela´ rˇada testu˚, ktere´ mu˚zˇeme rozdeˇlit do
dvou skupin na parametricke´ a neparametricke´ testy. Parametricke´ testy jsou
takove´, ktere´ prˇedpokla´dajı´ konkre´tnı´ rozdeˇlenı´ populace (norma´lnı´, bino-
micke´,...). Za neparametricke´ testy oznacˇujeme testy prˇi ktery´ch nemusı´me
specifikovat rozdeˇlenı´ populace.
Testova´nı´ hypote´z je rozhodovacı´ proces prˇi ktere´m proti sobeˇ stojı´ dveˇ tvr-
zenı´ (nulova´ a alternativnı´ hypote´za). Nulova´ hypote´za H0 je hypote´za, kterou
se prˇi testova´nı´ snazˇı´me zamı´tnout ve prospeˇch alternativnı´ hypote´zy, ktera´
je s nı´ ve sporu. Nulova´ hypote´za je povazˇova´na za pravdivou azˇ do doby,
kdy na´s informace z vy´beˇrove´ho souboru prˇesveˇdcˇı´ o opaku. Znacˇı´ se rovnostı´
mezi testovany´m parametrem a hodnotou kterou ocˇeka´va´me
U parametricky´ch testu˚ ma´ nulova´ hypote´za tento tvar:
H0 : θ = θ0
Alternativnı´ hypote´za HA je tvrzenı´, ktere´ popı´ra´ nulovou hypote´zu. Mu˚zˇe by´t
v jednom ze cˇtyrˇ tvaru˚:
6HA : θ = θ1
HA : θ 6= θ0
HA : θ < θ0
HA : θ > θ0
2.3 Chyba I. a II. druhu
Prˇi testova´nı´ se dopousˇtı´me chyb, ktere´ se oznacˇujı´ jako chyba I. a II. druhu.
Chyby I. druhu se dopousˇtı´me v prˇı´padeˇ zˇe nulova´ hypote´za H0 je platna´ a
my ji prˇesto zamı´tneme. Pravdeˇpodobnost, zˇe k te´to chybeˇ dojde se znacˇı´ α
a nazy´va´ se hladina vy´znamnosti. Chyba II. druhu je chyba, ktera´ vznika´ v
prˇı´padeˇ, zˇe je platna´ alternativnı´ hypote´za ale my prˇesto nulovou hypote´zu
nezamı´tneme. Tato chyba se znacˇı´ β.
2.4 Testova´nı´ hypote´z jakozˇto statisticka´ analogie du˚kazu sporem
Oznacˇenı´:
A, B, C, ... velky´mi tiskacı´mi pı´smeny oznacˇujeme vy´roky respektive jevy
P*(A) ....... pravdivostnı´ hodnota vy´roku A,
P*(A) = 1 ⇔ A je pravdivy´ vy´rok P*(A) = 0 ⇔ A je nepravdivy´ vy´rok
P(A) ....... pravdeˇpodobnost, zˇe nastane jev A , tzn. pravdeˇpodobnost, zˇe platı´
P*(A) = 1
Pozna´mka: Vidı´me, zˇe tvrzenı´ P*(A) = 1 je limitnı´m prˇı´padem tvrzenı´ P(A) =
p. pro p → 1. Tzn. P*(A) = 1 ⇔ P(A) = 1.
1) Klasicky´ du˚kaz sporem:
a) Chceme doka´zat, zˇe neplatı´ vy´rok H0, tzn. P*(H0) = 0.
b) Prˇedpokla´da´me platnost vy´roku H0 a da´le logicky odvodı´me vy´rok A ktery´,
je s nı´m ve sporu. tzn. platı´ :
P*(H0 ⇒ A) = 1.
ale za´rovenˇ
P*( H0 ∧ A) = 0.
Pomocı´ pravdivostnı´ch tabulek bychom se snadno prˇesveˇdcˇili, zˇe tato situace
nastane pouze v prˇı´padeˇ , kdy P*(H0) = 0.
2) Statisticke´ testova´nı´ hypote´z:
a) Chceme doka´zat, zˇe s nejveˇtsˇı´ pravdeˇpodobnostı´ neplatı´ vy´rok H0, tzn. P(H0)
→ 0.
7b) Prˇedpokla´da´me platnost vy´roku H0 a da´le logicky odvodı´me rozdeˇlenı´ prav-
deˇpodobnosti testovane´ velicˇiny X. Vy´rok A v tomto prˇı´padeˇ tedy prˇedstavuje
tvrzenı´, zˇe testovana´ velicˇina ma´ na´mi odvozene´ rozdeˇlenı´ a zjistili jsme (na-
meˇrˇili) hodnotu XOBS velicˇiny X. Za prˇedpokladu, zˇe jsme neudeˇlali logickou
chybu, nebo chybu meˇrˇenı´ platı´ :
P*( H0 ⇒ A) = 1.
mı´ru pravdeˇpodobnosti, zˇe nastane jev H0 ∧ A vyjadrˇuje tzv. pvalue. Pokud
platı´
pvalue ≈ P( H0 ∧ A) → 0 je zrˇejme´, zˇe P(H0) → 0.
Prˇı´klad 2.1
Chceme statisticky doka´zat, zˇe v dane´m regionu je nedostatek kocˇek (byla po-
rusˇena ekologicka´ rovnova´ha). Tzn.
H0 : V regionu je dostatek kocˇek.
Za testovou velicˇinu si zvolı´me naprˇı´klad
X = pocˇet mysˇı´ v dane´m regionu
Dejme tomu, zˇe prˇi dostatku kocˇek (tzn. prˇi stavu ekologicke´ rovnova´hy)
zna´me rozdeˇlenı´ pravdeˇpodobnosti velicˇiny X. (naprˇ. se strˇednı´ hodnotou 100
mysˇı´ v dane´m regionu).
Pokud vsˇak zjistı´me hodnotu prˇi dane´m rozdeˇlenı´ velicˇiny X hrubeˇ nepravdeˇ-
podobnou (naprˇ. XOBS = 1 000 000 mysˇı´ v regionu), pak je zrˇejme´, zˇe prˇedpo-
klad je take´ hrubeˇ nepravdeˇpodobny´. Proto usuzujeme na to, zˇe v regionu je
nedostatek kocˇek.
83 Jednovy´beˇrove´ testy
3.1 Jednovy´beˇrovy´ t test
Ma´me-li norma´lneˇ rozdeˇlenou populaci u ktere´ nezna´me strˇednı´ hodnotou µ
a rozptylem σ2, lze pouzˇit jednovy´beˇrovy´ t test k oveˇrˇenı´ prˇedpokladu, zˇe se
strˇednı´ hodnota (populacˇnı´ pru˚meˇr) µ rovna´ urcˇite´ hodnoteˇ µ0.
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´
krite´rium
Tx
p-hodnota
1.1
µ = µ0
µ < µ0
s = (x−µ)∗
√
n
S
F0(xOBS)
1.2 µ > µ0 1- F0(xOBS)
1.3 µ 6= µ0 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium u Jednovy´beˇrove´ho t testu ma´ v prˇı´padeˇ platnosti nulove´
hypote´zy Studentovo rozdeˇlenı´ s n-1 stupni volnosti
Vy´znam jednotlivy´ch zkratek:
x - pru˚meˇr vybrany´ch hodnot
s - vy´beˇrova´ smeˇrodatna´ odchylka
n - velikost vy´beˇru
Prˇı´klad 3.1
V cementa´rneˇ pytlovali cement do 25kg pytlu˚. Bylo na´hodneˇ vybra´no 10 pytlu˚
a vsˇechny byly prˇeva´zˇeny. V tabulce jsou nameˇrˇene´ hodnoty. Oveˇrˇte jestli
strˇednı´ hodnota va´hy pytlu˚ nenı´ mensˇı´ nezˇ 25kg. Prˇedpokla´da´me normalitu
dat.
1 2 3 4 5 6 7 8 9 10
25 25 24 24,4 25 25,1 24,5 24,8 25,8 25,3
H0 : µ = 25
x =
∑n
i=1 xi
n =
25+25+24+...+25,3
10 = 24, 89
Zjisˇteˇny´ pru˚meˇr je mensˇı´ nezˇ testovana´ hodnota. Alternativnı´ hypote´zu tedy
volı´me ve tvaru HA : µ < 25
S =
∑n
i=1(xi−x)2
n−1 =
(25−24,89)2+(25−24,89)2+(24−24,89)2+...+(25,3−24,89)2
9 = 0, 5
xOBS =
(x−µ)∗√n
S =
(24,89−25)∗
√
10
0,5 = −0, 695
Ha je ve tvaru µ < µ0, takzˇe p-hodnota je pocˇı´ta´ podle vzorce 1.2
p-hodnota = F0(xOBS) = F0(−0, 695) = 0,501
9p-hodnota je veˇtsˇı´ nezˇ 0,05. Na za´kladeˇ nameˇrˇeny´ch dat nemu˚zˇeme tvrdit, zˇe
strˇednı´ hodnota hmotnosti pytlu˚ je mensˇı´ nezˇ 25kg.
Prˇı´klad 3.2
Le´karˇi prova´deˇli krevnı´ testy 10 muzˇu˚m. Pocˇty cˇerveny´ch krvinek nameˇrˇeny´ch
v jejich krvi jsou zapsa´ny v tabulce. Z dlouhodoby´ch meˇrˇenı´ odhadujeme, zˇe
strˇednı´ hodnota pocˇtu cˇerveny´ch krvinek v jednom mililitru krve je u muzˇu˚
5,4 milionu. Oveˇrˇte, zda hodnoty testovane´ skupiny muzˇu˚ odpovı´dajı´ te´to
hodnoteˇ.
1 2 3 4 5 6 7 8 9 10
5,45 5,4 5,41 5,35 5,51 5,38 5,52 5,42 5,41 5,37
H0 : µ = 5, 4
x =
∑n
i=1 xi
n =
5,45+5,4+5,41+...+5,37
10 = 5, 42
Zjisˇteˇna´ strˇednı´ hodnota je veˇtsˇı´ nezˇ testovana´ hodnota. Alternativnı´ hypote´zu
tedy volı´me ve tvaru HA : µ < 5, 42
s =
∑n
i=1(xi−x)2
n−1 =
(5,45−5,42)2+(5,4−5,42)2+(5,41−5,42)2+...+(5,37−5,42)2
9 = 0, 056
xOBS =
(x−µ)∗sqrtn
S =
(5,42−5,4)∗
√
10
0,056 = 1, 23
Ha je ve tvaru µ > µ0, takzˇe p-hodnota je pocˇı´ta´ podle vzorce 1.1
p-hodnota =1 - F0(xOBS) = 1 - F0(1, 23) = 0,87
p-hodnota je veˇtsˇı´ nezˇ 0,05 a nulovou hypote´zu nezamı´ta´me. Pru˚meˇrna´ hod-
nota pocˇtu krvinek u sledovane´ skupiny muzˇu˚ nenı´ statisticky vy´znamneˇ vysˇsˇı´,
nezˇ byla ocˇeka´vana´ hodnota.
10
function [pHodnota] = JednovyberovyTTest()
x=[25, 25, 24, 24.4, 25, 25.1, 24.5, 24.8, 25.8, 25.3];
H0=25;
Ha=2;
w=size(x);
n=w(2);
k=1;
x0=0;
e=1;
s=0;
while k<(n+1)
x0 = x0 + x(k) ;
k=k+1;
end
x0=x0/n;
while e<(n+1)
s=s+(x(e)−x0)ˆ2;
e=e+1;
end
s=sqrt(s /(n−1));
Tx = ((x0−H0)/s)∗sqrt(n);
if Ha==1
pHodnota = 1−tcdf(Tx,n−1);
end
if Ha==0
pHodnota = tcdf(Tx,n−1);
end
if Ha==2
pHodnota1=1−tcdf(Tx,n−1);
pHodnota2=tcdf(Tx,n−1);
pHodnota = 2∗min(pHodnota1,pHodnota2);
end
end
Vy´pis 1: Prˇı´klad na Jednovy´beˇrovy´ t test spocˇteny´ v matlabu
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3.2 Wilcoxonu˚v test
Wilcoxonu˚v test je prˇikladem neparametricke´ho testu
Meˇjme na´hodny´ vy´beˇr X1 , ..., Xn ze spojite´ho rozdeˇlenı´ s hustotou f, ktera´ je
symetricka´ kolem bodu a. Z toho plyne, zˇe a musı´ by´t rovno media´nu x0,5.
Jednovy´beˇrovy´ Wilcoxonu˚v test je urcˇen k testova´nı´ hypote´zy x0,5 = x0,50 [2]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´
krite´rium
Tx
p-hodnota
2.1
x0,5 = x0,50
x0,5 < x0,50
s+−E(s+)√
D(s+)
F0(xOBS)
2.2 x0,5 > x0,50 1- F0(xOBS)
2.3 x0,5 6= x0,50 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium u Wilcoxonova testu ma´ v prˇı´padeˇ platnosti nulove´ hypo-
te´zy normovane´ norma´lnı´ rozdeˇlenı´
Vy´znam jednotlivy´ch zkratek:
s+ - pozorovana´ hodnota testovacı´ho krite´ria
Prˇı´klad 3.3
Bylo na´hodneˇ vybra´no 10 rˇidicˇu˚ jedoucı´ch z Prahy do Brna. De´lka jejich cesty
(v minuta´ch) je zaznamena´na v na´sledujı´cı´ tabulce. Podle policie trva´ cesta
polovineˇ rˇidicˇu˚ me´neˇ nezˇ 110 minut. Oveˇrˇte jejich tvrzenı´.
1 2 3 4 5 6 7 8 9 10
100 106 97 121 134 117 124 117 121 148
median = 119
x0,5 = 110
yi = xi-110
H0 : x0,5 = 110
HA : x0,5 > 110
Od media´nu odecˇteme jednotlive´ hodnoty,
1 2 3 4 5 6 7 8 9 10
-10 -4 -13 11 24 7 14 7 11 38
serˇadı´me je podle jejich absolutnı´ch hodnot a urcˇı´me jim porˇadı´. Pokud je ve
vy´beˇru vı´ce hodnot se stejnou absolutnı´ hodnotou je jim prˇideleno pru˚meˇrne´
porˇadı´.
yi -4 7 7 -10 11 11 -13 14 24 38
xi 1 2,5 2,5 4 5,5 5,5 7 8 9 10
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s+ =
∑
y>0 r
+
i = 2, 5 + 2, 5 + 5, 5 + 5, 5 + 8 + 9 = 43
E(s+) = 14n(n+ 1) =
1
4 ∗ 10 ∗ 11 = 27, 5
D(s+) = 124n(n+ 1)(2n+ 1) =
1
24 ∗ 10 ∗ 11 ∗ 21 = 96, 3
xOBS =
s+−E(s+)√
D(s+)
= 43−27,5√
96,3
= 1, 58
Alternativnı´ hypote´za je ve tvaru x0,5 > x0,50 , takzˇe p-hodnota je pocˇı´ta´ podle
vzorce 2.2
p− hodnota = 1− 1√
2pi
∫ 1,58
−∞
e−x
2/2 dx = 0, 0571
p-hodnota je veˇtsˇı´ nezˇ 0,05, takzˇe nulovou hypote´zu nezamı´ta´me. Nemu˚zˇeme
tak na za´kladeˇ nameˇrˇeny´ch u´daju˚ vyvra´tit tvrzenı´ policie. Nicme´neˇ hodnoty
naznacˇujı´, zˇe by media´n mohll by´t i vysˇsˇı´, nezˇ ten uda´vany´.
Prˇı´klad 3.4
Zˇa´ci beˇhali prˇi hodina´ch TV 100m. Vyucˇujı´cı´ rˇı´kal, zˇe obvykle ubeˇhne 100m
polovina studentu za me´neˇ nezˇ 10 sekund. Odpovı´dajı´ nameˇrˇene´ vy´sledky
jeho drˇı´veˇjsˇı´m pozorova´nı´?
1 2 3 4 5 6 7 8 9 10 11 12 13
9,83 10,2 12,8 9,61 9,7 11,17 8,99 10,3 9,6 10,28 9,54 9,75 10,1
median = 9,83
x0,5 = 10
yi = xi-10
H0 : x0,5 = 10
HA : x0,5 < 10
1 2 3 4 5 6 7 8 9 10 11 12 13
-0,17 0,2 2,8 -0,39 -0,3 1,17 -1,01 0,3 -0,4 0,28 -0,46 -0,25 0,1
hodnoty serˇadı´me podle jejich absolutnı´ch hodnot
yi 0,1 -0,17 0,2 -0,25 0,28 -0,3 0,3 -0,39 -0,4 -0,46 -1,01 1,17 2,8
xi 1 2 3 4 5 6,5 6,5 8 9 10 11 12 13
s+ =
∑
y>0 r
+
i = 1 + 3 + 5 + 6, 5 + 12 + 13 = 40, 5
E(s+) = 14n(n+ 1) =
1
4 ∗ 13 ∗ 14 = 45, 5
D(s+) = 124n(n+ 1)(2n+ 1) =
1
24 ∗ 13 ∗ 14 ∗ 27 = 204, 75
13
xOBS =
s+−E(s+)√
D(s+)
= 40,5−45,5√
204,75
= −0, 35
Alternativnı´ hypote´za je ve tvaru x0,5 < x0,50 , takzˇe p-hodnota je pocˇı´ta´ podle
vzorce 2.1
p− hodnota = 1√
2pi
∫ −0,35
−∞
e−x
2/2 dx = 0, 3632
Nulovou hypote´zu na hladineˇ vy´znamnosti mensˇı´ nezˇ 0,3632 nezamı´ta´me. p-
hodnota je veˇtsˇı´ nezˇ 0,05. Polovina zˇa´ku˚ ubeˇhla trasu za me´neˇ nezˇ 10 sekund.
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function [pHodnota] = WilcoxonuvTest()
x =[9.83,10.2,12.8,9.61,9.7,11.17,8.99,10.3,9.6,10.28,9.54,9.75,10.1];
H0 = 10;
Ha = 0;
w=size(x);
n=w(2);
k=1;
h=1;
c =[];
a=1;
sPlus=0;
for j=1:n
x( j )=x(j )−H0;
end
while h<n
while k<n
if abs(x(k))>abs(x(k+1))
y=x(k);
z=x(k+1);
x(k)=z;
x(k+1)=y;
k=k+1;
else
k=k+1;
end
end
k=1;
h=h+1;
end
while a<(n)
if abs(x(a))˜=abs(x(a+1))
c(a)=a;
a=a+1;
else
b=a;
v=1;
m=0;
while abs(x(a))==abs(x(a+1))
v=v+1;
m=m+a;
a=a+1;
end
for i=b:a
c( i )=(m+a)/v;
end
a=a+1;
end
c(n)=a;
end
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for j=1:n
if x( j )>0
sPlus = sPlus+c(j) ;
end
end
Es=n/4 ∗ (n+1);
Ds=n/24 ∗ (n+1) ∗ (2∗n+1);
x0 = (sPlus − Es)/sqrt(Ds);
syms x
if Ha==1
pHodnota = 1−(1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,x0)));
end
if Ha==0
pHodnota = (1/(sqrt(2∗pi) )∗ double(int(exp(−xˆ2/2),x,−inf,x0))) ;
end
if Ha==2
pHodnota1 = (1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,x0))) ;
pHodnota2 = 1−(1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,x0)));
pHodnota = 2∗min(pHodnota1,pHodnota2);
end
end
Vy´pis 2: Prˇı´klad na Wilcoxonu˚vt test spocˇteny´ v matlabu
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3.3 Test o parametru alternativnı´ho rozdeˇlenı´
Prˇedpokla´dejme, zˇe v se´rii n neza´visly´ch opakova´nı´ pokusu se neˇjaky´ na´hodny´
jev A, ktery´ ma´ sta´lou, ale nezna´mou pravdeˇpodobnost pi, vyskytl X-kra´t. Pocˇet
vy´skytu jevu A v takove´to skupineˇ n opakova´nı´ pokusu (na´hodnou velicˇinu
X) lze povazˇovat za na´hodnou velicˇinu s binomicky´m rozdeˇlenı´m. Na za´kladeˇ
teˇchto u´daju˚ chceme oveˇrˇit prˇedpoklad, zˇe parametr pi se rovna´ urcˇite´ hodnoteˇ
pi0. Nezna´mou pravdeˇpodobnost odhadujeme vy´beˇrovou relativnı´ cˇetnostı´ p
vy´skytu jevu A, tzn. podı´lem X/n. Jde na´m o oveˇrˇenı´, zda se pozorovana´
relativnı´ cˇetnost (p) a prˇedpokla´dana´ pravdeˇpodobnost (pi0) lisˇı´ statisticky vy´-
znamneˇ nebo zda lze jejich rozdı´l prˇisoudit na´hodny´m vlivu˚m. Pro provedenı´
tohoto testu musı´me mı´t k dispozici vy´beˇr o dostatecˇne´m rozsahu n. [2]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´
krite´rium
Tx
p-hodnota
3.1
pi = pi0
pi < pi0
(p−pi0)
√
n√
pi0(1−pi0)
F0(xOBS)
3.2 pi > pi0 1- F0(xOBS)
3.3 pi 6= pi0 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium u Testu o parametru alternativnı´ho rozdeˇlenı´ ma´ v prˇı´padeˇ
platnosti nulove´ hypote´zy normovane´ norma´lnı´ rozdeˇlenı´
Vy´znam jednotlivy´ch zkratek:
p - relativnı´ cˇetnost
pi - pravdeˇpodobnost
Prˇı´klad 3.5
Firma vyra´beˇjı´cı´ automobily tvrdı´, zˇe 3% brzd ze soucˇastne´ typove´ rˇady sˇpatneˇ
fungujı´. Prˇisˇla proto s novou typovou rˇadou. Na´hodneˇ vybrany´ch 300 kusu˚
otestovali a zjistili, zˇe 17 kusu˚ sˇpatneˇ brzdilo. Oveˇrˇte jestli dosˇlo ke zhorsˇenı´
kvality u nove´ rˇady.
n=300
m=17
p = mn =
17
300 = 0, 057
Velikost vy´beˇru musı´ by´t dostatecˇna´. Minima´lnı´ velikost spocˇı´ta´me takto:
n > 9p(1−p) → n > 168
Velikost vy´beˇru je dostatecˇna´
H0 : pi = 0, 03
HA : pi > 0, 03
xOBS =
(p−pi0)
√
n√
pi0(1−pi0)
= (0,057−0,03)
√
300√
0,03∗(1−0,03)
= 2, 74
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Alternativnı´ hypote´za je ve tvaru pi > pi0, takzˇe p-hodnota se pocˇı´ta´ podle
vzorce 3.2
p− hodnota = 1− 1√
2pi
∫ 2,74
−∞
e−x
2/2 dx = 0, 003
p-hodnota je mensˇı´ nezˇ 0,05, takzˇe nulovou hypote´zu zamı´ta´me. Dosˇlo tedy
ke zhorsˇenı´ kvality.
Prˇı´klad 3.6
Spolecˇnost proda´vajı´cı´ kosmetiku oslovila v ra´mci nove´ prezentace vy´robku˚
na ulici 500 lidı´ s tı´m, jestli by nemeˇli za´jem zakoupit si balı´cˇek kosmetiky. Od-
haduje, zˇe za´jem bude mı´t 40% obyvatel. Tere´nnı´ pracovnı´ci zjistili, zˇe za´jem
ma´ 220 lidı´. Je prˇedpoklad firmy spra´vny´?
n=500
m=218
p = mn =
220
500 = 0, 44
Velikost vy´beˇru musı´ by´t dostatecˇna´. Minima´lnı´ velikost spocˇı´ta´me takto:
n > 9p(1−p) → n > 37
Velikost vy´beˇru je dostatecˇna´
H0 : pi = 0, 4
HA : pi > 0, 4
xOBS =
(p−pi0)
√
n√
pi0(1−pi0)
= (0,44−0,4)
√
500√
0,4∗(1−0,4)
= 1, 634
Alternativnı´ hypote´za je ve tvaru pi > pi0, takzˇe p-hodnota se pocˇı´ta´ podle
vzorce 3.2
p− hodnota = 1− 1√
2pi
∫ 1,83
−∞
e−x
2/2 dx = 0, 034
Nulovou hypote´zu zamı´ta´me ve prospeˇch alternativnı´ hypote´zy. Za´jem bude
veˇtsˇı´ nezˇ 40%.
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function [pHodnota] = TestOParametruPi()
m=17;
n=300;
H0 = 0.03;
Ha = 1;
p=m/n;
g=9/(p∗(1−p));
if n>g
Tx=(p−H0)/sqrt(H0∗(1−H0))∗sqrt(n);
if Ha==0
syms x
pHodnota = 1/sqrt(2∗pi) ∗ double(int(exp(−xˆ2/2),x,−inf,Tx));
end
if Ha==1
syms x
pHodnota = 1−(1/sqrt(2∗pi) ∗ double(int(exp(−xˆ2/2),x,−inf,Tx)));
end
if Ha==2
pHodnota=2∗min(1/sqrt(2∗pi) ∗ double(int(exp(−xˆ2/2),x,−inf,Tx)),1−(1/sqrt(2∗
pi) ∗ double(int(exp(−xˆ2/2),x,−inf,Tx))));
end
else
disp( ’NEDOSTATEK HODNOT!’);
end
end
Vy´pis 3: Prˇı´klad na Test o parametru alternativnı´ho rozdeˇlenı´ spocˇteny´ v
matlabu
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3.4 Kvantilovy´ test
Kvantilovy´ test umozˇnˇuje na za´kladeˇ vy´beˇru X1,X2,...,Xn oveˇrˇit prˇedpoklad, zˇe
se 100p% kvantil xp rovna´ urcˇite´ hodnoteˇ xpo. Kvantilovy´ test je test neparame-
tricky´ (neprˇedpokla´da´ se urcˇite´ rozdeˇlenı´ populace). Tento test se pouzˇı´va´ jako
alternativa k jednovy´beˇrove´mu t testu v prˇı´padeˇ, kdy nenı´ splneˇn pozˇadavek
na normalitu dat.
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´
krite´rium
Tx
p-hodnota
4.1
xp = xp0
xp < xp0
Y
F0(xOBS)
4.2 xp > xp0 1- F0(xOBS)
4.3 xp 6= xp0 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium u Kvantilove´ho testu ma´ v prˇı´padeˇ platnosti nulove´ hypo-
te´zy binomicke´ rozdeˇlenı´
Vy´znam jednotlivy´ch zkratek:
Y - pocˇet pozorova´nı´ v na´hodne´m vy´beˇru, ktera´ jsou mensˇı´ nezˇ hodnota
media´nu
Prˇı´klad 3.7
Meteorolog meˇrˇil v cˇervnu kazˇdy´ den teplotu. Na´hodneˇ vybral 12 dnı´ a za-
psal si teploty v tyto dny. Kdyzˇ zavolal do Cˇeske´ho hydrometeorologicke´ho
u´stavu tak mu sdeˇlili, zˇe media´n teplot v letosˇnı´m cˇervnu je 22,3◦C. Shodujı´ se
meteorologova meˇrˇenı´ s obdrzˇeny´mi u´daji o media´nu?
1 2 3 4 5 6 7 8 9 10 11 12
19,8 20,3 24,8 20 21,6 25,2 23,6 20,1 26,7 25,8 21,9 20,9
median = 21, 75
H0 : x0,5 = 22, 3
HA : x0,5 < 22, 3
Ve vy´beˇru je 6 hodnot mensˇı´ch nezˇ media´n.
xOBS = 6
Alternativnı´ hypote´za je ve tvaru xp > xp0, takzˇe p-hodnota se pocˇı´ta´ podle
vzorce 4.2
p− hodnota =
6∑
k=0
(
12
k
)
0, 5k(1− 0, 5)12− k = 0, 39
Nulovou hypote´zu nezamı´ta´me. Media´n teplot v cˇervnu je 22,3◦C
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function [pHodnota] = KvantilovyTest()
x=[19.8, 20.3, 24.8, 20, 21.6, 25.2, 23.6, 20.1, 26.7, 25.8, 21.9, 20.9];
H0=median(x);
p=0.5;
Ha=0;
%pro vyber tvaru alternativni hypotezy zadejte do Ha:
%pro xp < xp0 zadejte 0
%pro xp > xp0 zadejte 1
%pro xp ˜ xp0 zadejte 2
w=size(x);
n=w(2);
pHodnota=0;
t=0;
for i=1:n
if x( i )<H0
t=t+1;
end
end
if Ha==1
pHodnota=binocdf(t,n,p);
end
if Ha==0
pHodnota=1−binocdf(t,n,p);
end
if Ha==2
pHodnota1=binocdf(t,n,p);
pHodnota2=1−binocdf(t,n,p);
pHodnota=2∗ min(pHodnota1,pHodnota2);
end
end
Vy´pis 4: Prˇı´klad na Kvantilovy´ test spocˇteny´ v matlabu
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3.5 Test o rozptylu norma´lnı´ho rozdeˇlenı´
Prˇedpokla´dejme, zˇe ma´me norma´lneˇ rozdeˇlenou populaci se strˇednı´ hodnotou
µ a rozptylem σ2 a zˇa´dny´ z parametru˚µ, σ2 nezna´me. Na za´kladeˇ vy´beˇru X1,X2,
. . . ,Xn z dane´ populace chceme overˇit prˇedpoklad, zda rozptyl populace σ
2 se
rovna´ hodnote σ20 . [2]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´
krite´rium
Tx
p-hodnota
5.1
σ2 = σ20
σ2 < σ20
S2
σ2
(n− 1)
F0(xOBS)
5.2 σ2 > σ20 1- F0(xOBS)
5.3 σ2 6= σ20 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium ma´ v prˇı´padeˇ platnosti nulove´ hypote´zy chi-kvadra´t roz-
deˇlenı´ s n-1 stupni volnosti.
Vy´znam jednotlivy´ch pı´smen:
s2 - vzˇbeˇrovy´ rozptyl
σ2 - rozptyl
n - velikost vy´beˇru
Prˇı´klad 3.8
Prˇi vy´robeˇ za´vazˇı´ je nutne´, aby smeˇrodatna´ odchylka neprˇesahovala 2g. V
tabulce jsou uvedeny va´hy 11 na´hodneˇ vybrany´ch za´vazˇı´. Jsou tato za´vazˇı´
vyhovujı´cı´?
1 2 3 4 5 6 7 8 9 10 11
101 98 96 103 102 99 97 100 101 98 93
H0 : σ
2 = 4
x =
∑n
i=1 xi
n =
101+98+...+93
10 = 98, 91
s2 =
∑n
i=1(xi−x)2
n−1 =
(101−98,91)2+(98−98,91)2+...+(93−98,91)2
10−1 = 8, 49
Ha : σ
2 > 4
xOBS =
s2
σ2
(n− 1) = 8,494 (11− 1) = 21, 23
Alternativnı´ hypote´za je ve tvaru σ2 > σ0. P-hodnota je tedy pocˇı´ta´ podle
vzorce 5.2
p− hodnota = 1− F0(xOBS) = 1− F0(21, 23) = 0, 02
P-hodnota je mensˇı´ nezˇ 0,05. Nulovou hypote´zu tedy zamı´ta´me a mu˚zˇeme rˇı´ci,
zˇe za´vazˇı´ nejsou vyhovujı´cı´.
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function [pHodnota] = TestORozptylu()
x=[101, 98, 96, 103, 102, 99, 97, 100, 101, 98, 93];
H0=4;
Ha=1;
w=size(x);
n=w(2);
k=1;
x0=0;
e=1;
s2=0;
while k<(n+1)
x0 = x0 + x(k) ;
k=k+1;
end
x0=x0/n;
while e<(n+1)
s2=s2+(x(e)−x0)ˆ2;
e=e+1;
end
s2=s2/(n−1);
Tx=(s2/H0)∗(n−1);
if Ha==0
pHodnota = chi2cdf(Tx,n−1);
end
if Ha==1
pHodnota = 1−chi2cdf(Tx,n−1);
end
if Ha==2
pHodnota1 = chi2cdf(Tx,n−1);
pHodnota2 = 1−chi2cdf(Tx,n−1);
pHodnota = 2∗min(pHodnota1,pHodnota2);
end
end
Vy´pis 5: Prˇı´klad na Test o rozptylu norma´lnı´ho rozdeˇlenı´ spocˇteny´ v matlabu
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4 Dvouvy´beˇrove´ testy parametricky´ch hypote´z
4.1 Mannu˚v-Whitneyu˚v test
Mannu˚v-Whitneyuv test je neparametricky´m testem o shodeˇ media´nu. Necht’
X1, X2, . . . , Xn1 a Y1, Y2, . . . , Yn2 jsou dva neza´visle´ vy´beˇry ze spojity´ch
rozdeˇlenı´ se stejny´m rozptylem a tvarem. Oznacˇenı´ vy´beˇru se volı´ tak, aby
platilo n1 ≥ n2. [2]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za
HA
Testove´ krite´rium
T(X,Y)
p-hodnota
1.1
x0,5 = y0,5
x0,5 < y0,5 (min(U1,U2)−n1n22 )√
1
12
n1n2(n1+n2+1)
F0(xOBS)
1.2 x0,5 > y0,5 1- F0(xOBS)
1.3 x0,5 6= y0,5 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium u Mannu˚v-Whitneyova testu ma´ v prˇı´padeˇ platnosti nulove´
hypote´zy normovane´ norma´lnı´ rozdeˇlenı´
Prˇı´klad 4.1
Sta´j Ferrari chteˇla prˇi za´vodech F1 zkra´tit cˇas, ktery´ je veˇnova´n udrzˇbeˇ formule
v boxu. Mechanici proto vyvinuli sadu nove´ho na´rˇadı´, ktere´ by meˇlo zrychlit
pra´ci mechaniku˚. V tabulce jsou uvedeny cˇasy s pouzˇitı´m nove´ho a stare´ho
na´rˇadı´. Zmeˇnsˇuje pouzˇitı´ nove´ho na´rˇadı´ cˇas stra´veny´ v boxu?
Nove´
na´rˇadı´
7,2 5,8 6,3 6,1 7 6,4 6,7 6,5 6,7 6 6,6 7,1 6,2 6,9 6,4
Stare´
na´rˇadı´
6,4 7,3 6,8 6,9 6,6 6,3 6,5 7,3 7,6
H0 : x0,5 = y0,5
median : x0,5 = 6, 4
median : y0,5 = 6, 85
HA : x0,5 < y0,5
Srovna´me prvky podle jejich velikosti od nejmensˇı´ho po nejveˇtsˇı´ a urcˇı´me jejich
porˇadı´.
Skupina x x x x x x y x x y x
Nove´ na´rˇadı´ 5,8 5,9 6 6,1 6,2 6,3 6,3 6,4 6,4 6,4 6,5
Stare´ na´rˇadı´ 1 2 3 4 5 6,5 6,5 9 9 9 11,5
y x y x x y y x x x y y y y
6,5 6,6 6,6 6,7 6,7 6,8 6,9 7 7,1 7,2 7,3 7,3 7,4 7,6
11,5 13,5 13,5 15,5 15,5 17 18 19 20 21 22,5 22,5 24 25
n1 = 15
n2 = 10
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Urcˇı´me soucˇet porˇadı´ prvnı´ho vy´beˇru
T1 = 155, 5
Urcˇı´me soucˇet porˇadı´ druhe´ho vy´beˇru
T2 = 169, 5
U1 = n1n2 +
n1(n1+1)
2 − T1 = 114.5
U2 = n1n2 +
n2(n2+1)
2 − T2 = 35.5
Pro oveˇrˇenı´ spra´vnosti vy´pocˇtu lze vypocˇı´tat
U1 + U2 = n1n2
T (X,Y ) = min(U1, U2) = 35, 5
Kriticka´ hodnota v tabulce pro Mannu˚v-Whitneyu˚v test je 39. Pozorovana´
hodnota testove´ charakteristiky 35,5 < 39, na hladineˇ vy´znamnosti 0,05 zamı´-
ta´me nulovou hypote´zu. Cˇili nove´ na´rˇadı´ ma´ vliv na cˇas stra´veny´ v boxu.
Pro velka´ n1, n2 lze pouzˇı´t
T (X,Y ) =
(min(U1, U2)− n1n22 )√
1
12n1n2(n1 + n2 + 1)
= −2, 19
p− hodnota = φ(−2, 19) = 0, 014
p-hodnota je mensˇı´ nezˇ 0,05, takzˇe nulovou hypote´zu i zde zamı´ta´me.
Prˇı´klad 4.2
Firma vyra´beˇjı´cı´ pneumatiky prˇisˇla s novou technologiı´ vy´roby a tvrdı´, zˇe pne-
umatiky vyrobene´ touto technologiı´ vydrzˇı´ ujet vı´ce km nezˇ se kvu˚li hloubce
vzorku stanou nepouzˇitelny´mi. V tabulce jsou uvedeny pocˇty ujety´ch kilo-
metru (v tisı´cı´ch) s pneumatikami vyrobeny´mi novou technologiı´ a stary´mi
pneumatikami. Je tvrzenı´ firmy pravdive´?
N. technologie 30 35 29 32 38 25 28 33 34 35 36 30 31 34 35
S. technologie 29 28 36 32 26 33 32 29 31 30
H0 : x0,5 = y0,5
median : x0,5 = 33
median : y0,5 = 30, 5
HA : x0,5 > y0,5
Srovna´me prvky podle jejich velikosti od nejmensˇı´ho po nejveˇtsˇı´ a urcˇı´me jejich
porˇadı´.
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Skupina x y x y x y y x x y x
Nova´ technologie 25 26 28 28 29 29 29 30 30 30 31
Stara´ technologie 1 2 3,5 3,5 6 6 6 9 9 9 11,5
y x y y x y x x x x x x y x
31 32 32 32 33 33 34 34 35 35 35 36 36 38
11,5 14 14 14 16,5 16,5 18,5 18,5 21 21 21 23,5 23,5 25
n1 = 15
n2 = 10
Urcˇı´me soucˇet porˇadı´ prvnı´ho vy´beˇru
T1 = 219
Urcˇı´me soucˇet porˇadı´ druhe´ho vy´beˇru
T2 = 106
U1 = n1n2 +
n1(n1+1)
2 − T1 = 51
U2 = n1n2 +
n2(n2+1)
2 − T2 = 99
Pro oveˇrˇenı´ spra´vnosti vy´pocˇtu lze vypocˇı´tat
U1 + U2 = n1n2
T (X,Y ) = min(U1, U2) = 51
Kriticka´ hodnota v tabulce pro Mannu˚v-Whitneyu˚v test je 39. Pozorovana´ hod-
nota testove´ charakteristiky 51 > 39, na hladineˇ vy´znamnosti 0,05 nezamı´ta´me
nulovou hypote´zu, zˇe nova´ technologie nema´ vliv na vy´drzˇ pneumatik.
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function [pHodnota] = MannuvWhitneyuvTest()
a=[30,35,29,32,38,25,28,33,34,35,36,30,31,34,35];
b=[29,28,36,32,26,33,32,29,31,30];
Ha=1;
x=[a,b ];
w=size(x);
h=1;
k=1;
n=w(2);
t =[];
g1=size(a);
g1=g1(2);
g2=size(b);
g3=g2(2);
g2=g1+g2(2);
T1=0;T2=0;q=1;
for j=1:g1
t ( j )=1;
end
for l=g1+1:g2
t ( l )=2;
end
while h<n
while k<n
if abs(x(k))>abs(x(k+1))
y=x(k);
z=x(k+1);
y1=t(k) ;
z1=t(k+1);
x(k)=z;
x(k+1)=y;
t (k)=z1;
t (k+1)=y1;
k=k+1;
else
k=k+1;
end
end
k=1;
h=h+1;
end
while q<(n)
if abs(x(q))˜=abs(x(q+1))
c(q)=q;
q=q+1;
else
e=q;
v=1;
m=0;
while abs(x(q))==abs(x(q+1))
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v=v+1;
m=m+q;
q=q+1;
end
for i=e:q
c( i )=(m+q)/v;
end
q=q+1;
end
c(n)=q;
end
for j=1:n
if t ( j )==1
T1=T1+c(j);
end
end
for j=1:n
if t ( j )==2
T2=T2+c(j);
end
end
U1=(g1∗(g3)+(g1∗(g1+1))/2)−T1;
U2=(g1∗(g3)+(g3∗(g3+1))/2)−T2;
T=(min(U1,U2)−(g1∗g3)/2)/sqrt((1/12)∗g1∗g3∗(g1+g3+1));
if Ha==0
syms x
pHodnota = (1/(sqrt(2∗pi) )∗ double(int(exp(−xˆ2/2),x,−inf,T))) ;
end
if Ha==1
syms x
pHodnota = 1−(1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,T)));
end
if Ha==2
syms x
pHodnota1 = (1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,T))) ;
pHodnota2 = 1−(1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,T)));
pHodnota=2∗ min(pHodnota1,pHodnota2);
end
end
Vy´pis 6: Prˇı´klad na Mannu˚v-Whitneyu˚v test spocˇteny´ v matlabu
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4.2 Test homogenity dvou binomicky´ch rozdeˇlenı´
Toto je jedna z nejstarsˇı´ch a sta´le se velmi cˇasto vyskytujı´cı´ch statisticky´ch u´loh.
Necht’p1 je relativnı´ cˇetnost jevu A prˇi se´rii n1 pokusu˚. p2 je relativnı´ cˇetnost
jevu B v serii n2 pokusu˚. Na za´kladeˇ teˇchto hodnot chceme testovat nulovou
hypote´zu H0 : p1 = p2 proti alternativnı´ hypote´ze HA
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´ krite´rium
T(X,Y)
p-hodnota
2.1
pi1 = pi2
pi1 < pi2 (p1−p2)(pi1−pi2)√
p1(1−p1)
n1
+
p2(1−p2)
n2
F0(xOBS)
2.2 pi1 > pi2 1- F0(xOBS)
2.3 pi1 6= pi2 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium ma´ u Testu homogenity dvou binomicky´ch polı´ v prˇı´padeˇ
platnosti nulove´ hypote´zy normovane´ norma´lnı´ rozdeˇlenı´
Vy´znam jednotlivy´ch pı´smen:
p1 - relativnı´ cˇetnost prvnı´ho vy´beˇru
p2 - relativnı´ cˇetnost druhe´ho vy´beˇru
n1 - velikost prvnı´ho vy´beˇru
n2 - velikost druhe´ho vy´beˇru
Prˇı´klad 4.3
Meˇstsky´ u´rˇad v roce 2011 provedl pru˚zkum mezi obcˇany meˇsta zda souhlası´
se zrˇı´zenı´m meˇstske´ policie. Pu˚zkum provedl ve veˇkove´ kategorii 18-30 let a
kategorii 30-50 let. V prvnı´ jmenovane´ kategorii se pro zrˇı´zenı´ meˇstske´ poli-
cie vyslovilo 20% z 550 dotazovany´ch. V kategorii 30-50 let se vyslovilo 70%
respondentu˚ pro zrˇı´zenı´ meˇstske´ policie z celkove´ho pocˇtu 750 dotazovany´ch
obcˇanu˚. Oveˇrˇte zda ma´ veˇk vliv na odpoved’.
Nejdrˇı´ve spocˇı´ta´me relativnı´ cˇetnost
p18−30 =
110
550 = 0, 2
p30−50 =
525
750 = 0, 7
H0 : pi18−30 = pi30−50
Jelikozˇ je p30−50 < p18−30 urcˇı´me alternativnı´ho hypote´zu takto:
HA : pi18−30 < pi30−50
Oveˇrˇı´me jestli jsou vy´beˇry dostatecˇneˇ velke´
n1 >
9
p18−30)(1−p18−30) ⇒ n1 > 43
n2 >
9
p30−50)(1−p30−50) ⇒ n2 > 57
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V kategorii 18-30 let bylo dota´za´no 550 lidı´ (>43) a v kategorii 30-50 let 750 lidı´
(>57). Velikost vy´beˇru je tedy dostatecˇna´.
xOBS =
(p18−30−p30−50)(pi1−pi30−50)√
p18−30(1−p18−30)
n1
+
p30−50(1−p30−50)
n2
= −20, 926
Podle tvaru alternativnı´ hypote´zy vidı´me, zˇe se bude p-hodnota pocˇı´tat podle
vzorce 2.1 p− hodnota = Φ(−20, 926) .= 0
Na hladineˇ vy´znamnosti 0,05 zamı´ta´me nulovou hypote´zu. Mu˚zˇeme tedy rˇı´ci,
zˇe veˇk ma´ vliv na odpoved’.
Prˇı´klad 4.4
Firma Magma tvrdı´, zˇe ma´ me´neˇ vadny´ch pocˇı´tacˇovy´ch monitoru˚ nezˇ firma
Frozen. Pro oveˇrˇenı´ pravdivosti jejich tvrzenı´ bylo na´hodneˇ vybra´no 120 moni-
toru˚, z nichzˇ bylo 10 vadny´ch. Z produkce firmy Frozen bylo na´hodneˇ vybra´no
90 monitoru˚, z toho bylo vadny´ch 11 ku˚su. Oveˇrˇte tvrzenı´ firmy Magma.
U tohoto prˇı´kladu postupujeme stejneˇ jako v prˇechozı´m prˇikladu
p1 =
10
120 = 0, 093
p2 =
11
90 = 0, 122
H0 : pi1 = pi2
HA : pi1 < pi2
n1 >
9
p1(1−p1) ⇒ n1 > 113
n2 >
9
p2(1−p2) ⇒ n2 > 84
xOBS =
(p1−p2)(pi1−pi2)√
p1(1−p1)
n1
+
p2(1−p2)
n2
= −0, 9
p− hodnota = Φ(−0, 9) = 0, 18
Na hladineˇ vy´znamnosti 0,05 nezamı´ta´me nulovou hypote´zu. Nemu˚zˇeme rˇı´ci,
zˇe firma Magma ma´ me´neˇ vadny´ch monitoru˚ nezˇ firma Frozen.
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function [pHodnota] = TestHomogenityBinPoli()
m1=10;
m2=11;
n1=120;
n2=90;
Ha=0;
P1=m1/n1;
P2=m2/n2;
g1=9/(P1∗(1−P1));
g2=9/(P2∗(1−P2));
if (n1>g1 && n2>g2)
T=((P1−P2)−(0))/(sqrt(P1∗(1−P1)/n1 + P2∗(1−P2)/n2));
if Ha==0
syms x
pHodnota = (1/(sqrt(2∗pi) )∗ double(int(exp(−xˆ2/2),x,−inf,T))) ;
end
if Ha==1
syms x
pHodnota = 1−(1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,T)));
end
if Ha==2
syms x
pHodnota1 = (1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,T))) ;
syms x
pHodnota2 = 1−(1/(sqrt(2∗pi))∗ double(int(exp(−xˆ2/2),x,−inf,T)));
pHodnota=2∗ min(pHodnota1,pHodnota2);
end
else
disp( ’NEDOSTATEK HODNOT!’);
end
end
Vy´pis 7: Prˇı´klad na Test homogenity binomicky´ch rozdeˇlenı´ spocˇteny´ v
matlabu
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4.3 Pa´rove´ testy
V praxi se vsˇak cˇasto sta´va´ take´ to, zˇe u kazˇde´ z n statisticky´ch jednotek
zjisˇt’ujeme hodnoty neˇjaky´ch dvou spolu souvisejı´cı´ch znaku˚ (naprˇ. tlak krve
prˇed a po poda´nı´ urcˇite´ho le´ku, ostrost videˇnı´ leve´ho a prave´ho oka, rychlost
zavı´ra´nı´ dverˇı´ automobilu meˇrena dveˇma ruzny´ma metodama. Vy´sledkem
zjisˇt’ova´nı´ jsou pak dvojice na´hodny´ch velicˇin (X1, Y1) , (X2, Y2) , . . . , (Xn,
Yn), ktere´ tvorˇı´ pa´ry za´visly´ch pozorova´nı´ (jde o velicˇiny zjisˇtovane´ na stejne´
statisticke´ jednotce). Muzˇeme chtı´t oveˇrˇit, zda vy´beˇry X = (X1,X2, . . . , Xn) a Y
= (Y1, Y2, . . . , Yn) pocha´zejı´ z rozdeˇlenı´ se stejny´mi strˇednı´mi hodnotami µ1 a
µ2. [2]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za HA
Testove´
krite´rium
T(X,Y)
p-hodnota
3.1
µ1 = µ2
µ1 < µ2
(d−µ)√n
sD
F0(xOBS)
3.2 µ1 > µ2 1- F0(xOBS)
3.3 µ1 6= µ2 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium u Pa´rovy´ch testu˚ ma´ v prˇı´padeˇ platnosti nulove´ hypote´zy
Studentovo rozdeˇlenı´ s n-1 stupni volnosti
Vy´znam jednotlivy´ch pı´smen:
d - pru˚merny´ rozdı´l hodnot
Prˇı´klad 4.5
Firma ABCD vyvinula novy´ le´k na hubnutı´ a nechala ho otestovat na lidech.
V tabulce je va´ha lidı´ (v kg) prˇed pouzˇı´va´nı´m a po pulrocˇnı´m pouzˇı´va´nı´ prˇı´-
pravku. U´cˇinkuje tento prˇı´pravek?
Prˇed uzˇı´va´nı´m 95 105 78 88 74 102 96
Po uzˇı´va´nı´ 85 110 73 89 70 90 86
H0 : µ = 0
Vypocˇı´ta´me rozdı´l vah prˇed zacˇa´tek uzˇı´va´ni prˇı´pravku a po pulroce pouzˇı´va´nı´.
Prˇed uzˇı´va´nı´m 95 105 78 88 74 102 96
Po uzˇı´va´nı´ 85 110 73 89 70 90 86
Rozdı´l 10 -5 5 -1 4 12 10
Nynı´ spocˇı´ta´me pru˚merny´ rozdı´l prˇed a po uzˇı´va´nı´
d =
∑n
i=1 di
n
=
10− 5 + 5− 1 + 4 + 12 + 10
7
= 5
Na´mi vypocˇı´ta´ny´ pru˚meˇrny´ rozdı´l je veˇtsˇı´ neˇzˇ hodnota nezˇ testovana´ hodnota.
Proto volı´me alternativnı´ hypote´zu ve tvaru:
HA : µ > 0
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sD =
√∑n
i=1(di−d)2
n−1 =
√
(10−5)2+(−5−5)2+...+(10−5)2
7−1 = 6, 27
Dopocˇı´ta´me testovacı´ krite´rium
xOBS =
(d−µ)∗√n
sD =
(5−0)
√
7
6,27 = 2, 1
Alternativnı´ hypote´za je ve tvaru p-hodnota ma´ tvaru HA : µ > 0, takzˇe p
hodnota se vypocˇı´ta´ podle vztahu p-hodnota = 1 – F0(xOBS)
F0(xOBS) je distribucˇnı´ funkce Studentova rozdeˇlenı´ s n-1 stupni volnosti
p-hodnota = 1-F2,1 = 0,04
p-hodnota je mensˇı´ nezˇ 0,05, takzˇe nulovou hypote´zu zamı´ta´me a mu˚zˇeme
tedy rˇı´ct, zˇe prˇı´pravek snizˇuje hmotnost.
Prˇı´klad 4.6
Veˇdci prova´dejı´ studii o cˇerveny´ch krvinka´ch a chteˇjı´ zjistit jestli pobyt ve vy-
sˇsˇı´ch nadmorˇsky´ch vy´sˇka´ch ovlivnˇuje pocˇet cˇerveny´ch krvinek u lidı´. Zmeˇrˇili
proto 7 muzˇu˚m pocˇet krvinek v 1ml3 krve prˇed jejich pobytem v hora´ch a
pote´ po pu˚lrocˇnı´m pobytu ve velke´ nadmorˇske´ vy´sˇce. Zjisteˇte jestli je tvrzenı´
veˇdcu, zˇe prˇi pobytu ve velke´ nadmorˇske´ vy´sˇce stoupa´ pocˇet cˇerveny´ch krvi-
nek, pravdive´.
Pocˇet krvinek prˇi male´ n.v. 5,4 5,38 5,6 5,35 5,54 5,47 5,5
Pocˇet krvinek prˇi velke´ n.v. 5,6 5,5 5,68 5,51 5,55 5,47 5,49
H0 : µ = 0
Vypocˇı´ta´me rozdı´l pocˇtu cˇerveny´ch krvinek.
Pocˇet krvinek prˇi male´ n.v. 5,4 5,38 5,6 5,35 5,54 5,47 5,5
Pocˇet krvinek prˇi velke´ n.v. 5,6 5,5 5,68 5,51 5,55 5,47 5,49
Rozdı´l -0,2 -0,12 -0,08 -0,16 -0,01 0 0,01
d =
∑n
i=1 di
n =
−0,2−0,12+...+0+0,01
7 = −0, 08
Spocˇteny´ pru˚meˇr je mensˇı´ nezˇ testovana´ hodnota, takzˇe alternativnı´ hypote´za
bude ve tvaru:
HA : µ < 0
sD =
√∑n
i=1(di−d)2
n−1 =
√
(−0,2−(−0,08))2+(−0,12−(−0,08))2+...+(0,01−(−0,08))2
7−1 = 0, 08
Dopocˇı´ta´me testovacı´ krite´rium
xOBS =
(d−µ)∗√n
sD =
(−0,08−0)
√
7
0,08 = −2, 54
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Alternativnı´ hypote´za ma´ tvar HA : µ < 0, takzˇe p-hodnota se spocˇı´ta´ podle
vzorce 3.1
p-hodnota = F(−2,54) = 0,022
p-hodnota je mensˇı´ nezˇ 0,05, takzˇe nulovou hypote´zu zamı´ta´me. Mu˚zˇeme tedy
rˇı´ct, zˇe pobyt ve vysˇsˇı´ nadmorˇske´ vy´sˇce ma´ vliv na vysˇsˇı´ pocˇet cˇerveny´ch
krvinek.
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function [pHodnota] = ParoveTesty()
x =[5.4,5.38,5.6,5.35,5.54,5.47,5.5];
y =[5.6,5.5,5.68,5.51,5.55,5.47,5.49];
H0=0;
Ha=0;
z =[];
w=size(x);
n=w(2);
d=0;
sD=0;
for j=1:n
z( j )=x(j )−y(j) ;
end
for i=1:n
d=d+z(i);
end
d=d/n;
for m=1:n
sD= sD + (z(m) − d)ˆ2;
end
sD=sqrt(sD/(n−1));
x0=(d−H0)/sD ∗ sqrt(n);
if Ha==1
pHodnota = 1−tcdf(x0,n−1);
end
if Ha==0
pHodnota = tcdf(x0,n−1);
end
if Ha==2
pHodnota2=0;
pHodnota1=0;
pHodnota1 = tcdf(x0,n−1);
pHodnota2 = 1−tcdf(x0,n−1);
pHodnota=2∗ min(pHodnota1,pHodnota2);
end
end
Vy´pis 8: Prˇı´klad na Pa´rovy´ test spocˇteny´ v matlabu
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4.4 Test o shodeˇ dvou rozptylu˚
Prˇi vy´beˇru testu vhodne´ho pro oveˇrˇenı´ shody dvou strˇednı´ch hodnot hraje
du˚lezˇitou roli, zda jsou rozptyly srovna´vany´ch populacı´ stejne´, cˇi nikoliv. Prˇed-
poklad o shodeˇ rozptylu˚ lze na za´kladeˇ na´hodny´ch vy´beˇru˚ oveˇrˇit F-testem. [2]
Nulova´ hypote´za
H0
Alternativnı´
hypote´za HA
Testove´ krite´rium
T(X,Y)
p-hodnota
4.1
σ21 = σ
2
2
σ21 < σ
2
2
(X−Y )−(µx−µy)√
s2x
n1
+
s2y
n2
F0(xOBS)
4.2 σ21 > σ
2
2 1- F0(xOBS)
Testove´ krite´rium u Testu o shodeˇ dvou rozptylu˚ ma´ v prˇı´padeˇ platnosti nulove´
hypote´zy Fisher-Snedecorovo rozdeˇlenı´
Vy´znam jednotlivy´ch zkratek:
X,Y = pru˚meˇry hodnot
s2x, s
2
y - vy´beˇrove´ rozptyly
Prˇı´klad 4.7
Bylo vybra´no 13 stejny´ch aut. Polovineˇ z nich bylo do benzı´nu prˇida´no aditi-
vum snizˇujı´cı´ spotrˇebu. Spotrˇeba je zaznamena´na v tabulce. Jsou rozptly stejne´?
Prˇedpokla´da´me normalitu dat.
Spotrˇeba s aditivem 5,9 6,15 5,92 6,07 5,8 5,6 5,5
Spotrˇeba bez aditivem 6,35 6,5 6,25 6,4 6,32 6,23
Nejdrˇı´ve spocˇı´ta´me pru˚meˇru jednotlivy´ch vy´beˇru˚
X = 1m
∑m
i=1Xi =
1
7
∑7
i=1Xi = 5.85
Y = 1n
∑n
i=1 Yi =
1
6
∑6
i=1 Yi = 6, 34
Pru˚meˇr hodnot X je mensˇı´ nezˇ Y. Alternativnı´ hypote´za tedy bude σ21 < σ
2
2
S2x =
1
m−1
∑m
i=1(Xi −X)2 = 0, 055
S2y =
1
n−1
∑n
i=1(Yi − Y )2 = 0, 010
xOBS =
S2x
S2y
= 5.57
Alternativnı´ hypote´za je ve tvaru σ21 < σ
2
2 , takzˇe p-hodnota se pocˇı´ta´ podle 4.1
p-hodnota = F0(xOBS) = 0,04
Nulovou hypote´zu zamı´ta´me jelikozˇ p-hodnota < 0,05. Prˇijma´me alternativnı´
hypote´zu o ru˚znosti rozptylu˚.
Prˇı´klad 4.8
Druzˇstvo kulturistu˚ chteˇlo otestovat novy´ prˇı´pravek na zvy´sˇenı´ vy´konosti prˇi
posilovanı´. Cˇlenove´ druzˇstva nejdrˇı´ve meˇsı´c posilovali bez pouzˇitı´ prˇı´pravku a
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na konci meˇsı´ce deˇlalo 10 na´hodneˇ vybrany´ch cˇlenu˚ kliky. Pote´ meˇsı´c pouzˇı´vali
prˇı´pravek a na konci deˇlalo stejny´ch 10 cˇlenu˚ kliky. Pocˇty kliku˚ jsou uvedeny
v tabulce. Oveˇrˇte jestli prˇı´pravek funguje.Prˇedpokla´da´me normalitu dat.
Pocˇet kliku˚ bez prˇı´pravku 37 35 38 42 35 38 39 36 40 37
Pocˇet kliku˚ bez prˇı´pravku 36 38 35 40 37 36 38 35 38 37
X = 1m
∑m
i=1Xi =
1
10
∑1
i=1 0Xi = 37, 7
Y = 1n
∑n
i=1 Yi =
1
10
∑1
i=1 0Yi = 37
Pru˚meˇr hodnot X je veˇtsˇı´ nezˇ Y. Alternativnı´ hypote´za tedy bude σ21 > σ
2
2
S2x =
1
m−1
∑m
i=1(Xi −X)2 = 4, 9
S2y =
1
n−1
∑n
i=1(Yi − Y )2 = 2, 44
xOBS =
S2x
S2y
= 2
Alternativnı´ hypote´za je ve tvaru σ21 > σ
2
2 , takzˇe p-hodnota se pocˇı´ta´ podle 4.2
p-hodnota = F0(xOBS) = 0,16
Nulovou hypote´zu nezamı´ta´me jelikozˇ p-hodnota > 0,05. Nemu˚zˇeme tvrdit,
zˇe se rozptyly statisticky vy´znamneˇ lisˇı´.
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function [pHodnota] = fTest()
x=[5.9, 6.15, 5.92, 6.07, 5.8, 5.6, 5.5];
y=[6.35, 6.5, 6.25, 6.4, 6.32, 6.23];
z =[];
w1=size(x);
n1=w1(2);
w2=size(y);
n2=w2(2);
x1=0;
y1=0;
s2x=0;
s2y=0;
for i=1:n1
x1=x1+x(i);
end
for i=1:n2
y1=y1+y(i);
end
x1=x1∗(1/n1);
y1=y1∗(1/n2);
for i=1:n1
s2x=s2x+(x(i)−x1)ˆ2;
end
for i=1:n2
s2y=s2y+(y(i)−y1)ˆ2;
end
s2x=s2x∗(1/(n1−1));
s2y=s2y∗(1/(n2−1));
c=(s2x)/(s2y);
if s2x<s2y
pHodnota = fcdf(c,n1−1,n2−1);
end
if s2x>s2y
pHodnota = 1−fcdf(c,n1−1,n2−1);
end
end
Vy´pis 9: Prˇı´klad na Test o shodeˇ dvou rozptylu˚ spocˇteny´ v matlabu
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4.5 Douvy´beˇrovy´ T test
Dvouvy´beˇrovy´ T test se pouzˇı´va´ pro porovna´nı´ strˇednı´ch hodnot dvou nor-
ma´lnı´ch populacı´ s nezna´my´mi, avsˇak shodny´mi rozptyly. [1]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za
HA
Testove´ krite´rium T(X,Y) p-hodnota
4.1
µ1 = µ2
µ1 < µ2
(X−Y )−(µx−µy)√
(n1−1)s
2
x+(n2−1)s
2
y
n1+n2−2
√
1
n1
+ 1
n2
F0(xOBS)
4.2 µ1 > µ2 1- F0(xOBS)
4.3 µ1 6= µ2 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium ma´ v prˇı´padeˇ platnosti nulove´ hypote´zy Studentovo roz-
deˇlenı´ s n1 + n2 - 2 stupni volnosti.
Vy´znam jednotlivy´ch zkratek:
X,Y = pru˚meˇry hodnot
s2x, s
2
y - vy´beˇrove´ rozptyly
Prˇı´klad 4.9
Jako prˇı´klad dopocˇı´ta´me prˇı´klad 3.8 z kapitoly o shodeˇ dvou rozptylu˚
Druzˇstvo kulturistu˚ chteˇlo otestovat novy´ prˇı´pravek na zvy´sˇenı´ vy´konosti prˇi
posilovanı´. Cˇlenove´ druzˇstva nejdrˇı´ve meˇsı´c posilovali bez pouzˇitı´ prˇı´pravkua
na konci meˇsı´ce deˇlalo 10 na´hodneˇ vybrany´ch cˇlenu˚ kliky. Pote´ meˇsı´c pouzˇı´vali
prˇı´pravek a na konci deˇlalo stejny´ch 10 cˇlenu˚ kliky. Pocˇty kliku˚ jsou uvedeny
v tabulce. Oveˇrˇte jestli prˇı´pravek funguje.
Pocˇet kliku˚ bez prˇı´pravku 37 35 38 42 35 38 39 36 40 37
Pocˇet kliku˚ bez prˇı´pravku 36 38 35 40 37 36 38 35 38 37
Shodu rozptylu˚ jsme oveˇrˇili v kapitole o shodeˇ dvou rozptlu˚.
H0 : µ1 = µ2
HA : µ1 < µ2
x =
∑n
i=1 xi
n =
37+35+...+37
10 = 37, 7
y =
∑n
i=1 xi
n =
36+38+...+37
10 = 37
s2x =
∑n
i=1(xi−x)2
n−1 =
(37−37,7)2+(35−37,7)2+...+(37−37,7)2
10−1 = 4, 9
s2y =
∑n
i=1(yi−y)2
n−1 =
(36−37)2+(38−37)2+...+(37−37)2
10−1 = 2, 44
xOBS =
(x−y)−(µx−µy)√
(n1−1)s
2
x+(n2−1)s
2
y
n1+n2−2
√
1
n1
+ 1
n2
= (37,7−37)−(0)√
(10−1)4,9+(10−1)2,44
10+10−2
√
1
10
+ 1
10
= 0, 82
Alternativnı´ hypote´za je ve tvaru µ1 < µ2. p-hodnota se bude pocˇı´tat podle 4.1
p-hodnota = F0(xOBS) = F0(0, 82) = 0, 78
Nulovou hypote´zu nezamı´ta´me. Nelze tedy rˇı´ci, zˇe prˇı´pravek zvysˇuje vy´ko-
nost.
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function [pHodnota] = DvouVyberTTest()
x=[37, 35, 38, 42, 35, 38, 39, 36, 40, 37];
y=[36, 38, 35, 40, 37, 36, 38, 35, 38, 37];
Ha=0;
z =[];
w1=size(x);
n1=w1(2);
w2=size(y);
n2=w2(2);
x1=0;
y1=0;
s2x=0;
s2y=0;
for i=1:n1
x1=x1+x(i);
end
for i=1:n2
y1=y1+y(i);
end
x1=x1∗(1/n1);
y1=y1∗(1/n2);
for i=1:n1
s2x=s2x+(x(i)−x1)ˆ2;
end
for i=1:n2
s2y=s2y+(y(i)−y1)ˆ2;
end
s2x=s2x∗(1/(n1−1));
s2y=s2y∗(1/(n2−1));
c=(s2x)/(s2y);
Txy=(x1−y1)/(sqrt(((n1−1)∗s2x + (n2−1)∗s2y)/(n1+n2−2))∗sqrt(1/n1 + 1/n2));
if Ha==0
pHodnota = tcdf(Txy,n1+n2−2);
end
if Ha==1
pHodnota = 1−tcdf(Txy,n1+n2−2);
end
end
Vy´pis 10: Prˇı´klad na Dvouvy´beˇrovy´ t test spocˇteny´ v matlabu
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4.6 Aspinove´-Welchu˚v test
V prˇı´padeˇ, zˇe rozptyly norma´lneˇ rozdeˇleny´ch populacı´ nezna´me a nemuzˇeme
prˇedpokla´dat, zˇe jsou shodne´ lze pouzˇı´t pro oveˇrˇenı´ shody strˇednı´ch hodnot
naprˇı´klad Aspinove´-Welchu˚v test [1]
Nulova´
hypote´za
H0
Alternativnı´
hypote´za
HA
Testove´ krite´-
rium T(X,Y)
p-hodnota
5.1
µ1 = µ2
µ1 < µ2
(X−Y )−(µx−µy)√
s2x
n1
+
s2y
n2
F0(xOBS)
5.2 µ1 > µ2 1- F0(xOBS)
5.3 µ1 6= µ2 2min{F0(xOBS),1-F0(xOBS)}
Testove´ krite´rium ma´ v prˇı´padeˇ platnosti nulove´ hypote´zy Studentovo roz-
deˇlenı´ s v stupni volnosti. Vy´znam jednotlivy´ch zkratek:
X,Y = pru˚meˇry hodnot
s2x, s
2
y - vy´beˇrove´ rozptyly
Prˇı´klad 4.10
Jako prˇı´klad dopocˇı´ta´me prˇı´klad 3.7 z kapitoly o shodeˇ dvou rozptylu˚
Bylo vybra´no 13 stejny´ch aut. Polovineˇ z nich bylo do benzı´nu prˇida´no aditi-
vum snizˇujı´cı´ spotrˇebu. Spotrˇeba je zaznamena´na v tabulce. Poma´ha´ aditivum
zmensˇit spotrˇebu? Prˇedpokla´da´me normalitu dat.
Spotrˇeba s aditivem 5,9 6,15 5,92 6,07 5,8 5,6 5,5
Spotrˇeba bez aditivem 6,35 6,5 6,25 6,4 6,32 6,23
Ru˚znost rozptylu˚ jsme oveˇrˇili v kapitole o shodeˇ dvou rozptlu˚.
H0 : µ1 = µ2
HA : µ1 < µ2
Spocˇı´ta´me pu˚rmeˇry jednotlivy´ch vy´beˇru˚
x =
∑n
i=1 xi
n =
5,9+6,15+...+5,5
7 = 5, 85
y =
∑n
i=1 xi
n =
6,35+6,5+...+6,23
6 = 6, 34
Ted’ spocˇı´ta´me jednotlive´ vy´beˇrove´ rozptyly
s2x =
∑n
i=1(xi−x)2
n−1 =
(5,9−5,85)2+(6,15−5,85)2+...+(5,5−5,85)2
7−1 = 0, 055
s2y =
∑n
i=1(yi−y)2
n−1 =
(6,35−6,34)2+(6,5−6,34)2+...+(6,23−6,34)2
6−1 = 0, 01
a nakonec spocˇteme pocˇet stupnˇu˚ volnosti
v=
(
s2x
n1
+
s2y
n2
)2
s4x
n21(n1−1)
+
s4y
n22(n2−1)
=
( 0,055
2
7
+ 0,01
2
6
)2
0,0554
72(7−1)
+ 0,01
4
62(6−1)
= 8, 36
Stupneˇ volnosti je nutne´ zaokrouhlit na cele´ cˇı´slo, takzˇe v=8
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xOBS =
(x−y)−(µx−µy)√
s2x
n1
+
s2y
n2
= (5,85−6,34)−(0)√
0,055
7
+ 0,01
6
= −5, 03
Alternativnı´ hypote´za je ve tvaru µ1 < µ2. p-hodnota se pocˇı´ta´ podle 5.1
p-hodnota = F0(xOBS) = F0(−5, 03) .= 0
Na hladineˇ vy´znamnosti 95% zamı´ta´me nulovou hypote´zu. Aditivum tedy
snizˇuje spotrˇebu.
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function [pHodnota] = AspinoveWelchuv()
x=[5.9, 6.15, 5.92, 6.07, 5.8, 5.6, 5.5];
y=[6.35, 6.5, 6.25, 6.4, 6.32, 6.23];
w1=size(x);
n1=w1(2);
w2=size(y);
n2=w2(2);
x1=0;
y1=0;
s2x=0;
s2y=0;
for i=1:n1
x1=x1+x(i);
end
for i=1:n2
y1=y1+y(i);
end
x1=x1∗(1/n1);
y1=y1∗(1/n2);
for i=1:n1
s2x=s2x+(x(i)−x1)ˆ2;
end
for i=1:n2
s2y=s2y+(y(i)−y1)ˆ2;
end
s2x=s2x∗(1/(n1−1));
s2y=s2y∗(1/(n2−1));
v=(s2x/n1 + s2y/n2)ˆ2/(s2xˆ2/(n1ˆ2∗(n1−1)) + s2yˆ2/(n2ˆ2∗(n2−1)));
v=round(v);
xOBS = (x1−y1)/(sqrt(s2x/n1 + s2y/n2));
if x1<y1
pHodnota = tcdf(xOBS,v);
end
if x1>y1
pHodnota = 1−tcdf(xOBS,v);
end
end
Vy´pis 11: Prˇı´klad na Aspinove´-Welchu˚v test spocˇteny´ v matlabu
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5 Testy dobre´ shody
5.1 χ2 test dobre´ shody s ocˇeka´vany´m rozdeˇlenı´m
Tento test se pouzˇı´va´ v prˇı´padeˇ zˇe chceme oveˇrˇit jesti ma´ vy´beˇr rozdeˇlenı´
urcˇite´ho typu. Prˇi pouzˇitı´ tohoto testu musı´ by´t splneˇna podmı´nka, zˇe vsˇechny
ocˇeka´vane´ cˇetnosti Ei jsou veˇtsˇı´ nezˇ 5
Nulova´ hy-
pote´za H0
Alternativnı´
hypote´za HA
Testove´ krite´rium T(X,Y) p-hodnota
5.1 Teoreticke´
a empiricke´
rozdeˇlenı´ se
shoduje
Teoreticke´
a empiricke´
rozdeˇlenı´ se
neshoduje
∑k
i=1(Oi − Ei)2 1- F0(xOBS)
Testove´ krite´rium ma´ v prˇı´padeˇ platnosti nulove´ hypote´zy χ2 rozdeˇlenı´ s k-1
stupni volnosti
Vy´znam jednotlivy´ch zkratek:
Oi - pozorovane´ cˇetnosti
Eo - ocˇeka´vane´ cˇetnosti
Prˇı´klad 5.1
V lonˇske´m roce se v CˇR prodalo 173 280 automobilu˚. Podle u´daju˚ v tabulce
rozhodneˇte jestli se automobily proda´vajı´ beˇhem roku rovnomeˇrneˇ.
1 2 3 4 5 6 7 8 9
14501 14425 14007 14720 14627 14603 14529 14500 14706
10 11 12
14440 14382 14604
Nejdrˇı´ve zaznamena´me do tabulky pozorovane´ cˇetnosti Oi a ocˇeka´vane´ cˇet-
nosti E1
1 2 3 4 5 6 7 8 9
Oi 14501 14425 14007 14720 14627 14603 14529 14500 14706
Ei 14440 14440 14440 14440 14440 14440 14440 14440 14440
10 11 12
14440 14382 14604
14440 14440 14440
Prˇedpokladem pro pouzˇitı´χ2 testu dobre´ shody je, aby ocˇeka´vane´ cˇetnosti byly
veˇtsˇı´ nezˇ 5. Tento prˇedpoklad je splneˇn.
xOBS =
∑12
i=1(Oi−Ei)2
Ei
= (14501−14440)
2
14440 + ...+
(14706−14440)2
14440 = 30, 74
Pocˇet stupnˇu˚ volnosti je v nasˇem prˇı´padeˇ 12 - 1 = 11
p-hodnota = 1 - F0(30,74) = 0,001
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Nulovou hypote´zu mu˚zˇeme zamı´tnout. Pocˇet prodany´ch automobilu˚ beˇhem
roku nenı´ rovnomeˇrny´.
function [pHodnota] = chi2DobreShody()
x=[14501, 14425, 14007, 14720, 14627, 14603, 14529, 14500, 14706, 14440, 14382,
14604];
y=[14440, 14440, 14440, 14440, 14440, 14440, 14440, 14440, 14440, 14440, 14440,
14440];
m=173280;
w=size(x);
n=w(2);
xOBS = 0;
for i=1:n
xOBS = xOBS+(x(i)−y(i))ˆ2/y(i);
end
pHodnota = 1−chi2cdf(xOBS,n−1);
end
Vy´pis 12: Prˇı´klad na χ2 test dobre´ shody spocˇteny´ v matlabu
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6 Za´veˇr
Beˇhem pra´ce jsem narazil na neˇkolik proble´mu˚ u Testu˚ dobre´ shody. Prˇi jejich
programova´nı´ v Matlabu se mi nepodarˇilo vyrˇesˇit efektivnı´ zpu˚sob zada´va´nı´
hodnot a rozdeˇlenı´. Vyrˇesˇenı´ teˇchto proble´mu˚ by si podle me´ho odhadu vy-
zˇadovalo neˇkolik dnı´. Ostatnı´ testy sˇly naprogramovat bez veˇtsˇı´ch proble´mu˚.
Podarˇilo se mi vypracovat vsˇechny jednovy´beˇrove´ a dvouvy´beˇrove´ testy a
uve´st ke kazˇde´mu alesponˇ jeden prˇı´klad. Pro zpracova´nı´ vı´cevy´beˇrovy´ch testu˚
bych potrˇeboval neˇkolik ty´dnu˚ navı´c.
Z jednovy´beˇrovy´ch testu˚ mam naprogramovane´ tyto testy: Jednovy´beˇrovy´ t
test, Wilcoxonu˚v test, Test o parametru Π alternativnı´ho rozdeˇlenı´, Kvantilovy´
test a Test o rozptylu norma´lnı´ho rozdeˇlenı´
Z dvouvy´beˇrovy´ch jsou to tyto testy: Mannu˚v-Whitneyu˚v test, Test homoge-
nity dvou binomicky´ch rozdeˇlenı´, Pa´rove´ testy, Test o shodeˇ dvou rozptylu˚,
Dvouvy´beˇrovy´ t test a Aspinove´-Welchu˚v test.
Pavel Kuzma
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A Tabulka pro Mannu˚v-Whitneyu˚v test
α =
0, 05
n
m 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
4 - - 0
5 - 0 1 2
6 - 1 2 3 5
7 - 1 3 5 6 8
8 0 2 4 6 8 10 13
9 0 2 4 7 10 12 15 17
10 0 3 5 8 11 14 17 20 23
11 0 3 6 9 13 16 19 23 26 30
12 1 4 7 11 14 18 22 26 29 33 37
13 1 4 8 12 16 20 24 28 33 37 41 45
14 1 5 9 13 17 22 26 31 36 40 45 50 55
15 1 5 10 14 19 24 29 34 39 44 49 54 59 64
16 1 6 11 15 21 26 31 37 42 47 53 59 64 70 75
17 2 6 11 17 22 28 34 39 45 51 57 63 69 75 81 87
18 2 7 12 18 24 30 36 42 48 55 61 67 74 80 86 93 99
19 2 7 13 19 25 32 38 45 52 58 65 72 78 85 92 99 106
20 2 8 14 20 27 34 41 48 55 62 69 76 83 90 98 105 112
21 2 8 15 22 29 36 43 50 58 65 73 80 88 96 103 111 119
22 3 9 16 23 30 38 45 53 61 69 77 85 93 101 109 117 125
23 3 9 17 24 32 40 48 56 64 73 81 89 98 106 115 123 132
24 3 10 17 25 33 42 50 59 67 76 85 94 102 111 120 129 138
25 3 10 18 27 35 44 53 62 71 80 89 98 107 117 126 135 145
26 4 11 19 28 37 46 55 64 74 83 93 102 112 122 132 141 151
27 4 11 20 29 38 48 57 67 77 87 97 107 117 127 137 147 158
28 4 12 21 30 40 50 60 70 80 90 101 111 122 132 143 154 164
29 4 13 22 32 42 52 62 73 83 94 105 116 127 138 149 160 171
30 5 13 23 33 43 54 65 76 87 98 109 120 131 143 154 166 177
