Introduction
In this report we analyze the spectrum of a vibrating membrane with inhomogeneous density and search for a geometry with overtone frequencies which fit harmonically to a fundamental frequency. Then, the membrane will have a clear pitch, which makes it attractive for application in a certain class of musical instruments, namely the kettle drums. The present investigations are part of a study after the relationship between the performance of these instruments and their (many) geometrical parameters. Kettle drums consist of a circular membrane stretched over a kettle. The vibration modes of the system as a whole are the result of the interactions between the vibration modes of membrane, kettle and enclosed air. For an introduction into the physics of kettle drums we refer to [l] . In most kettle drums membranes of homogeneous density are used. The determination of the modes of such membranes (without kettle and in vacuo) may be considered as one of the standard problems in mathematical physics, which has been solved already long ago. The corresponding spectrum follows from the zeros of Bessel functions and is clearly inharmonic. In a certain Indian type of kettle drums, the so-called tabla, membranes of non-uniform density are applied. It is generally assumed that the presence of the inhomogeneities improves the harmonicity of the instrument. To focus on this latter idea. we study here a quite simple model in which the kettle and the air load are ignored.
We first show in §2 how the spectrum of a stretched string of inhomogeneous density can be derived. Though this system is nearly trivial, it is quite appropriate to demonstrate the main ideas.
The insights obtained this way are in §3 carried over to the inhomogeneous membrane with circular symmetry. Thanks to the symmetry the theory involved strongly resembles the inhomogeneous string case. In §4 the geometry without circular symmetry is dealt with. The lack of symmetry leads to substantial complications in determining the spectrum. The eigenfrequencies now follow from the zeros of the determinant of a matrix of infinite dimensions. In practice this matrix may appropriately be truncated if one is only interested in the lowest part of the spectrum. In §5 numerical results for several geometries are presented. The Appendices A, B. C and D contain theoretical results, which are wider applicable than only within the context of the present case study. In references [2] [3] [4] [5] [6] [7] [8] results are published which have a close relationship with the results in § §4 and 5.
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The inhomogeneous string
Consider an inhomogeneous string. The geometrical parameters are as indicated in Fig. 1 , where the situation in rest is drawn.
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---7 X .!)(::R The string is clamped at the end points x =0 and x =R. In region I, i.e. the interval [O,oR] with 0 <ex< 1, the string has uniform density p; in region II it has uniform density 0p with multiplication factor o > 0. In rest the stretched string has uniform tension T. The transversal displacement u(t,x) satisfies the string equation (2.1) if I u I and I Ux I remain small with respect toR and 1 respectively. In that case, T can be considered to remain constant and uniform when the string vibrates. The function y takes two values, namely-( = "fi = pIT in region I and y = !1 = 0p IT in region II. The boundary conditions on u are u(t, 0) = u(t,R) = 0 , t;:: 0 and the initial conditions are given by
(2.3b) Equation (2.1) can be solved by separation of variables. We search for solutions of the general form u(t,x) = f(t) g(x), which satisfy the homogeneous boundary conditions (2.2). Then, we obtain the ordinary differential equation (ODE) fu=~f (2.4) for the time evolution of the system and the ODE (2.5) for the spatial distribution The separation constant ~ is still to be determined from the boundary conditions. From (2.2) we find the conditions
These conditions can be satisfied only if~ < 0. For convenience we write ~ = -1..2 with A e JR.
The allowed values for A form the frequency spectrum of the system. These values are found by solving the ODE (2.5) together with its boundary conditions (2.6). This is a regular SturmLiouville problem. See, e.g. (9) (10) (11) (12) . The solution can in general be written as
In writing (2.7) we already applied the condition g(O) = 0. The condition g(R) = 0 could be dealt with in the same way by writing g(x) =B).. sin('Y2 A(x -R)). We omit this reduction here to maintain the correspondence between § §2 and 3. The condition g(R) = 0 and the continuity conditions on g and gx at x = R yield the linear equations sin(yl AaR)A).. = sin('Y2 AnR) B)..+ COS("f2 AnR) c).. Note, that in all of the special cases i) n=O, ' Y2 =y, ii) a= 1, y 1 =y, and iii) y 1 ="f2 =y, a* 0, a* 1, equation (2.10) with (2.11) reduces to the condition sin(yAR) = 0, so that the well- If one chooses uo to coincide with a particular eigenfunction gm, the vibration is periodic:
(2.17)
The inhomogeneous membrane: circular symmetry
We consider a circular membrane with a circular inhomogeneity in the density. The centres of membrane and inhomogeneity coincide as indicated in Fig. 2 . The membrane radius is R, the inhomogeneity has radius oR , 0 < a < 1.
Figure 2.
The inhomogeneity is referred to as region I. It has homogeneous density 8p with multiplication factor o > 0. The rest of the membrane is referred to as region II and has density p. We use polar coordinates (r, cp) as indicated in Fig. 2 . The transversal membrane displacement u(t,r, cp) satisfies the wave equation Then, the tension can be assumed to be constant in time and uniform over the membrane.
The initial conditions on the solutions of (3. Just as for (2.1) the solutions of (3.1) can be obtained via separation of variables. We follow the same procedure as in §2 and search for basis solutions of the form u(t,r,ell)=f(t) g(r,ell). This leads to the equations ftt = llf (3.5) and (3.6) To solve (3.6), we again separate variables by assuming g(r, ell)= p(r) q(ell). The resulting equation for q is q++ =-vq with periodicity condition q(ell) = q(ell+2n) and the equation for p reads as From the periodicity condition on q we have v = n 2 , n e IN (including 0). The eigenvalues are for n ~ 1 twofold degenerate. It is convenient to introduce a compact notation for the corresponding eigenfunctions. The eigenfunctions are labeled by the pair L = (n,k) with n e IN and k =0 or 1. We define cso,o = (2n)-Yz, cso, 1 = 0 and for n ~ 1
The csL form an orthonormal set of solutions of (3.8) with respect to the inner product
for functions f and g which are square-integrable on 0 ~ ell~ 2n.
The orthonormality of csL and csL· is easily established by integrating but follows also directly from the general theory on regular, periodic Sturm-Liouville problems. See [9] [10] [11] [12] . The csL form an orthonormal basis in Lz([0,2n]), as is well known from Fourier series theory.
Equation ( and Yn(yA.r), the Bessel functions of the first and second kind respectively. Both solutions are admissible in region II, but in region I only ln may be used, because Yn is singular at r = 0. From the solutions for p and q we may construct a general expression for the solution g of (3.6). For given 1.1 = -A. 2 we have
where we use the shorthand notation The admissible A.-values, i.e. the frequency spectrum of the system, are to be determined from the boundary conditions on g(r ). They are for 0 s; 4> < 27t:
Application of these conditions leads to three linear equations for the coefficients A, B and C in (3.12) and (3.13). In the first instance, these equations contain summations over L. However, by use of the orthonormality property (3.11) the equations can be shown to hold per L value separately. Furthermore, the equations for fixed n;;:: 1 and k = 0 and 1 appear to be identical. The equations are Here, we use the general property that the Wronskian of J,. (z) and Yn(z), which appears in (3.18) between the brackets, is equal to 2/nz. So, we indeed obtain the known result that the eigenfrequencies Anm of a homogeneous, circular membrane are given by the zeros of the ln. Note, that the same result is found by letting a ~ 1 in (3.17). However, one has to be careful in taking the limit a ~ 0, because expression (3.13) is no longer valid in that case.
We have seen, that for a fixed value ofA.nm with n ~ 1 equation (3.6) for g(r,q,) has two solutions, which are labeled by k = 0 and k = 1. For n = 0 we only have k = 0. The complete set of solutions of (3.6) are denoted by {gnmk} with n e DV, m e IV and k = 0 or 1. Note, that these solutions are orthogonal by construction with respect to the inner product
for functions f,g which are square-integrable on the disc with radius R. It is convenient to normalize them, after which it holds that
The solution of (3.1) is If the initial displacement profile u 0 is equal to one of the eigenfunctions gnmk of the system, this profile will vibrate at eigenfrequency Anm· The eigenfunctions gnmo and gnm 1 are transformed into each other under a rotation over an angle 1tl2n.
The inhomogeneous membrane: no circular symmetry
In this section we consider a circular membrane with a circular inhomogeneity, the centre of which does not coincide with that of the membrane. Then, no circular symmetry is present, which has far reaching consequences. The geometry is drawn in Fig. 3a , wherein also some symbols to be used in the following are indicated.
Fig. 3a.
The circular membrane has radius R, centre 0 2 and homogeneous density p except for the circular inhomogeneity, which has homogeneous density op with multiplication factor 0 > 0. The inhomogeneity is referred to as region I. It has radius aR, with 0 < a < 1, and centre 0 1 • The vector s = Oz -01 connecting the centres has length ~R with 0 S ~ S (1-a).
We assume the transversal displacement u to be governed by (3.1 ). After separation of the time and the spatial variables the spatial part g of the solution has to satisfy (4.1) withY = yt = SpIT, o > 0 in region I and y = ' Yi = pIT in region II. The tension Tis assumed to be constant in time and uniform in space. In terms of the polar coordinates (r 1 ,cp 1 ) as indicated in Fig. 3 the solution of (4.1) can be quite generally written as
with h and YL defined in (3.14) . In this expression it is already taken into account that I g(0,$ 1 ) I < co, so that the YL do not appear in region I. The other conditions on g are:
Conditions i) and ii) can be dealt with as in § 3. Multiplication by csL ( $ 1 ) and integration over $1 yields per L-value the equations
Note, that the equations for k = 0 and k = 1 are identical. This is not the case if we apply condition iii), because then the asymmetry of the system comes in Application of condition iii) requires the expression of gin tenns of the polar coordinates (rz,~) instead of (r1o$1) used in (4.2). To that end, we invoke the expansion rules 
L'
Note that the equations fork= 0 and k = 1 are not identical. This degeneracy, which was present in the system in §3, is broken up here. Another consequence of the lack of symmetry is the coupling between coefficients with different n values, due to the summation in (4.6). However, it is important to realize that in (4.6) no coupling occurs between terms with k' = 0 and terms with k' = 1. In the polar coordinates (r 1 .~1 ) in region I the vector s has the representation (Is I, 0). This implies that, because of property (C. 
with L = (n. 0). The spectrum of the system is in principle obtained from (4.7) with (4.8). In practice one has to cut off the G 0 and G 1 matrices in order to be able to calculate the determinants. Reliable values for this cut-off value must be determined numerically and will, of course, depend on the accuracy required.
S. Numerical results
We have implemented conditions (4.7a) and (4.7b) with (4.8a) and (4.8b) numerically and calculated the spectra of several geometries. In all examples we fixed the radius, tension and density of the membrane at the values R = 1, T = 1 and p = 1, respectively. The parameters a.~ and o (see Fig. 3 ) are varied successively. In all cases a cut-off value of n = 5 for the matrices in (4.8a,b) is used. We present results for four cases. In Figures 4a, Sa, 6a , 7a the corresponding spectra are given. In Figures 4b, 5b, 6b , 7b the same spectra are drawn with all eigenvalues divided by the frequency of the (1,1) mode. The (1,1) frequency is in general the fundamental one of a kettle drum, because the (0,1) mode, which has a lower frequency, damps out much faster. A musical instrument conveys a clear sense of pitch if it has several harmonic overtones, the frequencies of which are related to the fundamental in whole~number ratios. From the latter figures one can find whether the presence of an inhomogeneity makes the membrane more or less "harmonic".
os; as; 1, ~=0, 8=2.
See Fig. 4a ,b. This geometry has circular symmetry and the theory of §3 applies. For a= 0 and a= 1 the membrane is homogeneous. In these limiting cases the spectrum is given, according to (3.18), by the zeros of the functions l 11 ('A.) and ln(fi A,) respectively. The spectrum is given in In the geometries shown only one favourable situation is found, namely in Fig. 6b with a= 0.25 a 0.30. Then, the (1,1), (0,2), (1,2), (2,2), (0,3), (5,1) frequencies are present in nearly the ratio's 1:1.5:2:2.5, the (2,2), (0,3) and (5,1) frequencies coinciding. In this case the fundamental frequency (1,1) is considerably splitted up. This has little influence on the harmonicity, because one can filter out one of the two by striking the membrane at an appropriate non-central position. The (0,2) mode, however, damps out relatively rapidly.
Our general conclusion is negative. In the usual kettledrum with homogeneous membrane the (1,1), (2,1), (3, 1) , and (4,1) frequencies form a harmonic series. For a membrane in vacuo we have not found a geometry in which these frequencies show a tendency to approach a harmonic series due to the introduction of an inhomogeneity. It is not clear whether the results for a membrane in vacuo may also be drawn with respect to the system consisting of membrane, kettle and air. If this is so we conclude that the inhomogeneities in the membranes of indian tablas play a role only in the fine tuning of these instruments and are not essential for the harmonicity of their spectra.
Appendix A
In Appendices A, B and C we explicitly derive equations (4.4a,b) and an expression for the matrix M. In Appendix D it is shown that the fonn of M also follows from addition theorems known in the literature. 
The three-dimensional analogues of the results in Appendices A, B and C can be found in (13] . with csL defined by (3.10) and x = (x,x) in polar coordinates. The orthononnality means that
In (A.5) x is represented as (x,x) with respect to a specific coordinate system. However, the Laplace operator is translation invariant and if we evaluate (A.3) with (A.4) with respect to a shifted origin, we obtain alternative eigenfunctions. We denote them by I E,L ; s> with s the origin shift Note, that we only shift the origin but do not change the x = 0 direction, i.e. no rotation is applied. The I E,L; s> can be obtained from the I E,L> via the orthogonal shift operator:
in Cartesian coordinates.
We note that the IE,L; s> fonn an orthononnal basis for L 2 (1R. 2 ) for all s. This can be expressed
with 1 the unity operator. The functions I E,L ; s> and IE' ,L'; s'> are not mutually orthogonal if
We may explicitly write a delta function with respect to the energies here, because the shift operator V commutes with the Laplacian L1 = V • V. An explicit fonnula for M is derived in Appendix B. There it is shown, that M does not depend on three arguments separately, but on only one (vector) argument. We therefore introduce
Mu{'Je(s-s')) =Mu·(E, s, s').
From property (A.9) and definition (A.lO) we find for arbitrary vectors sand s'
L"
If we take L' = (0,0) and use property (B.12), equation (A.12) reduces to
Equation (4.4a) is thus a special case of (A.12). We derive equation (4.4b) from (4.4a) via formula (1) in § 13.53 of [14] . In the latter fonnula we choose m = 0 and substitute the property (A.14)
Then we obtain the definite integral under the condition that p + n is even.
If we substitute expression (B.9) forM into (A.13) and multiply all vectors involved by an arbitrary real number x ~ 0, we obtain the equation
From the properties of the Gaunt coefficient c (see Appendix C) we have that n + n' + n" in the r.h.s. of (A.17) is even. So n and n' + n" are both even or both odd. If we multiply both sides of (A.17) by the factor xp-1 /(x 2 -r 2 ) and integrate overO~ x <co, (A.15) is applicable to the r.h.s.
and (A.16) to the l.h.s. of (A.l7) provided that p + n' + n" and thus p + n are even. This requirement can be fulfilled because of the freedom in choice we have for p. The resulting equation is
under the condition Is' I > Is I. We may take the imaginary part of r arbitrarily small, which implies that (A.18) also holds for r = 1. The real pan of (A.17) is in that case identical to (A. 13) and (4.4a), and the imaginary pan is just expansion (4.4b). and <k I k'> = S(k-k'). We insert the unity operator
into (B.l) and obtain for the r.h.s. the integral
To evaluate the matrix element <E,L I k> we expand <x I k> as follows, using (A.6):
V2
L
If we compare this with the well-known expansion for a plane wave in two dimensions
By means of equations (B.7) and (B.8), expression (B.5) is easily evaluated, giving with cs defined by (3.10) . One can work out the product of sines and cosines using the identities cos~ cos~'= t (cos($+$')+ cos(~-$')) sin~ cos~'= t (sin(~+~')+ sin(~-~')) sin~ sin~'=-.!.. (cos(~+~')-cos(~-~')).
This eventually yields (with
+ s:
Appendix D
Equations (4.4a,b) and expression (B.9) also follow from an addition theorem derived by Graf, which is given in [14] , section 11.3. In this appendix we partly adopt the notation of [14] . See Fig. 3b , in which the angle cp 1 is defined otherwise than in Fig. 3a .
Fig. 3b.
From (2) and (3) in [14] we obtain the relation
(D. I)
m=-oo
If we multiply both sides by exp(± n i <Pl) and redefine the summation index we find 9.
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