Abstract. The prime merit of the paper is to visualize hyperfractals via support functions. More precisely, address sets of hyperfractals, i.e. fractals living in hyperspaces, will be visualized in this way.
Introduction
In [AR1] , [AR2] , [AR3] , we considered a new class of fractals which we called hyperfractals, because they live in hyperspaces. In other words, they are defined as fixed points of certain operators induced in hyper-hyperspaces. Hyperfractals are closely related to superfractals considered e.g. in [Ba2] and [BHS] by Barnsley and his collaborators. The relationship between these two classes and their link to multivalued fractals, studied by ourselves e.g. in [AF] , [AFGL] , was explained in detail in [AR2] .
Since hyperfractals are, in general, infinite-dimensional nonlinear spaces, a direct visualization of hyperfractals is difficult, if not impossible. It is well known (see e.g. [DK, p. 13] ) that the hyperspace (K Co (R n ), d H ) of nonempty compact convex subsets of R n , endowed with the Hausdorff metric d H , is a separable metric space with the linear structure of a cone, but it is not a vector space.
An efficient tool seem to be with this respect support functions (see e.g. [DK, Chapter 3] , [MV] ). In this way, we will be able to visualize hyperfractals living in (K(R n ), d H ) and (K Co (R n ), d H ), at least as projections to R 2 and R 3 .
An alternative way of visualizing the address sets of multivalued fractals by means of lifted iterated multifunction systems will be briefly mentioned in concluding remarks. 
Some preliminaries
Following Hutchinson [Hu] and Barnsley [Ba1] , fractals will be treated here as fixed points of certain induced (usually called the Hutchinson-Barnsley) operators in hyperspaces. Hence, let us recall the notion of a hyperspace, at first.
Despite the fact that the most of theoretical statements presented in this paper hold in complete metric spaces, because of our main goal reflected in the title, in the entire text, it will be sufficient to consider only closed subsets X ⊂ R m of R m . Hence, let X ⊂ R m be a closed subset of R m in the sequel.
By a hyperspace (H(X), d H ) of a space (X, d), where d(., .) := |. − .| stands for the Euclidean metric, we understand a certain class H(X) of nonempty subsets of X endowed with the induced Hausdorff metric d H , i.e. (cf. e.g. [AG] , [DK] , [HP] , [KLMV] )
where O r (A) := {x ∈ X|∃a ∈ A : d(x, a) < r)} and A, B ∈ H(X). An alternative equivalent definition reads
The following two classes will be under our consideration: K(X) := {A ⊂ X|A is nonempty and compact}, K Co (X) := {A ⊂ X|A is nonempty, compact and convex,}. It is well known (see e.g. [Be] , [HP] , [KT] , [Mi] ) that if (X, d) is a complete (resp. compact) metric space, then so is the hyperspace (K(X), d H ). If (X, d) is a compact convex subset of a Banach space, then (K Co (X), d H ) is, according to [HH] , [LFKU] , a compact convex subset of (K(X), d H ). Hyperspaces of compact convex sets (in this paper, exclusively K Co (X), X ⊂ R m ) were also studied in [NQS1] , [NQS2] , [NQS3] , and the main results were summed up in [IML] . Let us recall two such theorems (cf. [NQS3] , [IML, Theorems 23, 24, p. 27] ) in the form of propositions.
is homeomorphic to the punctured Hilbert cube, i.e. the Hilbert cube minus a point. [IML] ). This will allow us to visualize isometrically hyperfractals in K Co (R).
For more details concerning the relationship between spaces and hyperspaces, see e.g. [AR2] [Be], [HP] , [IN] , [KT] , [Mi] .
Convex sets and support functions play the key role in our visualizations of hyperfractals. Let us therefore recall at least some basic notions and properties related to convex sets, convex hulls and support functions.
For A ⊂ R m , B ⊂ R m , let us define, as usually,
Thus, if A and B are convex subsets of R m , then A + B, and c · A are convex as well (see e.g. [Be] , [DS] ) and, especially, QA is convex, for A ∈ K Co (R m ), Q ∈ R m×m (see. e.g. [Be, Theorem 1.4 .1]).
Defining the convex hull conv(A) of A ∈ K(R m ) as (see e.g. [DS, Chapter V.2 
(3) conv(QA) = Qconv(A), Q ∈ R m×m . For more details concerning convex sets, see e.g. [Be] , [Ro] , [Sn] . Now, let us recall the notion of support functions and some of their basic properties. For the proofs and more details, see e.g. [DK] and [MV] .
Let us denote by S(K Co (R m )) the class of all support functions for sets in K Co (R m ). Let us also define
where supp A , supp B ∈ S(K Co (R m )). It is well known (see e.g. [DK] ) that the correspondence between K Co (R m ) and S(K Co (R m )) is one to one.
The metric spaces (
For the comparison of the Hausdorff distance of compact sets and their convex hulls, the following two more lemmas will be useful.
The following obvious lemma is probably well known. Nevertheless, for the sake of completeness, we will prove it here. Lemma 4. Let B ∈ K(R m ) be a compact set. It has the same support function as its convex hull.
Proof. It follows immediately from Lemma 3 that
For the reverse inequality, let a ∈ R m be such that |a| = 1. Assume that, for some y ∈ conv(B), we have y ′ a = c. Then we can write
where y i ∈ B, i = 1, 2, . . . , n + 1, n+1 i=1 α i = 1. Using the standard properties of the inner product, we get
Observe that at least one y max ∈ {y 1 , . . . , y n+1 } satisfies y max a ≥ c. It already implies supp B (x) ≥ supp conv(B) (x).
Multivalued fractals and hyperfractals
Multivalued fractals deal with multivalued maps, while hyperfractals concern induced (in hyperspaces) hypermaps. By a multivalued map F from X to Y , we mean, as usually, the one such that
Moreover, all multivalued maps will have at least compact values. By a fixed point x F ∈ X of a multivalued map F : X → 2 X /{∅}, we understand the one such that x F ∈ F(x F ). For more details concerning multivalued maps, see e.g. [AG] , [HP] , [KLMV] . Multivalued fractals are generated by iterated multifunction systems (IMSs), i.e. {X; F i , i = 1, 2, . . . , n}, where (X, d) stands for a complete metric space (in our paper, we can restrict ourselves to a closed subset X ⊂ R m of R m ) and F i : X → K(X) are multivalued contractions with factors r i ∈ [0, 1), namely
By multivalued fractals, we mean here the fixed points A * ∈ K(X) of the hyperoperators F :
where
Because of the applied Banach contraction principle, the unique fixed point A * ∈ K(X) is at the same time the attractor of the IMS in the original space X, i.e.
Multivalued fractals were intensively investigated in the last decade (see e.g. [AF] , [AFGL] , [CP] , [KLV1] , [KLV2] , [Le] . For an example of a multivalued fractal, see Figure 1 . Our work was also partly stimulated by [Ba2] , where Barnsley and his collaborators treated the whole families of fractal sets. Roughly speaking, iterated function systems (IFSs) of iterated function systems were investigated there. In fact, they considered the IFS {(
For more details concerning superfractals, see e.g. [Ba2] , [BHS] , and the references therein. At the conclusion of [BHS] , it is suggested to investigate the generalization involving multivalued mappings f i j . Attractors of such systems are called by ourselves hyperfractals. In the simplest case, for j = 1, the hyperfractals are at the same time fixed points of the above operators φ in K(K(X)).
More precisely, we start with a system {X; F 1 , F 2 , . . . , F n } of multivalued maps F i : X → K(X) and induce them to
The mappings
. . , F n }, called a hyperIFS, similarly as in the case of superfractals. In order to construct the contraction φ, we induce F i and get
Thus, we obtain φ :
If F i are contractions in a complete metric space (X, d), then so is φ in a complete metric space (K(K(X)), d H H ) (see [AR2] ). As already pointed out, the unique fixed point of the contraction φ, which is at the same time the attractor of the related hyperIFS, is called a hyperfractal. Its existence and uniqueness was proved in [AR2, Corollary 1]. Definition 2. Multivalued fractals which are attractors of the IMS above {(X, d); F i , i = 1, 2, . . . , n} are called underlying multivalued fractals, while hyperfractals generated by this IMS are called associated hyperfractals.
Since the address sets of hyperfractals play an important role in this theory, let us mention the following two statements in the form of propositions. The first one is a direct consequence of [Ba1, Theorem 2.1, p. 123] .
) is a complete metric space. Let α * denote the hyperattractor of the given hyperIFS and (Σ, d Σ ) the code space on N symbols, associated with the hyperIFS. For each σ ∈ Σ, n ∈ N, and A ∈ K(X), let
exists, belongs to α * and is independent of A ∈ K(X). Moreover, the function φ : Σ → α * is continuous and onto. Let us denote by A * σ = φ(σ) an address set of the hyperfractal α * , for any σ ∈ Σ.
The second proposition which was proved by ourselves in [AR3] reads as follows. Proposition 4. Let (X, d) be a complete metric space. Let {(X, d); F 1 , F 2 , . . . , F N } be an IMS. Let A * denote the attractor of the given IMS. Let (Σ, d Σ ) denote the code space associated with the hyperIFS
is a compact subset of A * which is the same, for any A ∈ K(X). Moreover, for each a ∈ A * , there exists σ ∈ Σ such that a ∈ φ(σ).
We can express the meaning of Proposition 4 in an elegant way.
where (X, d) is a complete metric space. Let the associated hyperIFS {(K(X), d H ); F 1 , F 2 , . . . , F N } be induced by the same system of multivalued contractions {F 1 , F 2 , . . . , F N }. Then the related attractors A * and α * of these iterated systems have the same address structure, i.e.
where φ(σ) is defined in Propositions 3 and 4.
Main results
Now, let us discuss possible visualizations of the hyperfractals structure. Our approach will sometimes allow us to make at least low-dimensional projections of hyperfractals. For this goal, an important tool will be for us the support functions of compact sets mentioned in Section 2.
In order to plot, for instance, a three-dimensional (d = 3) projection of sets A, B ∈ K Co (R m ), we choose x i ∈ R m , |x i | = 1, i = 1, 2, 3, and construct a three-dimensional graph, where each axis corresponds to one x i .
Thus,
will be the coordinates of A and B. In other words, we create the map
In this way, A ∈ K Co (R m ) is represented by the coordinates
in our graph. We consider the space R d with the metric d max, because the Hausdorff distance between A and B is greater than or equal to the maximum of differences in this coordinate system (cf. equation (1)). In general, we only get the projections of the metric structure of fractals in hyperspaces. Remark 2. We can naturally generalize the map V to
because, according to Lemma 4, for each A ∈ K(R m ),
and V (A) = V (conv(A)). The following proposition proved in [AR3] will help us to visualize hyperfractals from R m .
Proposition 5. Let us consider two IMSs {R m , F i , i = 1, 2, . . . , n} and F c := {R m , F c i , i = 1, 2, . . . , n}, where
and (2)
Remark 3. Notice that orthonormality can be omitted here. The equation (2) implies supp(A * σ ) = supp(A c σ ), ∀σ ∈ Σ. The following statement, which is for us the main tool for a visualization of nonconvex address sets of hyperfractals, is in fact a corollary of Proposition 5. Nevertheless, because of its importance, we state it here in the form of theorem. Theorem 1. The hyperfractals α * and α c have the same visualizations by means of support functions.
Let us consider the easiest cases. At first, we will discuss the visualization of hyperfractals in the special case K Co (R). There are only two vectors of length 1 in R 1 (x 1 = 1, x 2 = −1). Therefore, we can draw hyperfractals from K Co (R 1 ) in two-dimensional pictures. We arrive to V ([a, b]) = (−a, b). Example 1. Let us consider the hyperattractor α * of the hyperIFS
for r = 1 2 . Running the chaos game for the hyperIFS, we obtain a sequence of intervals {A i } k i=1 , which can be easily visualized by means of the map V (see Figure 2) . Note that we get the same picture as for the attractor B * of the IFS
where c 1 = (0, 0) ′ , c 2 = (−1, 1) ′ , c 3 = (0, 1) ′ . This follows from the equation
Observe that the "shadow" of α * is [0, 1]. Now, we turn our attention to the case of hyperIFS in K(R 2 ). Let us recall the definition of a support function from above:
It is much more comfortable to consider one angle θ, instead of two coordinates x ∈ R 2 , |x| = 1 in supp A (x). Hence, we write, for x ∈ R 2 , |x| = 1, and a ∈ A, A ∈ K(R 2 ), x = (cos θ, sin θ), a = r a (cos φ, sin φ).
The scheme for a support function constructed in this way of a one-point set is presented in Figure 3 and Figure 4 . Example 2. Consider the hyperIFS associated with the IMS The attractor of the underlying IMS is called the Fat Sierpiński triangle (see Figure 1) .
2 ) and
2 ) which corresponds to θ 1 = π 3 , θ 2 = 2π 3 and θ 3 = 4π 3 , respectively. Running the chaos game for the hyperIFS, we obtain a sequence of compact convex sets {A i } k i=1 . For k = 10, the structure of 10 sets and their support functions of the hyperfractal can be seen in Figure 5 and Figure 6 . The visualization of these sets are plotted in Figure 7 . The structure of the Fat Sierpiński hypertriangle is finally visualized in Figure 8 . The attractor of the IMS is plotted in Figure 9 . Let us also consider the hyperIFS Let us denote by α ′ the hyperattractor (for its "shadow", see Figure 10 ) of the associated hyperIFS
The support functions of sets with the same addresses are, according to Proposition 5 and Remark 3, identical. It follows from Theorem 1 that the visualizations of these hyperfractals are the same (see Figure 11) .
A hyperIFS in K Co (R 2 ) consisting of similitudes has an elegant interpretation in terms of support functions, as demonstrated by the following theorem. Theorem 2. Let us consider the hyperIFS
, r i are reals, Q i are orthonormal 2 × 2−matrices. Furthermore, let us consider the operators Figure 11 . Structure of the hyperfractal whose underlying multivalued fractals are plotted in Figure 9 and Figure 10 .
The IFSs (3) and
Proof. First of all, it follows easily from two-dimensional algebra that
where R i are matrices of reflection or identity and O i (φ), det(O i (φ)) = 1, are matrices of rotation for i = 1, 2, . . . , n. Now, let us realize how support functions of images of convex sets for similitudes look like. Similitudes in R 2 are compositions of homotheties, translations, and orthonormal transformations (reflections and rotations). Similitudes in K Co (R 2 ) are generalization of similitudes in R 2 in the sense that the addition of convex sets is supplied. Notice that the translation can be regarded as an addition of a one-point set (see [DK, p. 14] ).
The properties of support functions of homotheties and translations were described in Lemma 1. It remains to characterize the support functions of reflected and rotated sets.
For Q ∈ R m×m , A ∈ K(R m ), we can write
In the particular case of n = 2, x = (cos θ, sin θ) ′ and the matrix of rotation Q, where
we obtain
Thus, supp QA (θ) = supp A (θ − φ) means only the translation of a support function.
In the same way, for the matrix of reflection Q = 1 0 0 −1 , we obtain that supp QA (θ) = supp A (−θ). This corresponds to the reflection of a support function. Hence, similitudes in K Co (R 2 ) have a natural explanation in terms of support functions S(K Co (R 2 )), as claimed.
Remark 4. The angle θ in Theorem 2 gives rise to a point in the plane. It seems to be difficult to formulate a uniform formula in higher-dimensional spaces. For the general n−dimensional rotations see e.g. [AP] .
Concluding remarks
Corollary 1 can be applied to so called lifted iterated multifunctions systems (lifted IMSs). They can be constructed in a similar way as lifted IFSs (cf. [Ba1, , [Ba2, ). They can also help us to visualize address sets of multivalued fractals in an alternative way.
Hence, let {(X, d), F 1 , F 2 , . . . , F n } be an IMS, where (X, d) is a complete metric space and F i : X → K(X) are contractions.
We define the IMS {(X × Σ, d X×Σ ),F 1 ,F 2 , . . . ,F n }, where Σ is the code space on n symbols {1, 2, . . . , n} andF i :
and s i (σ) := iσ, for i = 1, 2, . . . , n, σ ∈ Σ. We use the metric d X×Σ ((x, σ), (y, θ)) = d X (x, y) + d Σ (σ, θ), x, y ∈ X, σ, θ ∈ Σ.
In order to show thatF i are contractions, i = 1, 2, . . . , m, we need not consider all compact subsets of X × Σ. It suffices to treat A × {σ}, σ ∈ Σ, A ∈ K(X). Therefore, let us write (A, σ), for A × {σ}. d X×Σ ((a, σ), (b, θ))}.
In this way, we will prove thatF i are contractions. For any (x, σ) and (y, θ) ∈ X × Σ, we can write 
