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In this paper, we consider the question of representing an entire function of finite
order and type in terms of finitely many bits, and reconstructing the function from
these. Instead of making any further assumptions about the function, we measure
the error in reconstruction in a suitably weighted Lp norm. The optimal number of
bits in order to obtain a given accuracy is given by the Kolmogorov entropy. We
determine this entropy in the case of certain compact subsets of these weighted Lp
spaces and obtain constructive algorithms to determine the asymptotically optimal
bit representation from finitely many samples of the function. Our theory includes
both equidistant and non-uniform sampling. The reconstructions are polynomials,
having several other optimality properties. © 2002 Elsevier Science (USA)
1. INTRODUCTION
A band limited function is a function of the form xW >y−y e−itx dm(t) for
some complex, Borel measure m supported on an interval [−y, y]. (The
function is said to be band limited to [− y, y].) Because of their importance
in signal processing, approximation of such functions has developed into a
fairly large subject with many facets (e.g., [6, 10]). For example, Kowalski
et al. [9] have studied the question of how accurately a class of such func-
tions can be approximated given n pieces of nonadaptive information.
Among other results, they have determined the location of nodes so that
any function from this class can be optimally recovered using samples of
the function at these nodes.
A relatively new line of research in this theory is to obtain good repre-
sentations of such functions using finitely many bits rather than finitely
many real valued parameters. This problem has been studied from the
point of view of communication theory in [1, 3, 5] among others. A typical
feature of the encoding schemes is the following. One constructs a quan-
tization mask, M, which is a matrix of size s× a, fixed independently of the
desired accuracy. Given a vector of samples f=(f(kh), ..., f(kh+ah−h))T,
one encodes the function f near kh by quantizing the vector Mf. The
approximation error in the reconstructions of f using this encoding
behaves typically like ha for some a, although rates such as exp(−c/`h )
have also been reported.
In this paper, we wish to explore yet another aspect of this theory.
Rather than processing one function for the purposes of communication,
we wish to ‘‘tabulate’’ an entire class of functions using finitely many bits,
so that an arbitrary element of this class can be recovered within a given
accuracy using this ‘‘table.’’ In this endeavor, we still rely upon finitely
many samples of the functions involved. However, unlike the communica-
tion theory paradigm, we may assume that all the samples are known
before the encoding process begins. In particular, the size of the quantiza-
tion mask may depend upon the desired accuracy. This mask is computed
only once, and then applied to a large number of functions.
To describe our motivations in a greater detail, we recall the notion of
entropy of a compact subset K of a metric space (X, d) [12, Chap. 15].
Given e > 0, let Ne(K) be the minimal number of balls of radius e that
cover K, and g1, ..., gNe(K) be a list of the centers of these balls. We note
that a binary enumeration of these centers takes Ne(K) integers, each
having at most log2 Ne(K)+1 bits. Given any f ¥K, we find gj such that
d(f, gj) [ e. We may then encode f using the binary representation of j,
and use gj as the reconstruction of f based on this encoding. Thus, the
metric entropy of K, defined by He(K, X) :=log2 Ne(K), gives (within one
bit) the minimal number of bits necessary to encode any f ¥K.
The notion of entropy is studied in different contexts by many mathe-
maticians, including Kolmogorov and Tikhomorov [8] (see [12, Chap. 15]
for further references). For the present paper, perhaps the most relevant
result is due to Vitushkin. In [19], Vitushkin considered a class of entire
functions of finite exponential type (see Section 2 for precise definitions) as
the compact subset K in the metric space X of continuous functions on
[−1, 1], equipped with the supremum norm. He proved that
He(K, X)=
(log2(1/e))2
log2 log2(1/e)
(1+o(1)). (1.1)
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We observe that all band limited functions are necessarily entire functions
of finite exponential type. Conversely, any entire function of finite exponen-
tial type is the Fourier transform of an ‘‘analytic functional’’ supported on a
compact subset of the complex plane [18, Theorem 22.2, p. 233]. In this
paper, we wish to study the entropy encoding of a class of entire functions of
finite type and order, a further generalization of the class of entire functions
of finite exponential type (which are of order 1). To the best of our knowl-
edge, all the previous works on this subject assume that the functions under
study are either bounded, or have a finite L2 norm on the interval where the
approximation takes place, whether the interval is finite or infinite. This
assumption excludes certain elementary functions such as ex or cosh x, in the
case when the approximation is desired on the whole real line R. In this
paper, we will not make any assumptions on the set of functions to be
approximated beyond the fact that they be of finite order and type. To
compensate for this generality, we need to study approximation in a
weighted norm on R. Since entire functions cannot possibly be compactly
supported, and we wish to approximate them based only on their values on a
compact interval, we use polynomial approximation.
The theory of weighted polynomial approximation is developed quite
well during the last 30 years or so. One interesting feature of this theory is
that the type and order of an entire function can be determined exactly
using the sequence of the degrees of weighted polynomial approximation
on R. In contrast, the sequence of the degrees of unweighted polynomial
approximation on [−1, 1] can only estimate the type of the function.
It is not clear what the implications of using weighted approximation are
for signal processing applications. However, we are able to accomplish
several other objectives in this paper. The number of samples needed in
constructing our quantizations, the number of bits in our representations,
and the degree of the polynomials in our reconstructions are all asymptot-
ically optimal. Our constructions are stable, both with respect to the errors
in the samples, and with respect to the errors in the quantized integers. In
the case of uniform sampling, the degree of approximation which we obtain
is O((s−cs)), where s is the sampling frequency; i.e., we obtain a rate far
better than even the exponential rate.
Our techniques are also applicable in the case when an unweighted
approximation is desired on a compact interval. In this case, it is necessary
to take the samples on a slightly larger interval, or to take more samples
near the endpoints of the interval. This problem does not arise in the case
of approximation on the sphere. We are currently working on the analogue
of our theory in this case.
In Section 2, we discuss some background material regarding weighted
approximation. We will also state a new quadrature theorem based on an
arbitrary point system on R, which will play a crucial role in our constructions.
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In Section 3, we state our main theoretical results regarding the metric
entropy. To the best of our knowledge, these are new from the point of
view of weighted polynomial approximation theory. In Section 4, we
discuss algorithmic aspects of our theory, and describe the results of some
numerical experiments. The proofs of the results in Section 2 and Section 3
are given in Section 5.
2. WEIGHTED APPROXIMATION
It is easy to see that a function f, band limited to the interval [− y, y], is
an entire function of finite exponential type y; i.e., it is the restriction to the
real line of an entire function f that satisfies for every s > y and z ¥ C, the
inequality |f(z)| [M(f, s) exp(s |z|), where M(f, s) > 0 is a constant
depending on f and s. More generally, an entire function f is said to have
a finite order and type if for some s > 0 and a \ 0,
|f(z)| [M(f, s, a) exp(s |z|a), z ¥ C. (2.1)
The infimum of all the a’s that work in this inequality is called the order of
the function. The type of an entire function f of order l is the infimum of
the constants s for which
|f(z)| [M(f, s) exp(s |z|l), z ¥ C. (2.2)
The class of all entire functions f, real valued on R, and satisfying the
condition
|f(z)| exp(−y |z|l) [ 1, z ¥ C,
will be denoted by By, l.
In this paper, we are interested in encoding and reconstructing functions
on R that can be extended to entire functions of finite, positive order and
finite, positive type. We wish to measure the error in the reconstruction in
terms of (i) the number of samples of the function, (ii) (in the case of equi-
distant samples) the sampling frequency, and (iii) the number of bits in the
encoding of the function.
For a (Lebesgue) measurable function h: RQ R and 1 [ p [., we
define the Lp norm of h by
||h||p :=˛3FR |h(x)|p dx41/p, 1 [ p <.,
ess sup
x ¥ R
|h(x)|, p=..
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As usual, we denote by Lp the class of all (Lebesgue) measurable functions
h on R for which ||h||p <., where functions equal almost everywhere are
treated as equal elements of Lp.
If the target function f is an entire function of order l, we fix a number
a > l. Using the notation wa(x) :=exp(−|x|a/2), we observe that ||waf||p is
always finite for every p (1 [ p [.), without making any further assump-
tions on f. Therefore, we require that the reconstructed function g should
also satisfy ||wa g||p <.. We may then measure the error for the recon-
structed function g by ||(f−g) wa ||p. In fact, our reconstructions will be
polynomials. In the important case of band limited functions, we will
choose a=2.
Since we need several facts regarding weighted approximation in this
paper, we now briefly review some of these, and state a new quadrature
theorem, which will be used extensively in our constructions in Section 3.
For y > 0, Py denotes the class of all algebraic polynomials of degree at
most y. If 1 [ p [. and waf ¥ Lp, we define the degree of approximation
of f by
En(a, p; f) := inf
P ¥Pn
||(f−P) wa ||p, n=0, 1, 2, ... . (2.3)
The following Theorem 2.1 gives a complete characterization of the
order and type of an entire function of finite order and type in terms of the
degree of approximation of the function. In the sequel, the symbols c, c1, ...
will denote positive constants depending on a, y, l, and other explicitly
indicated quantities only. Their values may be different in different
occurrences, even within the same formula. The inequalities cA [ B [ c1A
will be denoted by A ’ B. We also adopt the convention that Mn will
denote a quantity such that limnQ. M
1/n
n =1, where the limit is uniform for
f ¥ By, l, and the values of Mn may be different at different occurrences,
even within the same formula. In [14, Theorem 7.2.1(b)], [13], we have
proved the following theorem (with a different notation).
Theorem 2.1. Let 1 [ p [., l > 0, a > l, waf ¥ Lp, and
r1(a, p; f) :=lim sup
nQ.
{(2nn!)1/l−1/a En(a, p; f)}1/n <.. (2.4)
Then f has an extension to the complex plane as an entire function of order l
and type y given by
r1(a, p; f)=(ba/2)(2yl)1/l(=: r(a, y, l)), (2.5)
where ba :={
2a−2C(a/2)2
C(a) }
1/a.
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Conversely, if f is the restriction to the real line of an entire function of order
l and type y, then waf ¥ Lp for every p, 1 [ p [., r1(a, p; f) defined by
(2.4) is finite, and (2.5) holds.
We have
En(a, p; f) [Mn
r1(a, p; f)n
(2nn!)1/l−1/a
, f ¥ By, l. (2.6)
It is interesting to note that the formula (2.5) gives the type of the func-
tion exactly in terms of the degrees of approximation of the function. In
contrast, in the case of unweighted approximation on a compact interval,
the type can only be estimated using the degrees of approximation.
A very important fact in the theory of weighted approximation is that
the supremum norm of weighted polynomials is attained on an interval
depending only on the degree of the polynomial, and not on the individual
polynomials involved. Thus, with
ax(a) :=bax1/a :=32a−2C(a/2)2
C(a)
41/a x1/a, x > 0, (2.7)
it is known [14, Theorem 6.1.6, (6.4.8)] that for any integer n \ 0 and
P ¥Pn,
max
|x| \ an(a)
|w2a(x) P(x)| [ max
|x| [ an(a)
|w2a(x) P(x)|.
The following theorem gives an analogue in the case of the Lp norms.
Theorem 2.2. Let 1 [ p <., a > 1, ax be as in (2.7). For any g > 0,
integer m \ c log(1/g) and P ¥Pm, we have
F
|y| \ am(a)(1+A(a, g)/(pm)
2/3)
|P(y) w2a(y)|
p dy [ g ||w2aP||pp, (2.8)
where
A(a, g) \ {(23 a min(2
a−2, 1/(a−1)))−1 (log(2/(2−`3)2)+log(1/g))}2/3.
The proof of this theorem is essentially in [14], but the precise form for
A(a, g) is not given there. Therefore, we will sketch a proof of this theorem
in Section 5. We need the following corollary of this theorem.
Corollary 2.1. Let a > 1,
B(a) :=(7/4)(a min(2a−2, 1/(a−1)))−2/3, (2.9)
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and the interval Dn, a be defined by
Dn, a :=[−an(a)((1+B(a) n−2/3), an(a)(1+B(a) n−2/3)]. (2.10)
Then for integer n \ c and P ¥Pn, we have
F
t ¨ Dn, a
|w2a(t) P(t)| dt [ 18 F
R
|w2a(t) P(t)| dt. (2.11)
Next, we describe a quadrature formula based on arbitrary nodes on R.
This is a new formula, the proof of which is a major part of this paper.
Theorem 2.3. Let N \ 1 be an integer, Let
Y={y1 < · · · < yN} (2.12)
be any set of real numbers, and
dY := max
2 [ k [N
(yk−yk−1). (2.13)
There exist numbers C(a), C1(a) > 0 with the following property. Let m be
an integer, C1(a) [ m [ C(a) da/(1−a)Y , such that [y1, yN] ` Dm, a. Then there
exist nonnegative numbers {wY; k} such that
C
N
k=1
wY; kP(yk)=F
R
P(t) w2a(t) dt, P ¥Pm, (2.14)
and
0 [ wY; k [ cm (1−a)/aw2a(yk) 3 :1− |yk |am(a) :+m−2/34
−1/2
. (2.15)
Moreover,
|{k: wY; k ] 0}| ’ m. (2.16)
3. METRIC ENTROPY
We begin by stating the analogue of Vitushkin’s result (1.1) in the
context of weighted approximation. The space Lpa consists of functions f
such that waf ¥ Lp.
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Theorem 3.1. Let l > 0, y > 0, a >max(l, 1). We have
He(By, l, L
p
a)=
1
2(1/l−1/a)
(log2(1/e))2
log2 log2(1/e)
(1+o(1)). (3.1)
Our main interest in this paper is to obtain constructive methods to
represent a function in By, l with He(By, l, L
p
a)(1+o(1)) bits, calculated
based on the samples of the function at scattered points on R, and to
reconstruct the function within an accuracy of e.
In the following discussion, we assume that for every integer n \ c, one
has found a set Yn of distinct points (at which the target functions will be
sampled) so that the conditions in the above theorem and hence, the for-
mulas (2.14), (2.15), and (2.16) are valid with Yn in place of Y and 2n−1 in
place of m. We will denote the members of Yn by yk, n, the cardinality of Yn
by Nn, and the weights wYn; k by wk, n. The measure that associates the mass
wk, n with yk, n, k=1, ..., Nn, will be denoted by nn.
To describe the encoding and reconstruction, we recall certain notation
regarding orthogonal polynomials. It is well known that there exists a
system of polynomials {pk(a; x)=ck(a) xk+·· · ¥Pk, k=0, 1, ...} such
that ck(a) > 0 for each integer k \ 0, and for integers k, a \ 0, we have
F
R
pk(a; x) pa(a; x) w
2
a(x) dx=˛1, if k=a,0, if k ] a.
If waf ¥ Lp for any p, 1 [ p [., we may define the Fourier orthogonal
polynomial coefficients of f by
bk(a; f) :=F
R
f(x) pk(a; x) w
2
a(x) dx, k=0, 1, 2, ..., (3.2)
and write
sn(a; f) :=C
n−1
k=0
bk(a; f) pk(a), n=1, 2, ... . (3.3)
The discretized version of the coefficients bk(a; f) and the operators sn is
given (for n \ c, k=0, ..., n−1) by
bk, n(a; f) :=F
R
f(y) pk(a; y) dnn(y), (3.4)
sDn (a; f) :=C
n−1
k=0
bk, n(a; f) pk(a). (3.5)
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For x ¥ R, we will denote the largest integer not exceeding x by NxM and the
smallest integer not less than x by KxL. For an entire function f having
order l > 0 and type y > 0, we define
Ik, n(a, y, l; f) :=N(2nn!)1/l−1/a r(a, y, l)−n bk, n(a; f)M, (3.6)
where r(a, y, l) is defined in (2.5). In the case of entire functions of finite
exponential type y, we have l=1, and r(2, y, 1)=y. The quantized version
of bk, n(a; f) is given by
b˜k, n(a, y, l; f)=(2nn!)1/a−1/l r(a, y, l)n Ik, n(a, y, l; f). (3.7)
The reconstructed function is then given by
SRn (a; f)=C
n−1
k=0
b˜k, n(a, y, l; f) pk(a). (3.8)
The following theorem lists some properties of the quantized coefficients
and the accuracy of the reconstructed function.
Theorem 3.2. Let l > 0, y > 0, a >max(l, 1), and f be an entire func-
tion of order l > 0 and type y > 0, that is real-valued on the real line. Then
for 1 [ p [.,
||(f− sDn (a; f)) wa ||p [Mn(2nn!)1/a−1/l r(a, y, l)n, (3.9)
||(f−SRn (a; f)) wa ||p [Mn(2nn!)1/a−1/l r(a, y, l)n. (3.10)
Further,
| max
0 [ k [ n−1
(2kk!)1/l−1/a r(a, y, l)−k bk, n(a; f)| [Mn. (3.11)
The total number of bits needed to represent the integers Ik, n(a, y, l; f),
0 [ k [ n−1, satisfies the relation
lim
nQ.
2
n2 log2 n
C
n−1
k=0
(1+Klog2 |Ik, n(a, y, l; f)|L)=1/l−1/a, (3.12)
where the convergence is uniform on By, l.
In particular, if e > 0, and n be chosen to be the smallest integer so that
the right hand side of (3.10) does not exceed e, then the total number
of bits needed to represent the integers Ik, n(a, y, l; f), 0 [ k [ n−1, is
He(By, l, L
p
a)(1+o(1)).
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Comparing the estimates (3.9) and (3.10) with the nonlinear n-width
expressions in [13], we see that these estimates are asymptotically sharp. If
the sets Yn consists of the zeros of the polynomial pn(a), then the conditions
of Theorem 2.3 are not satisfied, but it is well known that there are positive
quadrature formulas with these nodes which are exact for polynomials in
P2n−1. The operator s
D
n is then the operator of Lagrange interpolation at
the nodes in Yn. In this case, the estimate is sharp also in terms of the
number of samples. In general, the estimate is not sharp in this sense.
Nevertheless, in the case when the sampling nodes are chosen to satisfy the
conditions of the above theorem, the number of samples necessary to
obtain a given accuracy in reconstruction does not exceed a constant mul-
tiple of the optimal number. In the case when Yn consists of equidistant
nodes, the quantity d−1Y ’ n1/a represents the sampling frequency. The
estimates (3.9) and (3.10) can then be interpreted as the rate of recovery
which is much faster than the exponential rate in terms of the sampling
frequency.
Finally, we make some comments concerning the stability of our proces-
ses. Towards this end, we note that the coefficients bk, n(a; f), and hence,
the integers Ik, n(a, y, l; f) and the operators s
D
n (a; f) and S
R
n (a; f) are all
defined for any f: Yn Q R. Further, in view of the quadrature formula
(2.14), the polynomials {pk(a)} are orthonormal polynomials with respect
to nn as well for k=0, ..., n−1:
F
R
pk(a) pj(a) dnn=˛1, if k=j,0, if k ] j, 0 [ j [ n−1.
Therefore, the quadrature formula and the Bessel inequality for the
measure nn together imply that for any f, g: Yn Q R,
||(sDn (a; f)− s
D
n (a; g)) wa ||
2
2=F
R
|sDn (a; f)− s
D
n (a; g)|
2 dnn
[ C
N
k=1
wk, n |f(yk, n)−g(yk, n)|2. (3.13)
Thus, the operator sDn (a; f) is stable with respect to errors in the observed
samples. It will be seen in the proof of Theorem 3.2 ((5.31)) that for any
f: Yn Q R,
||(sDn (a; f)−S
R
n (a; f)) wa ||2 [`n
r(a, y, l)n
(2nn!)1/l−1/a
.
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Using triangle inequality and (3.13), we obtain for any f, g: Yn Q R:
||(SRn (a; f)−S
R
n (a; g)) wa ||2 [ 3 CN
k=1
wk, n |f(yk, n)−g(yk, n)|241/2
+2`n r(a, y, l)
n
(2nn!)1/l−1/a
. (3.14)
Finally, let g: Yn Q R denote the actual samples, and Pn be a polynomial
obtained by replacing the integers Ik, n(a, y, l; g) by integers I˜k, n. Then using
Parseval identity, we see that
||(SRn (a; g)−Pn) wa ||2 [ (2nn!)1/a−1/l r(a, y, l)n
×3 Cn−1
k=0
|Ik, n(a, y, l; g)− I˜k, n |241/2.
To summarize, if the actual samples are g(yk, n) rather than the ideal
f(yk, n)’s, and the resulting integers Ik, n(a, y, l; g) are further corrupted to
I˜k, n, thus yielding a polynomial Pn rather than S
R
n (a; f), we have for f as
in Theorem 3.2,
||(f−Pn) wa ||2 [ 3 CN
k=1
wk, n |f(yk, n)−g(yk, n)|241/2
+(2nn!)1/a−1/l r(a, y, l)n 3 Cn−1
k=0
|Ik, n(a, y, l; g)− I˜k, n |241/2
+Mn(2nn!)1/a−1/l r(a, y, l)n. (3.15)
4. ALGORITHM AND NUMERICAL RESULTS
In this section, we take the viewpoint that a set of sampling nodes,
Y: y1 < · · · < yN,
is already determined. We will give a method for encoding and decoding
functions which are restrictions to R of entire functions of order l and type
y. We will fix a >max(l, 1).
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Quantization Mask
1. Find the largest integer n such that
Y ` [−a2n−1(a)(1+B(a)(2n−1)−2/3), a2n−1(a)(1+B(a)(2n−1)−2/3)],
where a2n−1(a), B(a) are described in Theorem 2.3, and such that there
exist non-negative weights wY; k satisfying (2.14) with 2n−1 in place of m.
2. The quantization maskM is a n×N matrix given by
Mj, k :=(2nn!)1/l−1/a r(a, y, l)−n wY; k pj(a; yk),
j=0, ..., n−1, k=1, ..., N. (4.1)
Encoding
Given a vector of samples f :=(f(y1), ..., f(yN))T, construct I :=NMfM,
where the operation N · M is done component-by-component. The encoding
consists of finitely many integers as follows: The first integer is n, the next
integer is max0 [ k [ n−1 Klog2 (Klog2 |Ik |L+1)L, indicating the number of bits
needed to store the maximum number of bits necessary to encode any of
the components of I in the signed magnitude form. These two integers are
followed by a sequence of n records of the form (Number of bits in |Ik |,
sign of Ik, |Ik |). Clearly, the records may be stored without any field or
record separators. We do not claim that this is the optimal way to encode
the integers, but it does not affect the asymptotic behavior for the number
of bits needed to represent the function.
Decoding
The decoding simply consists of the construction of the operator
SRn (a; f) from the information I as in (3.7) and (3.8).
Evidently, the most difficult part of this algorithm is the construction of
the quantization mask. Since the mask depends only on Y and not on the
target function, we may compute the mask once, and use it for all the
functions to process. We observe that (2.14) is equivalent to the underde-
termined system of equations
C
N
k=1
wY; k pj(a; yk)=˛`2C((a+1)/a), if j=0,
0, if j=1, ..., 2n−1.
(4.2)
We may create an optimization target, for example, ;Nk=1 w−1a (yk) wY; k,
;Nk=1 w2Y; k or max1 [ k [N |wY; k |, and solve a series of optimization problems
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where this target is minimized subject to the conditions (4.2) and the con-
ditions wY; k \ 0, k=1, ..., N. We stop when this optimization is no longer
feasible. The first target function seems to be the most attractive, since it
ensures also that the resulting weights will come close to satisfy (2.15) as
well.
In Step 2 (as well as in Step 1 implemented using the above recommen-
dations), one needs to compute the orthogonal polynomials {pk(a)}. In the
important case of band limited functions, one may take a=2. In this case,
these polynomials are precisely the classical Hermite polynomials, and can
be computed easily, using the recurrence relations (cf. [17, Formulas
(5.5.8), (5.5.1)])
p0(2; x) :=p−1/4, p1(2; x) :=`2 p−1/4x, (4.3)
pk(2; x)=(`2/k) xpk−1(2; x)−(`(k−1)/k) pk−2(2; x), k=2, 3, ... .
(4.4)
In general, only the moments >R xkw2a(x) dx are known, and it is a compu-
tationally difficult problem to calculate the orthogonal polynomials based
on this information. In [4], Gautschi has described some efficient proce-
dures to accomplish this task.
We now describe the results of some numerical experiments in the case of
encoding and decoding band limited functions using the above algorithm.
Thus, we take a=2, and calculate the corresponding orthonormalized
polynomials using (4.3) and (4.4). For n=1, 2, ..., we took N equidistant
nodes in the range
[− K`n (1+(1.1024) n−2/3)L, K`2 (1+(1.1024) n−2/3)L],
and used linear programming to minimize ;Nk=1 exp(y2k/2) wY; k subject to
the constraints (4.2) and wY; k \ 0, k=1, ..., N. For N=32, the maximum
value of n for which this optimization problem could be solved turned out
to be 12. Thus, we were able to construct quadrature formulas exact for
P23. The sampling frequency was 2.6667, the a2-norm of the error in the
solution of (4.2) was 3.4532 f 10−9, the value for the target function was
2.5066, and the number of positive weights was 32. For N=64, we were
able to solve this optimization problem to get quadrature formulas exact
for P29. The sampling frequency was 4.5714, the a2-norm of the error in the
solution of (4.2) was 1.791 f 10−9, the value for the target function was
2.5066, and the number of positive weights was 64.
Having determined the weights, we explored the simple target function
ex, as well as a series of randomly chosen entire functions. We counted the
total number of bits, bitno, necessary to represent the function using the
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encoding scheme described above, except for the one integer, which in all
cases to be described here turned out to be 5. In each case, the error was
measured by
err= max
x ¥ [−16, 16]
|exp(−x2/2)(f(x)−SRn (2; f, x))|.
(In the actual computation, we took the maximum over 512 equally spaced
nodes in [−16, 16].) For the function f(x)=ex, with N=32, and hence,
using n=12, we found bitno=240, and err=1.1967 f 10−6. With
N=64, n=15, we found bitno=362, and err=7.7738 f 10−9. At this
stage, we introduced a modified procedure for finding Ik, n(2, 1, 1; f),
which is more in line with the technique used by Vitushkin [19] in his
calculation of the entropies of entire functions. Instead of taking
N2n/2`n! bk, n(f)M, we computed Un :=max0 [ k [ n−1 2k/2`k! |bk, n(f)|, and
hence,
I −k, n :=N2
k/2`k! bk, n(f) U−1n N`2n−1(n−1)!/(2kk!)MM.
The reconstruction was done analogously to the computation of SRn (2; f),
by reversing the multiplications and divisions above to get the coefficients.
Again, with N=32, n=12, we found bitno=205, err=7.8634 f 10−6.
With N=64, n=15, the corresponding numbers were bitno=316,
err=8.1038 f 10−8.
Next, we studied our algorithm for randomly generated band limited func-
tions, with N=64, n=15. In light of the definition of a band limited func-
tion, we took 128 equidistant points {wk} on [−1, 1], 128 random complex
numbers {zk}, with real and imaginary parts in [−1, 1], and calculated the
corresponding band limited function by f(t)=Re;128k=1 zk exp(−itwk). This
function was then normalized so that
max
x ¥ [−16, 16]
|exp(−x2/2) f(x)|=1.
We tested our algorithm on 1000 such functions. In addition, after the cal-
culation of each Ik, n, we added a noise to each Ik, n, distributed uniformly in
the interval [−128, 128]. The average number of bits required in this
experiment was bitno=320.039, and the average of err was
1.0239 f 10−6. With the modified quantizations I −k, n (also modified with the
same noise), the average of bitno was 287.127, and the average of err
was 5.6885 f 10−6. We observe that because of the noise, 42.85% of the bits
allocated to {Ik, n} and 49.5% of the bits allocated to {I
−
k, n} were unreliable
at the reconstruction stage.
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5. PROOFS
In the sequel, we will need to refer to various results from [14], which
uses a slightly different notation. In particular, the symbol wa in [14] is
denoted here by w2a. We note also that w
A
a are ‘‘Freud weights’’ for every
A > 0. For the weight exp(−A |x|a/2), the quantities denoted by ax and qx
in [14] are given by (2/A)1/a bax1/a and (2x/Aa)1/a respectively. In the
remainder of this section, the quantity denoted by ax(a) in (2.7) will be
denoted by ax.
Proof of Theorem 2.2. The estimate (2.8) is obtained by a slight modi-
fication of the proof of Proposition 6.2.8 of [14, pp. 149–150]. Taking
N=m, Q(t)=|t|a (so that the notation for ax in (2.7) coincides with that in
[14]) in Theorem 6.2.4 of [14], we get
am F
|x| \ 1
|P(amx) | |x|−`x2−1|2/p exp(−mVm(x))|p dx
[ F
|y| [ am
|w2a(t) P(t)|
p dt, (5.1)
where (cf. Theorem 6.4.2 and formula (6.4.9) in [14])
Vm(x) :=
a
p
F 1
−1
F 1
|t|
ya−1 log |x−t|
`y2−t2
dy dt+log 2+1/a.
First, we prove that for 1 [ |x| [ 2,
baax
a−Vm(x) \ 23 a min(2
a−2, 1/(a−1))(|x|−1)3/2. (5.2)
(This estimate is proved in [14, Corollary 6.2.7] for the general case of
Freud weights. However, the constants are not prescribed explicitly.) From
(6.4.11) in [14], we get
baa−Vm(1)=0. (5.3)
Now, let x \ 1. Then, using Tonelli’s theorem and the fact that
1
p
Fy
−y
dt
(x−t)`y2−t2
=
1
`x2−y2
, |y| < 1,
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we obtain
V −m(x)=
a
p
F 1
−1
F 1
|t|
ya−1
(x−t)`y2−t2
dy dt
=a F 1
0
ya−1
1
p
Fy
−y
dt
(x−t)`y2−t2
dy
=a F 1
0
ya−1 dy
`x2−y2
.
The substitution u=`x2−y2/x leads to
V −m(x)=ax
a−1 3F 1
0
(1−u2)a/2−1 du−F`x
2−1/x
0
(1−u2)a/2−1 du4 .
In view of the fact that >10 (1−u2)a/2−1 du=baa (cf. (6.4.5), (6.4.2) in [14]),
we have shown that
abaax
a−1−V −m(x)=ax
a−1 F`x
2−1/x
0
(1−u2)a/2−1 du. (5.4)
If 1 < a < 2, then (1−u2)a/2−1 \ 1 for u ¥ [0, 1). Hence, in this case, (5.4)
implies for 1 [ x [ 2,
abaax
a−1−V −m(x) \ axa−2`x2−1 \ a2a−2`x−1. (5.5)
Next, let a \ 2. A simple integration by parts shows that for any
v ¥ [0, 1),
F v
0
(1−u2)a/2−1 du=v(1−v2)a/2−1+(a−2) F v
0
u2(1−u2)a/2−2 du
=v(1−v2)a/2−1+(a−2) F v
0
(1−u2)a/2−2 du
−(a−2) F v
0
(1−u2)a/2−1 du.
Therefore,
F v
0
(1−u2)a/2−1 du=
v(1−v2)a/2−1
a−1
+
a−2
a−1
F v
0
(1−u2)a/2−2 du
\
v(1−v2)a/2−1
a−1
.
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Consequently, taking v=`x2−1/x, (5.4) leads to
abaax
a−1−V −m(x) \
a
a−1
`x2−1 \ a
a−1
`x−1, x \ 1.
Considering (5.5), we have proved that for a > 1 and 1 < x < 2,
abaax
a−1−V −m(x) \ a min 12a−2, 1
a−1
2 `x−1.
In view of (5.3), we obtain (5.2) for 1 [ x [ 2 by integrating the above
inequalities. Because of symmetry, the estimate (5.2) holds for x ¥
[−2, −1] as well.
Now, without loss of generality, we may assume that ||w2aP||p=1. In the
remainder of this proof, we will write C2 :=
2
3 a min(2
a−2, 1/(a−1)). Let
d > 0 be a constant to be chosen later. For 1+d [ |x| [ 2, we have
|x|−`x2−1 \ 2−`3, and |x|−1 \ d. Therefore, using (5.1) and (5.2), we
deduce that
1 \ am F
1+d [ |x| [ 2
|P(amx)| |x|−`x2−1|2/p exp(−mVm(x))|p dx
\ (2−`3)2 exp(C2 pmd3/2) am F
1+d [ |x| [ 2
|P(amx) w
2
a(amx)|
p dx
\ (2−`3)2 exp(C2 pmd3/2) F
am(1+d) [ |t| [ 2am
|P(t) w2a(t)|
p dt.
We now choose
d \ 3 log(2/(2−`3)2)+log(1/g)
C2 pm
42/3
to conclude that
F
am(1+d) [ |t| [ 2am
|P(t) w2a(t)|
p dt [
g
2
. (5.6)
Now, estimate (6.2.36a) in [14] implies that for m \ c log(1/g),
F
|t| \ 2am
|P(t) w2a(t)|
p dt [ c1e−c3m [ g/2.
Together with (5.6), this proves (2.8). L
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Proof of Corollary 2.1. We use Theorem 2.2 with p=1 and g=1/8. L
Our proof of Theorem 2.3 is based on the ideas in the proof of a similar
theorem in [15]. Thus, we will use a Bernstein inequality (Proposition 5.1
below) and the Krein–Rutman theorem (Theorem 5.1 below).
Proposition 5.1. Let 1 [ p [., a > 1. Then for every integer m \ 1
and P ¥Pm,
||w2aPŒ||p [ cm(a−1)/a ||w2aP||p. (5.7)
Proof. The estimate (5.7) can be found in [14, Theorem 6.2.9,
Theorem 3.4.2]. L
The next ingredient in the proof of Theorem 2.3(a) is the Krein–Rutman
theorem. To state this theorem, we need some terminology. A vector space
X is called an ordered linear space if there is a relation Q …X×X with
the following properties: Q is reflexive and transitive, and if xQ y then
x+zQ y+z for all z ¥X, and axQ ay for all a \ 0. A functional f on X is
called a positive functional if xQ y implies f(x) [ f(y). The Krein–Rut-
man theorem [7, p. 20] states the following:
Theorem 5.1. Let X be an ordered linear space, M be a subspace of X,
P :={y ¥X : 0Q y}, and M 5 P have an interior point of P. Then any
positive linear functional onM admits an extension as a positive linear func-
tional on X.
We will apply the Krein–Rutman theorem with X=RN with the usual
partial ordering: (y1, ..., yN) [ (x1, ..., xN) if yi [ xi, 1 [ i [N. The bulk
of the proof will consist of showing the positivity of a linear functional.
Proof of Theorem 2.3. Without loss of generality, we may assume that
[−am(1+B(a)/m2/3), am(1+B(a)/m2/3)] ı [y1, yN]
ı [−am(1+2B(a)/m2/3), am(1+2B(a)/m2/3)] ı [−2am, 2am].
By assuming that dY [ cm(1−a)/a for a sufficiently small c, we may ensure
that N \ m+1. Further, we divide the interval [y1, yN] into equal sub-
intervals of length cm (1−a)/a, except for the last subinterval, which may be
shorter. Each of these subintervals must contain at least one point in Y. In
each subinterval J, we choose the points in Y 5 J which are closest to the
end points of J, and ignore the rest of the points in Y. The remaining set,
which we again denote by Y, satisfies m+1 [ |Y| [ c1m, and dY [ cm (1−a)/a.
We also rename N :=|Y|.
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Now, let T:Pm QRN be the operator defined by T(P)=(P(y1), ..., P(yN)).
Since N \ m+1, this operator is clearly injective. Let V be the range of this
operator. The point (1, ..., 1) ¥ V belongs to the interior of P, where P is
the positive cone of RN: P={(x1, ..., xN): xi \ 0, i=1, ..., N}. We define a
functional y* on V by
y*(v)=F
R
(T−1v)(t) w2a(t) dt, v ¥ V.
We will show that this functional is a positive functional. In view of the
Krein–Rutman theorem, there exists a positive functional x* on RN that
extends y*. Associating x* with a vector (wY; 1, ..., wY; N)=: (w1, ..., wN) in
the usual way, it is clear from the positivity of x* that each wi \ 0,
i=1, ..., N. The estimate (2.16) is also clear in light of our reduction of the
set Y, so that N ’ m. Moreover, for any P ¥Pm,
C
N
k=1
wkP(yk)=x*(T(P))=y*(T(P))=F
R
P(t) w2a(t) dt.
This will prove (2.14). Thus, in order to prove (2.14), we need only to show
that y* is a positive functional, or equivalently, that if P ¥Pn and
P(yk) \ 0 for all 1 [ k [N, then >R w2a(t) P(t) dt \ 0.
We show first that for any P ¥Pm,
(4/5) C
N−1
k=1
Wk |P(yk)| [ ||w2aP||1 [ (4/3) C
N−1
k=1
Wk |P(yk)|, (5.8)
whereWk=>yk+1yk w2a(t) dt, 1 [ k [N−1.
Let P ¥Pm. Without loss of generality, we may assume that ||w2aP||1=1.
Using Corollary 2.1, and the fact that [y1, yN] ` Dm, a, we obtain that
F
t ¨ [y1, yN]
|w2a(t) P(t)| dt [ 1/8. (5.9)
Next, we observe that for y, x ¥ [yk, yk+1],
| |x|a−|y|a| [ c( max
t ¥ [y1, yN]
|t|a−1) |x−y| [ cm(a−1)/a |x−y|.
Hence, if m (a−1)/adY [ log 2/c then
:1−w2a(y)
w2a(x)
: [ cm (a−1)/a |x−y|, x, y ¥ [yk, yk+1]. (5.10)
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Consequently, for t ¥ [yk, yk+1],
w2a(t) F
yk+1
yk
|PŒ(u)| du [ c Fyk+1
yk
w2a(u)|PŒ(u)| du.
Therefore, using (5.7) with p=1 we deduce that
:FyN
y1
|w2a(t) P(t)| dt− C
N−1
k=1
|WkP(yk)| : [ CN−1
k=1
Fyk+1
yk
w2a(t)|P(t)−P(yk)| dt
[ C
N−1
k=1
Fyk+1
yk
w2a(t) F
yk+1
yk
|PŒ(u)| du dt
[ cdY F
yN
y1
|w2a(u) PŒ(u)| du
[ cdY ||w2aPŒ||1 [ c1dYm (a−1)/a. (5.11)
Thus, if dY [ C1(a) m−(a−1)/a for a judiciously chosen C1(a), then
:FyN
y1
|w2a(t) P(t)| dt− C
N−1
k=1
|WkP(yk)| : [ 1/8.
In view of (5.9), we have proved that dY [ C1(a) m−(a−1)/a implies that
:F
R
|w2a(t) P(t)| dt− C
N−1
k=1
|WkP(yk)| : [ 1/4.
This leads to (5.8).
Next, we observe that if P(yk) \ 0 for all 1 [ k [N, then
:FyN
y1
P(t) w2a(t) dt− C
N−1
k=1
WkP(yk) : [ CN−1
k=1
Fyk+1
yk
w2a(t)|P(t)−P(yk)| dt.
Therefore, a part of the chain of inequalities in (5.11) implies that
:FyN
y1
P(t) w2a(t) dt− C
N−1
k=1
WkP(yk) : [ c1dYm (a−1)/a.
Thus, if dY [ C1(a) m−(a−1)/a, (5.9) and (5.8) lead to
:F
R
P(t) w2a(t) dt− C
N−1
k=1
WkP(yk) : [ 1/4=(1/4)||waP||1 [ (1/3) CN−1
k=1
WkP(yk).
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Consequently,
F
R
P(t) w2a(t) dt \ (2/3) C
N−1
k=1
WkP(yk) \ 0.
We have thus proved that y* is a positive functional on V. As explained
earlier, this completes the proof of (2.14).
Finally, we obtain the estimates (2.15). For any set A ı R, we write
qA(x) :=˛1, if x ¥ A,0, otherwise.
It is proved in [2, Theorem I.5.2 and estimates (I.5.4)] that for any t ¥ R
and integer n \ 1, there exist polynomials Ft and ft in P2n−1 such that
ft(x) [ q(−., t](x) [ Ft(x), x ¥ R, (5.12)
and
F
R
(Ft−ft)(x) w
2
a(x) dx [ ln(a; t) :=3 Cn−1
k=0
p2k(a; t)4−1. (5.13)
We introduce two extra points y0 and yN+1 such that [−am(1+cm−2/3),
am(1+cm−2/3)] ı [y0 , yN+1] ı [−am(1+c1m−2/3), am(1+c1m−2/3)] and
max1 [ k [N+1 (yk−yk−1) [ cm(1−a)/a. Fix 1 [ k [N, and let n be the largest
integer such that 2n−1 [ m. Further, we write w0=wN+1=0. Then using
(5.12) and (5.13), we obtain polynomials P, R ¥Pm such that
P(x) [ q[yk, yk+1)(x) [ R(x), x ¥ R, (5.14)
and
F
R
(R(x)−P(x)) w2a(x) dx [ ln(a; yk)+ln(a; yk+1). (5.15)
We integrate all sides of (5.14) once with respect to w2a(x) dx and once with
respect to the measure n that associates the mass wj with each yj,
j=0, ..., N+1. Since
F
R
(R(x)−P(x)) w2a(x) dx=F
R
(R(x)−P(x)) dn(x),
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and >R q[yk, yk+1)(x) dn(x)=wk, we deduce that
:wk−Fyk+1
yk
w2a(x) dx : [ ln(a; yk)+ln(a; yk+1). (5.16)
In view of a result of Levin and Lubinsky [11, p. 465], for any L > 0, we
have uniformly for |x| [ an(1+Ln−2/3),
ln(a; x) ’
an
n
w2a(x) 3 :1− |x|an :+n−2/34
−1/2
. (5.17)
Using (5.10), it is now easy to see that
ln(a; yk)+ln(a; yk+1) [ c
an
n
w2a(yk) 3 :1− |yk |an :+n−2/34
−1/2
, (5.18)
and
Fyk+1
yk
w2a(x) dx [ cw2a(yk)(yk+1−yk) [ c
an
n
w2a(yk).
Since |1− |yk |/an |+n−2/3 [ c for all 0 [ k [N+1, we obtain that
Fyk+1
yk
w2a(x) dx [ c
an
n
w2a(yk) 3 :1− |yk |an :+n−2/34
−1/2
.
Along with (5.16) and (5.18), this leads to (2.15). L
We find it convenient to prove Theorem 3.2 first. Towards this end, we
recall some further facts from the theory of weighted polynomial approx-
imation.
We need further the notation
Kn(a; x, t) :=C
n−1
k=0
pk(a; x) pk(a; t), x, t ¥ R, n=1, 2, ... . (5.19)
The following lemma summarizes some of the estimates from the theory
of weighted polynomial approximation, which we need in the proof of
Theorem 3.2.
Lemma 5.1. (a) We have
Kn(a; x, x) [ cn (a−1)/aw−2a (x), x ¥ R, n=1, 2, ... . (5.20)
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(b) (Nikolskii-type inequality) If 1 [ p, q [., m \ 1 is an integer,
and P ¥Pm, then
||waP||p [ c1mc ||waP||q. (5.21)
Proof. The estimates (5.20) and (5.21) are proved respectively in
Theorem 3.2.5(b) and Theorem 6.2.10 in [14], where references to the
original papers can be found. L
Finally, we find it convenient to prove a lemma here, which will be useful
in the proof of (3.12) as well as that of Theorem 3.1.
Lemma 5.2. For integer n \ c, and 0 [ k [ n−1, let
Jk, n :=5−Mn (2nn!)1/l−1/a
r(a, y, l)n
r(a, y, l)k
(2kk!)1/l−1/a
, Mn
(2nn!)1/l−1/a
r(a, y, l)n
r(a, y, l)k
(2kk!)1/l−1/a
6 ,
(5.22)
and the number of points in the Cartesian product <n−1k=0 (Z 5 Jk, n) be Ln.
Then
lim
nQ.
2
n2 log2 n
log2 Ln=1/l−1/a. (5.23)
Proof. We observe that the number of integers in the interval Jk, n is at
most |Jk, n |+1, and at least |Jk, n |−1. Consequently,
log Ln=C
n−1
k=0
log 12Mn (2nn!)1/l−1/a
r(a, y, l)n
r(a, y, l)k
(2kk!)1/l−1/a
2+O(n).
It is not difficult to see that
log Ln=(1/l−1/a) n log n!−(1/l−1/a) C
n−1
k=0
log k!+O(n2). (5.24)
Now,
C
n−1
k=0
log k!=C
n−1
k=1
C
k
j=1
log j=C
n−1
j=1
(n−j) log j=n log(n−1)!− C
n−1
j=1
j log j.
(5.25)
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In view of [16, Chap. 8, formula (2.07), p. 286],
C
n−1
j=1
j log j=12 n
2 log n+O(n2).
Therefore, (5.24) and (5.25) lead to
log Ln=
(1/l−1/a)
2
n2 log n+O(n2).
This completes the proof of (5.23). L
Proof of Theorem 3.2. The main step of this proof is a comparison
between the discretized coefficients bk, n(a; f), the quantized coefficients
b˜k, n(a; f), and the Fourier orthogonal polynomial coefficients bk(a; f). Let
x ¥ R be arbitrary, f be an entire function of order l and type y, and n \ c,
so that our assumptions about Yn are valid. In view of the fact that the
quadrature formula (2.14) holds for all P ¥P2n−1, we have for an arbitrary
P ¥Pn,
F
R
P(t) Kn(a; x, t) dnn(t)=F
R
P(t) Kn(a; x, t) w
2
a(t) dt.
Consequently, choosing P such that ||(f−P) wa ||. [ 2En(a,.; f), we get
|sDn (a; f, x)−sn(a; f, x)|
=:F
R
f(t) Kn(a; x, t) dnn(t)−F
R
f(t) Kn(a; x, t) w
2
a(t) dt :
=:F
R
(f(t)−P(t)) Kn(a; x, t) dnn(t)
−F
R
(f(t)−P(t)) Kn(a; x, t) w
2
a(t) dt :
[ 2En(a,.; f) 3F
R
|Kn(a; x, t)| w
−1
a (t) dnn(t)
+F
R
|Kn(a; x, t)| wa(t) dt4. (5.26)
Now, in view of (2.14) and (5.20),
F
R
|Kn(a; x, t)|2 dnn(t)=F
R
|Kn(a; x, t)|2 w
2
a(t) dt=Kn(a; x, x) [ c1ncw−2a (x).
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Further, using (2.15), and (2.16), we obtain that
F
R
w−2a (t) dnn(t) [ c1nc.
Hence,
F
R
|Kn(a; x, t)| w
−1
a (t) dnn(t)
[ 3F
R
|Kn(a; x, t)|2 dnn(t)41/2 3F
R
w−2a (t) dnn(t)41/2
[ c1ncw−1a (x). (5.27)
Next, using (5.21) with p=1, q=2, P(t)=Kn(a; x, t), we obtain
F
R
|Kn(a; x, t)| wa(t) dt [ c1nc 3F
R
|Kn(a; x, t)|2 w
2
a(t) dt41/2
=c1ncKn(a; x, x)1/2 [ c1ncw−1a (x).
Together with (5.26) and (5.27), we have proved that
||(sDn (a; f)−sn(a; f)) wa ||. [ c1ncEn(a,.; f). (5.28)
In view of the Nikolskii-type inequalities (5.21), this yields
||(sDn (a; f)−sn(a; f)) wa ||p [ c1ncEn(a,.; f), 1 [ p [.. (5.29)
Next, Theorem 2.1 implies that for k=1, 2, ...,
|bk(a; f)| [ Ek−1(a, 2; f) [Mk
r(a, y, l)k
(2kk!)1/l−1/a
, (5.30)
and from (5.21), ||wa pk(a)||p [ c1kc. Therefore, we deduce that
C
.
k=n
|bk(a; f)| · ||wa pk(a)||p [Mn
r(a, y, l)n
(2nn!)1/l−1/a
,
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and in particular, ; bk(a; f) pk(a) converges in the weighted Lp norm,
necessarily to f. The above estimate then shows that
||(f−sn(a; f)) wa ||p [Mn
r(a, y, l)n
(2nn!)1/l−1/a
.
Together with (5.29) and Theorem 2.1, this leads to (3.9).
Next, we prove (3.10). From the definition of b˜k, n(a, y, l; f), it is
obvious that
C
n−1
k=0
(b˜k, n(a, y, l; f)−bk, n(a; f))2 [ n 1 r(a, y, l)n(2nn!)1/l−1/a22;
i.e.,
||(sDn (a; f)−S
R
n (a; f)) wa ||2 [`n
r(a, y, l)n
(2nn!)1/l−1/a
. (5.31)
Now, the Nikolskii-type inequalities (5.21) imply that for 1 [ p [.,
||(sDn (a; f)−S
R
n (a; f)) wa ||p [ c1nc
r(a, y, l)n
(2nn!)1/l−1/a
.
Therefore, (3.10) follows from (3.9).
Next, we prove (3.11). Using (5.29) with p=2, the Parseval identity, and
Theorem 2.1, we see that for k=0, ..., n−1,
|bk, n(a; f)−bk(a; f)|2 [ C
n−1
k=0
(bk, n(a; f)−bk(a; f))2 [Mn 1 r(a, y, l)n(2nn!)1/l−1/a22.
Therefore, using (5.30), we get
|bk, n(a; f)| [ |bk(a; f)|+Mn
r(a, y, l)n
(2nn!)1/l−1/a
[Mk
r(a, y, l)k
(2kk!)1/l−1/a
+Mn
r(a, y, l)n
(2nn!)1/l−1/a
. (5.32)
Since c1r(a, y, l)n (2nn!)1/a−1/l [ r(a, y, l)k (2kk!)1/a−1/l for n \ c, and
limnQ. (max0 [ k [ n−1 Mk)1/n=1, (5.32) implies (3.11).
Finally, we prove (3.12). In view of (3.11), each Ik, n(a, y, l; f) is an
integer in an interval of the form Jk, n as in (5.22). The number of bits
474 H. N. MHASKAR
required to represent the absolute values and signs of all these integers is
given by n+log2 Ln. Equation (3.12) follows from (5.23). L
The following lemma will be useful in the proof of Theorem 3.1.
Lemma 5.3. Let e, a, b > 0. The smallest integer n for which
Mn
rn
(2nn!)1/l−1/a
[ be
satisfies
n=
log2(1/e)
(1/l−1/a) log2 log2(1/e)
(1+o(1)).
The same asymptotics holds also for the largest integer n for which
Mn
rn
(2nn!)1/l−1/a
\ ae.
Proof. We will prove that the solution of the equation
x log x(1+o(1))=u (5.33)
satisfies
x=
u
log u
(1+o(1)). (5.34)
Both the assertions of the lemma will then follow easily. Equation (5.33) is
equivalent to the equation
y+log y+o(1)=v,
where y=log x and v=log u. In view of [16, Chap. 1, Theorem 5.1,
p. 13], we have y=v(1+o(1)), and hence,
y=v− log y+o(1)=v− log v+o(1).
This implies (5.34). L
Proof of Theorem 3.1. Let e > 0, and n be the smallest integer satisfying
Mn
rn
(2nn!)1/l−1/a
[ e,
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whereMn is the quantity appearing in (3.10). By Lemma 5.3,
n=
log2(1/e)
(1/l−1/a) log2 log2(1/e)
(1+o(1)). (5.35)
Now, (3.10) implies that the set {SRn (a; f): f ¥ By, l} is an e-net for By, l.
Further, since the integers Ik, n are all in intervals of the form Jk, n as in
(5.22), Lemma 5.2 implies that the logarithm (base 2) of the total number
of polynomials in this set is given by ((1/l−1/a)/2) n2 log2 n(1+o(1)).
The definition of entropy and (5.35) therefore imply that
He(By, l, L
p
a) [
1
2(1/l−1/a)
(log2(1/e))2
log2 log2(1/e)
(1+o(1)). (5.36)
To obtain the reverse inequality, we will construct a subset P of By, l,
such that ||(g1−g2) wa ||p \ 2e for any g1, g2 ¥P, g1 ] g2. According to [12,
Chap. 15, Proposition 1.1, p. 486], He(By, l, L
p
a) \ log2 |P|.
During the remainder of this proof, we write
| ||f|| | :=sup
z ¥ C
|exp(−y |z|l) f(z)|, f: CQ C,
and
Lk :=
r(a, y, l)k
(2kk!)1/l−1/a
, k=0, 1, 2, ... .
We have proved in [14, Lemma 7.2.3] (with a different notation) that for
integer k \ 0 and P ¥Pk,
| ||P|| | [MkL−1k ||waP||..
Using this fact with pk(a) in place of P and recalling (cf. (5.21)) that
||wa pk(a)||. [ c1kc, we see that | ||pk(a)|| | [MkL−1k . Therefore, any real
numbers dk, we obtain
: > Cn
k=0
dk pk(a)> : [ Cn
k=0
|dk | · | ||pk(a)|| | [Mn max
0 [ k [ n
L−1k |dk |.
Hence, there exists a sequence An, such that limnQ. A
1/n
n =1 with the
following property: Let {Jk, n}
n
k=0 be defined as in (5.22) with An in place
of Mn. Then for any dk ¥ Jk, n, k=0, ..., n, | ||Ln ;nk=0 dk pk(a)|| | [ 1; i.e.,
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Ln ;nk=0 dk pk(a) ¥ By, l. We fix the sequence {An} and the corresponding
intervals Jk, n during the remainder of this proof. Using the Nikolskii-type
inequalities (5.21) and the Parseval identity again, we see that
>wa Cn
k=0
dk pk(a)>
p
\ c1nc 3 Cn
k=0
|dk |241/2. (5.37)
We fix c1 and c during the remainder of this proof.
Now, let n be the smallest integer for which c1ncLn \ 2e. In view of
Lemma 5.3,
n=
log2(1/e)
(1/l−1/a) log2 log2(1/e)
(1+o(1)). (5.38)
Let S :=<nk=0 (Z 5 Jk, n), and
P :=3Ln Cn
k=0
dk pk(a): (d0, ..., dn) ¥ S4 .
In view of Lemma 5.2 and (5.38),
log2 |P|=
n2 log n
2
(1/l−1/a+o(1))
=
1
2(1/l−1/a)
(log2(1/e))2
log2 log2(1/e)
(1+o(1)). (5.39)
Now, if Pj :=Ln ;nk=0 dk, j pk(a) ¥P, j=1, 2, P1 ] P2, then |dk, 1−dk, 2 | \ 1
for at least one k, 0 [ k [ n, and hence, (5.37) implies that ||(P1−P2) wa ||p
\ c1ncLn. In view of our choice of n, ||(P1−P2) wa ||p \ 2e. As explained
earlier, this fact, along with (5.39), completes the proof. L
6. CONCLUSIONS
We have given an algorithm to represent an entire function of order l
and type y using finitely many bits. The optimal number of bits to encode
and decode such functions within a given accuracy in the sense of weighted
Lp norms is determined asymptotically. Constructive methods are given for
the encoding of the functions using an asymptotically optimal number of
bits, based on samples of the function taken at either uniform or non-
uniform nodes. Our encoding scheme involves a simple matrix-vector
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multiplication. If the reconstruction is desired on a finite set of numbers,
the decoding can also be made by a matrix-vector multiplication. The
reconstruction error is asymptotically optimal from the point of view of
nonlinear widths. The number of samples required to achieve a given
accuracy is a constant multiple of the theoretically optimal number. In
terms of the frequency of sampling, the reconstruction error decays much
faster than at an exponential rate.
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