We extend the notion of amoeba to holomorphic almost periodic functions in tube domains. In this setting, the order of a function in a connected component of the complement to its amoeba is just the mean motion of this function. We also find a correlation between the orders in different components.
The notion of amoebas for algebraic varieties was introduced as auxiliary tools for studying their topological properties. Then amoebas were studied in various areas of mathematics (algebraic geometry, topology, combinatorics). Here we extend this notion to the zero sets of exponential polynomials and, more generally, to the zero sets of their uniform limits, so-called holomorphic almost periodic functions. Note that the construction of amoebas for exponential polynomials is simpler (and more natural) than for usual ones. Moreover, it turns out that some notions connected with the amoebas coincide in our case with classical notions from the theory of almost periodic functions. Hence we believe that our investigation will be useful both in the theory of holomorphic almost periodic functions and in the theory of amoebas.
Let L(w) be a Laurent polynomial of w = (w 1 , . . . , w p ) ∈ C p , i.e., a finite sum 
The amoeba A L of the polynomial L is the image of its zero set under the map α : (w 1 , . . . , w p ) → (log |w 1 |, . . . , log |w p |) (see [6] ). Connected components of the complement to the amoeba A L were studied in [6] , [5] , [4] , [16] . In particular, in the paper 
where ∆ C j means the increment over the circle 
It is easy to see that the numbers ν k j are integers for all j = 1, . . . , , p and do not depend on w 0 ∈ α −1 (D k ). Observe that after the substitution w j = e iz j , j = 1, . . . , p, the sum (1) takes the form P (z) = c λ exp{i z, λ },
with λ = m ∈ Z p ; now D k is a connected component of the set
and formula (2) takes the form
where x = (x 1 , . . . , x p ) and −y ∈ D k . Now remove the condition λ ∈ Z and consider the sum (3) with arbitrary λ ∈ R p . More generally, let T Ω = {z = x + iy : x ∈ R p , y ∈ Ω ⊂ R p } be a tube domain in C p with the base Ω. Consider the class of functions f (z) on T Ω that are approximated by sums (3) with respect to the topology τ (T Ω ) of uniform convergence on any domain T D with D ⊂⊂ Ω. This class coincides with the class AP (T Ω ) of holomorphic functions f (z) in T Ω such that the family {f (z + t)} t∈R p is a relatively compact set in the topology τ (T Ω )
1 . Such functions are called holomorphic almost periodic on tube domains. We shall say that the amoeba A f of f ∈ AP (T Ω ) is the closure of the projection of the zero set of f to Ω. Note that the connected components of the complement to the amoeba A f are the bases D k ⊂ Ω of the maximal tube domains T D k ⊂ T Ω without zeros of f ; every domain of this type is convex (see the book [8] , p.65). Now the function f (x + iy) is not periodic in each variable x 1 , . . . , x p , therefore we have to change the averages over [0, 2π] of the increments in (4) to their averages over [0, ∞] . In other words, define the order
(for simplicity we change −D k to D k ).
Holomorphic almost periodic functions in tube domains and their zero sets were a subject of intensive study (see [3] , [10] - [15] ). In particular, the notion of the Jessen function of an analytic almost periodic function in a strip was extended to holomorphic almost periodic functions in tube domains. Namely, it was proved in [10] that the limit
exists for all y ∈ D and J f (y) is a convex function; a relation between J f (y) and the zero sets of f was described, too. In the paper [13] it was proved that the function J f (y) is linear on any domain D ⊂⊂ Ω iff f (z) = 0 on T D . Moreover, in this domain the function f has the form
(for p = 1 see [9] , p.188, for p > 1 see [13] and the Theorem below). Note that the function g(z) is uniformly bounded on T (D ′ ) for every D ′ ⊂⊂ D, therefore we have
for any connected component
the spectrum is at most countable. Also, denote by G(f ) the minimal additive subgroup of R p containing spf , i.e., the set of all linear combinations of the elements of spf with integer coefficients.
The structure of amoebas for holomorphic almost periodic functions is very complicated. For example, a sequence of different connected components of Ω \ A f can be condensed to an inner point of Ω. The problem of describing the mean motions for almost periodic functions is very complicated, too. In the case p = 1, a complete solution was given in the paper [9] , p. 229-259:
Theorem JT. For a convex function J(y) on (a, b) to be the Jessen function of some f ∈ AP (T (a, b) ) with the spectrum in an additive countable subgroup G ⊂ R, it is sufficient and necessary that the following conditions be fulfilled: i) for y belonging to any interval of linearity of J, J ′ (y) ∈ G, ii) for any (α, β) ⊂⊂ (a, b) there exist k ∈ N, K < ∞, and numbers λ 1 , . . . , λ k ∈ G, linearly independent over Z, such that for arbitrary intervals of linearity I 0 , I 1 ⊂ (α, β), and points y 0 ∈ I 0 , y 1 ∈ I 1 , one has
iii) if the group G has a basis, i.e., a generating set of elements linearly independent over Z, then the vector r in (8) belongs to Z k and the number of distinct intervals of linearity intersecting with (α, β) is finite.
For p > 1 we know only two results of this kind. Namely, in [13] the piecewise convex functions that are the Jessen functions of holomorphic almost periodic functions were described; further, in [15] it was proved that any holomorphic periodic function F of q variables has a locally finite number of connected components of the complement to its amoeba; this property remains true for any almost periodic function which is the restriction of F to a complex p-dimensional (p < q) hyperplane.
The aim of our paper is to prove the following result.
Theorem. For any f ∈ AP (T Ω ) the following assertions are true:
with a constant K < ∞ depending only on f , D and the Lebesgue measure of the projection of the set D 1 −D 0 to the unit sphere, i.e., the value mes p−1 {(y
For the reader's convenience, before prooving the Theorem we present some known results which will be used in the proof.
1. (The Bochner-Fejer Approximation Theorem). For every f ∈ AP (T Ω ) there exists a sequence of exponential polynomials (3) with λ ∈ spf converging to f in the topology τ (T Ω ) (for p = 1, see [2] , p. 79, or [9] , p. 149; in the case p > 1 the proof is similar, see also [15] ).
(The Kronecker Theorem).
If the coordinates of a vector µ ∈ R p are linearly independent over Z, then for any a ∈ R p and ε > 0 there exist t ∈ R and m ∈ Z p such that µt − a − 2πm < ε.
(see [1] or [2] , p. 147).
3. Any finitely generated subgroup of R p has a finite basis (see [7] , p. 47).
Proof of the Theorem. Let D 0 be a connected component of Ω\A f and
Really, otherwise there exists a sequence
Using the Bochner-Fejer Theorem and passing to a subsequence, we get that the functions f (z + x n ) converge uniformly in T (D 0 ) to a function g(z) and y n converge to a point y ′ ∈ D 0 . It is easy to see that g(iy ′ ) = 0 and g(z) ≡ 0. Consequently f (z +x n ) has zeros in the set T D 0 for n large enough, which is impossible.
It follows from (12) and the Bochner-Fejer Theorem that there exists an exponential polynomial Q as in (3) such that spQ ⊂ spf and
Since spQ is finite, we can choose a basis λ 1 , . . . , λ q of the group G(Q). Therefore we have
Let Q(ξ, y), ξ = (ξ 1 , . . . , ξ q ) ∈ R q , y ∈ R p , be the function
Denote by Λ the q × p-matrix with the rows λ 1 , . . . , λ q . If x ∈ R p is not orthogonal to any linear combination of the vectors λ 1 , . . . , λ q over Z, then the components of the vector Λx ∈ R p are linearly independent over Z and, by the Kronecker Theorem, the set
Further, the function Q(ξ, y) has the period 2π in each of the variables ξ 1 , . . . , ξ q . Using (13), (12) , and the identity Q(z) = Q(Λx, y), we obtain
Denote by ∆ the vector in R q whose components ∆ j , j = 1, . . . , q, equal the increments of ArgQ(ξ, y) as ξ j runs over the segment [0, 2π], ξ l fixed for l = j, y ∈ D ′ 0 . The function Q(ξ, y) is periodic, hence ∆ j ∈ 2πZ for all j. Taking into account the continuity of Q, we see that these increments depend on neither ξ l nor y ∈ D ′ 0 . In view of (16), we can define the continuous function
This function has the period 2π in each of the variables ξ j , hence it is bounded on
It is obvious that for h(z) = h(Λx, y) we have
where Λ ′ is the transpose of Λ. We see that the function (17) belongs to AP (T D ) and the function h(z) is bounded on T D ′ 0 . Now, using the definition of holomorphic almost periodic function, we obtain h(z) ∈ AP (T D ′ 0 ). Further, using (13), we get that the functionĥ = log[f (z)/Q(z)] is well-defined, almost periodic and bounded in T D ′ 0 . Therefore, we have
Using (5), (7) 
with some x 0 ∈ R p ; we may assume that x 0 = 0. Using the Bochner-Fejer Theorem, we can take an exponential polynomial P as in (3) such that spP ⊂ spf and
Since spP is finite, we can choose a basis λ 1 , . . . , λ k of the group G(P ). Therefore we have
Hence, for any z ∈ T D ′ , x ∈ R p we clearly have
LetΛ be the k × p-matrix with the rows λ 1 , . . . , λ k , let ε > 0, and
It follows from (21) that for ε small enough and x ∈ F ,
Combining (19) with x 0 = 0, (20), and (23), we obtain
Let D 0 , D 1 be any distinct connected components of the set D ′ \ A f , and let y 0 ∈ D 0 , y 1 ∈ D 1 , ν ∈ R p , ν = 1 be such that for some s > 0
and, in addition, λ, ν = 0 ∀λ ∈ G(f ).
As before, we have
It follows from (12) and the Bochner-Fejer Theorem that there exists an exponential polynomial Q such that spQ ⊂ spf ,
and the inequality (13) is fulfilled for all x ∈ R p , y = y l , l = 1, 2. Note that the polynomial Q depends on the domains D 0 , D 1 , while the polynomial P and vectors λ 1 , . . . , λ k depend on the domain D ′ and don't depend on D 0 and D 1 . Let the dimension of the linear span of spP ∪ spQ over Q be q ≥ k and let λ k+1 , . . . , λ q be vectors that together with the vectors λ 1 , . . . , λ k form a basis of this span. Choose N ∈ N such that any element of spQ is a linear combination of λ 1 /N, . . . , λ k /N, λ k+1 , . . . , λ q over Z. If the group G(f ) has a basis, then we can take at first λ 1 , . . . , λ k , next λ k+1 , . . . , λ q from this basis and take always N = 1. Let Λ be the q × p-matrix with the rows λ 1 , . . . , λ q . It is obvious that Q(z) can be written in the form (14) with b n,j /N instead of b n,j . Let Q(ξ, y) be defined by formula (15) with the same changes. As above, we have Q(z) = Q(Λx, y), but now the function Q(ξ, y) has the period 2πN in each of the variables ξ 1 , . . . , ξ q . Using the Kronecker Theorem with µ = Λx/N, a = ξ/N, we find that the set
is dense in R q . As before, it follows from (27) that
Denote by Pr[ξ] the vector formed by the first k coordinates of ξ ∈ R q . Let
where ε is the same as in (22). From the Kronecker Theorem it follows that the set {Λx + 2πNm : x ∈ R p , m ∈ Z q } is dense in E. Since F = {x ∈ R p : Λx ∈ E}, we see that the set {Λx + 2πNm : x ∈ F, m ∈ Z q } is dense in E, too. Therefore, taking into account (24) and (28), we obtain
Denote by ∆ ρ the vectors in R q whose components ∆ ρ j , j = 1, . . . , q, equal the increments of the arguments for the functions Q(ξ, y ρ ) while ξ j run the segment [0, 2πN], ξ l fixed for l = j, ρ = 0, 1. Arguing as above, we define the bounded periodic functions
Using (13) with z = x + iy ρ , we obtain that equality (18) is fulfilled with h(z) = h ρ (Λx),ĥ(z) = log[f (z)/Q(z)], and z = x + iy ρ , ρ = 0, 1. Thus we have
Further, by δ(ξ 0 , ξ 1 ) denote the increment of the argument of the function Q(ξ, y) over the boundary of the rectangle Π(ξ 0 , ξ 1 ) with vertices at ξ 0 + iy 1 , ξ 1 + iy 1 , ξ 1 + iy 0 , ξ 0 +iy 0 , which run in the indicated order. It follows from (30) and (29) that δ(ξ 1 , ξ 2 ) is defined for arbitrary points ξ 0 , ξ 1 ∈ E. We obviously have
Moreover, it follows from the periodicity of Q(ξ, y ρ ) that in order to compute δ(0, ξ) with ξ ∈ 2πNZ q we only need to take into account the increments in the planes y = y 0 and y = y 1 . Hence for every m = (m 1 , . . . , m q ) we obtain
In particular, if ξ ′ , ξ ′′ ∈ E and Pr[ξ
Moreover, it follows from (15) that the function Q(ξ + Λνu, y 0 + νv) is analytic with respect to the variable w = u + iv. From (25) and (13) it follows that this function has no zeros for v = 0 and v = s. By the Argument Principle, for each ξ ∈ E and u > 0 such that ξ + Λνu ∈ E, we have
Note that the components µ j of the vectorΛν are linearly independent over Z, hence inequality (11) with µ = (µ 1 , . . . , µ k ) has a solution for every a = (a 1 , . . . , a k ) ∈ R k and ε > 0. This means that the almost periodic function Y (t) = e i(
takes values arbitrarily close to k. It follows from Bohr's definition of almost periodic functions (see the book [2] , p. 14) that for every η > 0 the inequality |Y (t) − k| < η has a solution on every interval of fixed length M. Hence inequality (11) has a positive solution and each point a ∈ R k belongs to the union of the open sets
k for some L < ∞ and inequality (11) with µ =Λν has a solution on the segment [0, L] for all a ∈ R k .
Observe that this inequality implies Λ νt − 2πm 0 < 3ε. It follows from (34) that for any m ∈ Z q and m
By (36), we have δ(2πm, 2πm + Λνt) ≥ 0.
Combining (32), (38), and (39), we get
Using (40), (35), and (33), we have
Then, by (37) and (41),
Taking into account (31) and (35), we obtain
Hence we have proved (9) with
Combining (42), (43), (44) with the equality ν = 1, we get
Thus we have proved assertion ii) for domains D ⊂⊂ Ω satisfying (19) and connected components D 0 , D 1 of D \ A f . Note that k and λ 1 , . . . , λ k in (9) depend on D only, and K in (10) depends on D and ν. Now let λ 1 , λ 2 , . . ., be a basis of the linear span of spf over Q. It is clear that all λ j can be taken from G(f ). It follows from assertion i) that for each connected component
Let us show that k(D) are uniformly bounded for allD. Assume the contrary. Then there exists a sequence of connected components
Hence we can take x 0 , γ > 0 and a convex neighborhood D ′ of y ′ such that (19) is fulfilled. Then there exists n 0 such that
where λ ′j , j = 1, . . . , k ′ belong to the linear span of spf and the number k ′ is the same for all n. This contradicts the unboundedness of k in (45).
Now it follows from (45) that (9) is valid for all components
Furthermore, assume that (10) is false. This means that there exist two sequences
as n → ∞ and 
and
where K ′ is the same for all n. Pass in (47) to the previous basis λ 1 , λ 2 , . . .. Taking into account the obvious inequality Hence for a fixed D 0 , the constant K in (10) does not depend on D 1 . This concludes the proof of assertion ii). As was mentioned above, for the group G(f ) with a basis we can take λ 1 , . . . , λ I don't know if the word "necessary" can be changed to the words "necessary and sufficient" here.
