Written opinion on products and other entities can be important to consumers and researchers, but expensive and difficult to analyze. We present a multimedia interface designed to facilitate the analysis of opinions on multiple entities, which could be beneficial to many individuals and organizations. It integrates an information visualization and an intelligent system that selects notable comparisons in the data and summarizes them in text. This system applies a set of statistics for comparing opinions across entities. We conducted a study of our interface with 36 subjects. Subjects liked the visualization overall and our system's selections overlapped with those of subjects more than did the selections of baseline systems. Given the choice, subjects sometimes changed their selections to be more consistent with those of our system. This suggests that system selections were valuable to them.
INTRODUCTION
There is a lot of written opinion on products, services, and other entities available in online reviews, blogs, and the like. In marketing literature, this is known as electronic word-ofmouth (eWOM) [22] ; in computational linguistics, as evaluative text.
The opinions expressed in such text can be of great use to many people and organizations. Consumers use others' opinions to help make decisions as to what they should purchase or support [9, 24] ; marketers, designers, and manufacturers can use similar information to study consumer opinPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ion [12] and make forecasts. This valuable information is available, but analyzing it can be very difficult, costly, and time-consuming [13] .
There have been many efforts to mine opinions from evaluative text automatically [21] . These have made opinion data available, but the means of understanding and analyzing it effectively are lacking. Tools capable of generating textual summaries and simple graphical representations exist (e.g. [17] , [7] ), but are not designed to support analysis, particularly the comparison of opinions on multiple entities. Such comparisons are key in tasks such as competitive analysis [10] , or deciding among alternatives to make a purchase.
In this paper, we present a novel multimedia interface for the analysis of opinion data, particularly the comparison of opinions across two entities. We aim to facilitate the analysis and comparison of opinion data, to allow users to leverage large collections of opinion data and come to actionable conclusions. Our interface includes a visualization of the data as well as an intelligent textual summary of notable comparisons in the data.
The visualization of opinion data represents the first contribution of this paper. Our visual representation was designed by following a task-based approach [30] to facilitate the analysis of opinion data, as well as to simplify comparisons among such data within and across features, as well as across entities.
The second and key contribution of this paper is a content selection strategy that selects notable aspects of the opinion data to be presented textually. Our strategy is based on a set of statistics that we argue can effectively describe the (dis)similarity of opinions on a feature across entities (i.e., on the Lens of two or more cameras). In essence, our content selection strategy says that only features that are very (dis)similar with respect to these statistics should be included in the summary.
The third contribution of this paper is a user study, conducted with 36 subjects, to evaluate our visualization as well as our content selection strategy. The usability of the visualization was evaluated by questionnaire, while the content selection strategy was tested by comparing subjects' and system selections from the same sets of opinion data, as well as verifying whether revealing the system selections to the subjects prompted them to revise their initial selections to make them consistent with the system's. The results of this study indicate that subjects found the visualization accurate, easy to learn and read, and satisfying, that subject and system selections overlap, and that when shown the system's selections, subjects often revised their own initial selections to make them more consistent with the system's selections.
We first describe our interface: the visual representation of opinion data, and the system that selects comparisons and summarizes them. We report on our user study and discuss the results. We then review related work in the field of natural language processing on opinion mining and summarization, in information visualization on visualizing opinion data, and in multimedia interfaces on the integration of text and graphics. We conclude by identifying the strengths of our method and areas for future work.
THE MULTIMEDIA INTERFACE Extraction and organization of opinion data
A description of our method of mining opinions from text is given in [8] . From a corpus of documents expressing opinions on an entity (e.g. user-submitted reviews from Amazon.com of the Canon G3 digital camera), our method applies techniques presented in [16] to return a list of the entity's features on which opinions are expressed (a camera's Flash, its Appearance, etc.), as well as the opinions themselves. In this way, it is possible to extract sets of features and opinions from a number of corpora, each of which expresses opinions on a different entity (reviews of a Sony camera, of a Nikon camera, etc.).
The polarity-whether an opinion is positive or negativeand strength-the degree of sentiment-of each opinion can also be determined. In our method, three levels of strength are considered, thus the polarity/strength of an opinion can be represented by an integer in {−3, −2, −1, +1, +2, +3}, where +3 is the most positive opinion and −3 the most negative.
The features, and their associated opinions, are then organized according to a common hierarchy. For example, the features disk capacity, storage, and memory-card size can be mapped to a single feature: Memory. Semantically similar features from different entities can also be mapped to a single feature (the Sony's Steady Shot and the Nikon's Vibration Reduction can be mapped to Image Stabilization). This hierarchy is user-defined, so it can reduce redundancy as well as reflect a user's needs or interests.
The outcome of this process is a collection of sets opinions on features of a number of entities, as well as a common hierarchy of features across entities (each camera has a Flash feature, a Memory feature, etc.). We assume this is the input to our system.
Visualization of opinion data
Our interface employs graphics that represent the data in order to make it accessible to users, as well as to aid in their analysis and comparison of the data. We designed our visualization according to the tasks it should support. To do so we created a task model by integrating relevant task taxonomies and frameworks from previous work in information visualization. These task taxonomies describe visual [30] , interactive [25] , and analytic [2, 1] tasks. These include reading the data accurately, easily characterizing subsets of the data, identifying anomalies, and relating data to support hypotheses. These tasks are general, but common and important to a number of potential users of our system (consumers, market analysts, researchers etc.). The primary visual component of our interface is the bar chart representing opinions on a feature (Figure 1 ). Categories for the polarity/strength of opinions are represented on the horizontal axis, the number of opinions on the vertical axis. Each bar corresponds to a polarity/strength category, its height represents the number of that opinion. Bar charts are an good visual representation of the data because they are clear and familiar, thereby reducing learning times and potential misunderstanding [19] .
The mean of the opinions on a feature is represented as a single grey dot plotted along the opinion axis, under the bars. Unlike the bars in the chart above it, to read the mean it is necessary to interpret the opinion axis as numeric, not categorical. The mean can be plotted anywhere between the tick marks representing the most negative and most positive opinions.
It is sometimes useful to have access to the exact values of key descriptive statistics. For this reason we state the count of opinions on a feature, the value of their mean, and the controversiality score above the chart, beneath the feature name.
The mean dot can both support and provide contrast to the information in the bars above it. For example, in Figure 1 , the mean is near +1, though the actual number of +1 opinions in the data is low. This suggests that opinion on Image may be split (it is, in a J-shaped distribution). The proximity of the representations of these different, though related, descriptions of the data allow for such understanding to be reached more quickly than if they were apart or not available at a glance. This extends to our representations of opinions on various features: a number of charts are arranged in rows and columns ( Figure 4) . Comparisons of opinions across features are made easier when many of these charts are arranged neatly and nearly [19, 26] . This follows Tufte's principle of small multiples, that many repeated representations can enforce "comparisons of changes, of the differences among objects, of the scope of alternatives." [27] Representing the hierarchy of features
The features in our input data are organized in an hierarchy; the charts representing opinions on these features are arranged hierarchically in our interface. Features without children in the hierarchy contain opinions expressed on themselves (e.g. Figure 1 ). Features that have child features have opinions on themselves and also subsume the opinions on their children. We represent this by stacking the bars representing opinions of child features ( Figure 4 ). Bars of opinions on child features are distinguished both by colour and by their stacking order: opinions expressed on a parent feature explicitly are the bottom-most set of bars in a chart.
Summarization of opinion comparisons
Our interface is designed to support the comparison of opinions across entities. Visualizing opinions on multiple entities allows a user to examine and compare opinions expressed in large corpora quickly and easily, but it may still be difficult and time-consuming to identify important similarities and contrasts of opinion across entities. Also, the nature of these important comparisons may be difficult to convey clearly and succinctly using graphics. To address this potential limitation and to further facilitate comparison, we propose a textual summary of notable comparisons of features across two entities. We now present the method by which we describe the similarity of feature comparisons, select the most notable comparisons, and summarize them.
We argue that the (dis)similarities of feature comparisons can rely on a set of statistics that are adaptations of statistics previously developed for opinions on a single entity, to ones that describe opinions on a pair of entities. We first describe these single-entity statistics and then adapt them to the comparison of multiple entities.
Descriptive statistics for a single entity
There are a number of statistics that can be used to describe the opinions on a feature. These include the count, mean opinion, and controversiality (all of which are given above each chart in our visualization). Let ps(f a ) be the set of opinions on the feature f of entity a. We can find the count of opinions, count(f a ) = |ps(f a )|, as well as the mean (or average opinion):
There is also the controversiality of the opinions: how split opinions are among positive and negative. An entropy-based controversiality score was introduced in [5] . This score (contro(f a )) is a real value in the range [0, 1]. A feature controversiality of 0.0 occurs when all opinions on a feature are of the same polarity; controversiality of 1.0 occurs when they are strong and evenly split between positive and negative (see examples in Figure 5 ).
Similarities in feature comparisons across two entities
Just as we define statistics for describing opinions on a feature of a single entity, we define statistics for describing the similarity of opinions on a feature across two entities. We call these aspects of a comparison. Formally, the similarity of aspects are functions on opinion distributions on feature As when considering opinions on a single entity, it can be important to know how many opinions are expressed on an entity and its features. We define the similarity of the counts of opinions on f a and f b as the ratio of the count of each.
We define the similarity of the means of opinions as 1 minus the difference between the means proportionate to the maximum possible difference between means.
In our system, max strength = 3, and the greatest possible difference between means is 6 (for the means −3 and +3). Note that the equation above is sensitive only to differences in strength between means, not to those of polarity. For example, it returns the same similarity value for the means −2.6 and −0.6 as for the means −1.0 and +1.0, though the first two means are both negative and the latter two are of different polarity. This is counterintuitive: the latter case should be less similar than the former. We therefore substitute the initial formulation with the following function when the two means are of different polarity (e.g. mean(f a ) < 0 < mean(f b )) and sufficiently strong (|mean(f a )| > 0.5 and |mean(f b )| > 0.5) in order to capture the dissimilarity of means of different polarity:
with k > 1. k was set to 3 in our study based on observing the effect of different values of k on several test cases during development.
The similarity of the aspect of controversiality is related to the difference between the controversiality scores of the two distributions of opinions.
This equation is not sensitive to whether the two sets of opinions are both (un)controversial (e.g. 0.6 and 1.0) or whether one is controversial and the other uncontroversial (e.g. 0.6 and 0.2). As with means, we exaggerate the difference between controversiality scores when they are different (e.g.
contro(f a ) < 0.5 < contro(f b )) by substituting the equation above with the following:
In addition to the aspects above, we consider differences in the distribution of opinions. To do this, we employ JensenShannon divergence (D JS , also known as information radius) [18] .
, and D KL is Kullback-Leibler divergence. Jensen-Shannon divergence is the mean information loss between each distribution from their mean distribution and it is commonly used to measure a kind of distance between two distributions. Unlike D KL , D JS is bounded and symmetric.
Though all the similarity functions above return values between 0.0 and 1.0, this does not mean that they express comparable differences in similarity. For example, two opinion distributions with means of 0.75 are not necessarily as similar as are two distributions with dists of 0.75. To alleviate this problem, we simplified the statistics as follows. Each statistic was discretized into four categories: very dissimilar (VD), dissimilar (D), similar (S), and very similar (VS), but the thresholds that define these categories differ among the statistics ( Figure 6 ). These thresholds were arrived at through an iterative evaluation of sample cases made by the authors. These, along with k, are parameters of our selection strategy that could be refined to better match human judgements in the future. 
Content selection
Our content selection strategy always includes an overall comparison of the two entities, which corresponds to comparing the distributions of explicit opinions about the entities combined with opinions about all their features (left-most feature in Figure 4 ). In addition to this, our strategy selects a subset of the feature comparisons (in our study, up to 1 3 of the possible feature comparisons) worth mentioning. Then, for each selected feature comparison it determines the aspects that are worth mentioning. We now examine these two selection processes in order.
Selection of feature comparisons to be mentioned
Feature comparisons are first filtered by removing any comparison that covers too few opinions (in our study, 3% or less of the total count) as their statistics are likely not to be very meningful. Formally, a feature f is considered only if:
After filtering out low-count feature comparisons, the noteworthiness of each feature comparison is assessed by counting the number of very (dis)similar aspects of the comparison. That is,
where G = {counts, means, contros, dists}. Notice that this assigns greater noteworthiness to feature comparisons with the greatest number of any kind of strong (dis)similarity. For example, a comparison of Lens that has very similar means and contros has a nworthiness of 2, and it is considered as noteworthy as a comparison of Battery that has very similar counts but very dissimilar contros.
Feature comparisons are ranked by nworthiness; comparisons are selected for mention in the summary until either 1 3 of the features in the hierarchy have been selected, or the next most highest ranked comparison's nworthiness is 0. When necessary, ties are broken by selecting the feature comparison with the most extreme counts (that is, the comparison y = max x |counts(f x ) − 0.5|). This tie breaking strategy is justified by the assumption that counts is the most critical aspect in a comparison.
Selection of comparison aspects to be mentioned
Whenever a feature comparison is included in the summary a statement on its counts and a statement on its means are always included as these two aspects are considered important in any comparison. A statement on contros is included when it is very (dis)similar; likewise, dists.
Each feature comparison is summarized in a single sentence. Rhetorically, the statement on counts is presented as the main claim. The statements on the other aspects are presented as contrast or support for the main claim, depending on whether they are consistent, with respect to similarity, with the statement on counts. For example, the overall comparison of Yoyodyne and Cyberdyne cameras (the feature Digital Camera in Figure 3 ) has dissimilar counts, very similar means, and very dissimilar contros. The statement on contros supports the statement on counts (they are both dissimilar); the statement on means contrasts with the statement on counts. The sentence presented in the summary is realized using simple sentence templates.
USER STUDY

Goals
The primary goal of our study was to evaluate the quality of our system's selections of noteworthy comparisons by, firstly, comparing system and user selections, and secondly, finding whether and when users believe the system's selections are good. Our secondary goal was to ascertain the us-ability of our visualization and to discover, more generally, how users interpret such opinion data.
To achieve these goals, we conducted a study in which we collected what human subjects select as the most noteworthy feature comparisons in a set of opinions, both before and after seeing selections made by our system. Subjects were asked to justify each of their selections by, first, noting whether they had selected a comparison because the opinions were either similar, dissimilar, or notable for another reason, and second, by writing a brief explanation. In addition to this, subjects classified each of our system's selections as good or poor. Lastly, subjects completed a questionnaire in which they rated the usability of our visualization.
Scenario
To encourage subjects to pay attention to the data as well as to make the task easy to understand, we developed a fictional scenario within which to present opinion data, our visualization, and selection strategy. Subjects were told that an unspecified camera manufacturer is conducting an analysis of the newest digital cameras released by its competitors. This company has hired the subject to analyze the opinions on pairs of digital cameras, and to identify interesting differences and similarities. Subjects were also told that they would be asked to double-check another analysts' work (in truth, the selections made by our summarizer).
Data generation
To our knowledge, there is no available corpus of evaluative text annotated with features in a hierarchy large and varied enough to serve as a basis on which to evaluate our interface.
As such, we generated data that mimics what opinion data we do have [15] , is in keeping with the study scenario, and is sufficiently varied to evaluate our interface.
We would like to evaluate our interface on the entire space of possible opinion data. This is, however, not practical. Instead, we generated a set of data that we believe represents the space of possible opinion data insofar as it alters the summaries generated by our system. Thus, we identified a number of feature comparison types (Table 1) , each a set of constraints on the similarity of the aspects of a feature comparison. These constraints are the allowable categories of (dis)similarity-very dissimilar (VD), dissimilar (D), similar (S), or very similar (VS)-an aspect can take. These constraints cause each type to be mentioned with a different configuration of aspects as support or contrast.
For example, the constraints of configuration type 0 are met only when all aspects of a comparison are either similar or dissimilar (such a comparison is not noteworthy, and therefore will not be selected for mention in a summary). Notice that two configuration types between 5 and 6 can be specified, but their constraints are not met in practice 1 . Using these types, we identified a set of summary cases we believe to be representative of the larger space of possible summaries ( Table 2 ). Each summary case uses types to constrain the data generated for one, two, and all other feature comparisons, as well as the overall comparison (comparison of the top-most feature in the hierarchy: Digital Camera, in our study). For example, case 0 uses type ? overall (which does not constrain how (dis)similar the opinions on the two entities overall must be) but specifies that all other comparisons must be of sentence type 0 (which constrains feature comparisons so that none are noteworthy). Case 15 differs in that it specifies that one comparison must satisfy the constraints of type 1, another must satisfy type M (that is, have at least one very (dis)similar aspect), and all other comparisons must be type 0.
For each of these cases, we generated data for two entities sharing a simple, two-level hierarchy of features. These features are Appearance, Battery, Flash, Image, Lens, Software, and Video; all of which are child features of Digital Camera.
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Subjects
36 subjects, 24 females, 12 males, aged 19-43 (median 23), participated in the study. Subjects were university students or graduates. They were recruited through an online subject pool. Each was paid $10 to participate.
Materials
All study materials were provided to subjects on paper. Charts were printed in colour on sheets of 8.5 × 11 inch paper, as were quizzes and primers.
Procedure
Subject sessions were designed to take no longer than an hour. Subjects were first briefed on the various parts of the session. They were then given time to read a six-page primer which introduced the scenario, explained the nature of the data, the charts, as well as the means and controversiality. Once finished, they were given a brief quiz that asked them to rank opinions on three different charts according to count, mean, and controversiality. These charts had non-specific feature names and no explicit values for the statistics. Subjects were allowed to refer back to the primer while completing the quiz. The experimenter checked their answers, prompting them to reconsider them where they were incorrect. Subjects did not continue until they had the correct answers.
After completing the quiz, subjects were given a sheet with charts representing opinions of two digital cameras (similar to the top portion of the window in Figure 3 ) and a response sheet. The first phase of their response was to classify the opinions on the sheets as similar and dissimilar, select up to two notable features, and to give reasons for their selections. Once this phase was complete, they were given a second copy of the sheet of charts with the features selected by our system circled. The names of very (dis)similar aspects of the selected comparisons were also listed on the page, and whether they were similar or dissimilar.
In the second phase, subjects responded by classifying each of the system's selections as good or poor, their reasons for classifying them as they did, and were given a second opportunity to select up to two notable features. Subjects were not told that the selections were made by a computer system, only that they were "evaluating another analysts' selections."
Subjects were given as many sheets to respond to as could be done in approximately forty minutes. Ten minutes were allotted at the end of each session for subjects to complete the questionnaire.
Method
To evaluate the performance of our content selection strategy against the gold standard supplied by our study subjects, we calculated precision and recall of the system as well as the F-measure.
To determine subjects' perceptions of the usability of our visualization, we included in the final questionnaire a series of statements, and asked subjects to rate how strongly they agree or disagree with each statement. A number of these statements relate to Nielsen's quality components of usablity: learnability, efficiency, memorability, error, and overall satisfaction [20] . They are statements such as "It is easy to learn to read the charts" (learnability), and "I am confident that I read the charts correctly" (error).
Baseline systems
In order to set a baseline of performance, we found the expected performance of two simple alternative selection systems: a naïve system which selects 0-2 feature comparisons to mention randomly, and a semi-informed system. The semi-informed system is as likely to select 1, 2, or no comparisons as did the subjects in our study. Though it is likely to select the same number of comparisons, the comparisons it selects are picked randomly.
More formally, we can say that the probabilities of these systems selecting a certain number of comparisons are ∀x, P r(Size = x|System = naïve) = P r(Size = x|System = semi-info.) = P r(Size = x|System = subjects)
Since we consider 6 selectable features in our study, for both systems, the probability of selecting feature comparison y is P r(Select = y|Size = 0) = 0 P r(Select = y|Size = 1) = By multiplying the probability of a system selecting features that overlap with selections made by subjects, we find the expected performance of each system (see Table 3 ). These are the baseline scores which our system must match or beat in order to be considered successful.
RESULTS
Subjects took approximately 10-15 minutes to finish reading and re-reading the primer. Some managed to respond to only a single sheet of charts, while others completed six in the same time. Though subjects were not carefully timed, the experimenter did notice that subjects typically responded faster to later sheets than they did to earlier ones.
Selection agreement
On average, over 98 sets of selections, selections made by our system agree with subject selections better than those we Table 3 . Mean precision, recall, and F-measure of our system, as well as the expected performance of the naïve and semi-informed alternative selection systems.
could expect from the baseline systems (Table 3) : showing a 24% improvement over the semi-informed system, 104% over the naïve.
After seeing our system's selections, subjects selected the same features as our system more often than they did before seeing our system's choices (mean precision = 0.500, SD = 0.419; mean recall = 0.449, SD = 0.390; mean F-measure = 0.454, SD = 0.380). This is a change of roughly 20% in all measures. This change is statistically significant according to two-tailed paired t-tests (precision t(97) = 2.84, p < 0.01; recall t(97) = 3.13, p < 0.01).
Subjects, on average, rated 60% of system selections as good (SD = 0.418). This means that subjects were more likely rate system selections as good than they were to select them in their final selections. Subjects tended to go with their initial selections in the end (mean precision = 0.806, SD = 0.301; mean recall = 0.801, SD = 0.302; mean F-measure = 0.799, SD = 0.298).
Usability of visualization
Subjects rated each of the statements related to Nielsen's quality components (learnability, efficiency, memorability, error, and overall satisfaction), as well as to whether the charts were cluttered. The results are given in Table 4 . 
Discussion
Our system for selecting comparisons performs better than the baseline systems. Our system's selected comparisons were more alike those made by subjects; and the improvement over the naïve and semi-informed baseline systems is markable. However, the scores achieved by our system are not particularly high. This suggests that our system could yet well be improved, perhaps by tweaking the thresholds for categorizing comparison aspects.
Interestingly, subjects often believed that our system made good selections. It is possible that many cases in which subjects classified the system's selections as good, they believed them to be-but not as good as those they made themselves. Perhaps subjects are charitable when "double-checking another analysts' selections," but remain convinced of their initial selections.
Subjects were not always as certain of their initial selections after seeing those made by our system. In some cases, subjects were convinced by the selections made by our system and chose to include comparisons selected by the system instead of those they made themselves. This suggests that the selections made by our system were, in some cases, valuable and different from those that subjects were able to make from using the visualization alone.
From questionnaire responses, we find that subjects consider our visualization to be usable. The majority of subjects responded positively to the visualizations in general, though the experimenter's observations and subjects' comments made post-session and written in the questionnaires suggest there were differences in how quickly and confidently they read them.
RELATED WORK Opinion mining and summarization
There has been a substantial amount of work on opinion mining [21] . Extraction systems such as and OPINE [23] are increasingly capable of correctly identifying evaluations in natural language text. Our own system relies on opinion mining detailed in [8] . Many of these systems not only extract opinions from text, but organize and summarize them. The form of these summaries varies, some being lists of pros and cons ( [16] ) or extractive ( [6] ), others, generated arguments ( [5] ). What they have in common is that, unlike our summarization system, they summarize opinions on a single entity.
Visualization of opinion data
There are a number of visualizations of opinions on a single entity. OpinionReader [11] arranges labels in a scatter plot, where the horizontal axis represents the combined polarity and strength of opinion, and the vertical axis, the frequency of those opinions. The purpose of OpinionReader is to summarize the expressed pros and cons of an entity or topic. Carenini, Ng, & Pauls [7] summarize opinions on a single entity by visualizing them in treemaps. The data visualized are different from those used by OpinionReader: opinions of varying strength and polarity on a hierarchy of features. These data are extracted by the same method we assume for our system. Though our system builds on their work, it differs in its visual representation, which does not require significant interaction in order to observe the distribution of opinions on a feature.
Opinion Observer [17] presents opinions on multiple entities. It displays the number of positive and negative evaluations as bars extending from a baseline, coding entity by colour. This allows for side-by-side visual comparison of opinions on the same feature. This eases the comparison of opinions on a single feature across two or more entities. The data visualized by Opinion Observer is different from ours in that it does not include the strength of opinions, nor does it arrange features into a hierarchy. Opinion Observer also differs from our interface in that it does not attempt to identify and describe notable comparisons, nor does not allow multiple levels of analysis (single feature and the entity overall) to be visualized simultaneously.
Though not a visualization of evaluations extracted from evaluative text, SurveyVisualizer [4] is designed to display similar opinion data. It does so using a number of parallelcoordinate plots arranged in a hierarchy. Data from previous years' survey results-or, conceivably, of opinions on multiple entities-are represented by different lines, differentiated from each other by colour and thickness. Though the source and type the data visualized in SurveyVisualizer (surveys) is different from that of our system, we did attempt to adapt its hierarchical parallel-coordinates to our tasks and data [29] . We did not pursue this visual representation for various reasons, among them that the representation became cluttered, was not as accessible as bar charts, and that the incomplete nature of the mined opinion data made it difficult to maintain a consistent visual and mental representation of opinions on an entity.
ValueCharts+ [3] display the calculated evaluations on each entity according to valuation functions on their features. Despite being designed for a different set of tasks (preferential choice) many of the goals of ValueCharts+ are like those of our system: to facilitate the comparison and selection of entities based on evaluations of their features. The visual representation is also similar, a variation on stacked bar charts.
Multimedia interfaces
Though visualizations can represent large amounts of data in meaningful ways, it can be important to support them with text [28] . Multimedia interfaces have combined graphics and text in complementary ways, taking advantage of the strengths of one medium and compensating for the weaknesses of the other (e.g. [14] ). Our interface is an extension earlier work on multimedia presentations of opinions mined from text [7] . This earlier interface presents the user both with a treemap visualization of opinions mined from a corpus of reviews, as well as a summary of those reviews. This summary contains links to the source text from which the summary's sentences are extracted. Our interface is similar in that it is also a multimedia interface, a complement of text and data graphics. It differs in that it summarizes feature comparisons across entities, rather than opinions on features of a single entity. Also, the sentences in our summaries are generated, not extracted from the same corpus of text as the opinion.
CONCLUSIONS
We have detailed a multimedia interface for facilitating the comparison of opinions on two entities. This interface includes two complementary presentations of opinion data: a visualization of the opinions on features of multiple entities, and a textual summary of the most noteworthy comparisons of opinions on features across two entities. We described the motivation for this interface, the design of the visualization, and the methods by which comparisons are ranked, selected, and summarized. The results of our user study show that our visualization is usable, and that our summarization system performs more like humans than do two baseline systems. The results also show that subjects often would reconsider their own analysis when shown that of our system, changing their conclusions about the data in order to be more in line with that of our system. While there is room to improve our interface, it does visualize opinion data in a useable way, and it selects feature comparisons that, in cases, humans find valuable and did not notice from inspecting the visualization alone.
Future Work
Overall, the results of our user study are encouraging. We hope to analyze the data collected in our user study in more detail. An examination of subjects' written reasoning for selecting feature comparisons seems likely to produce insight as to why system's selections differ from subjects', and, more generally, how subjects interpreted the data and used it to justify their selections. It may also be important to study the extent to which subjects agreed with each other. We would also like to evaluate our visualization method more precisely, and the benefits of interacting with it on a computer rather than in a static presentation. Lastly, it would be interesting to see if the data collected from subjects could be used to train a machine learning algorithm to select notable feature comparisons.
