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ABSTRACT 
 This thesis explores the use of Bayesian statistical postprocessing to rapidly train 
a highly accurate forecast from a 1 km resolution gridded WRF model forecast over a 
100 km by 100 km area. These methods leverage three modeled forecast variables—10 m 
winds, sea-level pressure, and terrain elevation—in conjunction with downstream 
observations and prior model runs to identify model inaccuracies. Using only three days 
of data, a Bayesian corrected forecast is produced and analyzed for accuracy and 
improvement over the original model run relative to real-world observations.  Over 90% 
of the resulting forecasts saw improvement over the raw model forecasts in root mean 
squared error, and over 87% of the forecasts saw improvement in mean error over the raw 
model forecasts. Extreme circumstances saw improvements in accuracy of over 9 knots 
while overall improvements were reliably seen both in accuracy and precision among 
Bayesian corrected forecasts. These findings are significant as they suggest that Bayesian 
statistical postprocessing methods work and should be both employable at rapid rates, 
and result in more accurate forecasts. 
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Over the years, responding appropriately to weather has proven to be a factor of 
increasing importance for human and resource protection within the U.S. military. Take 
Hurricane Florence, for example. The resulting damage cost billions of dollars at Camp 
Lejeune, North Carolina, and could have cost the military billions more had protective 
measures not been taken (Smith 2019). In preparation for Hurricane Florence, the Navy 
sortied its ships to protect the fleet. As reported by Navy Times, “The Navy counted nearly 
30 vessels from Naval Station Norfolk and Joint Expeditionary Base Little Creek leaving 
Monday before high winds and rain lash the mid-Atlantic coast” (Jowers et al. 2018). 
Leaving those ships in port would have been to risk billions of dollars in damage to U.S. 
military assets. Furthermore, to sortie 30 vessels undoubtedly cost the Navy millions of 
dollars. The action taken by the Navy is evidence of just how important and valuable those 
resources are. 
Since weather greatly impacts military operations, it is crucial to improve the 
military’s knowledge of weather forecasting and its impacts. Take the U.S. Air Force’s 
557th Weather Wing, for example. According to its mission statement, the 557th Weather 
Wing aims for “Maximizing America’s Power through the Exploitation of Timely, 
Accurate, and Relevant Weather Information; Anytime, Everywhere” (557th Weather 
Wing 2020). The goal is to forecast as accurately as possible and in a relevant manner, so 
that weather can be exploited against the enemy and anticipated to protect valuable assets 
and personnel. 
On 16 June of 2017, a tornado-producing storm passed over Offutt Air Force Base. 
Caught off guard, the maintenance crew attempted to secure their most critical assets: two 
E-4B “Doomsday Jets.” Not only were lives put at risk in the attempt to secure the aircraft, 
but both E-4Bs still were damaged. Additionally, eight other aircraft were damaged with 
an appraisal of $8.3 million worth inflicted on the E-4Bs alone (Liewer 2017). This event 
put Airmen’s lives at elevated risk, cost millions of dollars in damage, and temporarily 
reduced the Air Force’s capability by grounding two of only four aircraft tasked with the 
mission of “continuing national communications in the event of nuclear war” (Liewer 
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2018). The implications of such a reduction in capabilities is burdensome. In order to 
prevent more damage to U.S. resources, weather forecasting capabilities must be improved 
upon. The U.S. military is not only expected to forecast accurately in America. Rather, the 
military is expected to have global reach in its warfighting capabilities. As a result, the 
capability to forecast threats and weather-related catastrophes should not be limited to the 
nation’s borders. Instead, superior weather forecasting capabilities should exist wherever 
U.S. forces may exist. 
Improving forecast accuracy overseas presents its own set of challenges. With 
stateside resources, the United States has well-trained models, such as the North American 
Mesoscale Model (NAM), which can apply its seasoned data assimilation over small scales 
more accurately relative to global, large-scale models. When compared to the Global 
Forecast System (GFS) or the Global Air-Land Weather Exploitation Model (GALWEM), 
localized models such as the NAM outperform their global counterparts on a local scale. 
While localized grid point models such as the NAM may have more accuracy on localized 
scales, one big problem exists in relation to global reach: it is difficult to train high 
resolution models in data sparse regions. The abundance of tools such as radar, Automated 
Surface Observing Systems (ASOS), high-resolution weather satellites, and nationwide 
information sharing platforms in the United States allows American-tailored models to be 
highly trained, while pre-existing data collection infrastructure does not and may not ever 
exist overseas in an area as broad as North America. Additionally, when enough data does 
exist, the process of data assimilation can be a very time-consuming process.  
For these reasons, the military often aims to use global forecasting models such as 
the GALWEM for their overseas forecasting purposes. As stated by Ralph Stoffler, acting 
Director of Weather for the United States Air Force, “Just a little time back; we had 
multiple models, multiple things serving different command and control architectures with 
different forecasts. We are now down to one model that serves everybody.” Such a decision 
provides continuity among forecasts and allows for global reach. While migrating to a 
single global model provides the U.S. Air Force with global reach, relying on it solely will 
sacrifice accuracy at the local scale. Perhaps high-resolution models could be used to 
supplement local data on top of the synoptic scale data provided by global model forecasts 
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without decentralizing the organizational structure of weather support beyond its current 
state. If the U.S. military had the capability to use higher resolution forecasting models 
globally, would it truly be beneficial? Currently, the costs of using high-resolution models 
globally, at least in the Air Force, outweigh the benefits. What if a high-resolution model 
could be rapidly trained to forecast in a small, localized area anywhere in the world? 
Theoretically, Bayesian statistics could be used to correct forecasts to become more 
accurate and effectively “train” the model at a more rapid rate. By applying the Naval 
Postgraduate School’s (NPS) Bayesian model to wind forecasts, this thesis is intended to 
explore the effectiveness of applying Bayesian statistical postprocessing methods to 
modern forecasting at the local scale. Its findings are intended to create more discussion 
on the feasibility of its employment and open the door to further research. If these methods 
work, they could indicate the potential to provide more reliable and timely resource 
protection for U.S. military assets through Bayesian statistical postprocessing of weather 
forecasts. The ability to deliver more accurate forecasts globally and at a local scale could 
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II. BACKGROUND 
A. WHAT HAS BEEN DONE? 
As seen in Dale Poirier’s research, Bayesian statistics have become increasingly 
more utilized in the solution of modern-day problems. Such evidence can be seen in the 
exponentially increasing number of articles mentioning “Bayes” or “Bayesian” throughout 
numerous commonly used academic databases over time. With a realization for its utility, 
Bayesian statistics are being used and researched in rapidly increasing proportions, 
especially among economists and statisticians (Poirier 2006). Bayesian statistics have even 
been utilized to model presidential elections with alarming accuracy (Alexander 2017). 
While the knowledge of Bayesian statistics continues to grow, its impact on meteorology 
also continues to grow. Included below are several examples in which Bayesian statistics 
have been used to further research in meteorology. 
In one study, in order to find more accurate but also computationally more efficient 
forecasting methods for extreme weather events, two postprocessing correction methods 
were applied in weather forecasting: 1) simple linear regression and 2) Bayesian linear 
regression to dual model ensemble forecasts using the Weather Research and Forecasting 
(WRF) Model and the Integrated Community Limited Area Modeling System (ICLAMS) 
over a 2 km gridded region in the Northeastern United States. Using ASOS data for 13 
significant weather events during the years 2004–2011 for model evaluation and error 
optimization and up to 10,000 variance sets as prior data, linear regression methods were 
used to adjust forecasts for four significant weather events occurring in the years 2011–
2013. This test found that with up to 20 variance sets and 10–13 storms, forecast accuracy 
could be maximized using Bayesian linear regression over simple linear regression. 
Bayesian techniques outperformed raw model data up to 30% on average over the full 
gridded space and up to 60% at individual stations (Yang et al. 2017). 
In 2017, Robert Travis Wendt wrote a dissertation in which he explored the efficacy 
of using Bayesian statistical postprocessing in order to “nudge” Ensemble Model Output 
Statistics (EMOS) toward greater accuracy. He found that when using downstream 
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observations as posterior beliefs in conjunction with forecast data from the National 
Centers for Environmental Prediction (NCEP) Short Range Ensemble Forecast Model 
(SREF), uncertainty could be identified using Bayesian statistics. The above methods 
combined with Markov Chain Monte Carlo sampling allowed for calibrated posterior 
predictive distributions (PPDs). His research yielded positive results in forecast accuracy 
when forecasting maximum and minimum surface temperatures as well as maximum wind 
speeds over 24-hour periods in relation to the raw model output at individual point forecast 
locations. 
Jones (2018) used Wendt’s algorithm to showcase the capability to correct ceiling 
and visibility forecasts from the NAM. Using 94 different forecast fields from each NAM 
forecast as the predictor variables and prior ASOS data for posterior distributions, Bayesian 
inference was used to adjust ceiling and visibility forecasts at a single grid point. Using 
1183 hourly observations as training data, 196 hours’ worth of corrected forecasts were 
produced. This experiment had significant findings in that error reduction and skill 
improvement were observed in the corrected forecasts relative to the raw NAM forecasts 
(Jones 2018). In a separate study by Cummings (2018), Wendt’s machine learning 
algorithm was used to more accurately correct European Centre for Medium-Range 
Weather Forecasts (ECMWF) EMOS data using “B-Decks” or historical hurricane data as 
posterior data. Data assimilation was completed by using storm track and intensity data 
from the years 2010–2016 to train the ECMWF model and corrections were applied to 
2017 ECMWF forecasts. These methods successfully removed model bias in most cases, 
resulting in more accurate forecasts (Cummings 2018). 
B. WHAT HAS NOT BEEN DONE? 
As seen in the examples above, Bayesian statistical postprocessing has been used 
in a wide variety of ways. Most common cases involve in depth research of strictly severe 
weather events, but many studies also focus on simple daily forecasting. Alternatively, 
Bayesian statistics have not yet been used in a multitude of ways in the weather community. 
This research is unique as it aims to use Bayesian statistics to more accurately forecast 
surface winds throughout an entire 100 km by 100 km gridded region while limited to the 
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use of only one high resolution forecasting model and downstream ASOS and other surface 
observations. Furthermore, statistical training will be completed using only three 
downstream observation periods prior to the forecast, and specific weather events will not 
be chosen as training or test data. Instead, training and forecasts will be completed over a 
pre-determined time period to limit “cherry picking” of like data for data assimilation. Such 
research has never been conducted prior to this thesis’ study. 
C. WHY THIS IDEA? 
This idea has numerous potential benefits. Although Wendt noted that “regardless 
of the data available for training, Bayesian models appear to offer better predictive 
performance,” the use of only significant or severe events to train a forecasting model 
should logically yield a model that will only forecast most accurately during severe events. 
Wendt also noted in his research that similar training data will yield more effective results. 
Simple logic implies that more recent or nearer weather events should relate more to current 
sensible conditions than events further away in time. Furthermore, diurnal trends should 
theoretically imply similar conditions at the same point in time during the day. By utilizing 
common sense patterns, and Wendt’s Bayesian algorithm, training time could theoretically 
be minimized, allowing for a shorter training period prior to the application to a high-
resolution area forecast.  
Higher resolution forecasting allows for the recognition of small-scale weather 
effects that can often be overlooked in larger scale forecasting. If small-scale weather 
effects can be recognized more reliably, and Bayesian statistical postprocessing can make 
forecasts more accurate, weather sensitive thresholds can be made more precise, and 
battlefield awareness can be maximized. Such capabilities could allow the military to use 
tools that are highly sensitive to weather conditions in austere environments more often. 
The identification of more precise thresholds would allow for greater security through more 
accurate forecasting, and minimal time requirements for data analysis would allow for 
more rapid employment. More accurate forecasting in austere locations would also allow 
for more accurate predictions of adversary capabilities. These benefits are what the current 
methods seek to help maximize one day through forecast improvement. These reasons 
8 
drive the potential desire for rapid data analysis, while avoiding the “cherry picking” of 
similar weather events, as customers would likely not have such luxuries. As a result, these 
methods seek to allow for a more accurate, high resolution forecasting method to be used 
in all conditions. 
Additionally, the current research intends to rely on only one forecasting model. 
The military’s ability to operate with minimal resources such as fewer forecasting models 
could allow for the preservation of the model’s integrity as greater security can be focused 
on a single entity as opposed to many. Furthermore, one model achieves lower monetary 
cost, and less computational power requirements.  
D. LIMITATIONS 
This experiment will be limited by the tools used. For example, this research will 
rely on existing ASOS and other surface sites to gather observational data for both model 
training and model performance evaluation. Performance analysis can only be evaluated at 
points where surface observations can provide data for comparison. The ability to gather 
observations may be the single most restrictive factor in this experiment. Without 
observations, verification of forecast performance cannot be quantified. Time is another 
limitation. The amount of time it takes to analyze the training data and create a forecast 
will be crucial in determining the validity of these methods. Real world application would 
require that data be available well in advance of the onset of a weather condition. Should 
the data analysis and the process of creating the forecast take too long, these methods would 
prove useless as there is no need to forecast for the past.  
E. METHODS 
Using Wendt’s algorithm, 1 km grid resolution WRF data was used. Forecast fields 
were chosen to be used as predictor variables. Predictor variables used in this study were 
the WRF predicted 10 m winds, sea-level pressure, and terrain elevation. The experiment 
is conducted using a gridded model spanning 100 square kilometers in area, centered on 
the Monterey Bay in Monterey, California. Over the course of three days prior to the 
forecast, ASOS and other observations at approximately 50 locations were used for 
Bayesian inference. Only the approximate number of surface observations is given because 
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the availability of observational data varied throughout the course of the experiment. At 
times, data corruption, or temporary loss of services effected select surface observations in 
an inconstant manner. Using the observations, the algorithm analyzes modeled wind 
inaccuracies. Modeled winds and predictor variables can be compared to observed winds 
while the algorithm detects relationships between forecast fields and the resulting forecast. 
Once modeled error is recognized, the algorithm “nudges” the WRF forecast 
proportionally, based on the resulting PPD. The resulting windspeed (not direction) 
forecast in meters per second is then analyzed for accuracy relative to ASOS and other 
surface observations at the nearest grid point and compared to the forecast produced by the 
pure WRF data.  
The current work initially used Wendt’s algorithm in a trial period where Bayesian 
inference was applied at every grid point across the entire extent of the forecast area. These 
methods proved to be inefficient as observations for verification could only be attained 
near a portion of the points. If verification could not be complete at unavailable locations, 
time could be saved by forecasting at only verifiable locations. As a result, the Bayesian 
inference was applied again but only at applicable grid points which could be paired with 
surface observation points. Removing the number of points at which the Bayesian inference 
was applied cut down on processing time and allowed for the use of less processing power.  
To conduct the experiment, 20 days of surface data were chosen when WRF 
forecasts were available, which was a limiting factor in the experiment. These days span 
from 02 June to 22 June of 2018. These observations were used for statistical model 
training, and performance verification. 
Statistical model training was completed by using three observation periods to train 
the algorithm, each taken during the three consecutive days prior to the upcoming forecast, 
at the same diurnal time as the forecast itself. For example, when referencing Row 1 on 
Table 1: the forecast was a 3 hour long forecast valid at 0300 UTC, meaning that the 
forecast was made using model data from the 0000 or midnight UTC model run on the 7th. 
0300 UTC surface observations were ingested in the Bayesian algorithm for June 4th, 5th, 
and 6th. Using the observations from days prior, and the 0000 UTC WRF model run for the 
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7th, Bayesian inference was made on top of the WRF forecast, resulting in an adjusted 
forecast for the 7th valid at 0300 UTC. 
All Bayesian corrected forecasts were compared alongside surface observations 
that were valid for the same time as the forecast. Mean error (ME) of the forecasts at all 
observable points was calculated relative to the surface observations given the assumption 
that any variation from the observation in the forecast was error. Root mean square error 
(RMSE) was also calculated at all observable locations. Finally, ME and RMSE were also 
calculated for all the forecasts when made using only pure WRF model data. Box and 
whisker plots and comparisons in performance among the WRF model forecasts alone and 
the Bayesian corrected forecasts were made. Both ME and RMSE were chosen so that 
biases in the methods used may become more apparent through comparison in results 
between the two. Additionally, using ME will allow for the analysis of negative results 




In running a trial period, Wendt’s algorithm was successful in nudging forecasts at 
all grid points across the entirety of the forecast area. Using minimal computing power (a 
laptop), it took approximately 3 hours to apply the Bayesian inference across the entirety 
of the forecast area. After pairing down the application to only applicable points where 
observations could be used, each model run took approximately 15 minutes on the same 
computer. Using the paired down application, 194 forecasts were produced with Bayesian 
inference. Assuming observations as ground truth at correlating points; 90.2062% of the 
forecasts saw overall improvement in the Bayesian application versus the raw WRF 
forecasts in RMSE. Additionally, 87.6289% of the forecasts saw overall improvement in 
the Bayesian application versus raw model forecasts in ME. Little correlation was found 
in forecast performance relative to the length or the valid hour of the forecast. As displayed 
in Tables 1 through 5, training days, forecast length, valid time, ME, and RMSE were 
calculated and recorded for both the pure model data and the Bayesian corrected data. As 
seen in Tables 1 through 5, when noted in the right two columns, a green highlight depicts 
an improvement of performance in the Bayesian corrected data over the pure model data 
while red depicts no improvements or a regression in performance. 
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Table 1. Forecast Error Page 1 of 5 
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Table 2. Forecast Error Page 2 of 5 
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Table 3. Forecast Error Page 3 of 5 
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Table 4. Forecast Error Page 4 of 5 
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Table 5. Forecast Error Page 5 of 5 
Table 1–5 Legend: Error indices relative to each individual forecast. Fcst_hr is the length of the 
forecast in hours, V_hr is the valid time of the forecast, V_Day is the day in which the forecast is 
valid, T_Day_1 is the first day used for data assimilation in the Bayesian inference algorithm, 
T_Day_2 is the second day used for data assimilation in the Bayesian inference algorithm, T_Day_3 
is the third day used for data assimilation in the Bayesian inference algorithm, Fcst_ME is the mean 
error calculated for the raw model forecast at all observable points assuming surface observational 
data is the truth, Fcst_RMSE is the root mean squared error for the raw model forecast at all 
observable points relative to surface observations, Bayes_ME is the mean error of the Bayesian 
corrected forecast relative to surface observations color coded green if improvement is seen over 
Fcst_ME and red if more error than Fcst_ME is seen, Bayes_RMSE is the root mean squared error 
of the Bayesian corrected forecast relative to surface observations color coded green if improvement 
is seen over Fcst_RMSE and red if greater root mean squared error than Fcst_RMSE is seen. All 
errors are given in units of m/s. 
For all tabulated data, box and whisker plots were produced as seen in Figures 1 
through 6. For each time period, plots were produced to analyze performance among time 
periods and forecast length. It is helpful to note that when analyzing these box and whisker 
plots, the plots’ location relative to zero quantifies the amount of error. The farther the box 
or the “mean line” is from zero, the more error was seen in forecasts, or the nearer the line 
is to zero, the less error. While box placement depicts forecast accuracy, the size of the box 
helps depict precision among forecasts. If forecasts remain consistent; meaning they show 
bias or less variance, boxes will appear smaller. Ideally, results should show an 
improvement in accuracy and precision, meaning that plots should be smaller, and closer 
to zero. RMSE should appear closer to zero to depict performance improvement while the 
size of the box will depict precision less reliably since only non-negative numbers result 
from the calculation. In analyzing differences between ME and RMSE, it is nice to note 
that a single anomaly of greater magnitude will appear to effect RSME to a greater degree 
than ME. If ME plots show minor differences between raw model forecasts and Bayesian 
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forecasts but RMSE plots depicts a significant difference between the two, the disparity is 
likely the result of a relatively large anomaly among one or only a few outlier forecasts.  
As seen in Figure 1, an overall improvement in forecast accuracy was seen in ME 
among the Bayesian corrected forecasts versus the raw model forecast when analyzing the 
mean of all conglomerate forecasts. On average, forecasts saw approximately 1.4 m/s 
improvement in accuracy while outliers saw margins of improvement of up to 5.1 m/s, an 
improvement in accuracy of over 9 knots.  
 
Figure 1. Box and Whisker Plots of the Mean Error of Raw Model Forecasts 
(grey) versus the Bayesian Corrected Forecast (blue). 
As seen in Figure 2; among all 0000UTC model run forecasts, all Bayesian 
corrected forecasts were more accurate than the correlating raw model forecasts in respects 
to ME. Such an observation can be seen by the “Bayesian” box’s closer location to zero 
relative to the correlating raw model “Forecast” box. Additionally, a tighter spread or a 
smaller box in nearly all 0000UTC Bayesian forecast plots relative to the raw model 
forecast plot suggests an improvement in forecast precision. The only plot depicting only 
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marginal suggested improvements in precision over the raw model forecast can be seen in 
the 21-hour forecast. 
 
Figure 2. Box and Whisker Plots of Mean Error of All 0000UTC Model Run 
Forecasts (grey) versus the Bayesian Corrected Forecast (blue). 
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Much like Figure 2, Figure 3 depicts all Bayesian corrected forecasts produced by 
the 1200UTC model run in ME. All plots in Figure 3 show an improvement in accuracy 
over the correlating raw model forecasts. A tighter spread or a smaller box in nearly all 
1200UTC forecast plots can also be observed in the “Bayesian” box relative to the 
associated “Forecast” box in Figure 3 with exception to the 6-hour forecast where 
improvements in the Bayesian forecast precision were relatively marginal. 
 
Figure 3. Box and Whisker Plots of Mean Error of All 1200UTC Model Run 
Forecasts (grey) versus the Bayesian Corrected Forecast (blue). 
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Among the conglomerate of all forecasts as seen in Figure 4, the “Bayesian” box is 
closer to zero relative to the raw model forecast. As a result, one can conclude that the 
Bayesian adjustments resulted in more accurate forecasts. Mean lines were found at 2.7 for 
the raw forecast and 1.9 for the Bayesian forecast depicting on average an improvement of 
0.8 m/s in RMSE. Outliers depict an improvement of up to 2.9 m/s among Bayesian 
forecasts versus the raw model forecasts.  
 
Figure 4. Box and Whisker Plots of the Root Mean Squared Error of Raw 
Model Forecasts (grey) versus the Bayesian Corrected Forecast (blue). 
Finally, as observed in Figures 5 and 6, all Bayesian corrections resulted in more 
accurate forecasts at all forecast periods both from the 0000UTC and the 1200UTC model 
runs, respectively. Greater forecast accuracy once again can be seen by a relatively closer 
positioning to zero among box plots. 
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Figure 5. Box and Whisker Plots of Root Mean Squared Error of All 




Figure 6. Box and Whisker Plots of Root Mean Squared Error of All 




This research yielded promising results in searching for more accurate wind 
forecasting methods using Bayesian statistical postprocessing. Using only 3 days of 
observations at numerous ASOS and other surface observation locations as a training 
period and one high resolution gridded model, these methods successfully exhibit how 
effective Bayesian statistical postprocessing can be in finding operationally relevant 
solutions to current weather forecasting problems. Not only does this method display the 
potential to rapidly train a high-resolution model, but it also showcases a way to forecast 
with greater accuracy and precision. Analysis of forecasting methods showed improvement 
in ME of up to 5.1 meters per second or over 9 knots. Such a disparity in forecast accuracy 
is operationally significant in the military. Often, the military uses “go-no go” thresholds 
to preserve operational risk management. If a forecast is said to break a threshold, 
operations may be stopped due to the risks of operating under conditions at or above those 
thresholds. An error of 9 knots in a forecast will likely result in operations being stopped 
when they could have continued safely, or the assumption that operations are safe to 
conduct when they are dangerous. A 9-knot difference in wind speed among forecasts can 
also change boundary layer processes. Such a change could impact the error of other 
modeled predictions or forecast variables.  
Furthermore, the ability to conduct this research with minimal computing power 
promises the potential for these methods to translate to the operational field. The computing 
time needed to apply these methods on a simple laptop computer allowed for sufficient 
time to deliver a full area forecast, making its application possible in almost any 
circumstance. Further research is recommended to find the most efficient methods possible, 
but this research lays the groundwork for a promising future in using Bayesian statistical 
postprocessing to more accurately produce a rapidly trainable high-resolution forecast. 
For an eager student looking to further this study, more research would prove 
beneficial in focusing on answering these following questions: How effective is this 
process at improving forecasts in locations distant from observation points used during 
model training? Where does this process work the best? Where does this process work the 
24 
worst? What is the optimal number of prior days to use for model training prior to the 
forecast? What is the optimal spacing and number of prior observations to use to yield the 
most efficient or accurate training? What effect will extreme weather events have on the 
accuracy? Will these methods work in forecasting all forecast fields? What forecast fields 
yield the best or most efficient results? Are other predictor variables needed and how much 
improvement occurs with them? What interpolation methods will maximize accuracy when 
using observation points that do not fall exactly at the grided forecast point. 
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