An efficient parallel algorithm for solving the minimum vertex cover problem using binary neural network is presented. The proposed algorithm which is designed to find the smallest vertex cover of a graph, uses the binary neural network to get a near-smallest vertex cover of the graph, and adjusts the balance between the constraint term and the cost term of the energy function to help the network escape from the state of the near-smallest vertex cover to the state of the smallest vertex cover or better one. The proposed algorithm is tested on a large number of random graphs and benchmark graphs. The simulation results show that the proposed algorithm is very satisfactory and better than previous works for solving the minimum vertex cover problem.
Introduction
The goal of the minimum vertex cover problem is to find a smallest subset C of the vertices of an undirected graph G such that all edges of G are adjacent to at least one vertex in the set C. The minimum vertex cover problem is of central importance in computer science. It is very intractable (1) . In 1972, Karp (2) showed that the vertex cover problem is NP-complete. Furthermore, the minimum vertex cover problem remains NPcomplete even for certain restricted graphs, for example, the bounded degree graphs (3) . Because the minimum vertex cover problem has many important practical applications, especially in multiple sequence alignments for computational biochemistry (4) (5) , the problem has been widely studied by many researchers. Garey and Johnson (6) presented a simple approximation algorithm based on maximal matching for the general graphs. Hochbaum (7) presented an algorithm of approximation ratio 2 − 2/d for graphs of degree bounded by d. Monien and Speckenmeyer (8) improved this bound to 2 − (loglogn)/(2logn). On the sparse graphs, Berman and Fujito (9) presented an approximation algorithm for graphs of degree bounded by 3, whose approximation ratio is bounded by 7/6 + e. The parameterized algorithms are well known methods. The first fixedparameter tractable algorithm for k-vertex cover problem (given a graph G and a parameter k, deciding if G has a vertex cover of k vertices), was done by Fellows (10) . Buss (11) developed the fixed-parameter tractable algorithm of running time O(kn + 2 k k 2k+2 ) for this problem. More recently, parameterized algorithms for the k-vertex cover problem have further drawn researchers' attention, and continuous improvements on the problem have been developed. Buss's algorithm was improved to O(kn+2 k k 2 ) by Downey and Fellows (12) . Chen et al (13) . presented an O(kn + 1.271 k k 2 ) time algorithm for this problem. Recently, Dehne et al (14) . have reported that they used fixed parameter tractable algorithm to solve the minimum vertex cover problem on coarse-grained parallel machines successfully. Khuri et al (1) . presented an evolutionary heuristic for the minimum vertex cover problem.
Despite many algorithms were presented for the problem, the problem is a well-known NP-complete (2) , no tractable algorithm is known for solving it. Furthermore, few parallel algorithms have been proposed to solve the problem. A possible parallel algorithm for solving such optimization problems was introduced by Hopfield and Tank (15) , which found a good solution to some optimization problems in a reasonable amount of time. Using the neural network techniques, Yuan et al (16) . presented a parallel algorithm based on the Hopfield network for the minimum vertex cover problem. In their algorithm, in order to help the network find the global minimum, they introduced a special term which had different values according to the degree of vertices. Although it was effective for small graphs, the rate to get the minimum vertex cover was very low for large graphs, and performance of the algorithm becomes poorer with problem scale becoming large.
In this paper, for efficiently solving the minimum vertex cover problem, we propose a new neural network algorithm. The proposed algorithm uses the binary neural network to get a near-smallest vertex cover of the graph, and adjusts the balance between the constraint term and the cost term of the energy function to help the network escape from the state of the near-smallest vertex cover to the state of the smallest vertex cover or better one. We show its effectiveness by extensive computa- tional experiments on a large number of random graphs and benchmark graphs (14) . The performance of the proposed algorithm is compared with Yuan's algorithm (16) . The simulation results show that the proposed algorithm can find better solutions than Yuan's algorithm.
Formulation
Let G = (V, E) be an undirected graph, a set V ⊆ V is a vertex cover of G, if for every edge (i, j) ∈ E, either i ∈ V or j ∈ V or both i, j ∈ V . A vertex cover is minimal or optimal if it has minimum size, i.e., if there is no vertex cover that has fewer vertexes. The goal of the minimum vertex cover problem is to find a minimum vertex cover. Figure 1 shows a graph with 10 vertices and 18 edges, where the black vertices indicate the minimum vertex cover of the graph.
In general, an N -vertex M -edge minimum vertex cover problem can be mapped onto a binary neural network with N × 2 neurons. In this work, we show a new binary neural network representation. In the new representation, only N neurons are used for the N -vertex M -edge minimum vertex cover problem. The output (v i = 1 or v i = 0) of the neuron i (i = 1, , N) expresses if the i-vertex is in the cover or not, respectively.
Thus the number of vertices in the cover can be expressed by:
Because the vertex cover must include at least one vertex of edge (i, j), the constrained condition of the minimum vertex cover problem can be written as:
where ∨ is the logical OR, X means the complement of X and Figure 1 , we have the following adjacency matrix. 
Thus, the problem can be mathematically transformed into the following optimization problem.
When we follow the mapping procedure by neural network, the energy function for the minimum vertex cover is given by:
where A, B are coefficients. Because the relations between Boolean representation and the arithmetic representation for three typical functions are as following:
The energy function can be expanded as:
As in the energy function E, the last term is a constant, the energy can be rewritten as:
The network can find the solution of the problem by seeking the local minimum of the energy function E using the following equations:
where w ij is weight of a synaptic connection from the j-th neuron to the i-th one, I i is external input of i-th neuron and is also called threshold.
Each neuron updates its input value u i based on the motion equation. Specifically, the value u i (t + 1) at iteration step (t + 1) is given by:
The output v i is updated from u i using a non-linear function called neuron model. In the binary neural network, the following McCulloch-Pitts (17) binary neuron model has been used as the input/output function:
Each neuron updates its input potential according to the updating rule (Eq. (11)) and sends its output in response to the input according to the input/output function (Eq. (12)). All neurons operate in parallel and each adjusts its own state to the states of all the others; in consequence, the network converges to a final configuration. In this way, we can find the solution to the minimum vertex cover problem simply by observing the final configuration that the network converged. Unfortunately, because the network will attempt to take the best path to the nearest minimum, whether global or local, the quality of the solution is not very good.
Method for Escaping Local Minima
In this section, we propose a method to help the network escape from the state of the near-smallest vertex cover to the state of the smallest vertex cover or better one. We rewrite the Eq.(9) as follow: (13) and
We analyze the characteristics of the binary neural network in a minimum. We use ∆E i to denote the variation of energy of the network with the state change of neuron i. It is well known that a local minimum always satisfies
The variation of energy of the network with the state change of any neuron can be written as:
From Eq. (15) we have:
Because d ij and v j are equal to 0 or 1, thus we have:
where k i is the number of vertices connected to vertex i.
To make the energy value of the neural network decrease with the state change of at least one neuron, we can have the following rule from Eq. (17):
(1) Select one neuron that satisfies the following equation:
It is worth to note that a neuron with Eq. (20) certainly exist because in a local minimum, ∆E i ≥ 0 (Eq. (17)) and for every fired neuron, ∆v i is -1.
, then we modify parameter A according to the following rule:
Otherwise(∆v i < 0, v i = 1),
where δ is a small positive constant and using Eq. (20) we can see that the modified parameter A new will be positive. After modification, the parameter set becomes A new , B, and with the state change of the neuron i, the variation of energy of the network can be described by the following formula by applying Eq. (21), (22) into Eq. (17) .
It is evident that ∆E i (Eq. (23)) is smaller than zero. The derivatives of Eq. (23) show that the energy of the network decreases with the state change of the neuron i by the above rule (Eq. (21) and (22)). Thus, we can see that by adjusting the balance between the constraint term and the cost term of the energy function, the local minimum that the network falls into is eliminated.
Algorithm
The following procedure describes the proposed algorithm for the general minimum vertex cover problem in synchronous parallel mode. In order to reduce the computation time we set the maximum number of the iteration step, when the iteration step exceeds the maximum one, the network is considered as falling into a convergence state. This rule is usually used in the binary neural networks. If the targ cost is the target total cost set by the user as expected one, we have: (1) Set the parameter δ to 0.01 and initial parameters A, B to 1.0.
(2) Initialize the state of the network. (3) Update the neural network in synchronous parallel mode with current parameter set until the network converges to a stable state or the iteration step exceeds the maximum one.
(4) Check the network, if targ cost is reached, then terminates this procedure.
(5) Select one neuron with satisfying Eq.(20) (6) Use rule (Eq. (21) and (22)) to compute the new parameter A.
(7) Go to the step 3.
It is worth to note that about the condition of termination, though it could require more CPU time for some problems, appropriate tuning of targ cost is useful in the practical simulation.
Simulation Results
In order to assess the effectiveness of the proposed algorithm, extensive simulations were carried out on two types of graphs: the randomly generated graphs and the benchmark graphs for the vertex cover problem. The algorithm was implemented on PC Station (Pentium4 1.8GHz).
The first type of graph is random graph (18) . The random graph is defined in terms of two parameters, n and d. The parameter n specifies the number of vertices in the graph; the parameter d, 0 < d < 1, is the edge density. With parameters n and d, the number of edges of the graph will be |dn(n − 1)/2|. We generated 14 such graphs to test the proposed method. The method of Yuan et al (15) . was also executed for comparison. For each of instances, 100 simulation runs were performed. Information on the test graphs as well as all results was shown in Table 1 . The results that we recorded for each graph were the best solutions by the algorithm of Yuan et al., and by the proposed algorithm. For readers' reference, the computation times to obtain the best solution and the solutions found by the proposed algorithm without the modification of parameter A were also given in Table 1 . The computation time was the average of 100 simulations. In general, with the increase of the size of the problem, the computational cost will increase. In Table 2 , we showed the increase ratio of computation time against the problem size (numbers of edges) under the graphs of same edge density. The increase ratio is defined by:
From the Table 2 , we can see that although the computational cost increase with the increase of the task size, the increase ratio is very small. The experimental results can be summarized as follows:
(1) The solution quality of the proposed algorithm is much better that of Yuan et al's method.
(2) The solution found by the proposed algorithm with the modification of A is much better than that without the modification of A. In other words, the method for escaping local minima in the proposed algorithm is very efficient.
(3) The computation time of proposed algorithm is about or less than 4 second even for relatively large random graphs up to 300 vertices. Besides, although the computational cost increase with the increase of the task size, the increase ratio is very small. The computational cost for each graph is reasonable.
To see if the proposed algorithm can find optimal solutions, we test the proposed algorithm on some benchmark graphs with known answers. The problem of generating benchmark graphs for NP-hard combinatorial problems has been investigated in (19) (20) . Procedures for generating benchmark graphs with known answers were described in (21) . In (22) the generating procedures for vertex cover were evaluated experimentally on several approximation algorithms. In (14) , some graphs generated by (22) were used to test their algorithm for the vertex cover problem. Here we used some of these graphs in (14) to test the proposed algorithm. The results were shown in Table 3 where |k| refers the size of the optimal solution. In Table 3 the solutions and the computation time of the proposed algorithm were given. From Table 3 , we can see that the proposed algorithm could find optimal solutions for each benchmark graph.
Conclusion
We have proposed an efficient parallel algorithm for solving the minimum vertex cover problem using binary neural network. The proposed algorithm has two phases. The first phase uses the neural network to decrease the energy and find a near-minimum vertex cover. The second phase adjusts the balance between terms of energy function, thus making the network escape from the local minimum vertex cover. The proposed algorithm was tested on a large number of random graphs and benchmark graphs and compared with Yuan's algorithm. The experimental results indicated that the proposed algorithm is better than previous works and can find optimal or near optimal solutions.
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