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 Nous présentons dans ce mémoire une aperçu sur la théorie des séries temporelles. Nos  
objectifs sont : Premièrement, l'étude du comportement asymptotique des valeurs extrêmes dont 
l'hypothèse d'indépendance et d'équidistribuité est remplacé par des conditions sur la stationnarité, la 
dépendance et l'hétéroscédasticité. En particulier, ces conditions sont satisfaisantes par les séries 
temporelles  financières: taux de change, rendements d'indice boursier,... etc. 
  Deuxièmement, résoudre  le problème d'adéquation de ces séries pour les modèles non linéaires 
de type GARCH. Les techniques utilisées pour aborder ce genre de problème se basent sur la théorie 
spectrale, dont le principe consiste à vérifier l'ajustement de la fonction de distribution spectrale 




 We present in this memory an outline on the theory of time series. Our objectives are: Firstly, 
the study of asymptotic behavior of extreme values, of which the independence and identically 
distributed hypothesis are replaced by conditions on the stationnarity, dependence and 
heteroskedasticity. In particular, these conditions are satisfactory by some financial time series: 
exchange rates, returns of stock indices… etc. 
 Secondly, is to solve the goodness-of-fit problems for this time series for non linear GARCH-
type models. The techniques used to approach this kind of problem are based on a spectral theory, 
whose principle consists to verify the adjustement between the empirical spectral distribution function 




 قنـمد لم ةركذلما هذه في ـ ةينمزلا لسلاسلا ةيرظن لوح ةح .و يلي اميف انفادهأ لثمتت : ميـقلا براقت كولس ةسارد لاوأ
ةيدلحا ضيوعت دنع ان لرف رياغت و نوكسلا ،طابترلاا لوح طورشب دحولما عيزوتلا و ةيللاقتسلاا ةيض نيابتلا  . ةـققمح طورشلا هذه
لالما ةينمزلا لسلاسلا في صخلأابــك ةي :،فرصلا رعسئاع ـةصروبلا مهسأ تاد. ..لخا. 
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L’analyse des séries temporelles, ou séries chronologiques, se réfère à la
branche de statistique où les observations sont régulièrement espacées dans le
temps. Leur domaine d’application est très vaste et s’étend de l’astronomie à
l’économie et finance en passant par la biologie, psychologie, géophysique ou
la théorie du signal...etc. Elles ont donc suscité un très vif intérêt, ce qui a eu
par conséquence le développement de nombreux modèles : AR, MA, ARMA,
ARCH et GARCH....
Historiquement, c’est dans les XVIe - XVIIe siècles qu’apparaissent les
premières séries temporelles (ou chronologiques) dans les écrits scientifiques.
Mais le plus ancien graphique connu remonte à l’antiquité (en terme de re-
présentation de l’inclinaison des orbites des planètes en fonction du temps),
les Romains savaient déjà que l’année dure 365 et 1/4 jours.
L’astronome T. Brahe (1546- 1601) enregistre des données nombreuses et
précises sur les orbites des planètes (1572). Son assistant J. Kupler (astro-
nome et mathématicien Allemand, 1571-1630) a utilisé ces données pour for-
muler les lois du mouvement des planètes qui portent, ainsi son nom (1609).
Ces travaux sont restés dans le cadre d’analyse astronomique, jusqu’au
XVIIIe siècle. En 1786, l’économiste anglaisW. Playfair, publie " The Com-
mercial & Political Atlas", qui contient plus de 40 graphiques de données
économiques.
En 1807, Joseph Fourier (Mathématicien français, 1768-1830), propose
que toute fonction périodique peut s’écrire comme une série de fonctions
sinusoïdales et cosinusoïdales (i.e. sin et cos). Ce qui a fait ensuite, de la
transformation de Fourier la base de la théorie spectrale.
Au XIXe siècle, les premières études empiriques des données économiques
sont parues dans l’analyse des séries de prix, de taux d’intérêt,... En 1919,
W. Person, propose une approche globale de décomposition d’une série tem-
porelle en quatre composantes (i.e. Tendance, Saisonnière, Cycle et Résidu),
connue sous le nom de (Baromètre de Harvard).
Dans les années 20, Slytsky (1927 - 1933) montre qu’en calculant une
moyenne mobile (MA) à partir d’un (bruit blanc), on obtient une série dont
les observations ne sont pas indépendantes et qui présentent des cycles ap-
parents "Effet Slytsky". Et dans le même ordre d’idées, en (1926-27) Yule
propose le modèle autorégressif (AR), et montre que celui-ci peut conduire
à l’apparition des fluctuations cycliques.
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Suite aux recherches sur les fluctuations économiques, et au développe-
ment de la statistique mathématique, les chercheurs développent une ap-
proche combinant plusieurs éléments :
- L’estimation basée sur la théorie économique,
- L’utilisation de la statistique dans l’analyse des données,
- L’utilisation des modèles économétriques pour analyser les politiques.
Après le développement de la théorie des processus stationnaires et l’in-
troduction de la notion de spectre d’une série stationnaire durant les années
(1925-45), l’analyse des séries temporelles se développe rapidement et les
applications se multiplient, notamment en : Physique, Génie électrique, Mé-
decine, Biologie, Géophysique et principalement en Economie et Finance...
Jusqu’à la fin des années 60, cette recherche sera dominée par l’étude du
modèle de régression. Ce n’est qu’en 1970 qu’apparaissent en effet, l’adéqua-
tion au modèle (ARIMA) et la prévision (Approche de Box et Jenkins).
Suite aux travaux pionniers de Engle en 1982, il est devenu courant dans
la littérature financière de retenir comme mesure de volatilité (i.e. variance
conditionnelle) la variance d’un modèle "Autorégressive Conditionnellement
Hétéroscidastique" : ARCH, qui est une généralisation de l’approche de Box
et Jenkins. En autre, c’est le passage des modèles linéaires vers les modèles
non linéaires. Ce qui permet d’intégrer des propriétés observées empirique-
ment, telles que la dépendance entre les observations ou la distribution à
queue lourde...
Au milieu des années quatre vingt Bollerslev, alors étudiant de Engle,
généralise la famille des modèles ARCH en permettant à la variance condi-
tionnelle du modèle de dépendre aussi de son propre passé. Bollerslev définit
donc en 1986 le modèle Autorégressif Conditionnellement Hétéroscédastique
Généralisés, c’est-à-dire GARCH, qui fera l’objet principal de cette thèse.
La disponibilité d’un grand nombre de données temporelles, dans ces der-
nières années a permis non seulement de rechercher des dynamiques non li-
néaires, mais aussi de s’intéresser aux queues de distribution, c’est-à-dire aux
risques extrêmes. En effet, la théorie des valeurs extrêmes est l’une des avan-
cées majeures dans la modélisation des phénomènes scientifiques dépendant
du temps, si on prend en compte les diverses caractéristiques des données
observées telles que : l’invariance par translation du temps (Stationnarité),
la dépendance et la linéarité ...
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Le présent mémoire, est alors une synthèse des travaux de recherches
concernant la théorie des séries temporelles, ainsi que des différentes proprié-
tés probabilistes et statistiques du modèle GARCH(1,1), en apportant des
réponses à certaines questions notamment :
- Quels sont les objectifs et comment se fait la modélisation des séries
temporelles ?
- Que deviendra la théorie des risques où celle de l’assurance dans l’étude
des valeurs extrêmes en rejetant les hypothèses classiques d’indépendance,
d’iqui-distribueté (i.i.d) et de gaussienté ?
- Comment choisir un modèle qui presente le mieux les données (i.e. pro-
blème d’adéquation) ?
L’organisation de la thèse est la suivante :
Chapitre 1 : " Séries temporelles "
Tout d’abord, nous rappelons les principaux définitions, notations et ré-
sultats que nous verrons souvent dans la théorie des séries temporelles, et que
l’on va utiliser par la suite, notamment : les modèles AR, MA, ARMA et les
modèles hétéroscédastiques ARCH et GARCH. Ainsi aurons-nous à étudier
la théorie spectrale, les fonctions d’autocovariance et d’autocorrélation, la
stationnarité et les moments d’échantillonnage,...
Chapitre 2 : " Séries temporelles et valeurs extrêmes "
Le deuxième chapitre est consacré à l’étude des valeurs extrêmes, dont
l’objectif est de mesurer en terme de probabilité l’intervention des événements
rares, ou l’apparition des catastrophes : grands sinistres, orages, et crises
économiques,. . . etc.
Ce qui rend la connaissance des caractéristiques des distributions et pro-
priétés (comportements) des estimateurs de ces événements, en particulier la
probabilité de dépasser un certain seuil (i.e.valeurs extrêmes) une préoccupa-
tion majeure des assureurs dans les compagnies d’assurance et un excellent
outil d’aide à la décision, pour éviter les faillites retentissantes ou les situa-
tions des ruines...
Presque tous les résultats sur le comportement asymptotique des quan-
tiles extrêmes disponibles maintenant étant restreint à des observations in-
dépendantes dans l’étude des séries temporelles financières en particulier, ce
chapitre a donc pour but d’enquêter sur le comportement asymptotique : la
consistance et la normalité asymptotique de l’estimateur des quantiles ex-
trêmes, basées sur les grandes observations.
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Après avoir rappelé certains résultats établis dans le cas d’indépendance,
nous allons surtout nous intéresser au cas où se pose les problèmes de dépen-
dance, de stationnarité et d’hétérosédasticité dans l’étude des séries tempo-
relles.
Chapitre 3 : " Test d’adéquation au modèle GARCH(1, 1)"
L’un des problème qui se pose, lorsque on veut appliquer les divers résul-
tats établis dans le chapitre précédent à des séries temporelles réelles (séries
financier en particulier), est comment assurer l’ajustement de ces données au
modèle ?
Ce chapitre donc a pour but de résoudre ce problème, du moins pour le
modèle GARCH (1,1). Mais, le principe reste neaumoins le même soit pour
le cas général GARCH(p, q), soit pour un ARCH(p) ou ARCH(1) qui sont
des cas particulier des premiers... Nous commençons par la construction d’un
modèle GARCH(1,1), puis nous établissons ses relations avec les autres mo-
dèles et en particulier les modèles AR et ARMA. En suite on étudiera les
propriétés des distributions conditionnelles et non conditionnelles du modèle,
l’estimation de ces paramètres en nous rappelant quelques notions d’adéqua-
tions. Ce qui permet d’aborder le problème d’adéquation dans le domaine
des fréquences pour un modèle GARCH(1. 1).
Chapitre 4 :"Etude empirique d’une série temporelle financière"
Enfin, dans le dernier chapitre nous proposons une étude empirique sur la
dynamique d’une série temporelle financière (série des rendements journalièrs
de l’indice boursièr S&P500). Dans une premièr section ,nous présenterons les
diverses propriétés statistiques, caractéristiques et comportements de cette
série, on les comparant avec celles d’un modèle de type GARCH.
Ce qui nous permet d’établir un modèle d’ajustement pour cette série,
dont nous retienderons la mielleure spécification.
Les données représentent les prix de fermeture quotidiens d’indice S&P
500, de la période allant du 03 Janvier 1994 au 13 Mai 2004, soit peut plus




(Ω,z, P ) Espace de probabilité.
E[.] Espérance mathématique (Moyenne).
var(.) Variance.
F (.) Fonction de distribution.
Fn(.) Fonction de distribution empirique.
F¯ (.) Fonction des queues de distribution.
Q(.) Fonction des quantiles.
Qn(.) Fonction des quantiles empiriques.
γX(.) Fonction d’autocovariance de X.
ρX(.) Fonction d’autocorrélation de X.
D
= Egalité en distribution.
D→ Convergence en distribution.
Wt(.) Mouvement brownien (processus de Weiner).
Bt(.) Pont brownien.
d.c Partie entière.
N (0, 1) Loi normale centré et réduite.
1A(.) Fonction indicatrice de l’événement A.
δa(.) Mass de Dirac au point a.
D[0, 1] Espace de Skorohod.
(Xt)t Série temporelle.
Ft Filtration.
E[.|Ft ] Esp érance c onditi onnel l e par rap o rt à Ft.
Chapitre 1
Séries temporelles
La théorie des séries temporelles est une combinaison de deux concepts,
probabiliste et statistique, le probabiliste dont on étudie les caractéristiques
des variables aléatoires Xt. Le problème statistique est de donner les carac-
téristiques des distributions de la série temporelle Xt, pour les observations
X1,X2, ...,Xn au temps t = 1, 2, ..., n. Le modèle statistique résultant sert
à la compréhension du système stochastique d’une part et la prédiction du
future (i.e. Xn+1,Xn+2, ...) d’autre part.
1.1 Analyse des séries temporelles
Le terme "série temporelle" désigne à la fois les séries chronologiques
réelles et une suite théorique des variables aléatoires indécis par le temps
(t ∈ T), qui va servir à modéliser ces premières.
Définition 1.1.1 : "Série temporelle"
Une série temporelle est une suite d’observations répétées, correspondant
à des dates différentes, où encore à un ensemble de valeurs représentant
l’évolution d’un phénomène au cours du temps.
Généralement, les observations d’un phénomène sont équidistantes, les
unes des autres (temps discret ; t ∈ N, Z, ...), le temps correspondant à un
jour, un mois, une année.... Si par exemple on travaille dans des domaines tels
que les finances, on peut citer enter autres : la valeur journalière du Dollar
($) en Euro (€), à l’ouverture du marché boursière, les données mensuelles
du chômage, les prix d’action, relevé annuel de la production d’acier sur 30
ans,...etc. Mais ils existe d’autres domaines (comme en Physique), où les
observations sont élevées de façon continue, l’indice t prend des valeurs dans
une intervalle de R.
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1.1.1 Modélisation d’une série temporelle
La modélisation des séries temporelles se fait à partir de la décomposi-
tion classique, "décomposition de Persons" en fonction des quatre éléments
suivants :
1. Tendance (Tt) : mouvement à long terme (longue période ).
2. Saisonnière (St) : fonction périodique du temps ( période courte).
3. Cycle (Ct) : cycle d’affaires, fluctuation périodique ( moyenne terme).
4. Résidu (Rt) : partie irrégulière, correspondante à la notion d’écart au
modèle ou encore bruit.
D’une manière générale, on peut proposer un modèle qui représente la
série temporelle étudieé en combinaison des quatre éléments précédents. Pour
cela, on a trois types de modèles : le premier est le modèle d’ajustement de
forme additive ou multiplicative comme suit :
Xt := Tt + St + Ct +Rt ou Xt := TtStCt +Rt.
Le deuxième type est le modèle autoprojectif, dont on suppose que Xt
est une fonction de ces valeurs passées et d’une perturbation aléatoire Rt :
Xt := f(Xt−1, Xt−2, ...; Rt),
dans cette classe, on peut citer les modèles ARIMA, ARMA,...
Le troisième type est le plus important, c’est le modèle explicatif. Dans
cette catégorie de modèle, la variable aléatoire Xt est exprimée en fonction
d’un vecteur aléatoire Yt et d’une perturbation aléatoire Rt :
Xt := f(Yt, Rt),
où Yt est soit déterministe ou aléatoire, dans ce dernier cas les processus (Yt)t
et (Rt)t ont certaines propriétés d’indépendance ou du non-corrélation.
Ces modèles sont les modèles de base de l’économétrie et nous les considé-
rons essentiellement pour faire le lien entre eux et les modèles autoprojectifs.
On a ainsi deux cas particuliers de modèle explicatif, modèle explicatif sta-
tique où les variables Yt ne contiennent pas de valeurs passées de Xt et les Rt
sont indépendantes entre eux. Le deuxième cas est le modèle explicatif dy-




La représentation des phénomènes aléatoires dépendants du temps est
faite de la manière suivante :
Soient (Ω,z, P ) un espace de probabilité, T un ensemble non vide d’indice
(par exemple : N,Z,R+, ...etc.), Xt une fonction de T× Ω à valeurs dans E
qui associé à tout couple (t, ω) le processus Xt(ω), avec E désignant l’espace
d’états du processus. D’où :
i- pour t ∈ T, fixé : Xt(ω) est une variable aléatoire.
ii- pour ω ∈ Ω, fixé : Xt(ω) est une trajectoire.
Définition 1.1.2 : "Processus stochastique "
Un processus stochastique défini sur T noté (Xt(ω))t∈T ou simplement
(Xt)t, est une collection de variable aléatoire Xt de Ω à valeurs dans R, de
telle maniere qu’à chaque élément t ∈ T est associée une variable aléatoire
Xt. On a ainsi deux cas :
i- un processus en temps discrète si T est discrète ; (T ⊆ Z).
ii- un processus en temps continue si T est continue ; (T ⊆ R).
Par conséquence, on s’intéresse aux modèles stochastiques, dont les élé-
ments Xt de la série temporelle (Xt)t sont considérés comme des variables
aléatoires. Par la suite on désigne par un modèle, le processus stochastique
qui modélise la série temporelle.
Généralement, les variables d’une série (Xt)t ne sont ni indépendantes,
ni identiquement distribuées. Les moyennes, variances et covariances de ces
variables dépendent de leurs positions dans la série. En particulier, si on
suppose que (Xt)t est de carré intégrable (i.e. E [X2t ] <∞, ∀t ∈ T), alors :
E [Xt] = µt, var(Xt) = σ2t ,
Cov (Xt,Xt+k) = E[(Xt − µt)(Xt+k − µt+k)], k ∈ Z.
Définition 1.1.3 : "Fonction d’autocovariance"
La fonction d’autocovariance d’une série temporelle (Xt)t est une suite
(γ(h))h∈Z, avec
γ(h) := Cov (Xt, Xt+h) ,





aiaj γ(ti − tj) ≥ 0,
|γ(h)| ≤ γ(0) = var(Xt), h ∈ Z.
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Définition 1.1.4 : "Fonction d’autocorrélation"
De même, on définie une suite (ρ(k))k∈Z qu’on l’appele fonction d’auto-













aiaj ρ(ti − tj) ≥ 0,
|ρ(k)| ≤ ρ(0) = 1, k ∈ Z.
L’une des propriétés importantes dans l’étude des séries temporelles est
la stationnarité, et il existe deux types de stationnarité comme suit :
Définition 1.1.5 : "Série fortement stationnaire"
Une série temporelle (Xt)t est fortement (ou strictement) stationnaire, si
et seulement si :
(Xt1 ,Xt2 , ...,Xtn)
D
= (Xt1+k,Xt2+k, ..., Xtn+k). (1.1.1)
On dit alors, que la loi de vecteur (Xt1 ,Xt2, ..., Xtn) est identique à celle de
(Xt1+k,Xt2+k, ..., Xtn+k) pour tout sous-ensemble {t1, t2, ..., tn} ⊆ T, ∀k ∈ N.
Définition 1.1.6 : "Série faiblement stationnaire"
Une série temporelle (Xt)t est faiblement stationnaire (ou stationnaire du
second ordre), si et seulement si :
1. E [X2t ] <∞, ∀t ∈ T,
2. E [Xt] = E [Xs] = µ, ∀s, t ∈ T,
3. Cov (Xs, Xt) = Cov (Xs+k,Xt+k), ∀s, t ∈ T, ∀k ∈ N.
L’existence de la fonction d’autocovariance d’une série temporelle sta-
tionnaire (on dit souvent stationnaire au lieu de faiblement stationnaire) est
assurée par la proposition suivante :
Proposition 1.1.1 :
Si la série temporelle (Xt)t est stationnaire, alors il existe une fonction
γX : Z→ R, telle que les autocovariances ne dépendent que de la différence
entre les observations :
Cov (Xs, Xt) = γX(|t− s|), ∀s, t ∈ Z. (1.1.2)
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Preuve :
Soit r ∈ Z, comme (Xt)t est stationnaire, donc pour tout s, t ∈ Z :
1 e`recas : Si s ≤ t
Cov (Xs,Xt) = Cov (Xs+r−r,Xt+s−s+r−r)
= Cov (Xr, Xr+t−s) , si s ≥ r.
De plus,
Cov (Xs, Xt) = Cov (Xs+r−s,Xt+r−s)
= Cov (Xr,Xr+t−s) , si s < r.
2 e`me cas : Si s > t
Cov (Xs,Xt) = Cov (Xt,Xs) = Cov (Xr, Xr+s−t) ,
d’où ∀s, t ∈ Z :




= γX(|t− s|). ¥
Remarques 1.1.1 :
1. Si ∀t ∈ T, (Xt)t est de carré intégrable, la stationnarité forte implique
alors la stationnarité faible.
2. Si la série (Xt)t est gaussienne1, la stationnarité faible implique alors
la stationnarité forte.
3. Par la suite, on désigne par un bruit blanc la suite (ξt)t de variables
aléatoires i.i.d, centrée et de variance σ2 (var(ξt) = E[ξ2t ] = σ2). Dans
ce cas, il est clair qu’un bruit blanc est un processus stationnaire du
second ordre, avec :
γξ(0) = σ
2 et pour tout k 6= 0, γξ(k) = 0. (1.1.3)
1Un processus (Xt)t est gaussien, si toute combinaison linéaire finie de (Xt)t ,
i.e : ∀λ1, λ2, ..., λn ∈ R et ∀t1, t2, ..., tn ∈ T :
nP
j=1
λiXtj suit une loi gaussienne.
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1.2 Introduction à la théorie spectrale
Nous allons dans cette section introduire la notion de la densité spec-
trale, qui a posteriori contient la même information que la fonction d’au-
tocovariance, mais elle a comme avantage les propriétés d’inversiblité et de
périodicité, ce qui permet (en particulier dans le cas des tests) d’étudier et
d’utiliser l’analyse de Fourier (transformation de Fourier)...
Soit (Xt)t une série temporelle stationnaire, de fonction d’autocovariance
γ. On utilise les principes généraux de la transformation de Fourier dont nous
verrons tout à l’heure l’intérêt. On démontrera qu’à la suite des autocova-
riances (γh)h on peut toujours associer une fonction réelle FX(λ) sur ]−π, π],




exp(−ihλ)dFX(λ), h ∈ Z, (1.2.1)
i désignant le nombre imaginire i2 = −1.
Cette fonction est appelée "distribution spectrale" de la série (Xt)t, elle










exp(−ihλ)fX(λ)dλ, h ∈ Z. (1.2.2)
Si la série de terme général |γ(h)| est absolument convergente, ce qui
permet de changer le rôle de la somme par une intégrale, dans ce cas on
définie la densité spectrale comme suit :
Définition 1.2.1 : "Densité spectrale"
La densité spectrale notée f , d’une série temporelle (Xt)t est une fonction






γ(h) exp(ihλ), ∀λ ∈ R. (1.2.3)
Propriété 1.2.1 :
La densité spectrale est une fonction paire, continue, périodique de période






γ(h) cos(hλ), ∀λ ∈ R. (1.2.4)
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Preuve : Utilisant les propriétés (continuité, parité,...) des fonction (γ(.)
et cos(.)) et le fait que : cosx = 1
2












































donc (1.2.4) est vérifiée. ¥
Propriété 1.2.2 :
Il est équivalant de connaître la fonction d’autocovariance γ(.) ou la den-



























γ(k) exp iλ(k − h)dλ.




















0 si h 6= k




f(λ) exp(−ihλ)dλ = γ(h). ¥
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Propriété 1.2.3 : "Propriété d’un bruit blanc"
1. La densité spectrale d’un bruit blanc est constante en λ.
2. Tout processus stationnaire de densité spectrale constante est un bruit
blanc.
Preuve :
Soit (ξt)t un bruit blanc i.i.d, centré et de variance σ
2 < ∞, de fonction
d’autocovariance γξ(h) et de densité spectrale fξ(λ).
1. Pour ce bruit blanc, on a



















, (constante en λ).













γξ(h), si h = 0,
0, si non.
Pour que ce processus soit un bruit blanc, il suffit donc qu’il soit station-
naire ; c’est le cas (par hypothèse). ¥
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1.3 Moments empiriques
En pratique, la moyenne, la fonction d’autocovariance, la fonction d’auto-
corrélation et la densité spectrale,... d’un modèle stationnaire sont inconnus
et doivent être estimés à partir des observations. Cepondent, il est naturel
d’approcher les divers moments théoriques par les moments empiriques cores-
pondants. Ainsi, il est important d’étudier les principales propriétés asymp-
totiques de ces moments...
Notons par : X1,X2, ...,XN l’ensemble d’observations disponibles (i.e.
échantillon aléatoire), issu d’une série stationnaire (Xt)t de moyenne µ, l’es-
timateur naturel de µ est la moyenne empirique X¯ :












E[Xt] = µ et var(X¯) = E[(X¯ − µ)2] = E[X¯2]− µ2.
Or
















































































































(Xt − µ)(Xt+k − µ), (1.3.1)















)γ(k) = γ(k)− k
N
γ(k).
Par conséquence, γˆ(.) donnée par (1.3.1) est un estimateur biaisé mais
asymptotiquement sans biais de la fonction d’autocovariance γ(.).
Définition 1.3.1 : " Périodogramme "
Le périodogramme des observations est défini comme le module au carré










Le plus souvent, on estime le périodogramme selon les fréquences de Fou-
rier ; i.e. λk = 2kπ/N pour k = 1, ..., N , il constitue donc un estimateur de






























Le périodogramme IN(λ) est un estimateur asymptotiquement sans biais
de la densité spectrale f(λ), mais il est non-convergent.
La non convergence du périodogramme n’interdit pas son utilisation.








2f2(λ), si λ = 0, ± π,
f2(λ), si λ 6= 0, ± π.
De plus, les valeurs associées à des fréquences différentes (λ1 6= λ2) du
périodogramme sont non corrélées i.e.
lim
N→∞
cov(IN(λ1), IN(λ2)) = 0, si λ1 6= λ2.



















1.4 Représentation des séries temporelles
Généralement, les séries temporelles sont représentées par deux types de
modèles, le premier est linéaire (modèles : AR, MA,...), le deuxième est non-
linéaire (modèles : ARCH, GARCH,...). Ce dernier type fera l’objet d’un
interêt particulier dans notre memoire.
Définition 1.4.1 : " Opérateurs retard "
L’opérateur retard noté par L, est l’opérateur linéaire qui associe à un
processus (Xt)t le processus (Yt)t tel que :
Yt = LXt := Xt−1.







aiXt−i, ∀n ∈ N. (1.4.1)
De même, on définie les polynômes Φ et Ψ en L, de degré p (resp. q) par :
Φ(L) : = 1 + α1L+ ...+ αpLp,
Ψ(L) : = 1 + β1L+ ...+ βqL
q,
avec α1, ..., αp et β1, ..., βq sont des constantes.
1.4.1 Modèles : AR, MA et ARMA
Définition 1.4.2 : "Modèle Auto-Regressif d’ordre p"
Un modèle autoregressif d’ordre p noté AR(p), est un processus station-
naire (Xt)t qui vérifie la relation de type :
Xt := ξt +
pP
j=1
αjXt−j, t ∈ Z,
où les α1, ..., αp sont des réelles et (ξt)t un bruit blanc (suite de variables
aléatoires (i.i.d), centrée et de variance finie).
En fonction d’opérateur L, la relation precidente prend la forme :
Xt := ξt + Φ(L)Xt.
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Définition 1.4.3 : "Modèle Moyenne Mobile d’ordre q"
Un modèle moyenne mobile (Moving Avreage) d’ordre q notéMA(q), est
un processus stationnaire (Xt)t qui vérifie la relation de type :
Xt := ξt −
qP
j=1
βjξt−j, t ∈ Z.
Cette relation s’écrit en fonction d’opérateur retard L :
Xt := ξt −Ψ(L)ξt.
Définition 1.4.4 : "Modèle Auto-Regressif Moyenne Mobile"
Une série temporelle stationnaire (Xt)t, admet une représentation d’un
modèle autoregressif moyenne mobile noté ARMA(p, q), si elle satisfait :







ou ce qui est équivalant à :
(1− Φ(L))Xt := (1−Ψ(L))ξt,
avec ;
i - αp 6= 0, βq 6= 0.
ii - Les polynômes Φ(L) et Ψ(L) ont leurs racines de modules strictement
supérieurs à 1.
iii - Φ(L) et Ψ(L) n’ont pas de racines communes.
iv - (ξt)t un bruit blanc : suite de variables aléatoires (i.i.d), centrée et de
variance finie.
Remarque 1.4.1 :
Remarquons que les modèles AR(p) et MA(q) sont des cas particuliers
de la représentation ARMA(p, q). Ainsi, un modèle AR(p) (resp. MA(q))
est un modèle ARMA(p, 0) (resp. ARMA(0, q)).
De plus, dans le cas où p = ∞ (resp. q = ∞), on dit qu’une série tem-
porelle (Xt)t admet la représentation d’un modèle autoregressif infini (resp.
moyenne mobile infini) noté AR(∞) (resp. MA(∞)).
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1.4.2 Modèles : ARCH, GARCH
En 1982, Engle, R.F. [24] a proposé l’approche "Auto-Regressive Condi-
tionaly Heteroscedastic" ARCH, ce modèle non linéaire qui offre une représen-
tation (modélisation) d’une grande famille de séries temporelles financières,
comme par exemple : les taux d’intérêts, les rendements d’actions ou d’indices
boursièrs et les taux de change,...etc.
Pour abordre ce type de modèle, on introduit la notion de filtration qui
représente l’information disponible comme suit :
Soit (Ω,z, P ) un espace de probabilité, dont on considère une filtration Ft
(une collection croissante de sous-tribus de z, i.e., Fs ⊂ Ft, pour t ≥ s). Un
processusXt est adapté à une filtration Ft, si pour toutXt est Ft−mesurable.
De plus, la filtration naturelle associée à un processusXt est par définition
la famille de sous-tribus Ft = σ(Xs, s ≤ t), où Ft est la plus petite tribu
rendant mesurable les applications ω → Xs(ω), pour s ≤ t.
Avec ces notations, la série temporelle (Xt)t, est une différence de mar-
tingale relativement à la filtration Ft, telle que : Xt est Ft-mesurable et Xt
est orthogonale à tout variable aléatoire Yt ∈ Ft−1, i.e.
E [|Xt|] <∞ et E [Xt|Ft−1] = 0, P. presque sûrement. ∀t,
cela contient les variables : Xs ∈ Fs ⊂ Ft−1, s < t, de sorte que :
E [XtXs] = 0, ∀s < t.
Définition 1.4.5 : "Modèle ARCH(1)"
Un modèle Xt est dit autoregressif conditionnellement hétéroscédastique
d’ordre 1 qu’on note par ARCH(1), s’il admet l’écriture suivante :
Xt := σtξt,
dont la variance conditionnelle σ2t = E [X2t |Ft−1] satisfaite pour tout t ∈ Z
et α0 > 0, α1 > 0, des constantes données :
σ2t = α0 + α1X
2
t−1,
où (ξt)t un bruit blanc : suite de variables aléatoires (i.i.d), centrée et réduite.
On suppose souvent que les variables ξt sont indépendantes de la filtration
Ft−1 et que σt dépend de Xt.
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Propriété 1.4.1 :
Le modèle ARCH(1) admet les propriétés suivantes :
1. var(Xt|Ft−1) = α0 + α1X2t−1 = σ2t .
Dans ce cas, on dit que Xt est hétéroscédastique conditionnellement à son
passé.
2. var(Xt) = α0 + α1var(Xt−1).
Preuve : Il suffit d’appliquer la décomposition de la variance et la va-





− E [Xt|Ft−1]2 .









= E[ξ2t ]E[α0 + α1X2t−1|Ft−1]− 0




var(Xt) = var(E [Xt|Ft−1]) + E [var(Xt|Ft−1)]




= α0 + α1var(Xt−1).






pour que cette variance non-conditionnelle existe, il suffit donc que :
α1 ∈ ]0, 1[ . ¥
Définition 1.4.6 : "Modèle ARCH(p)"
L’extension du modèle précédentARCH(1), donne un modèle autoregres-
sif conditionnellement hétéroscédastique d’ordre p qu’on note ARCH(p), qui
prend la forme suivante :
Xt := σtξt,
dont la variance conditionnelle σ2t = E [X2t |Ft−1] satisfaite pour tout t ∈ Z
et α0 > 0, α1, α2, ..., αp des constantes positives données :





Sous-hypothèse de stationnarité de (Xt), la variance non-conditionnelle
existe pour α1 + α2 + ...+ αp < 1. et on a :
var(Xt) =
α0
1− α1 + α2 + ...+ αp
.
Au milieu des années quatre vingt Bollersllev, T. alors étudiant de Engle,
généralise la famille des modèles ARCH en permettant à la variance condi-
tionnelle σ2t du modèle de dépendre aussi de son propre passé σ
2
t−1. Bollerslev
définit donc en 1986 ([04]) le modèle Autorégressif Conditionnellement Hé-
téroscédastique Généralisés, "Generalized-ARCH ".
Définition 1.4.7 : "Modèle GARCH(p, q)"
Le modèle GARCH(p, q) est une suite de différence de martingale Xt,
relativement à la filtration Ft :
Xt := σtξt, (1.4.2)
sa variance conditionnelle σ2t = E [X2t |Ft−1] satisfaite pour tout t ∈ Z, α0 > 0,
α1, α2, ..., αp et β1, β2, ..., βq des constantes positifs données :









Pour σt > 0, Xt : = σtξt, on a





et les variables ξt sont indépendantes et identiquement distribuées, de plus ξt
est indépendant de Ft−1, ce qui est équivalant à supposer que la loi condition-
nelle de la variable ξt = Xt/σt par rapport a Ft−1, est approximativement
d’une distribution normale.
En utilisant les polynômes Φ et Ψ en L de degré p (resp. q), (1.4.3) prend
la forme :





Pour les conditions de stationnarité, on peut citer à titre d’exemple :
Bougerol et Picard [5] pour un modèle GARCH(p, q), Nelson [48], pour le
modèle GARCH(1, 1).
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En effet, la série donnée par les équations (1.4.2) et (1.4.3) est stricte-








1. Le modèleARCH(p) est une forme restreinte dumodèleGARCH(p, q),
avec comme restriction q = 0.
2. On réécrit l’équation (1.4.4) avec les notations :
ϕ(L) = Φ(L) +Ψ(L) et Zt = X2t − σ2t , on trouve





= α0 + Φ(L)X2t −Ψ(L)Zt,
d’ou :
(1− ϕ(L))X2t = α+ (1−Ψ(L))Zt,
ce qui implique que X2t admet la représentation d’un modèle ARMA (défini-
tion 1.4.4).
3. Engle et Bollerslev [25], ont intreprêté le nom :
"Integrated Genarilized Autoregressive Conditionaly Heteroscedastic".
IGARCH(p, q), dans le cas où on a ;









Séries temporelles et valeurs
extrêmes
L’objectif de la théorie des valeurs extrêmes est de mesurer en terme de
probabilité l’apparition des événements rares et autres catastrophes : grands
sinistres, orages, et crises économiques,. . . etc.
Ce qui rend la connaissance des caractéristiques des distributions et pro-
priétés (comportement) des estimateurs de ces évènements, en particulier
la probabilité de dépasser un certain seuil (i.e. valeurs extrêmes) une pré-
occupation majeure des assureurs dans les compagnies d’assurance, et un
excellent outil d’aide à la décision, pour éviter les faillites retentissantes ou
les situations de ruines...
La théorie -classique- des valeurs extrêmes, concerne initialement le com-
portement des sommes. Elle aura à triter par la suite la distribution des
maxima ou minima d’une suite de variables aléatoires indépendantes et iden-
tiquement distribuées (i.i.d). Mais l’un des récents développements de cette
théorie a consisté à élever ces hypothèses, en particulier l’hypothèse d’indé-
pendance des observations.
Intuitivement, l’indépendance des observations mènera à une augmenta-
tion de l’erreur de l’estimation, donc il est importe de ne pas utiliser des
intervalles de confiance classique développée par des suites indépendantes (si
la dépendance entre les variables n’est pas négligeable). Si par exemple, la
valeur de risque d’un investissement financièr sera estimée, alors une borne
supérieure de confiance à obtenir avec la théorie classique, indiquera souvent
un risque inférieur à celle de réel.
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Malheureusement, presque tous les résultats sur le comportement asymp-
totique des quantiles extrêmes disponibles maintenant sont restreints à des
observations indépendantes dans l’étude des séries temporelles financièrs, ce
qui est cependant rarement réaliste.
Ce chapitre donc comme but d’enquêter sur le comportement asympto-
tique et la consistance de l’estimateur des quantiles extrêmes, basées sur les
grandes observations et sous- conditions (hypothèses) sur la dépendance et
la stationnarité d’une série temporelle. Après avoir rappelé certains résultats
établis dans le cas d’indépendance, nous allons surtout nous intéresser au cas
où se pose le problème de dépendance et de stationnarité dans l’étude des
séries temporelles.
2.1 Valeurs extrêmes et indépendance
Comme on l’a signalé au début de ce chapitre, on ne s’intéresse qu’à la
partie jugée importante dans la représentation des observations d’un phé-
nomène par des suites de variables aléatoires, en l’occurrence la partie des
queues de distribution. Il est donc important de comprendre le comportement
asymptotique du maxima ou minima de ces observations....
Soit (Ω, F, P ) un espace de probabilité. Dans tout ce qui suit, on suppose
que l’on dispose d’un échantillon X1, X2, ...,Xn où l’ensemble de n observa-
tions d’une suite de variables aléatoires (Xn)n extraite d’une série temporelle
(Xt)t, pour le moment indépendantes et identiquement distribuées (i.i.d), de
même fonction de distribution (répartition) F :
F (x) := P{ω ∈ Ω/X(ω) ≤ x} = P{X ≤ x}.
On définie d’abord ce que nous appelons la statistique d’ordre.
Définition 2.1.1 : " Statistique d’ordre "
On appelle statistique d’ordre, l’application mesurable S de (R,BR)n à
valeur dans (R,BR)n classant les observations de la suite (Xn)n par ordre
croissant ;
(X1,X2, ...,Xn)
S7→ (X1,n, X2,n, ..., Xn,n), avec X1,n ≤ X2,n ≤ ... ≤ Xn,n,
de sorte que :
X1,n := min(X1, X2, ...,Xn) et Xn,n := max(X1, X2, ...,Xn).
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Le vecteur (X1,n, X2,n, ..., Xn,n) est appelé l’échantillon ordonné, et Xk,n
étant la kie`m statistique d’ordre.
On notera dans la suite respectivement par :
La fonction de distribution empirique basée sur les n premières variables










pour x ∈ ]Xi,n, Xi+1,n] .
La fonction des quantiles où l’inverse généralisé de la fonction de distri-
bution F noté par Q : Pour chaque entier n ≥ 1
Q (s) := F−1 (s) = inf {x : F (x) ≥ s} , pour 0 < s < 1.
De même, la fonction des quantiles empiriques Qn est définie pour n ≥ 1
par :




X1,n pour s < 0,
Xi,n pour i−1n < s ≤
i
n , 1 ≤ i ≤ n− 1,
Xn,n pour s > 1.
Les lois de maximaXn,n (resp. de minima X1,n) de la statistique d’ordre
associées à la suite (Xn)n de variables aléatoires (i.i.d), sont données par :
1. Loi de maxima Xn,n :




P{Xk ≤ x} = [F (x)]n .
2. Loi de minima X1,n :
F1,n(x) = P{X1,n ≤ x} = 1− P{X1,n > x}




P{Xk > x} = 1−
nQ
k=1
(1− P{Xk ≤ x})
= 1− [1− F (x)]n .
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Définition 2.1.2 : "Point extrême"
On note par x+(resp. x−) le point extrême supérieur (resp. inférieur) de
la distribution F (i.e. la plus grande valeur possible pour Xk peut prendre la
valeur +∞ (resp. −∞)) au sens où
x+ := sup {x : F (x) < 1} , respectivement x− := inf {x : F (x) > 0} .
Définition 2.1.3 : "Loi Asymptotique des valeurs extrêmes"
La loi asymptotique des valeurs extrêmes, ou simplement (loi des ex-
trêmes) est la loi de la variable aléatoire Y , telle que :
Xn,n
D→ Y, quand n tend vers +∞.
Concernant le comportement du maxima d’une suite de v.a (i.i.d), le
résultat le plus important est fourni par le théorème de Ficher et Tippet
(1928) [26].
Théorème 2.1.1 :
Soit (Xn)nune suite de variables aléatoires (i.i.d), s’il existe des constantes





D→ Gγ, quand n→∞. (2.1.1)







− (1 + γx)−1/γ
´
pour γ 6= 0, 1 + γx > 0,
exp(−e−x) pour γ = 0, x ∈ R.
On déduit les trois familles de distribution (dite loi standard ou tradi-
tionnelle) des valeurs extrêmes suivantes :
Gumbel (typeI) : Λ (x) = exp (−e−x) , x ∈ R.
Fréchet (typeII) : Φγ (x) =
(
0, x ≤ 0,
exp (−x−γ) , x > 0, avec γ > 0.
Weibull(typeIII) : Ψγ (x) =
(
exp(− (−x)−γ), x < 0, avec γ < 0,
1, x ≥ 0.
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En plus, notons par F¯ la fonction de survie (ou la fonction des queues) :
F¯ (x) := P{ω ∈ Ω/X(ω) > x} = 1− F (x).
Ainsi, pour tout pn ∈ ]0, 1[, on note par xpn = Q(pn) la quantile d’ordre
pn de la distribution F .
Compte tenu du fait que l’on peut renormaliser les suites (an) et (bn), il
n’existe d’après le théorème precedent que trois lois possibles pour Gγ selon
la forme de la queue de la distribution F des Xi :
- Loi de Gumbel Λ (x) : avec,




- Loi de Fréchet Φγ (x) : pour γ > 0 et
an = 0 et bn = an − F−1(1− 1/n).
- Loi de Weibull Ψγ (x) : pour γ < 0 et,
an = x+ et bn = an − F−1(1− 1/n).
Ces lois limites que l’on peut représenter au passage à la limite de γ en
0 et à une normalisation près, sous la forme suivante connue sous le nom de
représentation de Jenkinson :
Gγ (x) = exp
n
− (1 + γx)−1/γ
o
, pour 1 + γx > 0.
Ainsi, le cas limite γ →∞ correspond à la loi de Gumbel, le cas γ > 0 à
la loi de Fréchet et enfin le cas γ < 0 à celle de Weibull.
Le comportement asymptotique de la loi de Xn,n dépend de la distribu-
tion initiale F de X. C’est à van Mises(1923), à Gnedenko(1943) et à de
Haan(1971) que l’on doit les conditions nécessaires, ou nécessaires et suf-
fisantes sur la distribution F, pour obtenir l’une des trois limites définies
précédemment.
Définition 2.1.4 : " Domaine d’attraction"
Soit Gγ une fonction de distribution sur R, une fonction de distribution F
sera dite appartenant au domaine d’attraction de Gγ(F ∈ D(G)), s’il existe
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= Gγ (x) , (2.1.2)
pour tout x point de continuité de Gγ.
Les caractéristiques des domaines d’attraction sont établies dans les trois
théorèmes suivantes, l’ensemble des démonstrations peut être trouvé dans :
B. Gnendenko (1943), L. de Haan(1976) ou R. von Mises(1936).
Théorème 2.1.2 :
Soit F une fonction de distribution de densité f positive qui admet une
dérivée f 0 négative sur ]x−, x+[ , nulle sur [x−, x+[, (x+ fini où non) ;
Si lim
x↑x+
f 0(x)(1− F (x))
f2(x)
= −1, alors F ∈ D(Λ).
Théorème 2.1.3 :




1− F (x) = γ, alors F ∈ D(Φγ).
Théorème 2.1.4 :
Soit F une fonction de distribution de densité f positive sur ]x(−) , x+[ ,





= −1, alors F ∈ D(Ψγ).
Signallons à la fin de cette section qu’en terme de risque, l’obtention des
lois précédent et en particulier l’estimation du paramètre γ de la distribution
limite des valeurs exrêmes, est important pour évaluer la probabilité que
l’ensemble de la population est au-dessus d’un certain seuil s. Entre autres
il s’agit d’évaluer la quantité :
P {Xn,n < s} ≈ exp
©




2.2 Valeurs extrêmes et dépendance
Comme on l’a signalé, l’une des pistes naturelles de généralisation de la
théories -classique- des valeurs extrêmes, repose sur la remise en cause de
l’hypothèse de dépendance.
Il est clair que la théorie classique sur les variables aléatoires indépen-
dantes mène à des intervalles de confiance qui sont plus courtes que celles
qui prennent en considération la dépendance de la série étudié.
Dans ce qui suit, nous rappelons les principale mesures de dépendance,
en particulier la dépendace finie, le α−mélangeance et le β−mélangeance.
Pour cela, on peut se référer au livre de Doukhan [20] qui fournit une étude
détaillée des déffirentes sortes de mélangeance.
2.2.1 Mesure de dépendance
On peut mesurer la dépendance entre le passé des variables aléatoires
(Xk ; avant k = m) et le future (Xk ; après k = m), suivant la vitesse avec la
quelle leur séparation en n = m augmente.
Définition 2.2.1 : "m−dépendance "
La série temporelle(Xt)t est ditem−dépendante (dépendance finie), si les
vecteurs aléatoires (...,Xt−1, Xt) et (Xt+m+1, Xt+m+2, ...) sont indépendants,
∀t ∈ Z.
En outre, le "passé" et le "futur" sont indépendants si l’on fait abstraction
des m "présent" variables, i.e.
- Les variables Xt et Xs sont dépendantes quand |t− s| ≤ m.
- Les variables Xt et Xs sont indépendantes quand |t− s| > m.
Précisément, pour t1, t2, ..., tn on note :
F (x1 , x2, ..., xn ; t1, t2, ..., tn) = P (Xt1 ≤ x1,Xt2 ≤ x2, ...,Xtn ≤ xn).
La m−dépendance correspond donc à :
Si : s1 < s2 < ... < sp < t1 < t2 < ... < tq, avec t1 − sp > m, alors :
F (x1, ..., xp ; s1, ..., sp, y1 , ..., yq ; t1, ..., tq)
= F (x1 , ..., xp; s1, ..., sp)F (y1, ..., yq ; t1, ..., tq).
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L’une des mesure de dépendance importante que l’on va l’utiliser par la
suite, est le β-mixing :
Définition 2.2.2 : "β-mélangeance"
Une série temporelle (Xt)t est dite β-mélangeante (β-mixing) ou absolu-








|P (A/Bm1 )− P (A)|
#
→ 0, ∀m, ∀c, (2.2.1)
avec :
B∞m+c+1 est le σ−Algèbre engendré par (Xm+c+1, Xm+c+2, ...),
Bm1 est le σ−Algèbre engendré par (X1, X2, ...,Xm).
La suite β(c) est appelé le coefficient de mélangeance.
Définition 2.2.3 : "α-mélangeance"
De même, une série temporelle (Xt)t est dite α-mélangeante (strong
mixing), s’il existe une suite α(c) coefficient de mélangeace, qui tend vers
0 quand c tend vers ∞, telle que :
α(c) := sup
A∈B∞m+c+1, B∈Bm1
|P (A ∩B)− P (A)P (B)|→ 0, ∀m, ∀c. (2.2.2)
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2.3 L’index des queues de distributions
Cette section est consacrée à l’étude de quelques estimateurs de l’index
des valeurs extrêmes, intervenant dans l’estimation des quantiles extrêmes.
Dans le cas où l’index des valeurs extrême γ est positif, l’un des meilleurs
estimateurs est celui de Hill (Hill (1975)) qui a été généralisé en 1989, par
Dekkers, Einmahl et de Haan [12] sur tous les domaines d’attraction.
Aussi, Csörgrö, Deheuvels et Mason (1985) l’on réguliarisé par un noyau.
Mais malheureusement, cet estimateur de type noyau n’est valable que pour
γ > 0. Et c’est ainsi queGroeneboom, Lopuha et de Wolf (2003) ont introduit
une nouvelle classe d’estimateurs à noyau dont la consistance forte de cette
classe d’estimateurs a été etablie par Necir, A.(2004) [44].
Dans cette section, on va étudier les comportements asymptotiques des
estimateurs de l’index des queues de distribution de type Pareto ou l’index
d’une série temporelle à variations regulièr, sous des hypothèses sur la sat-
tionnarité et la dépendance... On se base seulement sur le cas d’un index
positif (i.e. γ > 0).
Considérons la suite (Xn)n≥1 extraite d’une série temporelle stationnaire
(Xt)t et soit X1,n ≤ ... ≤ Xn,n la statistique d’ordre associée à X1, X2..., Xn
et dont la fonction de destribution est à queue lourde, i.e. ∃α > 0, ∃c > 0 tel
que quand x tend vers ∞ :
F¯ (x) := P{Xt > x} ∼ x−αL(x),
où L(.) est une fonction à variations lentes et α l’index extrême à estimer.
Ce qui permet de déterminer les quantiles extrêmes de la distribution
F , typiquement xpn = F
−1 (1− pn) = Q (1− pn) est la quantile extrême à
estimer, et nous nous intéressons souvent au cas où pn soit très petit, parfois
inferieur a 1/n (i.e. pn = O(1/n)), à celle des queues de distribution.
Dans le cas d’indépendance, on dit que la de distribution F appartient
au domaine d’attraction d’une fonction Gγ, s’il existe deux suites réelles bn
et an > 0 telles que :
lim
n→∞








= Gγ (x) .
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Un des cas importante en applications financières, est celui où l’index γ
de la distribution limite des valeurs extrêmes est positif (γ > 0). Dans ce cas,
l’estimateur de Hill, est sans doute le plus utilisé dans la théorie des valeurs
extrêmes, et la condition qu’une fonction de distribution F appartenant au
domain d’attraction des lois des extrêmes Gγ, pour γ > 0 est équivalante à :
Ψ(λ, t) :=
Q (1− λt)
Q (1− λ) − t
−γ → 0, t > 0 quand λ ↓ 0, (2.3.1)
une convergence que l’on peut lire comme une approximation pour λ assez
petite (i.e. λ =
kn
n
















)−γˆ =: xˆpn ,
où γˆ est l’estimateur souhaitable pour γ, dépend de la (kn+1)ie`m statistique




→ 0, quand n→∞. (2.3.3)
En utilisant la méthode de maximum de vraisemblance, B. M. Hill (1975)










cet estimateur est largement etudié dans le cas i.i.d. A titre d’exemple, on
peut citer en substance les travaux de : Hall (1982), Mason (1982, 88), de
Haan et Resnick (1996), Davis et Resnick (1984)...
2.3.1 Consistance de l’estimateur de l’index
Notre but maintenant, est de caracteriser les divers comportements asym-
potiques de l’estimateur des quantiles extrêmes (γ > 0), en particulier la
consistance de l’estimateur de Hill (2.3.4) au cas où les séries temporelles
dont les hypothèse d’indépendance et d’iquidistributé sont fortement reje-
tées... Dont les premiers travaux concernant ce point de vue sont ceux de :
Hsing (1991), Rootzen (1995).
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Commençant par l’etude de la consistance de l’estimateur de Hill dans
le cas d’une série temporellle stationnaire dont la distribution est à queue
lourde. Pour cela on admet les notations suivantes :
Soient E : =]0,∞], B une σ−algèbre de Borel dans E et M+(E) l’espace
des mesures positives de Radon dans E menu d’une topologie engendrée par
une famille dénombrable de semi-normes S (Kallenberg (1983) [35], Resnick
(1987) [48]) :
S = ©pf :M+(E)→ R+ : pf(µ) = µ(f), |f | ≤ 1 et f ∈ C+c (E)ª ,
où C+c (E) est l’espace des fonctions positives, continues dans E à support
compact.
Pour tout x ∈ E et A ∈ B, on définie la masse de Dirac par :
δx(A) =
½
1 si x ∈ A,
0 si x ∈ A¯.




δXt(ω), ω ∈ Ω.
La proposition suivante exprime la convergence de la mesure empirique
des queues de distribution, ainsi que la consistance de l’estimateur de Hill
pour une série temporelle stationnaire :
Proposition 2.3.1 : (Resnick et Stãricã )[50]
Soient pour tout n ≥ 1 (Xn,i)i≥1 une suite de variables aléatoires station-
naire d’éléments de E, (k = kn)n une suite vérifiant la condition (2.3.3). On
suppose que (Xn,i)i≥1 satisfaite les deux conditions :







E [f(Xn,1)f(Xn,j)] = 0.




→ 0, quand n→∞. (2.3.5)
Et considérons les intrevalles :
I1 = [1, k − cn], I2 = [k + 1, 2k − cn], ..., Ibn/ke = [(bn/ke− 1), bn/kek − cn],
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Supposons de plus que pour tout x ∈ E ,
n
k







δXn,i =⇒ µ dans M+(E). (2.3.7)
D’ailleurs, si Xn,i =
Xi
bn
, i = 1, 2, ..., n, où (Xn)n≥1 est une suite de


















Supposons que f ∈ C+c (E). Pour montrer (2.3.7), il suffit (d’après Kol-












Pour cela, admettons les notations suivantes : fi = f(Xn,i) et p = bn/ke.
Alors les intervalles précédents redeviennent
Ij = {(j − 1)kn + 1, ..., jkn − cn} , I∗j = {jkn − cn + 1, ..., jkn} ,
Ip = {(p− 1)kn + 1, ..., pkn − cn} et I∗p = {pkn − cn + 1, ..., pkn} .
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= : In + IIn + IIIn + IVn.












































le dernier terme tend vers 0 quand n→∞, cela d’après (2.3.5) et (2.3.8).
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E[f1]→ 0 quand n→∞.
De plus, de la condition (2) dans la proposition, il découle que IIn → 0.










































E[f1fc]→ 0 quand n→∞.
Identiquement, par la condition (1) ;






f1}] ≥ nE[f1k −
f21
2k2



















cela confirme la preuve de (2.3.7) et par consequent celle de (2.3.8).
Finalement, pour démontrer la consistance de l’estimateur de Hill (2.3.4)
sous les conditions de cette proposition, on utilise la proposition 2.4 de Re-
snick et Stãricã (1995)[49], qui confirme que la convergence de la mesure
empirique de la queue de distribution implique la consistance de l’estimateur
de Hill. ¥
Prposition 2.3.2 :
Sous les conditions de la propriété precédente, on remplace uniquement


































βh1]xh, ∞], avec βh > 0, h = 1, ..., s et xh > 0, h ≥ 1.
Alors, les assertions de la proposition 2.3.1 sont verifiées.
Preuve : La preuve de cette proposition est semilaire à la proposition
précedente. ¥
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2.4 Valeurs extrêmes et hétéroscédasticité
Dans l’étude des séries temporelles présentant certains phénomènes éco-
nomitriques tel que : les rendements d’indice boursièr, actifs financièrs et
taux de change,...etc, un problème important se pose. C’est celui de mesurer
les risques intervenant après l’apparition de certains événements rares.
Pour résoudre ce type de problème, on doit étudier ce risque comme
étant un indice des queues de distribution. Comme on le verra plus loin (voir
le prochain chapitre), les modèles qui peuvent représenter ( modeliser) ce
genre de séries temporelles financières sont les modèles hétéroscédastiques :
en partiqulier le modèle ARCH, GARCH,...
Concernant le modèle ARCH(1), C’est à de Haan, Resnick, Rootzèn et
de Vriès (1989) [15] que l’on doit les résultats portant sur le comportement
des extrema triés de ce modèle. Leur démarche s’inscrit dans la lignée des
traveaux de Kesten (1973) et Vervaat (1979), portant sur les équations sto-
chastiques aux différences (ou récurrentes). La même approche a ensuite été
appliquée à des modèles plus généraux, le modèle GARCH(1,1), GARCH(p,
q),...
Par la suite, on va étudier la consistance de l’estimateur de Hill (γ > 0),
qui est basé sur un échantillon trié d’un modèle vérifiant l’équation stochas-
tique aux différences (ou récurrentes) de la forme suivante :
Yt = AtYt−1 +Bt, t ≥ 1, Y ≥ 0, (2.4.1)
où (At, Bt) est un couple de variable aléatoire i.i.d. à valeurs dans R2+.
Puis, on suppose que A1, B1 ont des fonctions de distribution absolument
continues. D’après Kesten (1973) les conditions d’existence d’une solution
stationnaire de l’équation (2.4.1) et dont la distribution marginale est à
queue lourde sont : A1, B1 > 0 et il existe κ > 0, telle que
E [Aκ1 ] = 1, E [Aκ1 max(0, lnA1)] <∞ et 0 < E [Bκ1 ] <∞. (2.4.2)
Dans ce cas, la fonction de distribution F deX1 satisfait pour une constante
c > 0 :
1− F (x) ∼ cx−κ, quand x→∞,
et elle appartient au domaine d’attraction de Gγ, avec l’index des valeurs
extrêmes γ = 1/κ.
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D’autre part, Davis et al. (1999)[11] ont donné les conditions nécessaires
et suffisantes pour l’existence d’une solution de l’équation (2.4.1). Si on note
par |.| la norme euclidienne dans Rn et pour tout matrice de dimension d×d,
kAk = sup
|x|=1
|Ax| l’opérateur normé correspondant.
Théorème 2.4.1 : (Davis et al. 1999) [11]
Si E[Aκ1 max(0, ln kA1k)] <∞, E[max(0, ln |B1|)] <∞ et si l’exposant








est strictement négatif, alors (2.4.1) n’admet qu’une unique solution forte-
ment stationnaire et causale.
De plus, les conditions
E [kA1k] < 1, E[|B1|] <∞, pour tout  ∈]0, 1],
sont nécessaires et suffisantes pour l’existence et l’unicité d’une solution sta-
tionnaire de l’équation (2.4.1).
Une classe importante des modèles satisfaisant cette équation stochas-
tiques aux différences, est celle des modèles hétéroscédastique, en particulier
les modèles ARCH(1) donnée sous l’équation
Xt = ξt(α0 + α1X
2
t−1)
1/2, t ∈ Z,
avec α0 > 0 et α1 ≥ 0. Il est claire que le processus X2t est la solution de
l’équation (2.4.1) avec, respectivement At = α0ξ2t et Bt = α1ξ
2
t
En plus, (de Haan, Resnick, Rootzèn et de Vries (1989) [15]) ont montré
que sous la condition (2.4.2), il exite un indice γ appartenant à l’intervalle
]0, κ[, et une constante c0 telle que
0 < c0 < 1 et E [Aγ1 ] = c0 < 1. (2.4.3)
Revenant maintenant à l’équation (2.4.1), pour tout t ≥ 1
Yt = AtYt−1 +Bt
= At(At−1Yt−1 +Bt−1) +Bt,















Ai = 1. (2.4.4)
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Proposition 2.4.1 :
Sous la condition (2.4.2) et supposons de plus que (Yt)t est une solution
de l’équation (2.4.1), choisissons une suite k : = kn telle que n = ◦(k3/2).










, quand n tend vers ∞.
Preuve :
De la condition posée sur la suite kn (i.e. n = ◦(k3/2)), il est possible de






. En effit, ce choix
permet d’obtenir respectivement : la condition (2.3.5) dans la proposition
2.3.1 et la condition
n
k
= ◦(cn), en concluant par la proposition 2.3.1. ¥
Identiquement, pour un modèle atoregressif conditionnellement hétéroscé-
dastique généralisé GARCH(1,1), définie par le système d’equations suivant :(
Xt := σtξt t ∈ Z,





avec α0, α et β des constantes positives données et (ξt)t est un bruit blanc (i.e.
une suite de variables aléatoires, indépendantes et identiquement distribuées
centrée réduite).
En transformant ce système sous forme matricielle, ce qui permet de
remarquer que le modèle GARCH(1,1) vérifie l’équation stochastique aux



















De même, pour la variance conditionnelle σ2t





= (αξ2t−1 + β)σ
2
t−1 + α0,
qui est une simple forme de l’équation (2.4.1) avec :
Yt = σ2t−1, At = (αξ
2
t−1 + β) et Bt = α0.
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Suite à l’étude des valeures extêmes, en particulier le comporetement et
l’estimation de l’index de la queue de distribution des modèles hétéréscé-
dastiques vérifiant une équation de type (2.4.1), un résultat remarquable
concernant le modèle GARCH(1, 1) est celui obtenu par T. Mikosch et C.
Stãricã (1998) [39] sous des conditions comparables à celles du théorème
établi pour les modèles ARCH.
Ces auteurs ont montré dans leur article que : les suites des maxima des
variances conditionnelles (Mt,σ = max(σ2τ , 0 < τ < t)), celles des valeurs
absolues du modèle (Mt,|X| = max(|Xτ |, 0 < τ < t)) et enfin celles des
maximas du modèle (Mt,X = max(Xτ , 0 < τ < t)) appartenant tous au
domaine d’attraction d’une loi de Fréchet ( voir aussi le type II dans le
téorème 2.1.1), dont la valeur de l’index extrême pour chacune des suites


































Dans l’expression de γX , la quantité π˜(.) correspond à une fonction qui
génère des probabilités du processus de poisson composées (Hsing [34]), la
constante κ est celle donnée dans (2.4.2). Dautre part, à cause de la com-
plexité de ces expressions analytiques ( γσ, γ|X| et γX), on peut les obtenir
par simulation (technique de Monte-Carlo). Pour une étude détaillée, on peut
cité à ce propos l’article des auteur [39].
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2.5 Normalité asymptotique et mélangeance
Dans cette section, nous allons étudier le comportement asymptotique de
l’estimateur des quantiles de type (2.3.2), et surtout nous nous intéressons
au cas où se pose le problème de dépendance et stationnarité dans l’étude des
séries temporelles, en particulier quand la série étudiée possède un certain
type de mélangeance et précisément le β-mélangéance...
Comme exemple des modèles de séries temporelles satisfaisant ces condi-
tions, une classe particulière de modèle non-linéaire, tels que les modèles :
ARCH, GARCH,...
Soit (Xt)t une série temporelle strictement stationnaire (1.1.1), absolu-
ment régulière (où β−mélangeante (2.2.1)).








2 kn = 0,
cette condition est vérifiée avec cn = dc log nc , pour une constante c > 0
et kn satisfait :
log2 n log4(logn) = ◦(kn). (2.5.1)





















→ Cm(x, y), ∀m ∈ N, 0 < x, y ≤ 1 + ε.
Ajoutons une troisième condition : pour que la probabilité qu’a à la fois
X1, Xm+1 appartenant à une intervalle extrême soit bornée ;
(C3) Il existe δ > 0 et une suite ρ˜(m), m ∈ N avec
∞P
m=1
ρ˜(m) <∞, telle que :
n
kn
P {X1 ∈ In(x, y); Xm+1 ∈ In(x, y)} ≤ (y − x)(ρ˜(m) + δ knn ),
∀m ∈ N, 0 < x, y ≤ 1 + ε,












Définition 2.5.1 : "ρ−mélangeance"
Une série (Xt)t est dite ρ−mélangeante, s’il existe une suite ρ(c) qui tend








L2(B∞m+c+1) (resp. L2(Bm1 )) est l’espace des fonctions de carré intégrable,
B∞m+c+1-mesurable (resp. Bm1 -mesurable).
Proposition 2.5.1 :
Supposons que cn = ◦( nkn ) et que les conditions (C2),(C3) sont vérifiées.

















C(x, y) := xf y +
∞P
m=1
[Cm(x, y) + Cm(x, y)] . (2.5.4)
De plus, il existe d > 0, tel que pour tout x et y ; 0 < x, y ≤ 1 + ε et









≤ d(y − x). (2.5.5)
Preuve :





































= ◦(1), ou encore (cnkn
n
→ 0, quand n→∞).














Cm(x, y) ∈ R.





























1{Xi>Q(1−knn x)}, 1{Xj>Q(1−knn y)}
´
,









et le premier terme tend vers :
∞P
m=1
Cm(x, y), quand n→∞,
ce qui implique (2.5.3).






































P {X1 ∈ In(x, y), Xm+1 ∈ In(x, y)}

















ρ˜(m) <∞ et cnkn
n
= ◦(1). C.Q.D. ¥
Introduisons maintenant des conditions sur la vitesse de convergence et
la suite intermédiare (kn) comme suit :
(C4) Supposons que la fonction des quantiles Q(.) admet la représentation
suivante :
Q(1− t) = dt−γ(1 + r(t)), avec |r(t)| ≤ Φ(t),
- pour tout d > 0 et tout fonction Φ à τ -variation au voisinage de 01.
- pour tout τ ≥ 0 et Φ croissante avec : limΦ(t) = 0, quand t ↓ 0.












alors il existe un processus gaussien e(.) centré d’une fonction de covariance
C, tel que quand n tend vers ∞ :
sup t
t∈]0,1]












où Qn(t) = Qn, kn(t) : = Xn−dkntc, t ∈]0, 1].
Démonstration :
Etant donnée (C4), le terme Ψ(λ, t) donné par (2.3.1) ;
Ψ(λ, t) = t−γO (Φ(λt) + Φ(λ)) ,
uniformément pour t et ce, puisque Φ est croissante à τ -variation au voisinage
de 0 (τ > 0).












En plus, la condition (C5) et le fait que Φ croissante avec : limΦ(t) = 0,
quand t ↓ 0, implique que :
sup
t∈]0,1]








en combinaison avec la proposition 2.5.1, les conditions du théorème 3.1
dans Drees, H. (2000) [21] établissent pour le processus empirique uniforme
de la queue de distribution sont vérifiées, ce qui implique l’assertion. Remar-
quons seulement que dans le cas des observations indépendantes, le processus
gaussien e(.) est un mouvement brownien standard. ¥
Pour établir la normalité asymptotique pour la classe des estimateurs de
l’index des valeurs extrêmes γˆ, qui s’écrivent en fonction d’un fonctionnel
statistique des queues de distribution (i.e., γˆ : = T (Qn)), on a besoin des
conditions de regularité de cet fonctionnel statistique T, ces conditions sont :
[T0] T est un fonctionnel à valeur réelle, mesurable par rapport à la tribu
Borélièn dans l’ensemble des fonctions z ∈ D[0, 1] :
lim
t↓0
tγ+1/2 |log t|−1/2 z(t)→ 0.
[T1] T (az) = T (z), ∀a > 0.
[T2] T ((t−γ)1<t≤1) = γ.
[T3] Il existe une mesure signée2 ϑT,γ dans ]0, 1] avecR
]0,1]













et zn satisfait :
sup
t∈]0,1]
tγ+1/2(1 + |log t|)−1/2 |zn(t)− z(t)|→ 0,
pour toute fonction z définie en [T0].
2Mesure signée : ou mesure réelle généralisée : est une fonction d’ensembles σ-additive,
définie sur un clan = à valeurs dans R¯ et prend au plus l’une des deux valeurs +∞ et −∞.
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Théorème 2.5.2 : (Drees, H. (2002)) [22]
Sous les conditions de théorème 2.5.1, la condition (2.5.7) et si γˆn =

























où N(o, σ2) : désigne la loi normale centrée de variance σ2.
Démonstration :
Premièrement, pour montrer la convergence faible de
√
kn(γˆn − γ) vers
N (o, σ2T,γ), on a d’après la condition [T1] ;








(t−γ + k−1/2n γt













finalement, par [T1] on trouve que :p




ce qui preuve l’assertion.


































xˆpn − xpn = Qn(1)−Q(1− pn)




















: = In + IIn + IIIn.






























Toujours d’après le théorème 2.5.1, la condition (2.5.7) et le fait que :
















































ce qui prouve (2.5.9), et le théorème est démontré. ¥
Remarques 2.5.1 :
1. Si (F ∈ D(Gγ)), la condition suivante, qui remplace (C4) et (C5) est
toujours satisfaite ∀kn →∞ :
k1/2n sup
t∈]0,1+ε]







→ 0, quand n→∞,
(2.5.10)
sous les conditions (C1), (C3) et (2.5.10), l’assertion du théorème
2.5.1 est donc vérifiée.
2. Pour démontrer la normalité asymptotique de l’estimateur des quantiles













)→ 0, quand n→∞,




























Le problème qui se pose lorsque on veut appliquer les divers résultats
établis dans le chapitre precidente, à des séries temporelles réelles (séries fi-
nansiers en particulier), est comment assurer l’ajustement de ces données a
l’un des modèles vérifiant les divers conditions de : stationnarité, hétéroscé-
dasticité et mélangeance... ?.
Ce chapitre, donc, a pour but de résoudre ce problème, du moins pour le
modèle GARCH(1, 1), mais comme nous le verrons ci-après, le principe reste
le même soit pour le cas général GARCH(p, q), soit pour un ARCH(p) ou
ARCH(1) qui sont des cas particuliers du premier...
La construction d’un test d’adéquation au modèle GARCH(1, 1) est simi-
laire au tests classiques : Kolmogrov (1933), Smirnov (1939, 1941), Cramér
(1928) et von Mises (1931)... à la différence que celle-ci s’est penchée sur
le dommain des fréquences, et ce, en se basant sur des transformations des
distributions et densités spectrales empiriques.
Pour abordre ce sujet, les étaps suivantes sont inéluctables :
- Construction du modèle GARCH(1, 1).
- Relations entre les modèles GARCH, AR et ARMA.
- Propriétés des distributions du modèle.
- Estimation des paramètres du modèle.
52
3.1 Construction du modèle
L’un des modèles classiques qui fournit une bonne représentation des
phénomènes financièrs comme : les taux de change, prix d’actifs ou d’op-
tion, rendements d’indice boursier,. . . etc, en terme d’un processus (Pt)t qui
désigne l’évolution de ces phénomènes est celui de Black et Scholes :
Pt := P0 exp(σtWt + µtt),
oùWt est un mouvement brownien, σt et µt sont des processus stochastiques.
Ce modèle, qui est basé sur l’équation de diffusion de type :
dPt = µtPtdt+ σtPtdWt,














A l’origine de ce modèle, le processus σt est supposé constant et on dit
qu’il représente la volatilité de Pt. Et on a deux cas : le premier est que σt et µt
sont des processus déterministes ; les log rendements (log(
Pt
Pt−1
), t = 1, 2, ...)
dans une intervalle ]t−1, t] sont des variables aléatoires indépendantes d’une





















forment un échantillon i.i.d, d’une loi normale standard centrée et réduite.
Dans ce cas σ¯t est appelée la "volatilité moyenne" sur l’intervalle ]t− 1, t].
Le deuxième cas, si σt et µt sont indéterministes, alors le processus (ξt)t
n’est pas nécessairement gaussien. De plus, si l’unité du temps est petite, alors
on peut dire que (ξt)t est d’une distribution approximativement normale, de
même que les processus σt et µt sont approximativement constants, on peut
les remplacer donc par σ¯t et µ¯t respectivement.
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) = σtξt =: Xt,
cela définie un modèle de type (ARCH, GARCH,...), d’un processus à vola-
tilité stochastique σt et un processus centré réduit (ξt)t.
Un des apports de ces modèles hétéroscédastiques, était donc de mieux
s’ajuster aux données, en particulier aux données financières.
Pour cela, on pose
Xt : = log(
Pt
Pt−1
), t = 1, 2, ...
Pt désigne : les rendements d’indice, prix d’actions,... etc.
Notre étude sera donc basée sur les caractéristiques de la série temporelle
(Xt)t, dont le modèle souhaitable pour la représenter est de type hétéroscé-
dastique : ARCH, GARCH,... Comme cas important de ce type, on a choisi
le modèle GARCH(1, 1), qui est une restriction du modèle GARCH(p, q)
d’une part, et d’autre part est une généralisation du modèle ARCH(1) .
Définition 3.1.1 : "Modèle GARCH(1, 1)"
On dit qu’un modèle Xt est autorregressif conditionnellement hétéroscé-
dastique généralisé (GARCH(1, 1)), s’il admet l’écriture suivante :
Xt := σtξt, (3.1.1)
et dont la variance conditionnelle satisfaite pour tout t ∈ Z et α0, α et β des
constantes positives données :





avec σt est Ft-mesurable, (ξt)t est un bruit blanc (i.e. une suite de variables
aléatoires, indépendantes et identiquement distribuées), telle que






Propriété 3.1.1 : Le modèle GARCH(1, 1) à les propriétés suivantes :
1. var(Xt|Ft−1) = α0 + αX2t−1 + βσ2t−1 = σ2t ,
on dit donc que Xt est hétéroscédastique conditionnellement à Xt−1.
2. var(Xt) = α0 + (α+ β)var(Xt−1).




















var(Xt) = var(E [Xt|Ft−1]) + E[var(Xt|Ft−1)]


















var(Xt) = α0 + (α+ β)var(Xt−1).




1− (α+ β) , (3.1.3)
pour que cette variance existe, il faut donc que : α+ β < 1. ¥
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3.1.1 Relations entre : GARCH, AR et ARMA
C’est a partir des relations qu’entretient les modèles GARCH et les mo-
dèles autorégressif et autorégressif moyenne mobile(AR, ARMA,...) qu’on
ait arriver à la construction des premiers modèles.
Conciderant la variance conditionnelle σ2t d’un modèle GARCH(1, 1), et
on réécrit l’équation (3.1.2), en utilisant le fait de récurrence (Xt = σtξt,
Xt−1 = σt−1ξt−1, ...), donc





ce qui définie un modèle Yt = σ2t autorégressif d’ordre 1 (AR(1)), dont le
coefficient est une variable aléatoire (β + αξ2t−1) et le bruit est une fonction
déterministe (définition 1.4.2).
De même, si on suppose que la série (Xt)t est stationnaire, i.e.
E[X2t ] = E[σ2t ] =
α0
1− α− β ,
ne dépend pas du temps t, et si on pose (Ut)t : = (X2t − σ2t )t, alors :









t−1 − βX2t−1 + βσ2t−1,
donc
X2t − Ut = α0 + (α+ β)X2t−1 − βUt−1.
D’où
(1− (α+ β)L)X2t = α0 + (1− βL)Ut,
L : désigne l’opérateur retard (définition 1.3.1).
On conclut que le processus X2t admet l’écriture d’un modèle linéaire
ARMA(1, 1) centré, d’un bruit blanc Ut = X2t − σ2t , polynôme autorégressif
1− (α+ β)L et moyenne mobille 1− βL, avec











une relation qu’on va l’utiliser pour calculer la variance de la variable aléatoire
(XtXt+h), (i.e. var(XtXt+h)), cette quantité notée par vX(h), et que l’on va
utiliser dans la construction du test d’adéquation.
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En effet,
vX(h) = var(XtXt+h) = E[(Ut + σ2t )(Ut+h + σ2t+h)]
= E[UtUt+h] + E[X2]2
= γU(h) + var
2(X).
Or, la valeur de la fonction d’autocovariance γU(h) du processus Ut (mo-















et pour tout h ≥ 2,
γU(h) = (α+ β)
h−1γU(1).





− E [Ut]2 = E
£







ce qui donne, (en remplaçant var(X) par sa valeur donnée par (3.1.4)) ;
var(U) =





























Il est clair que l’existence de cette quantité, est assurée par celle de mo-
ment d’ordre quatre du modèle (i.e. E[X4] < ∞). Or, cela d’après (3.1.5)
est satisfaite si la condition suivante est verifiée :




− 1) < 1. (3.1.6)
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3.1.2 Propriétés des distributions du modèle
Malheureusement, la connaissance de la loi conditionnelle du modèle (et
cela, même avec des hypothèses sur le bruit) est insuffisante. On doit chercher
alors, si nous ne pouvons pas avoir la loi non conditionnelle de ce modèle,
au moins ces caractéristiques intéressantes (en terme des moments d’ordre
supérieur ), en les comparant avec les autres lois analogues (à loi normale en
générale). Pour cela on définie respectevement le coefficient d’applatissement
appele Kurtosis (κ)et le coefition d’asymetrie appelé Skewness (s), d’une














L’une des proriétés importantes de la distribution d’un modèle hétéroscé-
dastique est qu’elle est à queue lourd (i.e.distribution Liptokrotique1). Il est
évident que pour une variable aléatoire centrée réduite N (0, 1), la kurtosis κ
( resp. le skewness s) vaut 3 (resp. 0).
On a vu (propriété 3.1.1), qu’un modèle GARCH(1, 1) suit condition-
nellement à son passé ( sous-hyépothèse de normalité du bruit ξt) une loi
normale centré d’une variance σ2t :
Xt|Ft−1∼N (0, σ2t ).
En particulier,










De plus, sous hypothèse de stationarité, la variance non conditionnelle







1− α− β .
1Une distribution est liptokrutique si le coefficient d’aplatissement ( kurtosis) est plus
grand que 3, celle de la distribution normale.
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Maintenant, pour calculer la kurtsis d’un modèle GARCH(1, 1) centré et
du bruit blanc indépendant de Xt et de σ2t , il suffit de calculer le moment





= E[E(X4t |Ft−1)] = E[E(ξ4tσ4t |Ft−1)]
= 3E[E[(α0 + αX2t−1 + βσ2t−1)2|Ft−1]]
= 3E[(α0 + αX2t−1 + βσ2t−1)2]




























3α20(1 + α+ β)
(1− α− β)(1− 3α2 − β2 − 2αβ)
.
Alors, le moment d’ordre quatre d’un modèle stationnaire GARCH(1, 1)
existe a condition que :
3α2 + β2 + 2αβ < 1, (3.1.7)











(1− 3α2 − β2 − 2αβ)
= 3
1− (α+ β)2
1− (α+ β)2 − 2α2 > 3.
Remarque 3.1.1 :
Il est clair que cette quantité supérieure à 3 (la kurtosis de la distribu-
tion normale), mais il faut que la condition (3.1.7) soit vérifiée pour assurer
l’existence du moment d’ordre 4, ainsi que la kurtosis κ de la distribution
non conditionnelle du modèle GARCH(1, 1). Dans ce cas, on dit que la dis-
tribution d’un modèle GARCH stationnaire est luptokurtique, ce qui signifie
qu’elle à une queue lourde par rapport à celle d’une distribution normale.
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3.1.3 Estimation des paramètres du modèle
Quand on est on face du problème d’justement d’un modèle hétéroscé-
dastiques aux données, la première étape est de choisir l’ordre (p, q) et le
type - classe - du modèle à utiliser. Généralement, pour le choix du modèle,
l’approche le plus utile est d’estimer un modèle, faire une validation et passer
à d’autres modèles,... ainsi de suite jusqu’à ce que nous arrivions à la classe
préférable.
Une démarche inspirée de celle de Box et Jenkins, pour les modèles
ARIMA (Gourieroux, C et Monfort, A [28]), qui s’appuit sur l’identification
a priori des paramètres p et q (degré de retard) en utilisant des méthodes
qui ne nécessitent pas l’estimation des autres paramètres (α0, α et β).
L’estimation des paramètres des modèles hétéroscédastiques, est généra-
lement fondée sur la méthode du maximum vraisemblance. L’optimisation
est effectuée en supposant que la suite des variables aléatoires (ξt)t soit indé-
pendante et identiquement distribuée, d’espérance nulle et de variance unité.
Notons par θ = (α0, α, β)>, le vecteur des paramètrs du modèle à estimer,
et par θˆ sont estimateur (i.e. θˆ = (αˆ0, αˆ, βˆ)>).
Rappellons tout d’abord, le principe de la méthode du maximum vrai-
semblance. Considérons une variable aléatoire X, d’une loi de probabilté Pθ
et densité fθ qui dépendent du paramètre θ (θ appartient à une famille para-
métrique Θ ⊂ Rn), à estimer en fonction des observations disponibles de la
variable X (i.e. l’échantillon (x1, x2, ..., xn)). On appelle fonction de vraisem-
blance du paramètre θ, l’application L de Θ à valeur dans R+, définie pour
tout θ ∈ Θ par :




avec fθ(xi) : désigne la densité marginale de la densité jointe fθ(x1, x2, ..., xn).
Le principe de la méthode de maximume vraisemblance, consiste à déter-
miner la valeur du paramètre θ en fonction des observations (x1, x2, ..., xn),
et qui assure la plus grande probabilité d’apparition de ces observations.
Définition 3.2.2 : "Estimateur du maximum vraisemblance"
On appelle estimateur du maximum vraisemblance d’un paramètre θ ∈ Θ,
la statistique θˆ qui fait correspondre au vecteur (x1, x2, ..., xn) la quantité
θˆ(x1, x2, ..., xn), telle que :
∀θ ∈ Θ, L(x1, x2, ..., xn; θˆ) ≥ L(x1, x2, ..., xn; θ).
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Lorsque on suppose que cette fonction de vraisemblance L(.) est deux fois
contintinûment différentiable par rapport à θ, ∀θ ∈ Θ, alors l’estimateur du












Revenant maintenant au modèle GARCH (1, 1), comme nous ne connais-
sons pas la vraie distribution de ce modèle, on doit utiliser les faits que la
ditribution conditionnelle est normale et que le bruit ξt suit une loi gaussiènne
centré réduite, à savoir :
Xt|Ft−1 ∼ N (0, σ2t ),
Xt
σt
= ξt ∼ N (0, 1).
L’estimateur du maximum vraisemblance des paramètres d’un modèle
GARCH(1, 1), est non linéaire et peut-être obtenu en résolvant les condi-
tions de premier ordre (3.1.8). Le log-vraisemblance du modèle se calcule
généralement à partir de la distribution conditionnelle.
Pour T observations (X1, X2, ..., XT ), le log vraisemblance d’un modèle
GARCH(1, 1) du paramètre θ = (α0, α, β)> se calcule donc, à partir du
produit de toutes les densités conditionnelles de Xt ;
LT (θ) =
PT








































































Ce qu’on peut remarquer, c’est que la méthode de maximum vraisem-
blance pose un problème concernant la valeur initiale du processus de vola-
tilité σt, quand on veut maximiser LT (θ). Le processus σt dépend à la fois
de Xt−1 et de σt−1. Or, si la première observation a lieu au temps t = 1, les
valeurs X0 et σ0 vont être spécifiées, donc par récurrence σt est calculée.
L’avantage de cette méthode est que les estimateurs sont consistants, la
matrice des variances covariances égale à l’inverse de la matrice d’informa-
tion. Par définition, la matrice d’information notée IT (θ) est donnée par :

































































Pour calculer la matrice d’information sous (3.1.9), les valeurs passées
de σ2t et celles de
∂σ2t
∂θ










Une approche qui est largement utilisé est d’estimer la matrice d’infor-
mation IT (θ) par le Hessian, à savoir :







est nulle quand θ maximise LT (.), ce qui indique que
l’approximation de l’espérance dans (3.1.9) par les valeurs observées des
dérivées d’ordre deux est toujours vérifiée, si aucune des contraintes sur les
paramètres ne paraît :
α0 > 0, α ≥ 0, β ≥ 0 et α+ β < 1. (3.1.11)
Dans notre cas, la matrice des covariances est estimée par l’inverse du
Hessian observé, que l’on calcule en appliquant des approximations numé-
riques des dérivées du second ordre.
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3.2 Test d’adéquation au modèle GARCH
3.2.1 Notion d’adéquation
Le problème d’adéquation en une simple forme consiste à tester l’ajus-
tement des données à une fonction de distribution fixée. À savoir, pour un
échantillon de taille n, de même fonction de distribution inconnue F , on veut
tester l’hypothèse H0 (que l’on appelle souvent l’hypothèse nulle) :
H0 : F = F0, pour F0 une distribution fixé.
La première approche de ce genre de problèmes d’adéquation est celui
proposé en 1900 par Karl Pearson (Le test de χ2). Dans les années (1920-
1930), une autre méthode a été proposée en se basant sur l’utilisation d’une
distance fonctionnelle, qui mesure l’écart entre la distribution F0 et la fonc-
tion de distribution empirique Fn ; Cramér (1928), von Mises (1931) ont





µ(.) désigne une fonction de poids.
Statistiquement, Fn(.) est un estimateur fortement consistant, sans biais
de la distribution F (.). Il est clair, que pour x fixé, Fn(x) suit une loi de
Bernoulli de moyenne Fn et de variance
1
n
F (x)(1−F (x)). Par conséquence,
d’après la loi des grands nombres, Fn converge presque sûrement vers F
quand n tend vers l’infini.
Thérème 3.2.1 : (Contelli 1917 - Glivenko 1930)






|Fn(x)− F0(x)| P.S→ 0.
Ce théorème est celui le plus fondamental de la statistique mathéma-
tique, puisque Kolmogrov (1933), en ajoutant la vitesse de convergence a ce





















n sont appellées les statistique de Kolmogrov-
Smirnov. Le célèbre résultat asympyotique concernant ces statistiques est
donné sous le théorème suivant :
Théorème 3.2.2 :
Si F est une fonction de distribution continue, alors :
i ) - (Kolmogrov 1933)
lim
n→∞
P {Kn ≤ x} = K(x) :=
X
k∈Z
(−1)k exp(−2k2x2), x > 0.







= S(x) := 1− exp(−2x2), x > 0.
Définition 3.2.1 : "Pont brownien"
On appelle pont brownien sur [0, 1], le processus stochastique (Bt)t tel
que : (Bt, t ∈ [0, 1])
D
= (Wt − tW1, t ∈ [0, 1]), avec (Wt)t est un mouvement
brownien standard. Donc il verifie les conditions suivantes :
1. La distribution jointe de Bt1, Bt2, ..., Btn (0 ≤ t1 < t2 < ... < tn ≤ 1 ;
n ≥ 1) est gaussiènne, avec E[Bt] =0.
2. La fonction de covariance de Bt vaut,
cov(Bt, Bs) = E[BtBs] =t ∧ s− ts,
cela implique que B0 = B1 = 0, P.S.
3. Bt est à trajectoires presque sûremnet continues.
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L’existence d’un tel processus stochastique est une simple conséquence
du lemme suivant :
Lemme 3.2.1 :
Pour tout processus de Weiner (ou mouvement brownien) (Wt)t, le pro-
cessus défini par :
Wt − tW1, t ∈ [0, 1], (3.2.1)
est un pont brownien.
Preuve :
Les conditions (1, 2 et 3) précédentes, sont clairement verifiées par la
représentation (3.2.1). ¥
En 1949, Doob a considéré une distribution finidémontionnelle, pour mon-
trer la convergence du processus empirique
√
n(Fn(x)−F0(x)) vers le supré-














où K(x) (resp. S(x)) est la distribution de Kolmogrov (resp. Smirnov), don-
née par le théorème précédent, ce qui prouve du nouveau les résultats étblis
par Kolmogrov-Smirnov.
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3.2.2 Construction du test d’adéquation
Pour tester l’adéquation d’une série temporelle au modèle GARCH(1, 1),
l’approche est la même décrite au paragraphe précédent, sauf que l’écart
que l’on doit mesurer est celui entre la distribution spectrale empirique (ap-
pellée Périodogramme integré Jn(λ)) et la distribution spectrale F (λ) (i.e.
sup(Jn(λ)−F (λ)). Ce type de test joue un rôle important dans le problème
de modélisation des séries temporelles.
Historiquement, ce sont Bartlett (1955), Grenander et Rosenblatt (1957)
qui ont commencé par l’utilisation du périodogramme pour tester une hypo-
thèse simple d’un bruit blanc. Cette idée a été généralisée selon le modèle
sous hypothèse de test, linéaire ou non.
Considérons un modèle Xt atoregressif conditionnellement hétéroscédas-
tique généralisé GARCH(1, 1), qui admet l’écriture suivante :
Xt := σtξt avec σ
2





pour tout t ∈ Z, α0 > 0, α et β des constantes positives données, σt est Ft-
mesurable et (ξt)t est un bruit blanc (i.e. une suite de variables aléatoires i.i.d,
centré et réduite ), et qu’elle admet une densité de probabilité par rapport à
la mesure de Lebesgue.
Comme on la dit dans la section 3.1.2, la distribution non conditionnelle
de ce type des modèles est inconnue, donc la construction d’un test d’adéqua-
tion doit être faite en se basant sur la distribution spectrale (dans le domaine
des fréquences).
Pour une série temporelle stationnaire (Xt)t, d’une moyenne µ, d’une
densité spectrale fX(.) et d’une fonction d’autocovariance γX(.), la fonction






(Xt − µ)(Xt−h − µ), h = 0, ..., n− 1.
De même en défini le périodogramme (voir la définition 1.3.1), qui est
l’estimateur naturel par la méthode des moments de la densité spectrale f(λ)
estimée selon les fréquences de Fourier ; i.e. λk = 2kπ/n pour k = 1, ..., n












, λ ∈ [0, π].
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En plus, notons par Jn,X(.) la fonction de distribution spectrale empirique
qui l’on appelle périodogramme integré (i.e. un estimateur consistant de la




In,X(y)dy, λ ∈ [0, π], (3.2.2)




fX(x)dx, λ ∈ [0, π],
a condition que la densité spectrale fX(.) soit bien définie. Il est clair que




γX(0), λ ∈ [0, π], (3.2.3)
car pour tout k ≥0,
γX(k) = cov(Xt,Xt+k) =
(
E[XtXt+k] = 0, si k 6= 0,














Maintenant, pour avoir un processus centré tel que le modèle GARCH,
on considère une variable aléatoire centrée X (X = Xt − X¯), et on définit
respectivement pour tout h ∈ Z, la covariance entreX0 (à la date t = 0) et
Xh (à la date t = h), ainsi que la variance de la variable aléatoire X0Xh par :











XtXt−h, h = 0, 1, ..., bnxe,
bxe désigne la partie entière de x, de sort que : γn,n,X(h) : = γn,X(h).
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Maintenant, on suppose que les moments d’ordre supérieur à quatre du
processus X sont finis. Cela assure à son tour l’existence du vX(h), pour un
modèle GARCH(1, 1) (voir la condition (3.1.7)), i.e.
E
£|Xt|4+¤ <∞, pour tout  > 0, (3.2.5)
ce qui permet d’enoncer le resultat suivant (T. Mikosch et C. Stãricã (2002)),
dont le principe est qu’une modification du processus Jn,X(x, λ) satisfait le
théorème central limite fonctionnel :
Théorème 3.2.3 : (T. Mikosch et C. Stãricã (2002)) [40]
Considerons le modèle stationnaire GARCH(p, q), s’ il verifie la condition

























dans D ([0, 1]× [0, π]) l’espace de Skorohod (i.e. l’espace des fonctions conti-
nues à droite avec une limite à gauche : cadlag), avec (Wh(.))h≥1 est une
suite indépendante et identiquement distribuée de mouvements browniens
standards.
Remarques 3.2.1 :
1. Pour x = 1, la convergence en distribution dans le théorème précédent
















dans l’espace des fonctions continues dans [0.π](i.e. C[0.π]), la série à
droite est appelée la représentation de Paley-Wiener d’un pont brow-
nien dans [0.π].
2. L’apparition de la quantité vX(h) dans le théorème est motivie par le fait














dans D ([0, 1], Rm) , (Lemme 2.1. [40]). Il est donc naturel de divisé
l’autocovariance empirique par v1/2X (h), ce qui permet d’avoir une dis-
tribution asymptotique qui ne dépend pas du processus sous hypothèse.
Avec ces remarques et sous conditions du théorème précédent, on a le
corrollaire suivant, qui est à la base de la construction du test d’adéquation.
Corrollaire 3.2.1 :































Les resultats précédents sont valables pour les modèles GARCH(p, q),
mais dans ce qui suit nous ne étudierons que le cas particulier d’un modèle
GARCH(1, 1). D’après (3.1.5), la quantité vX(h) dépend à la fois des pa-





















, h > 2.
Suppposons maintenant qu’on possède un échantillon (X1, X2, ..., Xn)
extrait d’une série temporelle (Xt)t, et que nous voullons tester l’hypothèse
nulle suivante :
H0 : (X1,X2, ...,Xn) est adéquate au modèle GARCH(1, 1).
Pour l’application des résultats précédents à cette série temporelle, il est
donc naturel de remplacer les quantités inconnues (i.e. α0, α et β) du modèle
par leurs estimateurs correspendants (i.e. αˆ0, αˆ et βˆ), d’un part et le moment
































dans ce cas, la variance vX(h) va être remplacée par sa version empirique
qu’on note par vˆX(h).
Maintenat, pour montrer l’adéquation de la série temporelle (Xt)t au
modèle GARCH(1, 1) (sous l’hypothèseH0 ), ou ce qui revient a d’une certain
distance entre la distribution spectrale FX(.) du modèle et le périodograme
integré Jn,X(.) vers un fonctionnel d’un pont brownien. En effet, cela nous










¯ 2πv1/2X (h) (Jn,X(λ)− FX(λ))
¯¯¯¯
¯ , λ ∈ [0, π].
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¯ , λ ∈ [0, π],
dont le comportement asymptotique -après remplacement de vX(h) par sa
version empirique vˆX(h)- est donnée par le théorème suivant :
Théorème 3.2.4 :
Supposons que les estimateurs αˆ0, αˆ et βˆ des paramètres α0, α et β
basent sur l’échantillon (X1, X2, ..., Xn) sont indépendantes de ( sign(Xt)),
et qu’ils sont consistents au sens où :
αˆ0
P→ α0, αˆ
P→ α et βˆ P→ β. (3.2.7)
Alors le thèoréme et le corollaire précédents restent valable pour un modèle
GARCH(1, 1), même si vX(.) est remplacée par sa version empirique vˆX(.).































La démonstration de ce théorème est basée sur le théorème précédent, il
suffit donc de démontrer la consistence de processus vˆX(.), et d’appliquer le
théorème 3.2.3, cela comme suit :
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Par construction, les estimateurs du modèle obtenus par la méthode de
maximum du vraisemblance, sont définis à partir des processus X2t et σ
2
t ,
donc ils sont indépendants de (sign(Xt)), d’un part.





























































































































= (α0 − αˆ0)In + (α− αˆ)IIn + (β − βˆ)IIIn + (σ20 − σˆ20)IVn.
Premièrement, par consistance des paramètres αˆ0, αˆ, βˆ et comme on a




























Par le même argument, pour tout δ > 0 et  > 0 tel que β +  < 1,









t−1 + (β + )X
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t−1 + (β + )X
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t−1 + (β + )X
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leurs premièrs moments sont uniformement bornés pour n, donc IIn est sto-
































t (β + )
tσ2t ont des moments bornées, et
par consistance de βˆ (i.e. P
³
βˆ − β > 
´
= ◦(1)). Ce qui implique que IVn
est stochastiquement bornée.
On conclut par la loi des grands nombres, la consistance de αˆ0, αˆ, βˆ et que
les termes In, IIn, IIIn et IVn sont stochastiquement bornées, le processus
vˆX(.) est donc consistant. ¥
2Inégalité de Cauchy-Schwarz : Soient X, Y ∈ L2, alors
XY ∈ L1 et E |XY | ≤ E ¯¯X2 ¯¯1/2 E ¯¯Y 2¯¯1/2 .
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Chapitre 4
Problème d’adéquation pour la
classe des distributions de type
Pareto
Au vu des résultats établis parMikosch, T. et Stãricã, C. (1998), les suites
des maximas d’un modèle GARCH(1, 1), celles des variances conditionnelles
et des valeurs absolues du modèle, appartenant tous au domaine d’attraction
de Fréchet (Type II). De plus, d’après Kesten (1973), la distribution mar-
ginale d’une solution de l’équation stochastique aux différences de la forme
(2.4.1) est à queue lourde (section 2.4).
Il est donc nécessaire de ne pas se limiter à la construction d’un test
d’adéquation pour le modèle, il est temps de penser de faire prolonger ce
problème d’adéquation pour la classe des distributions de type Pareto, coin-
cidant avec celles appartenant au domaine d’attraction de Fréchet, et permet-
tant de modéliser les queues de distribution. Les données extrêmes sont les
seules utilisées dans l’estimation de ces paramètres, ce qui assure la meilleur
ajustement du modèle à la queue.
Ce problème est récemment étudié par Beirlant, de Wet et Goegebeur
(2004) dans le cadre empirique des suites de variables aléatoires i.i.d. D’autre
part, Necir, A. et Boukhetala, K. (2004)[46] ont propsé une nouvelle distance
pondéré comme modification de la distance L2−Wasserstein, et qui sert à
vérifier l’ajustement dans la classe des distributions de type Pareto.
Cela est l’objet du présent chapitre, on envisage au futur, l’application
de ces résultats en particulier au domaine d’assurance non vie, en présence
des hypothèses sur la dépendence, la stationnarité ou l’hétéroscédasticité...
75
4.1 Classe des distributions de type Pareto
Etant donné une suite de variables aléatoires (i.i.d) (Xn)n, de même fonc-
tion de distribution F , et soit (X1,n, ...,Xn,n), avec X1,n ≤ ... ≤ Xn,n la
statistique d’ordre associée. Nous voulons vérifier si un modèle statistique
permet d’obtenir une bonne approximation de la distribution des extrimas
triés de ce modèle. Typiquement, la méthode du quantile quantile -plot (QQ-
plot) est une méthode graphique, empirique utilisée pour tester l’adéquation
d’une distribution empirique Fn à une loi F donnée, se basant simplement
sur le fait que les quantiles empiriques Q(Xi,n) suivant la même loi que n va-
riables aléatoires uniformement ordonnées (Ui,n), d’éspérances respictives in+1 ,
de sorte que les points (Xi,n, Q( in+1)) pour i grand doivent être quasiment
alignées sur une droite.
Le comportement des valeurs extrêmes est gouverner par le paramètre γ
(i.e. indice des valeurs extrême) qui est celui de la forme de la distribution







− (1 + γx)−1/γ
´
, pour γ 6= 0, 1 + γx > 0,
exp(−e−x), pour γ = 0, x ∈ R.
(4.1.1)









Fn(bn + anx) = Gγ, (4.1.2)
pour tout point de continuité de Gγ, alors Gγ est de type (4.1.1) (Fisher
et Tippet, 1982, Gnedenko, 1943). De plus, si (4.1.2) est satisfait pour la
fonction de distribution comulative F, alors elle appartient au domaine d’at-
traction de Gγ (F ∈ D(Gγ)).
Définition 4.1.1 : " Distribution de Pareto généralisée"
La distribution de Pareto généralisée ou simplement distribution de Pa-
reto notée FGPD est employée pour modéliser la queue d’une distribution
présentant des valeurs extrêmes. Elle est donnée par :
FGPD(x) = 1− (1 +
xγ
ρ











(1− t)−γ − 1
γ
, si γ 6= 0, ρ > 0,
−ρ log(1− t), si γ = 0.
Dans le cas γ > 0, D(Gγ) coïncide avec la classe des distributions de type
Pareto avec l’indice 1/γ. C’est une classe de distribution à queue lourde, qui
possèdent un point limite supérieur x+F = +∞, i.e.
1− F (x) = x−1/γLF (x), x > 0,





= 1, pour tout t > 0,
le paramêtre γ mesure dans ce cas l’alourdissement de la queue de la distri-
bution F, et comme exemple de modèle de type Pareto on a notament : la
distribution de Pareto généralisée, la distribution de Burr1, et entre autres
particulièrement la distribution marginale du modèle stationnaire GARCH,...
La plupart des récentes recherches se concentrent sur la distribution à
queue lourde, dont l’index des valeurs extrêmes γ est strictement positif.
D’après Csörg˝o et Viharos (1998), quand γ > 0, la distribution comulative




1− F (x) = t
−1/γ, pour tout t > 0,
et comme estimateur de l’index γ > 0, le plus célèbre est celui de Hill (Hill,







1La distribution de Burr (Burr, 1942) :





, x > 0, λ, η, τ > 0.
Il est clair que cette distribution est de type Pareto avec γ = 1/(λτ) et ρ = −1/λ.
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→ 0, quand n tend vers l’infini. (4.1.3)
L’adéquation d’un modèle statistique à l’échantillon X1, ...,Xn est visuel-
lement confirmé par l’interprétation du QQ- plot, et du fait que le log- trans-
formation de la variable X suivant une distribution de Pareto est exponen-
tiellement distribué (dans ce cas LF (x) = 1). Pour cette raison Beirlant, de
Wet et Goegebeur (2004), ont interprété le Pareto quantile plot (PQ- plot)
comme une méthode empirique qui sert à vérifier si les données sont générées
par une distribution de la classe de type Pareto ou non.
Définition 4.1.2 : " Pareto quantile plot"
De même que la méthode de QQ- plot, le Pareto quantile plot (PQ-
plot) consiste à dessiner les points de coordonnées (log n+1i , logXn−i+1,n),
i = 1, 2, ..., n. Pour avoir une bonne adéquation, le Pareto quantile plot doit
être alors approximativement linéaire, et la pente ajustée aux points de PQ-
plot coincide avec l’estimateur de l’index γ.
En utilisant les liens entre la distribution de Paréto et la distribution
exponentielle, Beirlant et al. (2004) ont modifié la statistique de Jackson
pour tester l’exponentielitée appliqué à la ie´me statistique d’ordre dans le
PQ- plot, ce qui permet de faire des comparaisons entre des distribution
appartenant à la classe de type Pareto et autres qui n’appartenant pas.
Soient X1, ...,Xn des variables aléatoires i.i.d, d’une distribution expo-






où tj,n = λE [Xj,n] =
jP
k=1
(n− k + 1)−1.
2La distribution exponentielle Exp(λ) est donnée par :
F (x) = 1− exp {−λx} , x ∈ R.
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On pose Vj = (n− j+1)(Xj,n−Xj−1,n), j = 1, .., n, la statistique Jn vaut






où C1,n = 1 et Cj,n = 1 + tj−1,n, j = 2, .., n, et la distribution limite de cette
statistique est donnée par le théorème suivant :
Théorème 4.1.1 : (Jackson, 1967)
Supposons que X1, ...,Xn sont des variables aléatoires i.i.d, d’une distri-
bution exponentielle Exp(λ), alors quand n→∞,
√
n(Jn − 2)
D→ N (0, 1).
Considérons maintenant n variables aléatoires i.i.dX1, ...,Xn d’une distri-
bution de Pareto stricte d’index α notée Pa(α)3, alors Yj,k = Xn−k+j,n/Xn−k,n,
j = 1, .., k sont des je´me statistiques d’ordre Pareto distribuées. Par consé-
quence, Y ∗j,k = log Yj,k, j = 1, .., k, suivent une distribution exponentielle de
paramètre λ = 1/γ. Dans ce cas, la statistique de Jackson appliquée à Y ∗j,k,








avec Zj = j(logXn−j+1,n − logXn−j,n), j = 1, .., k et γHk,n = 1k
Pk
j=1 Zj.
La distribution limite de cette statistique pour la suite intermidière k = kn
satisfait la condition (4.1.3), et sous condition sur la fonction à variation lente
de la fonction des quantiles de la queue U : = Q(1− 1x), comme suit :
(RL) Il existe une constante ( < 0 et une fonction b(.) satisfait b(x) → 0,
quand x→∞, telle que pour tout λ > 1, quand x→∞,
LU(λx)
LU(x)




3La distribution de Pareto stricte Pa(α) est donnée par :
F (x) = 1− x−α, x > 1, α > 0.
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Théorème 4.1.2 (Beirlant et al., 2004)
Supposons que X1, ...,Xn sont des variables aléatoires i.i.d, d’une distri-
bution F, F ∈ D(Gγ) pour tout γ > 0 et LU vérifie la condition (RL),
alors quand n tend vers l’infini, k = kn satisfait la condition (4.1.3), et√
kb(nk )→ c, √
k(J∗k − 2)
D→ N ( c(
γ(1− ()2 , 1),
N (µ, 1), D→ désignent respectivement la loi normale réduite de moyenne µ et
la convergence en distribution.
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4.2 Test d’adéquation des indices des queues
via la distance L2-Wasserstein pondérée






Définition 4.2.1 :"Distance L2- Wasserstein"
On définie la distance L2-Wasserstein entre deux fonctions de distribution
G1 et G2 ∈ L2 (0, 1), notée d (G1, G2) par









avec G−1(t) = inf {x : G1(x) > t} , 0 < t < 1, est l’inverse généralisé de G ou
la fonction des quantiles.
Dans la classe des distributions de type Pareto (Pareto, log-normale, log
gamma,...) la condition (4.2.1) n’est pas vérifiée. Pour résoudre ce problème,
Necir, A. et Boukhetala, K. (2004)[46] ont proposé une autre version de la
distance d precédente ; on pondérant la queue de distribution, du sorte que :





G−11 (1− s)−G−12 (1− s)
¢2
ds,
pour touts fonctions G1 et G2 ∈ =ω, où =ω est l’ensemble des distributions











Considérons la suite X1, ...,Xn des variables aléatoires indépendantes et
identiquement distribuées, d’une fonction de distribution F (x) = P {X 6 x} ,
x ∈ R. On note par F¯ (x) = 1−F (x) sa fonction de survie et parX1,n, ..., Xn,n
la statistique d’ordre correspondante, et on désigne par Fn la fonction de dis-
tribution empirique.
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Supposons maintenant que la fonction de distribution F est à queue
lourde, autrement dit, la queue de F est de type Pareto ; il existe une constante
γ > 0, telle que
lim
x→∞
1− F (x) = x−1/γLF (x), pour tout x > 0, (4.2.2)
LF est une fonction à variation lente, et le paramètre γ est appelé l’index des
queues de la distribution F.
Pour tester l’ajustement entre la distribution F sous la condition (4.2.2)
et la distribution empirique Fn de l’échantillon, Necir, A. et Boukhetala, K.





(1 + 2δ)(k/n)−(2δ+1)s2δ, 0 ≤ s ≤ k/n,
0, ailleurs,
avec δ est une constante souhaitable strictement positive (δ > 0), et k := kn,
n ≥ 1 est une suite d’entier positif satisfait la condition
1 ≤ kn < n, kn →∞ et
kn
n
→ 0, quand n →∞. (4.2.3)
Il est clair que
R 1
0
ωδ,k(s)ds = 1, pour tout δ > 0. La distance correpon-
dante est donc :


















Effectuons le changement de variable (s = kt/n), d2δ,k (Fn, F ) se réécrie
pour tout δ > 0, comme suit





F−1n (1− ks/n)− F−1(1− ks/n)
ª2
ds.
Finalement, on suppose que la fonction de la queue F¯ = 1 − F est à
variation régulière au second ordre dont le premier indice est −1/γ et le
second étant ρ ≤ 0. Par conséquent, il existe une fonction A∗(t)→ 0 quand
t → 0 et qui a un signe constant, de sorte que la modification suivante de












, pour tout x > 0.
(4.2.4)
Si ρ = 0, on remplace
xρ − 1
ρ





, t > 1,
F−1(1− 1/t) est la fonction des quantile de la queue . Notons que |A| est à
variation régulière à l’infini d’indice ργ, avec A(t)→ 0, quand n→∞.4
Théorème 4.2.1 : (Necir, A. et Boukhetala, K. (2004) [46])
Supposons que (4.2.4) soit vérifiée avec γ > 0. Soit k = kn satisfait la
condition (4.2.3), et kA(k/n) → 0 quand n tend vers l’infini. Alors, pour
tout δ > γ nous avons
k
γ2(2δ + 1) [F−1(1− k/n)]2






quand n → ∞, avec W le mouvement brownien standard et D= désigne
l’égalité en distribution.
4Pour une étude détaillée des propriétés de la fonction A(.) et la variation régulière au
second ordre, citons : de Haan et Stadtmüler (1996).
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L’une des fonctions spéciales ; solutions d’équations différentielles particu-
lières est la fonction de Bessel. Dans cette paragraphe nous nous intéressons
à quelques propriétés de cette fonction, en particulier le développement de
Karhunen- Loeve pour un processus de Weiner pondéré via la fonction de
Bessel.
Définition 4.2.2 : "Fonction de Bessel"




























Considerons la fonction de Bessel Jv(.) d’indice v (citons : Deheuvels et
Martynov (2004), section 2.1 pour une étude détaillée des propriétés de la
fonction Jv(.)). Notons les zéros deJv(.) (i.e. solutions de l’équation Jv(z) = 0)
par 0 < zv,1 < zv,2 < ...
Le corollaire suivant a pour objectif de préciser les liens entre la fonction
de Bessel et le processus de Weiner W (.)(resp. pont brownien B(.)) :
Corollaire 4.2.1 : (Deheuvels et Martynov (2004))
Pour tout β > −1, ou par équivalence pour tout v = 1/ (2 (1 + β)) > 0,Z 1
0














avec {ωc : c ≥ 1} est une suite de variables aléatoires i.i.d. d’une distribution
normale centré et réduite N (0, 1).
Preuve : Voir le Corollaire 1.1 de Deheuvels et Martynov (2004).
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Posons maintenat v := 1/ (2 (δ − γ)) , pour δ > γ > 0. Dans ce cas on a
β = δ−γ−1 > −1, la condition du corollaire precédent est donc vérifiée. La
combinaison de celui-ci avec le théorème 4.2.1 permet d’énoncer le résultat
suivant :
Théorème 4.2.2 : (Necir, A. et Boukhetala, K. (2004) [46])
Supposons que (4.2.4) soit vérifiée avec γ > 0. Soit k = kn satisfait la
condition (4.2.3), et kA(k/n) → 0 quand n tend vers l’infini. Alors, pour
tout δ > γ nous avons
(δ − γ)2k
γ2(2δ + 1) [F−1(1− k/n)]2








quand n→∞, avec {ωc : c ≥ 1} est une suite de variables aléatoires i.i.d.




Etude empirique d’une série
temporelle financière
Du point de vue de l’investisseur, le rendement de l’investissement est
beaucoup plus intéressant que le prix de celui-ci, car il insiste plus sur le
gain relatif réalisable, et puisque c’est le rendement qui détermine les profits
que peut tirer l’actionnaire de son projet. De plus, les séries temporelles des
rendements représentent le mieux les changements des prix, ce qui permet
de faire des comparaisons entre compagnies et titres boursiers et d’avoir une
prévision améliorée... Ces séries qui ont beaucoup de propriétés ne possèdent
pas, en revanche, celles des prix, telles que la stationnarité, la volatilité,...
Ce chapitre sera donc consacré à l’étude des diverses propriétés statis-
tiques, aux caractéristiques et comportements d’une série temporelle des ren-
dements de l’indice boursier S&P500 (Standard and Poor’s 500)1.
Cet indice conçu par Standard and Poor’s, s’appuie sur 500 (blue chips)
américaines. Les actions étant choisies pour leur taille et leur liquidité et
l’indice est pondéré par les capitalisations boirsières.
1Fin 2001, le S&P 500 comprenait 421 sociétés du Nyse, 77 du Nasdaq et 2 de
l’Amex. Il représentait ainsi une capitalisation boursière totale de plus de 10.000 milliards
de Dollars fin novembre 2001.
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5.1 Propriétés statistiques de la série
5.1.1 Séries des prix et des rendements journaliers
Les premières études sur la loi de probabilité des prix boursiers ont été
basées sur la loi normale, ou loi de Gauss. L’hypothèse normale sous-entend
donc que la loi gaussienne modélise le mieux les variations relatives des ren-
dements d’indice boursier, prix des actions ou des taux de change... En vue
de tester cette hypothèse de normalité, le skewness et la kurtosis ont été mis
à contribution. Les résultats obtenus doivent en principe se rapprocher des
hypothèses couramment émises dans la théorie financière. Les données de
notre étude sont issues du cite internet :
"www.chart2.finance.dcn.yahoo.com".
La figure 5.1 représente les prix de fermeture quotidienne de l’indice bour-
sier S&P 500, de la période allant du 03/01/1994 au 13/05/2004 (i.e. 10 ans),
soit 2610 observations. Du fait que les marches boursiers sont fermés pendant
les fins de la semaine (i.e. Dimanche et Lindi) et les jours fériés, les jours non
ouvrables ne sont pas donc pris en compte. Ainsi une année commerciale
contient presque 250 jours ouvrables en moyenne.




1 0 0 0
1 2 0 0
1 4 0 0
1 6 0 0
P r i x  d e  l 'i n d i c e  S & P  5 0 0




Fig. 5.1 — Série des prix de fermeture quotidienne de l’indice boursier S&P
500, de la période allant du 03/01/1994 au 13/05/2004.
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Ces données (i.e. les prix de fermeture journalier) ont été transformées,
ce qui nous permet d’étudier la série des rendements réalisables.
Il existe beaucoup de mesures de rendement d’un indice boursier, celle
fréquemment utilisée est le rendement géométrique ou le log-rendement, qui
consiste à calculer le logarithme du différentiel des valeurs en t et t− 1 :
Définition 5.1.1 : " Log-rendement"
Soit Pt le prix d’un titre au temps t, on définit donc le rendement de ce




), t = 1, 2, ...
La figure 5.2 représente l’évolution de la série des rendements de l’in-
dice S&P 500, de la période allant du 03/01/1994 au 13/05/2004, l’axe des
abscisses présente le nombre d’observations (i.e. jours ouvrables) et l’axe des
ordonnées présente le rendement de l’indice journalier. La première constata-
tion que l’on peut faire est que la série est stationnaire, mais que l’on observe
quand même des périodes de forte variation. La seconde est l’existence de
quelques valeurs extrêmes.
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0 3 0 0 0
- 0 .0 8
- 0 .0 6
- 0 .0 4





R e n d e m e n t s  d e  l 'in d i c e  S & P  5 0 0









Fig. 5.2 — Série des rendements de l’indice boursier S&P500, de la période
allant du 03/01/1994 au 13/05/2004.
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5.1.2 Moments empiriques
L’une des proriétés importantes de la distribution d’une série du rende-
ment est qu’elle est à queue lourde. Pour étudier cette propriété, on donne
les versions empiriques de la moyenne, variance, coefficient d’applatissement
et coefficient d’asymétrie de cette série, comme suit :
Etant donné N obsevations d’une série temporelle (Xt)t : t = 1, 2, ..., N,
l’estimateur naturel de la moyenne notée X¯ et de la variance de Xt notée S2












Une série de rendement (Xt)t possède un coefficient d’aplatissement (kur-
tosis) plus grand que celui d’un bruit blanc gaussien. Ce coefficient peut être





























Kurtosis (κ) 6.2306 > 3
Skewness (s) −0.1102 6= 0
Tableau 5.1 : Moments empiriques de la série des rendements.
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Dans le tableau 5.1 sont représentés les différentes caractéristiques statis-
tiques de la série des rendements de l’indice S&P 500, sur la période couvrant
les dix dernières années (1994-2004). Le premier constat dans ce tableau, est
que la série des rendements de l’indice S&P 500 a une distribution lepto-
kurtique : le coefficient d’aplatissement (kurtosis κ = 6.2306) est plus grand
que 3, celle de la distribution normale et le coefficient d’asymétrie (skewness
s = −0.1102) est différent de zéro.
L’analyse du skewness et de la kurtosis conduit aux conclusions usuelles
dans les études des cours boursiers. Elles sont différentes de 0 et 3, ce qui
signifie que la distribution n’est pas normale mais plutôt asymétrique avec
des queues épaisses caractérisant une distribution leptokurtique. Ce qui nous
conduit au rejet de l’hypothèse de normalité.
De plus, on peut résumer ces propriétés dans la figure 5.3 qui représente
l’hisogramme de la série des rendements, et cela en partageant les rende-
ments journaliers de l’indice S&P 500 en 60 classes. On remarque bien que la
distribution empirique des rendements n’est pas normalement aplatie. Elle a
en particulier des queues de distribution trop épaisses (kurtosis supérieure à
3).








H is t o g ra m m e  d e  la  s é r ie  d e s  re n d e m e n t s







Fig. 5.3 — Héstogramme de la série des rendements de l’indice S&P500, du
03/01/1994 au 13/05/2004.
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5.1.3 Hétéroscédastécité et Autocorrélation
La variance de la série du rendement change avec le temps, pour dé-
montrer ce caractère important des séries des rendements, il est interessant
de subdiviser la série des données et de comparer ensuite l’écart type (i.e.
S =
p
var(X)) de chacune des sous-séries obtenues...
sous-série écart type sous-série écart type
1-250 2.4324 1506-1756 13.429
251-501 2.9131 1757-2007 6.7115
502-752 3.4637 2008-2258 35.019
753-1003 2.2736 2259-2509 27.512
1004-1254 47.472 2510-2610 0.1173
1255-1505 2.9734 / /
Tableau 5.2 : Ecarts types ×10−8 des différentes sous-séries du rendement.
Le tableau 5.2 représente les écarts types des différentes sous-séries (i.e.
250 jours ≈ 1 année). En analysant ce tableau, il paraît évident que la série
des rendements de l’indice S&P 500 de la période allant du : 03/01/1994 au
13/05/2004, ne possède pas une variance (écart type) constante. Cette série
démontre donc une certaine hétéroscédasticité.
Afin de vérifier ce résultat, il est nécessaire de s’intéresser aux fonctions
d’autocorrélation. Pour étudier la présence d’autocorrélation dans la série du
rendement, on utilise le test de Ljing-Box ou celui de Portmanteau connu
encore sous le nom de Q-test.
Pour tester l’autocorrélation d’une série d’observation (Xt, t = 1, ..., N),
d’une variance finie (σ2 < ∞) et sous-l’hypothèse qu’il n’existe pas d’auto-
corrélation, la statistique de Ljung-Box est donnée par :




N − k ,
avec ρˆ : désigne la fonction d’autocorrélation empirique ;
ρˆ2X(k) =
PN


















Cette statistique suit asymptotiquement une distribution de χ2 à h degré
de liberté. L’hypothèse que les coeficients d’autocorrélations sont nuls est
rejetés au seuil α, lorsque la statistique Q est supérieure au χ2 au seuil
(1− α) avec h degré de liberté (i.e. χ21−α(h)).
Les rendements ne démontrent qu’une faible autocorrélation (Fig 5.4),
tandis que le carré et la valeur absolue des rendements sont autocorrélés à
un niveau significatif. Il convient le plus souvent que le corrélogramme estimé
à partir d’une série de N observations est nul, au taux 95%, si chacune des




], et si l’ensemble de ces
valeurs est distribué au hasard autour de zéro.


























A u t o c o rre la t io n  e m p i r iq u e  d u  re n d e m e n t
Fig. 5.4 — Autocorrélograme de la série du rendement de l’indice S&P500.
Si une série est bruit blanc strict (i.e. il n’existe aucune autocorrélation
significative), alors le sont également les séries déduites du carré et de la
valeur absolue de celle-ci. Or nous remarquons clairement la présence d’une
dépendance de ces variables entre elles, traduites par des autocorrélations
significatives durables pour les deux séries (Fig 5.5 et Fig 5.6). Ceci nous
conduit au rejet de l’hypothèse d’absence d’autocorrélation des cours et met
en évidence la présence d’une hétéroscédasticité.
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e A u t o c o r r e l a t i o n  e m p i r i q u e  d e  c a r r é  d u  r e n d e m e n t
Fig. 5.5 — Autocorrélograme de la série de carré du rendement de l’indice
S&P500.
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e A u t o c o r r e l a t i o n  e m p i r i q u e  d e  l a  v a l e u r  a b s o l u t  d u  r e n d e m e n t
Fig. 5.6 — Autocorrélograme de la série des valeurs absolues du rendement
de l’indice S&P500.
A cause de la stationnarité, ρX(k) = corr(Xt, Xt−k), ∀t. en particulier,
ρX(k) = corr(Xn, Xn−k), et quand n est la dernière valeur observée, asso-
ciable au temps présent, nous dirons souvent queXn−k est la variable associée
au passé d’ordre k. Ainsi ρX(k) représente l’expression du lien linéaire entre
le présent et le passé d’ordre k.
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Nous allons introduire ici une notion faisant intervenir les variables inter-
médiaires dans l’expression de la fonction d’autocorrélation de la série (Xt)t.
Puisque, les variables du passé sont elles-mêmes liées entre elles, les valeurs
ρX(k), k = 1, 2, ..., sont donc insuffisantes pour expliquer comment le présent
et relié au passé. La fonction d’autocorrélation intervient donc comme une
mesure de dépendance entre les variables Xt et Xt−k, mais elle ne fait pas
intervenir uniquement ces variables.
Définition 5.1.2 : "Autocorrélation partielle"
Pour une série stationnaire (Xt)t, on définit la fonction d’aurocorrélation
partielle notée φX(k), par :
k 7−→ φX(k) = corr(X˜t, X˜t−k),
où (
X˜t−k = Xt−k − E [Xt−k|Xt−1, ..., Xt−k+1]
X˜t = Xt − E [Xt|Xt−1, ...,Xt−k+1] .
Par analogie avec le corrélogramme, on trace souvent le graphe de la
fonction d’autocorrélation partielle. Ce graphe constitue le corrélogramme
partiel (figure 5.7), et ils jouent un rôle important dans l’estimation des ordres
p et q du modèle d’ajustement. En particulier, pour le processus autoregressif,
l’autocorrélogramme s’annule à partir de p et pour le processus moyenne
mobile, l’autocorrélogramme partiel s’annule à partir de q.
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A u t o c o r r e l a t i o n  p a r t i e l  d u  r e n d e m e n t
Fig. 5.7 — Autocorrélogramme partiel de la série du rendement de l’indice
S&P500.
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5.1.4 Test de l’hypothèse de normalité
Les premières études sur la loi de probabilité des prix boursiers ont été
basées sur la loi normale, ou loi de Gauss. L’hypothèse normale sous-entend
donc que la loi gaussienne modélise le mieux les variations relatives des prix
d’indice boursier. L’objet de cette section est donc de tester cette hypothèse
de normalité soit qu’on l’accepte ou on la rejette.
Pour tester l’hypothèse de normalité de la série (Xt)t, on utilise le test de
Jarque-Bera (1984). Ce test statistique permet de vérifier la normalité de la
distribution d’un échantillon (Xt, t = 1, ..., N), il est basé sur les estimateurs
empiriques des coefficients d’aplatissement et d’asymétrie. En effet, sous-
hypothèse de normalité des observations, on a normalité des estimateurs de




24/T ) et s D→ N (0,
p
6/T ).
Le test de Jarque-Bera confirme donc, que si la distribution de l’échan-




(κ− 3)2 + N
6
s2,
suit asymptotiquement une loi de khi deux à 2 degré de liberté. Ainsi, si
JB > χ21−α(2), on rejette l’hypothèse H0 de normalité au seuil α.
Dans notre cas, la kurtosis vaut 6.2306 et le skewness −0.1102. La sta-
tistique de Jarque & Bera vaut alors 1140.3, qui est supérieur au quantile du
χ2 à deux degré de liberté au seuil α = 0.05, soit 5.9991 (i.e. χ2(95%) = 5.99,
χ2(99%) = 1.96,...). L’hypothèse de normalité est donc fortement rejetée au
seuil α = 0.05.
Remarque 5.1.1 :
Utilisant l’un des tests d’adéquation à une distribution fixée, par exemple,
le test de Kolmogrov - Smirnov (§ 3.2.1) ou le test de khi deux, on arrive à
rejeter une fois de plus toute hypothèse d’adéquation de la série des rende-
ments aux lois classiques : Normales, Lognormales, Weibull et Student,...
95
5.2 Modélisation GARCH du S&P 500
5.2.1 Identification a priori du modèle
Considérons la série des prix de l’indice S&P500, observée du 03 Janvier
1994 au 13Mai 2004 (soit 2610 observations), cette série n’est pas stationnaire
(figure 5.1).
Pour stationnariser la série, considérons la différenciée correspondant aux
rendements quotidiens de l’indice S&P500 sur la période 03 janvier 1994 au
13 mai 2004. Au vu de l’allure de cette série (figure 5.2), cette transformation
semble stationnariser la série au second ordre.
Afin de déterminer le type de modélisation à adopter, l’analyse des mo-
ments empiriques de la série des rendements (tableau 5.1) conduit aux conclu-
sions usuelles dans les études des cours boursiers, dont le skewness et la kurto-
sis sont différentes de 0 et 3, ce qui signifie que la distribution du modèle n’est
pas normale mais plutôt asymétrique avec des queues épaisses caractérisant
une distribution leptokurtique. Ce qui nous conduit au rejet de l’hypothèse
de normalité, et de penser à une modélisation GARCH, dont les propriétés
précédentes sont bien respectées (section 3.1.2).
L’étude des autocorrélogrammes de la série des rendements et de la série
au carré semblent confirmer le phénomène de non linéarité. En effet, l’auto-
corélogramme de la série des rendements n’indiquera pas de corrélations im-
portantes (figure 5.4), ce qui nous conduit à penser que la série pourrait être
un bruit blanc, alors que des autocorrélations significativement non-nulles
apparaissent en considérant la série au carré des rendements (figure 5.5). Ces
résultats incitent à adapter une modélisation de la série des rendements de
type hétéroscédastique (ARCH ou GARCH) et non pas ARMA.
Au regard de l’autocorrélogramme partiel (figure 5.7), une modélisation
à l’aide d’un modèle GARCH(1, 1) semblerait possible. En effet, l’autocorré-
logramme et l’autocorrélogramme partiel sont significativement nuls à partir
des premiers retards (i.e. p = q = 1).
96
5.2.2 Forme explicite du modèle
De l’identification a priori, on conclut que la forme GARCH(1, 1) est
retenue comme un modèle d’ajustement adéquat du rendement de l’indice
S&P500 qu’on note (Rt)t, sur la période considérée.
Comme nous l’avions vu (définition 3.1.1), le modèle autoregressif condi-
tionnellement hétéroscédastique généralisé (GARCH(1, 1)) admet l’écriture
suivante :
Xt := σtξt, σ
2





pour tout t ∈ Z et α0, α et β, des constantes vérifiant les contraintes sui-
vantes :
α0 > 0, α > 0, β > 0 et α+ β < 1, (5.2.1)
avec σt est Ft-mesurable, (ξt)t est un bruit blanc (i.e. une suite de variables
aléatoires, indépendantes et identiquement distribuées), telle que





Supposons maintenant que l’on cherche le rendement à la date t. Deux
informations sont particulièrement intéressantes : la moyenne et la variance.
Plus particulièrement, on souhaiterait modéliser la moyenne et la variance
conditionnelle de Rt, conditionnellement à l’information connue (Ft−1). La
modélisation GARCH du (Rt)t revient donc à écrire
Rt = µ+Xt, Xt = σtξt,
où µ et σt sont respectivement la moyenne et la variance conditionnelle.
L’estimation des paramètres des modèles hétéroscédastiques, est généra-
lement fondée sur la méthode du maximum vraisemblance. L’optimisation
est effectuée en supposant que la suite des variables aléatoires (ξt)t soit indé-
pendante et identiquement distribuée, d’une distribution normle d’espérance
nulle et de variance unité.
Notons par θ = (α0, α, β)>, le vecteur des paramètres du modèle à
estimer, et par θˆ sont estimateur (i.e. θˆ = (αˆ0, αˆ, βˆ)>).
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N : désigne le nombre d’observations.
Grâce à la puissance de calcul des ordinateurs actuels, il est possible de
minimiser effectivement le log-vraisemblance de façon numérique. Pour l’ins-
tant, le calcul des estimateurs d’un modèle GARCH(1, 1) sous les contraintes
(5.2.1) sera effectué en utilisant le logiciel MatLab 6p5, qui réalise ce type
de calcul de manière automatique.
Le modèle retenu est donc un GARCH(1, 1) de paramètres :
α0 = 7.6386 10−7, α = 0.0773 et β = 0.9200, (5.2.2)
et de moyenne conditionnelle µ, d’estimateur µˆ qui vaut 6.5860 10−4.
On remarque que la somme α + β = 0.9973 < 1, elle vérifie donc la
condition (3.1.3) de la stationnarité.
D’où, finalement, la série des rendements (Rt)t admet la représentation
suivante :
Rt = 6.586010−4 + σtξt,
la variance conditionnelle σ2t est donnée par :
σ2t = 7.6386 10




La sortie graphique suivante (figure 5.8), correspond à la variance condi-
tionnelle ou volatilité du modèle (i.e. σ2t ) avec les paramètres (5.2.2) en bas,
et la série Xt = σtξt appelée souvent série des innovations, en haut.
La première constatation que l’on peut faire est la présence des périodes
de forte voaltilité sur la série de la variance coditionnelle, indiquant paral-
lèlement l’existence des valeurs extrêmes sur la sérié Xt. La seconde, est
que l’effet d’hétéroscédasticité est nettement clair ; la variance conditionnelle
change fortement au cours du temps.
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