Abstract-We present a novel compositional method of constructing data dependency graphs for Ada programs. These graphs are useful in a program development environment for analyzing data dependencies and tracking information flow within a program. Graphs for primitive program statements are combined together to form graphs for larger program units. Composition rules are described for iteration, recursion, exception handling, and tasking, as well as for simpler Ada constructs. The correctness of the construction and the practicality of the technique are discussed.
I. INTRODUCTION ATA dependency analysis has been used extensively D for a variety of purposes, including program optimization [5] , [ 101, parallelization and vectorization [ 11, [12] , [16] , security analysis and validation [3] , [9] , and software reliability validation and analysis [6] , [ 151. In data dependency analysis, a data structure is constructed to represent the flow of information within a program so that inferences can be made about the effects of one part of the program on other parts of the program.
Traditionally, dependency analysis has been performed with so-called data dependence graphs [4] , [ 1 13, unfortunately misnamed since the nodes of the graph represent statements of the program while the edges represent dependencies between statements. Thus, the graphs make no reference to data. Data dependence graphs normally represent every statement of the program with all of its dependencies. They are typically two to three times the size of the program itself. Consequently, problems of storage and analysis of the graphs can arise.
Furthermore, the construction of existing data dependence graphs is usually incremental and sequential [ 151, [ 191, rather than compositional. Yet, modem programming languages, such as Ada, are designed to support structured programming and to allow program units to be composed. Moreover, program development environments for Ada provide extensive support for combining together such units. Although some researchers have investigated interprocedural data dependency analysis [21, Manuscript received February 10, 1988; revised December 18, 1988 , May 28, 1989 , and December 3, 1989 . Recommended by T. Ichikawa.
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[8], [14] and others have considered high-level dependency analysis [18] , no one has given a compositional method of constructing data dependency graphs. Thus, modem techniques of program composition and information hiding are precluded.
In this paper, we introduce composition rules for constructing data dependency graphs. The nodes of these graphs represent variables and constants, and the edges represent the dependence of a variable, after execution of a program statement or unit, on other variables and constants prior to that execution. Our elegant compositional method combines together data dependency graphs for individual program statements into graphs that represent data dependencies for larger program units. When individual graphs are composed, nodes and arcs needed for local variables and intermediate steps of the calculation can be removed. Thus, for well-structured programs with relatively few global variables, the graphs are smaller, and less costly to analyze, than the more detailed full graph.
Of course, these graphs contain less information than the conventional graphs. They are thus unsuitable for local code optimization and for vectorization, but are much more suitable for security analysis and validation and for software reliability validation and analysis than are conventional data dependence graphs. In particular, these graphs are useful in multilevel security applications for certifying information flow and for checking confinement with respect to storage channels, and they can also be used in software reliability analysis to identify uninitialized variables as well as unused variables and constants.
Moreover, in contrast to the graphs of [SI, [7] , there is no intention of fully capturing the semantics of a program in these dependency graphs. Thus, analysis of the graphs could indicate a possible dependency where semantic analysis would show that none exists. For example, in the absence of information as to which branch of a conditional is executed, the construction assumes that both are possible. Because these graphs represent flow of information between variables and not the values of variables, analysis is easier than symbolic execution [17] , but it is also more conservative.
In what follows, we provide composition rules for iteration, recursion, exception handling, and tasking, as well as for simpler Ada constructs. These composition rules can easily be adapted to other structured languages, such as Pascal, Modula 11, and C. The composition rules for simple sequential statements are quite straightforward but, when the flow of control is broken by an exit 0098-5589/90/0500-0498$01 .OO 0 1990 IEEE from a loop, a return from a procedure, or an exception raised in a block, they must be modified. Additional complication is introduced by tasks that are executed concurrently and asynchronously. Meaningful data dependency graphs for concurrent units can be constructed, but a choice must be made between complicated analyses or, alternatively, some extra dependencies in the graphs. For practical reasons, we choose the latter. We assume that the names of variables provided by the Ada scope, type, and generic mechanisms have been resolved. We exclude aliasing which has been studied in detail in [ 2 ] , [ 141 and access types which are reserved for treatment in a subsequent paper. Variables that are shared by tasks in concurrent units are also excluded, although the composition rule for tasks can easily be modified to accommodate them.
CONSTRUCTION OF THE GRAPHS
We now describe the composition rules for constructing the data dependency graphs; these rules correspond to language constructs of Ada. A graph G is a pair < V ( G ), E ( G ) > , where V ( G ) is the set of vertices, or nodes, of G and E ( G ) is the set of edges, or arcs, of G. The arcs of G are ordered pairs ( U , U ) , where U , U E V ( G ) . The nodes of these graphs correspond to program variables and constants, and the arcs indicate information flow between them. The nodes are labeled with program identifiers that have been suitably disambiguated.
' I A node that represents a constant or a variable prior to execution of a program unit is referred to as an input node and is qualified by a prime. All other nodes represent variables after execution of the program unit and are referred to as noninput nodes. An arc ( U , v ) indicates that the variable whose identifier labels node v depends, after execution of the program unit, on the constant or variable whose identifier labels node U , where U may or may not be an input node. In these graphs there is only one arc from U to v ; insertion of a second arc from U to v has no
effect. An in-arc to v is an arc of the form ( U , U ) ; an out-arc from U is an arc of the form ( U , U). In these dependency graphs, if a node corresponding to a variable has no inarcs, the variable does not depend upon any variable or constant. We may expect this situation for the graph representing a program statement, but if it persists into the graph for a full program it may indicate an error. A node is isolated if it has no in-arcs or out-arcs. These dependency graphs contain no isolated nodes because input nodes are deleted when dependencies on those nodes cease to exist.
A box is an auxiliary structure that is used to identify a subgraph of a graph. The subgraph inside a box is composed with the graph that represents the dependencies when the flow of control is broken by a handling of an exception, an exit from a loop, a return from a procedure, or the termination of a task. The subgraph outside a box represents the unbroken flow of control of the program.
We commence by considering the graphs for the primitive program statements: the read and write statements, the constant declaration and assignment statements, the exit, return, raise, and terminate statements, and the procedure or function call. In what follows, b represents a variable and d (d,) represents an expression (which may be a variable or a constant) that contains data upon which b depends following execution of the program statement.
A . Read and Write Statements
For the These dependency graphs do not distinguish between elements of arrays. An assignment to an array element is an assignment to the entire array, and a use of an array element is a use of the entire array and also of the index expression. The treatment of records is similar to that of arrays. Also, the graph constructions for the constant declaration and assignment statements are similar.
-

C. Exit, Return, Raise, and Terminate Statements
For the exit statement, we create a node and a box labeled exit L , where L is the loop to which the exit applies; a copy of the node is placed inside and outside the box. Such a node is referred to as an exit node, and the box is referred to as an exit box. Similarly, for the return statement, we create a return node and a return box labeled return S , where S is the subprogram (procedure or function) to which the return applies. In the case of a function, if the expression d being returned has operands d , , * . , d k , we create new nodes di, * * * , d;, and arcs (d,', S ) . For the raise statement, we create an exception node and an exception box labeled raise X , where X is the exception being raised. Similarly, for the terminate statement we create a terminate node and a terminate box labeled terminate T , where Tis the task being terminated. A graph for a program fragment, each execution of which ends in an exit, return, raise or terminate statement, is referred to as a terminal graph. 
D. Procedure or Function Call
The graph G, constructed for a procedure (see Section 11-H) has nodes corresponding to global variables and formal parameters. To construct the graph G for a procedure call, we must consider the in, out, and in/out parameters. and i' that may have been created in 1) to the noninput node a . If the actual parameter is a field of a record, the treatment is similar.
3) In/Out Parameters: If there is an input node x' for a formal in/out parameter, we apply 1) for in parameters. Similarly, if there is a noninput node x for the formal parameter, we apply 2) for out parameters, as illustrated in Fig. 3 .
The construction for a function call is similar except that there are no out or in/out parameters and the return node for the function is treated as a node for an out parameter and is not deleted. Now we consider the graphs for composite program units. The composition rules described below are based on the simpler graph operations of subsumption, elimination, merger, and reduction. These operations remove nodes and arcs from the graphs when data are no longer relevant and dependencies no longer exist, for example, when a variable is assigned a new value. For procedures and functions, the nodes of the graph represent parame- ters, global variables, and constants; thus, the paths between input and noninput nodes are generally short, easing the analysis of the graph.
E. Statement Composition
Sr; St; Here, S, and S, are compositions of zero or more statements, and G, and G, are their respective dependency graphs. We let m: ( m : ) denote an arbitrary input node of G, ( G,) and n, ( n,) an arbitrary noninput node of G, ( G,).
Initially, we assume that S, and S, contain no exit, return, raise, terminate, call, or accept statements. The graph construction for statement composition is then performed in two steps: 1) For each input node m: of G,, if its label appears on a noninput node n, of G, then, for each out-arc from m; to n,, we delete that arc, insert an arc from n, to n,, and delete the node m,'. Similar operations are performed if the label of m; appears only on an input node m: of G,. This process is referred to as the subsumption of the nodes -m; by the nodes n, or m: and yields an intermediate graph G, as shown in Fig. 4 .
The justification for the subsumption step is that it replaces input nodes of GI by similarly labeled nodes of G, that represent constants and variables after execution of S, and before execution of S,.
2) For each noninput node n, of G,, if its label appears on a noninput node n, of G, then, if the corresponding node n, of has in-arcs from nodes U ; and out-arcs to nodes U,, we insert the arcs ( ui, vj) into G. Then we delete from the arcs ( U ; , n,) and (n,, uj), the node n,, and each input node mi that has become isolated. This process is referred to as the elimination of the nodes n, and yields the graph G, as shown in Fig. 4 . The justification for the elimination step is that a dependency graph should contain only a single noninput node for each label. If the graph G contains a pair of such nodes, the same variable has been assigned twice, once in each statement, and only the second assignment determines the value of the variable after execution of the composite statement. Thus, the earlier node n, of G, is eliminated, but the dependencies to which it contributed are Q Q Q Graph construction for statement composition, where G, is the graph of S,, G, is the graph of S,, and G is the graph of S,; S,. Here we assume that n, E G, and rn;. n, E G, and that these three nodes have the same label. First rn; is subsumed by n, and then n, is eliminated.
preserved, i.e., each pair of arcs consisting of an in-arc to n, and an out-arc from n, is replaced by a single arc.
When the statements being composed contain an exit, return, raise, or terminate statement L that breaks the flow of control of the program, the statement composition rule must be extended. In particular, if S, ( S , ) is the null statement, then G, ( G,) is the empty graph and composition of G, with G, yields G, ( G,) . If G, is a terminal graph, composition of G, with G, yields the terminal graph G,, whereas if G, is a terminal graph and G, is not, composition of G, with G, yields a terminal graph (which, in general, is different from G , ) , since the corresponding program statements can terminate only through a nonsequential flow of control.
More generally, to extend the composition rule, we let n L denote the exit, return, raise, or terminate node labeled L , H, ( H , ) the subgraph of G, ( G,) outside the boxes, and
boxes. (These sets may be empty.) As above, we compose H, with H, and introduce arcs from each node n of H, to each noninput node n, of H, to obtain the subgraph H of G outside the boxes. Likewise, for each box labeled L of G,, we compose H, with K f , introduce arcs from each node n L of H , to each noninput node n, of Kf, and then merge (see Section 11-F for a description of the merge operation) the results with K f to obtain the subgraph K L of G inside the box labeled L. If there does not exist a box labeled L for G,, then K L is KF. If G, does not contain a box labeled L and S, consists solely of an exit, return, raise, or terminate statement L , the graph for the composition consists of a copy of G, and the raise node inside and outside the box labeled L , as shown in Fig. 5 . A more complex example of composition is illustrated in Fig. 10 .
The subgraph H of G outside the boxes will subsequently be composed with the graph for the statement that follows the composite statement. For an exception, the subgraph K L inside the box labeled L will be composed with the graph for the handler and then merged with the subgraph H to allow for the two possibilities that the raise may or may not occur. For a loop, the subgraph H , which represents the complete executions of the loop body, will be composed with the subgraph K L , which represents the final partial execution of the body of the loop. For a procedure, the subgraph H will be merged with the subgraph K L to allow for the two possibilities that the return may or may not occur, and similarly for a task. A modification of the subsumption and elimination operations for call and accept statements is given in Section 11-K.
F. Alternative Statement if d then else end if;
Initially, we assume that S, and S, contain no exit, return, raise, terminate, call, or accept statements. We let G, and G, denote their respective dependency graphs. For each noninput node n, of G, that does not also appear as a noninput node of G,, we create an input node m: with the same label as n, (if it does not already exist) and insert an arc from m: to n,, as shown in Fig. 6 . Similar nodes and arcs are created for each noninput node n, of G, that does not also appear as a noninput node of G,. These additional arcs are necessary to cover the possibility that the values of variables remain unchanged if the other alternative is chosen.
If the condition d is an expression with operands d l ,
, dk, we create new nodes d; and arcs from the dJ' to each node of G , ( G , ) that is not an input node, as shown in Fig. 6 . These arcs correspond to control dependencies and indicate that the noninput nodes of G, and G, depend upon the operands of the conditional expression. At this intermediate stage of the construction, there may be multiple nodes with the same label; these nodes must now be merged.
If there are nodes among the d;, m:, and m: that have the same label, we merge those nodes. That is, if rn: and m: have the same label then, for each out-arc from mi to n,, we delete that arc, insert an arc from m: to n,, and delete the node m,!. Similarly, if two noninput nodes n, and n, have the same label, we merge those nodes. That is, if n, has in-arcs from nodes U, and out-arcs to nodes uJ, then for all i , j we insert the arcs (U,, U,) and delete the arcs (n,, uJ) . If n, has in-arcs from nodes w, and outarcs to nodes z, , then for all i , j we insert the arcs ( w,, z, ) and ( w,, n,), delete the arcs ( w,, n,) and (n,, z J ) , and delete the node n,. This process is referred to as merger. The rule for statement composition. The composition must be justification for merger is that it constructs a graph that contains all of the dependencies of both branches of the alternative statement.
If the alternative statement contains an exit, return, raise, or terminate statement, the operation of merger must be extended. In particular, if G, ( G I ) is the empty graph, the result of merging G, ( G,) with Gl ( G , ) is the graph GI( G,). If G, and GI are both terminal graphs, their merger is a terminal graph, whereas if G, ( G I ) is a terminal graph and GI( G,) is not, their merger is not a terminal graph.
More generally, to extend the rule for merger we let n L denote the exit, return, raise, or terminate node labeled A modification of the merge operation for call and accept statements is described in Section 11-K. The construction for the case statement is an obvious extension of that for the if statement. Initially, we assume that S, contains no exit, return, raise, terminate, call, or accept statements. We construct the graph G, for zero or one iteration of the loop from the graph G, that represents the loop body S,. For each noninput node n, of G,, we create an input node m: with the same label as n, (if it does not already exist) and insert an arc from m: to n,, as shown in Fig. 7 . These additional arcs allow for the possibility that the statements of the loop body are not executed.
The graph G, represents zero or one iteration of the loop. The graph for an arbitrary number of iterations is formed by composing the graph G, with itself, using the repeated until the graph becomes invariant. For a graph G, with i noninput nodes, at most i iterations ,of the loop can occur before this happens. The graph G: represents the dependency structure for 0 through i iterations and can be constructed using [log2 i 1 compositions. Termination of a loop must be induced by an exit, raise, return, or terminate statement. If the loop does not terminate, no dependency graph exists for the loop as a whole. The data dependency analysis does not address the question of whether the loop terminates.
We now consider a loop L that contains an exit L statement. The exit when d statement is equivalent to if d then exit L; end if and is treated as such. If the exit is not subject to a condition, the statements following the exit are never executed and, although the loop may be syntactically correct, it is semantically equivalent to a loop in which the exit occurs at the end.
Thus, we let H, denote the subgraph of G, outside the exit L box ( H , may include other boxes) and K ) the subgraph of G, inside the exit L box ( K ) represents the computation if the exit is taken). As above, we construct the graph H,, and compose it with itself i times to obtain the graph H i that represents 0 through i iterations of the loop. We then compose Hf and K;. Finally, we delete the exit node, its in-arcs, and the exit L box to obtain the graph G , which represents 0 or more iterations followed by a partial execution of the loop body.
Similar constructions are required for loops that terminate through raise, return, or terminate statements. The while and for loops are special cases of the loop in which the exit when occurs at the beginning of the loop.
H. Block
The graph G, for the body of a block is constructed using the composition rules. It should not contain any input nodes corresponding to variables local to the block; such a node indicates the use of an uninitialized variable and constitutes an error. To construct the graph G for the block, we eliminate nodes that correspond to variables local to the block.
1) Procedure or Function:
In particular, if the block is a procedure or function that calls, or is called by, other procedures or functions, then there is an order in which the calls are made and in which the graphs can be constructed. First we assume that the procedure or function is nonrecursive. The graph construction for recursive procedures and functions is described below.
Thus, we let S denote a subprogram (procedure or function) that contains a return S statement and let G, denote the graph for the body of that subprogram. If the return is not subject to a condition, the statements following it are never executed and, although the subprogram may be syntactically correct, it is semantically equivalent to a subprogram in which the return occurs at the end.
We let ff, denote the subgraph of G, outside the return S box and K s the subgraph of G, inside that box. To construct the graph G for the subprogram S, we merge H, with KS and delete the box. If S is a function and the return node depends on nodes dj ( d j ) , we insert arcs from the d; ( d j ) to the node for the function. Finally, we delete the return node along with its in-arcs to obtain the graph G .
I. Recursion
In constructing the graphs for recursive procedures and functions, a method of successive approximations is used, i.e., a sequence of graphs is constructed, each of which is a better approximation to the final graph. Thus, if (R is a set of mutually recursive procedures (or functions) and if the recursion terminates, then there is at least one procedure in (R that contains a base case and there is some order in which base case graphs for the procedures in (R can be constructed. Also, in a sequence of recursive calls to procedures in (R, there is at least one call in an alternative or iterative statement. For the iterative statement, the base case is a loop that executes zero times.
First we consider an innermost alternative or iterative statement of a procedure R in (R that contains a recursive call. We construct the graph K for the base case of the iterative statement as follows. For each variable or formal parameter x to which an assignment is made in a procedure in (R, we create new nodes x' and x and an arc For the alternative statement, we construct the graph for the branch that contains the base case using the composition rules and then create the additional nodes and arcs as for the iterative statement.
For a procedure R in a, we now construct the graph G i for the base case of R using the composition rules and the graphs K for the innermost alternative and iterative statements. Next we construct the graph Gk using the composition rules and the graphs G i for each recursive call in R to a procedure P . In general, the graph GF I is constructed using the graph GL (or G>+ I if it has already been constructed) for each recursive call in R to a procedure P. The graph Gk contains nodes for global variables and formal parameters, and represents the computation after exit from a particular invocation of R . AS we show in [13] , the graphs Gk converge to a graph Gg that represents the data dependencies for the procedure R . We now consider an example that illustrates the graph construction for mutually recursive procedures (Fig. 8). w" 
J . Exception Handling
In previous sections, the composition rules were extended to allow for an exception to be raised. Now we consider the construction for a block in which an exception is handled. . . . We let G, denote the graph constructed for the statements preceding the exception handler in the block and let H denote the subgraph of G, outside the boxes. If a raise statement in the block is not subject to a condition, the statements following the first such raise and preceding the handler are never executed and, although the block may be syntactically correct, it is semantically equivalent to a block that contains the statements preceding the first raise followed by the corresponding handler statements.
For each exception X that is raised and handled in the block, we compose K X and GX, where K X is the subgraph of G, inside the raise box and G X is the graph for the handler statement Sx. We insert arcs from each dj' ( d , )
upon which the exception node depends to each noninput node of G X . Then, we delete the exception node, its inarcs, and the raise X box. Finally, we merge the result with the graph H to obtain a new graph, which we also refer to as H .
If the block provides a handler for anonymous exceptions, the same construction applies, but the graph G for the block now consists of H and the boxed subgraphs of G, that represent exceptions not handled within the block.
If an exception is reraised (i.e., Sx contains a raise statement), again the same construction applies but the graph G for the block now contains a graph in a box labeled X (the box of Gx). This graph will subsequently be composed with the graph for a handler for others exceptions in an outer scope if such a handler exists.
If an exception is raised but not handled within a block, the exception node and the box remain a part of the graph for the block. The exception then becomes anonymous and can be handled by an others handler in an outer scope. If there is no such handler, the exception will be propagated to the last statement of the program and the final graph that is constructed will contain an exception node and a box. In this case, the program is represented by the subgraph outside the box, since the subgraph inside the box corresponds to an aborted or invalid execution. Fig. 9 , GI is the graph for the statements b := a; d : = c, G 2 is the graph for the if statement, G 3 is the graph for the statement b : = c + 1, and G4 is the graph for the handler statements h : = g ; k : = g. We compose the graphs G I , G 2 , and G 3 using the extended composition rule given in Section 11-E to obtain the graph in Fig.  10 . Then we apply the rule for a block that contains an exception handler. We compose the graph in the box for the raised exception with the graph for the corresponding handler and then merge this graph with the graph for the rest of the block, as shown in Fig. 11 . whenX = > h := g ; k := g ;
K. Tasking
For Ada programs with tasks, we assume that variables are not shared by different tasks of a block. Thus, the only data that flows between tasks is via parameters in a rendezvous. If shared variables are necessary, the graph construction can be modified to accommodate them. Initially, we assume that the rendezvous are nonreciprocal, i.e., that calls and accepts are not nested within accept bodies 
9'
"' 6" in such a way that a cycle of rendezvous may exist. Reciprocal rendezvous are discussed below. Because of the inherent nondeterminism of Ada tasking, the graphs we construct must represent all of the possible interleavings of statements in different tasks of a block. Furthermore, because of the dependencies introduced by the rendezvous, the graphs for the tasks of a block are not independent but intersect in the nodes that represent parameters in a rendezvous. Thus, the graphs for the tasks are only intermediate graphs that contain partial information-the graph of importance and interest is the graph for the block that contains the tasks. I) Graph for Entry: In constructing the graph for a block, we must take into account all of the possible rendezvous between calls and accepts for each entry declared in a task of the block. Thus, we consider all calls and accepts for a particular entry simultaneously rather than sequentially. Instead of constructing a separate graph for each call and accept, we construct a single graph for each entry E, which we refer to as the graph for entry E. The graph for entry takes into account all calls for each accept and all accepts for each call of the entry and is, in some sense, a "product" graph.
To construct the graph for entry, first we construct the graph for the body of each accept for the entry. Then we construct a graph for each instance of the accept provided by a call to the entry of the accept. Thus, for the statement accept E( * * -) do end accept; S A we let G, denote the graph corresponding to the body S, of the accept. For each call to the entry E, we construct a graph Grj from the graph G, by identifying actual and formal parameters, as for a procedure call. Thus, for each call to the entry of the accept, we replicate the graph G, and use these graphs to construct the graphs G, . , . Next, we merge the nodes of the graphs Grj that represent variables (but not parameters) of the accept to obtain a graph GR for each accept. Finally, we merge the nodes of the graphs GR that represent the actual parameters of the corresponding calls to obtain the graph GE for entry E.
Since one or more calls or accepts for an entry may be subject to a condition in an alternative, iterative, or select statement, we create a special node, referred to as an entry node, which depends upon the nodes of each condition and upon which each noninput node of the entry graph depends. These entry nodes are not merged in the graph for the body of the block in which the entries are declared, but they are eliminated from the graph for the block as a whole.
In the graphs for entry, the nodes corresponding to formal parameters are eliminated. If an actual parameter appears in more than one call, the graph for entry will contain more than one input (noninput) node for that actual parameter. Similarly, if a variable appears in more than one accept, the graph for entry will contain more than one input (noninput) node for that variable. To distinguish these nodes, the calls .and accepts for each entry are enumerated and their nodes are tagged with these numbers so that appropriate nodes of the graph for entry can be distinguished until they are subsumed, eliminated, or merged. The set of nodes corresponding to the actual parameters (variables) of a particular call (accept) is referred to as an interface.
Thus, the nodes of the graph of a composite statement are tagged with the numbers of the calls and accepts contained within it. During composition the tags ensure that nodes of the interfaces are not affected if the variables they represent are not within the statements being composed. Consider the following example for which the graph for entry is shown in Fig. 12 . if S,, is protected by a guard d, with operands dll, * , dIk and S,, contains an accept with entry E,.,, we create new nodes db and insert arcs from the d(, to the entry node of the graph for entry E,,, as well as to the noninput nodes of G,, where 1 5 j 5 1 + 1. Furthermore, for each noninput node n,, of G,, that does not appear as a noninput node of the graphs of the other alternatives, we create an input node mi, with the same label as n,, (if it does not already exist) and insert an arc from m:, to nrf. Finally, for each pair of graphs G,, and G,, we merge the nodes d(,, m:l, and m:J in the same interface graph that are labeled with the same identifier. Similarly, we merge the noninput nodes nrr and nrJ.
3) Tasks and Blocks that Contain Tasks: Using the graphs for entry and the other composition rules, we now construct the graphs for tasks and blocks that contain tasks. Thus, for each entry E we enumerate the calls and accepts for that entry and construct the graph for entry E (only one copy is required). In the case of nonreciprocal rendezvous, there is an order in which the graphs for entry can be constructed. We commence by constructing the graph for an "innermost" nested call or accept.
The graph for a task is constructed from the graphs for the entries in the calls and accepts of the task. If the task does not contain a terminate statement, the usual composition rules apply. If the task contains a terminate statement, the construction is similar to that for a procedure with a return statement. After elimination of nodes for local variables in the tasks, the nodes in the graphs for entry that represent variables referenced in the same task will have the same tag, whereas nodes that represent variables in different tasks will have different tags since there are no shared variables. Like the graph for a task, the graph for the body of a block is constructed by composition with the graphs for entry.
The graph G for the block as a whole consists of the graphs for the tasks contained in the block and the graph for the body of the block. These graphs may intersect in the graphs for entry. No further composition or merger is necessary because variables are not shared. However, the entry nodes and the nodes representing local variables are deleted and the tags of the remaining nodes are removed.
The graphs constructed from the graphs for entry are more conservative and less accurate than if they had been constructed by analyzing all of the possible interleavings of statements in a task. Determining the actual interleavings is a difficult problem, because the number of possibilities is exponential. For that reason, we have assumed that for a particular entry every call matches every accept, and we have merged together the graphs for accepts corresponding to different calls. As a result, the graphs may contain dependencies that are not actual dependencies, but the alternative is a depth of analysis inappropriate to data dependency graphs.
4)
Reciprocal Rendezvous: Now we let CR be a set of entries of reciprocal rendezvous, i.e., a set of entries for which a syntactic analysis reveals the possible existence of a cycle of calls and accepts of the entries of CR in different tasks. In Example 5 , entries E and F form a set of reciprocal rendezvous, since the body of an accept of E contains a call of F and vice versa. Such a potential cycle may not actually be realized when the program is executed, because the calling task in a rendezvous is suspended until the rendezvous completes.
For each entry E of CR, we construct a graph G i similar to the graph for entry E constructed previously except that for each call or accept of an entry F of CR that is contained in the body of an accept of E we use the empty graph, as shown in Fig. 13 . Similarly, we construct the graph GL except that for each call or accept of an entry F of CR that is contained in the body of an accept of E we use the graph GF. In general, the graph GL+' is constructed using the graphs Gb for the calls and accepts of the entries F of CR that are contained in the body of an accept of E. It can be demonstrated that, unless the program inevitably deadlocks, the graphs GL converge in a graph G: that represents the necessary dependency relationships. The graph G: is the graph for entry E for reciprocal rendezvous. . . . . . . 
Example 5:
< < L l > > < <L2> > < < L 3 > > < < L 4 > > < <L5> > < < L 6 > > < <L7> > < <LS> >
CORRECTNESS OF THE CONSTRUCTION
The proof of correctness of the graph construction involves showing that the graph for each type of program statement represents the correct dependency relationships and that composition of program statements preserves those relationships. In particular, we must show that no data dependencies are lost and no data dependencies are introduced by subsumption and elimination.
That no erroneous dependencies are introduced by subsumption and elimination follows from the fact that these operations introduce no arcs from nodes of G, to nodes of G,. However, subsumption may introduce arcs from nodes of G, to nodes of G,, and elimination may introduce arcs from nodes of G, to nodes of G, but, by the definition of subsumption and elimination, such arcs just represent the transitivity of the dependency relationship.
To see that no dependencies are lost, we observe that subsumption may result in deletion of arcs of G, and elimination may result in deletion of arcs of G,. Nevertheless, the construction is such that, if a dependency exists between two nodes before subsumption and elimination, and the nodes remain in the composite graph, then the dependency still exists between the two nodes after these operations are performed. Again, the proof is based on transitivity of the dependency relationship. Similarly, we can show the correctness of the graph construction for the other types of program statements. However, we note that dependency in these graphs is a syntactically defined property and that extraneous dependencies may be introduced,, ds for conditional statements and tasking. The complete proof of correctness, while not difficult, is lengthy due to the many different program statement types. The details can be found in [ 131.
IV. PRACTICALITY OF THE TECHNIQUE
In practical applications, the data dependency graphs constructed by our technique depend on the nature of the program and on the use that is made of the graphs. At one extreme, the dependency graph for the entire program can be constructed. Since programs generally involve only a few input and output files, the graph for the entire program is quite small and simple, and of little use. At the other extreme, the graphs for individual statements without composition can be constructed. The aggregate of those graphs is large, comparable in size to the program text, and also of little use. The utility of these data dependency graphs derives from the construction by composition of graphs for program units that are of interest to the programmer, software engineer, or other user.
A typical unit of interest is the procedure and, thus, we now compare the size of data dependency graphs for procedures against the size of the uncomposed component graphs. A procedure with few parameters and few references to global variables, but with many local variables, will have a data dependency graph that is much smaller than the aggregate of the graphs for its component statements. In contrast, consider a less probable procedure with a single local variable that depends on all of its in parameters and on which all of its out parameters depend. The dependency graph for such a procedure will be larger than the aggregate of the graphs for its component statements if there are at least two in parameters, at least two out parameters, and a total of five or more parameters.
As an example of what typically happens in practice, we considered five Ada programs extracted from a communications network experiment at the University of California, Santa Barbara. Each of these programs is composed of several thousand Ada statements, and all of them make extensive use of tasking, exception handling, and other Ada language constructs. Examination of the programs reveals that the programmers made extensive use of the Ada package facility for implementing abstract data types; indeed, about 75% of the code can be regarded as the definition of abstract data types. In these programs, the abstract data types are quite simple and their definitions are shallow, seldom more than two levels deep. In larger programs, the abstract data types might be more complex and might comprise a smaller proportion of the program.
The abstract data types are typically declared as record types, and the functions and procedures are quite simple, consisting of five to ten statements on average. The procedures seldom declare many local variables, although use is often made of variables global to the procedure but local to the package. The data dependency graphs for these procedures often show a reduction in size from the aggregate of the graphs for individual statements, because a record variable is represented as a single node in the graph and, thus, successive manipulations of different fields of the record are subsumed into a single data dependency.
The objective of abstract data types is to hide the details of the representation of the data, and their use in these programs is quite successful; the major units of the programs are much shorter and clearer than they would have been without the use of abstract data types. It is equally important to achieve a similar clarification in the data dependency graphs if they are to be useful. Here the composition rules for data dependency graphs are quite effective. The data dependency graphs for statements in the major program units, with the composition rules combining together the hidden dependencies within the abstract data types, are at an appropriate level of abstraction.
Other Ada language constructs are also used quite extensively in these programs. Most rendezvous are of a very simple structure with an exact match between a single call statement and a single accept statement, although a few accept statements are called from several parts of the program. The graph construction involving rendezvous is thus relatively simple, but the graphs themselves involve several tasks and are quite complex. It is clear from the graphs that the various tasks in these programs are highly interdependent. Exception handlers in these programs are also quite simple, perhaps closer to premature exits than to handlers. They add relatively little to the complexity of the graphs, but are useful in that they provide an explicit representation of the variables that may have been modified prior to an exception being raised.
In summary, the data dependency graphs constructed by our method clearly depend on the application, the programming style, and the program units under consideration. Because of subsumption due to repeatedly referenced variables, composition generally reduces the size of the dependency graphs from that of the aggregate of the component graphs for the individual program statements. Our limited experience shows that these data dependency graphs are substantially more tractable and more useful for program development and program validation than are conventional data dependence graphs. It also indicates that, to make extensive use of these dependency graphs in a program development environment, mechanical support is desirable.
V. CONCLUSION
We have presented a novel compositional method of constructing data dependency graphs based on composition rules. These rules match other composition-based program development techniques, and enable data dependency graphs for complex programs to be constructed from the simpler graphs for the units of which they are composed. The graphs constructed by this method are useful in a program development environment for analyzing data dependencies and tracking information flow within a program. These dependency graphs are generally quite compact with relatively few nodes and arcs and, thus, are less costly to store and analyze, which can be a significant advantage, particularly for nontrivial Ada programs.
