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Abstract
-Background. Autism spectrum disorder (ASD) affects the brain con-
nectivity at different levels. Nonetheless, non-invasively distinguishing such
effects using magnetic resonance imaging (MRI) remains very challenging to
machine learning diagnostic frameworks due to ASD heterogeneity. So far,
existing network neuroscience works mainly focused on functional (derived
from functional MRI) and structural (derived from diffusion MRI) brain con-
nectivity, which might not capture relational morphological changes between
brain regions. Indeed, machine learning (ML) studies for ASD diagnosis
using morphological brain networks derived from conventional T1-weighted
MRI are very scarce.
-New Method. To fill this gap, we leverage crowdsourcing by organizing
a Kaggle competition to build a pool of machine learning pipelines for neu-
rological disorder diagnosis with application to ASD diagnosis using cortical
morphological networks derived from T1-weighted MRI.
-Results. During the competition, participants were provided with a
training dataset and only allowed to check their performance on a public
test data. The final evaluation was performed on both public and hidden
test datasets based on accuracy, sensitivity, and specificity metrics. Teams
were ranked using each performance metric separately and the final ranking
was determined based on the mean of all rankings. The first-ranked team
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achieved 70% accuracy, 72.5% sensitivity, and 67.5% specificity, while the
second-ranked team achieved 63.8%, 62.5%, 65% respectively.
-Conclusion. Leveraging participants to design ML diagnostic methods
within a competitive machine learning setting has allowed the exploration
and benchmarking of wide spectrum of ML methods for ASD diagnosis using
cortical morphological networks.
Keywords: Neurological disorders, Machine Learning, Computer-Aided
Diagnosis, A Python Toolbox for Network Classification, Autism Spectrum
Disorder,
1. Introduction
Autism spectrum disorder (ASD) is a neuropsychiatric condition that im-
pairs behavioral and cognitive functions of children such as communication
and social interaction. The main symptoms of ASD are restricted and repet-
itive behaviors and interests. The number of ASD cases are increasing in the
world over time as reported in (Baio et al., 2018). The symptoms of ASD
generally appear in the first two years and tend to be long-life persistent.
Nevertheless, timely treatments can improve the symptoms and abilities to
function substantially. Therefore, the early accurate diagnosis of ASD is cru-
cial to develop specialized interventions (Zwaigenbaum et al., 2015). How-
ever, the diagnosis of ASD is very challenging due to its complex nature and
highly heterogeneous symptoms (Zhao et al., 2018).
Several studies in neuroimaging using different non-invasive brain imag-
ing modalities such as functional MRI (fMRI) and diffusion MRI (dMRI)
were proposed to overcome this challenge (Zhao et al., 2018; Anderson et al.,
2011; Eslami et al., 2019; Dekhil et al., 2019; Heinsfeld et al., 2018; Brown
and Hamarneh, 2016). Although such studies advanced our understanding
of brain changes in ASD subjects on functional and structural connectiv-
ity levels, they overlooked relational morphological changes between brain
regions. To address this gap in network neuroscience (Fornito et al., 2015;
Bassett and Sporns, 2017), a few recent studies investigated the potential
of cortical morphological networks (CMNs), derived solely from T1-weighted
MRI in distinguishing between the autistic and typical cortices (Soussia and
Rekik, 2017, 2018; Morris and Rekik, 2017; Georges et al., 2020). Notably,
several works investigated the change in morphology at a brain region level
(Postema et al., 2019; Itahashi et al., 2015; Yang et al., 2016), however, these
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did not investigate the changes in one brain region of interest (ROI) in re-
lation to another ROI. On the other hand, such morphological relationship
between pairs of ROIs can be nicely modeled using morphological brain net-
works, where the morphological connectivity between two regions encodes
their dissimilarity in morphology as introduced in (Mahjoub et al., 2018).
Although these few seminal works were the first to investigate how ASD af-
fects CMNs (Soussia and Rekik, 2017, 2018; Morris and Rekik, 2017; Georges
et al., 2020), they were based on particular machine learning (ML) methods,
which leaves us with a wider sprectrum of rich and diverse ML methods that
are fully unexplored for ASD diagnosis. On the other hand, crowdsourcing
has emerged as a framework to address computational challenges in many ar-
eas such as biomedical and genomics (Saez-Rodriguez et al., 2016; Belcastro
et al., 2018; Marbach et al., 2012), which accelerates exploring and bench-
marking both existing and novel approaches, and improves the robustness of
solutions. For this purpose, we organized an in-class challenge via Kaggle1,
where participants aim to classify ASD/NC subjects using solely CMNs de-
rived from maximum principal curvature of the cortical surface. Teams were
ranked based on three classification performance metrics: accuracy, sensitiv-
ity and specificity, evaluated on a a hidden test dataset. The final ranks of
teams were determined by summing ranks on each individual metric. This
challenge fills the gap emerging from the lack of studies on morphological
brain networks for ASD diagnosis, by enabling an assessment of a wide range
of methods through standardized performance metrics.
In this manuscript, we present the results for the competition and describe
the computational approaches of the top 20 ranked teams. We provide the
comparison and comprehensive characterization of different ASD/NC ML
classification methods on cortical morphological networks and interpret the
performance of each method. Promoting open ML in network neuroscience,
we have shared the Python network classification codes by the top 20 partic-
ipating teams on BASIRA Lab GitHub: https://github.com/basiralab/
BrainNet-ML-ToolBox, which were polished by the second-first author.
1https://www.kaggle.com/
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2. Methods
2.1. Competition Organization
The diagnosis of neurological disorders, such as ASD, can be formulated
as a classification task in machine learning. In this case, the learning model
being chosen for this task is fed by a training dataset in which each sample
is represented with brain connectome map (e.g., CMN) of a subject and a
binary classification label of the subject as with or without disorder. In the
case of highly-qualified generalizability of the ML model to unseen data in
the testing phase, such a learning model can be a pre-eminent method for
the diagnosis of a particular brain disorder. To evaluate the generalizability
of a wide spectrum of ML methods in diagnosing ASD patients using CMNs,
a competition was set up in Kaggle platform. The teams participating in
this competition were provided with two datasets for training and testing
phases, respectively. After training their designed ML frameworks, the teams
were allowed to produce a prediction label list for the test samples, and to
submit those predictions to the competition platform under a limited number
of rights so as to check the accuracy of their models. In this way, they
could change their learning algorithm or make some modifications on it like
parameter tuning or utilizing some preprocessing techniques.
At the end of the competition, the teams were requested to propose their
default ML frameworks so that they could be evaluated on a testing set
in terms of accuracy, sensitivity, and specificity. Based on each evaluation
metric, the teams were ranked. Ultimately, the overall competition rank was
defined by the summation of the three metric ranks of each team.
2.2. Analysis of Machine Learning Methods in the Brain Network Classifi-
cation Kaggle Competition
In this section, we provide an overview of the machine learning pipelines
that have been proposed by the top 20 leading teams in the competition.
All methods laying the foundation of those pipelines are examined under
three major ML categories: (1) preprocessing techniques, (2) dimensionality
reduction methods, and, (3) learning models (Figure 1).
2.2.1. Preprocessing Techniques
Preprocessing techniques are the algorithms on the front line of a machine
learning pipeline composed of several steps such as data preparation, dimen-
sion reduction, model training, validation, and testing. The main reason why
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Figure 1: Trends of machine learning methods for brain network classification in Kaggle
competition. The thickness of the link between two objects indicates the relative quantity
of usage from left to right.
they are commonly adopted is that they can improve poor-quality data in
some aspects such as outlier detection and feature scaling as well as impu-
tation, thereby preparing a more polished data for further steps of learning
process.
In the competition, there are totally four preprocessing techniques that
have been deployed in machine learning pipelines proposed by the partici-
pating teams, which are illustrated in Figure 2. Almost half of the teams
have not preferred to perform any data preprocessing. On the other hand,
feature scaling techniques (standardization and min-max scaling) have ac-
counted for approximately one-third of total usage. While the elimination
of constant features in the dataset has been leveraged by 4 teams, solely 1
team has utilized Isolation Forest algorithm for preprocessing.
The features of the datasets used in some machine learning tasks gener-
ally vary in range, and this issue decreases the performance of many learning
models and dimensionality reduction methods considerably (Gron, 2017).
For instance, gradient descent algorithm cannot modify the weights of the
features with different scales at equal rate, which impacts all learning al-
gorithms utilizing gradient descent such as logistic regression and support
vector machines (SVM). In addition to this, the dimensionality reduction
methods that shrink the feature space depending on the variance of the fea-
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Figure 2: Brain network data preprocessing techniques used in the brain network classi-
fication Kaggle competition for distinguishing between autistic and healthy subjects.
tures including Principal Component Analysis (PCA) and Linear Discrim-
inant Analysis (LDA) can be misled by large variability in feature scales.
Standardization, also known as standard scaling, and min-max scaling aim
to adjust all features to same scale. While standardization shifts the distri-
bution of values that a particular feature takes over the whole dataset to zero
mean and assigns it a unit standard deviation by z-score calculation, min-
max scaling tries to accumulate the values of features in 0-1 range (Raschka,
2014a).
Apart from those feature scaling operations (standardization and min-
max scaling), some competitors have also opted for eliminating six different
constant features. The main reason why such operation has been put into
practice is that unchanged features do not have any effect on the variation
of ground truth labels, thereby providing no contribution to the target clas-
sification task. Since it decreases the number of features in the dataset, it
can also be regarded as a dimensionality reduction technique rather than a
preprocessing operation.
The data samples of a particular dataset generally live in a high dimen-
sional space where they follow a specific pattern or trend, which is the general
principle that learning models aim to learn to make generalization to test-
ing datasets (i.e., new unseen samples). However, some of those samples
may have different characteristics or behavior that do not adhere to that
trend properly, which are called as outliers. Isolation forest algorithm aims
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to identify and isolate those outliers, also called as anomalies, by splitting
the feature space in which the samples are nested. This is based on a recur-
sive feature space partitioning process where outlier samples become isolated
faster than normal (Liu et al., 2008).
2.2.2. Dimensionality Reduction Methods
Dimensionality reduction methods used by the teams in this competition
have been significantly shaped by some fundamental ML issues, one of which
is the curse of dimensionality. Since each sample of the dataset is nested in
high dimensional space due to the large number of morphological features
(i.e., connectivity weights) derived from the CMN, several designed learning
models leveraged dimensionality reduction techniques to shrink the feature
space prior to the training phase.
According to Figure 3, more than half of the competitors have opted for
Principal Component Analysis (PCA). SelectKBest has been identified as the
second most used dimensionality reduction technique, accounting for 29.1%
of total usage. On the other hand, each of other four dimensionality reduction
methods (RFECV, Variance Threshold, MRMR, and LDA) has been used
by only one team, with a 4.2% usage rate.
Figure 3: Dimensionality reduction methods used in the brain network classification
Kaggle competition for distinguishing between autistic and healthy subjects.
Feature Extraction Techniques Principal Component Analysis (PCA)
and Linear Discriminant Analysis (LDA) are typical instances of feature ex-
traction methods in machine learning, which synthesize new, but fewer num-
ber of features. PCA generates those features in a new feature space by
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projecting the data samples onto pre-defined axes on which the samples are
dispersed most (i.e., maximizing the variance of the projected data in the
new space). To find out those axes, each of which is defined by a unique unit
vector called a principal component, it utilizes singular value decomposition
(SVD) of a data-driven matrix (Gron, 2017). Likewise, LDA aims to discover
new feature axes on which the samples are most scattered, but additionally
it also tries to group the data samples from the same class together, which
allows sample separation with respect to different classes (Raschka, 2014b).
Hence, it can be regarded as a supervised version of PCA.
Feature Selection Techniques SelectKBest, Variance Threshold, Min-
imum Redundancy Maximum Relevance (MRMR), and Recursive Feature
Elimination with Cross Validation (RFECV) are categorized as feature se-
lection methods. Their general aim is to choose the most discriminative
subset of original features; however, each of them has a different criterion to
figure out the importance rate of the features. To generally overview them,
variance threshold technique computes the variance of all features across the
whole dataset, and eliminates those whose variance value is less than a pre-
determined threshold (Pedregosa et al., 2011). Likewise, SelectKBest is a
similar approach, where the top k features with the highest scores are se-
lected by a scoring function (e.g., chi-square or f-score) (Pedregosa et al.,
2011). On the other hand, MRMR algorithm takes the basis of correlation
between features and labels of data samples for space reduction rather than
scoring those features depending on a particular metric or a score genera-
tor. At first, it eliminates the features less correlated with the ground truth
labels, since they are poorly effective in disentangling classes, which defines
the maximum relevance step. Next, it discards one member of any feature
pair highly-correlated with each other by following redundancy principal that
if two features are highly correlated, one of them can substitute the other
one. While carrying out this two-step process, MRMR utilizes a correlation
matrix, exhibiting mutual dependency of features and labels (Peng et al.,
2005). RFECV method differs from those three in the sense that it needs to
employ a learning model due to its wrapper based characteristics. It shrinks
the original feature set in each recursive operation in which the base learner
is trained with given training dataset, and k number of features with the
lowest discriminative scores are discarded. Cross-validation enables this al-
gorithm to determine the most effective dimension of feature space, that is
the number of features that will be kept to train the classification model
(Guyon et al., 2002).
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2.2.3. Learning Models
Learning models are pre-experienced systems in machine learning domain
that can classify problem-specific items or estimate target outputs of those
items depending on the type of the problem. To obtain this ability, they try
to capture and figure out the hidden relationship in the dataset, which is pro-
vided for the learning procedure of the models as ready experience. In some
cases, they may fail to learn from the dataset, and go through overfitting or
underfitting. In this competition, almost all teams have utilized dimension-
ality reduction methods to circumvent the curse of dimensionality, that is
one of those cases, and to make this learning process easier for their models.
However, the most of the groups have achieved very low classification results
in the start of the competition in spite of applying preprocessing and dimen-
sionality reduction techniques. This has automatically led the competitors to
use more advanced learning techniques such as the collaboration of multiple
predictors or learners, namely ensemble learning techniques.
As it is depicted in Figure 4, 55% of the 20 teams in this competition
have preferred to utilize ensemble learning models, which are mainly cat-
egorized into Boosting, Bagging and Voting systems. On the other hand,
single-learner systems have comprised 45% of total usage. To examine them
in detail, while one-fifth of the competitors have chosen decision tree as their
major model, the proportions of K-Nearest Neighbor (KNN), and Support
Vector Machines (SVM) users have been equivalent (10% for both). Lo-
gistic regression has been the least preferred classification technique for the
diagnosis of ASD with solely 5% of usage.
Ensemble Learning The fundamental principle that ensemble learn-
ing adopts is to confer with the aggregation of learning models rather than
trusting in the classification performance that only one of them achieves.
However, the essential point in this principle is how each of the learning
models in an ensemble system is allowed to learn distinct and unique pat-
terns from the dataset, which is called diversity. First approach used to fulfill
this diversification is to expose each base learner in an ensemble system to
a subset of the training set, not whole distribution in training stage, which
is a typical data sampling technique for each one of them. In this strategy,
since the learning process is diversified among base learners by different local
subsets of the training data, same type of base learner is used to set up the
underlying structure of ensemble system. On the other hand, to promote di-
versity in learning, it is also possible that different kinds of base learners are
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Figure 4: Distribution of the learning methods used in the Kaggle competition for clas-
sifying autistic and healthy subjects using cortical morphological networks.
trained with the entire training set. The main categories of ensemble learning
(boosting, bagging, and voting) are based on both approaches (Zhang and
Ma, 2012).
Bagging systems accommodate multiple homogeneous base learners to co-
operate with one another. In a typical bagging system, a subset of the
training data is constructed for training each base learner using uniform
sampling. Both operations, construction of those subsets and base learners’
being trained with them, are implemented in parallel thanks to the non-
existence of direct dependency between subsets or base learners. In general,
bagging systems provide a ‘replacement’ option, which enables a data sam-
ple to be added to more than one training subset. On the contrary, pasting
algorithm (Breiman, 1999) restricts each data sample to belong to only one
training subset. In the testing phase of a bagging system, the majority or
average of all predictions made by base learners for testing samples is com-
puted depending on the target problem being classification or regression task
respectively (Breiman, 1996). Two teams in the competition have deployed
this ensemble system with the base learners K-Nearest Neighbor and Sup-
port Vector Machines, while one team has opted for a specialized version of
bagging system for decision trees, called as Random Forest (Breiman, 2001).
Boosting algorithms combine multiple homogeneous base learners to work
in collaboration just like bagging systems; however, they define relations and
dependencies between those base learners to gradually improve the ensemble
performance. In particular, adaptive boosting, a typical instance of boosting
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methods, trains each base learner with a particular subset of the training
data; however, the probability of the samples’ being chosen for that subset
is correlated with their weight values, which are assigned to them equally
at the beginning of the training stage. When a base learner is trained with
its corresponding subset, its generalization is tested on the entire training
set, and the weights of misclassified samples are increased to make sure that
those will be included in the training subset of the next base learner. In
this way, each base learner is guaranteed to be trained with mistakes that
have been made by previous learners, thereby increasing the difficulty of the
classification task at hand for the next learner which enhances its robustness.
The main purpose is to expose the learners to the weaknesses of the overall
system so that they can boost themselves and become stronger against those
weaknesses. On the other hand, in the testing phase, a weighted majority
voting over the predictions that are made by the base learners is adopted to
estimate the final decision of the boosting system in labeling the testing sam-
ples (Freund and Schapire, 1995). Apart from AdaBoost, Gradient Boosting
(Friedman, 2001) and XGBoost (Extreme Gradient Boosting) (Chen and
Guestrin, 2016) are also variants of boosting algorithms that have been uti-
lized by the competitors. They provide more generalized schemes to boosting
in which additive improvement and gradient descent are combined.
These two ensemble learning techniques (bagging and boosting) are alike
in that both of them carry out diversification over subsets of training sam-
ples, while employing a single type of base learner. On the contrary, voting
techniques, a third type of ensemble learning, fuse different types of learn-
ers over the entire training set. The controversial issue that is encountered
in voting ensembles is how the predictions of different sorts of learners are
combined during the testing stage. In fact, although a variety of approaches
for the combination of base classifiers is presented by (Kittler et al., 1998),
the most preferred one in this competition is majority voting, also called as
hard-voting. In majority voting principle, all base learners in the voting en-
semble make their predictions about which class a testing sample belongs to,
and the final vote (i.e., predicted label) will be the most frequent or ‘agreed
upon’ label outputted by all learners (Zhang and Ma, 2012).
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3. Results
3.1. Evaluation Dataset
Cortical morphological network (CMN) construction We used
Autism Brain Imaging Data Exchange (ABIDE I) dataset2, comprising 200
subjects (100 normal controls (NC) and 100 ASD). (Di Martino et al., 2014).
Each subject has a structural T1-w MRI. We used FreeSurfer (Fischl, 2012)
to extract both right and left hemispheres (RH and LH) for each subject,
then parcellate each into Nr = 35 cortical regions of interest using Desikan-
Killiany Atlas. For each subject, we generate a CMN using the maximum
principal curvature (MPC) as a cortical attribute as introduced in (Mahjoub
et al., 2018). Specifically, we first compute the average MPC in each cortical
ROI. To define the morphological connection between two ROIs, we compute
the absolute distance between average MPC in both ROIs. In a CMN, when
two ROIs Ri and Rj become more similar in morphology, their morphological
connectivity nears zero. By vectorizing the off-diagonal upper triangular part
of each CMN, we generate a connectivity vector of size Nc = Nr× (Nr−1)/2
(i.e., 595 connectivities for Nr = 35).
Random partition of the evaluation dataset Training and testing
sets which have been provided for competing teams were composed of 120
and 80 samples respectively, each of which refers to a cortical morphological
network. The testing set has been equally divided into public and private
parts in which the competitors were allowed to check the generalizability of
their learning models over only public part. In other words, it was designed
that they could monitor accuracy results of their models for solely the public
part of the whole unseen testing set during the competition, while the ac-
curacy score of predictions over the private subset was kept inaccessible for
even testing until the end of the competition. Upon the end of the competi-
tion, the default ML frameworks proposed by the teams were tested over the
entire testing set. Adopting such an evaluation strategy primarily aimed to
first avoid the overfitting stemming from the teams’ behavior of exhaustive
submissions to Kaggle to monitor the accuracy results of their ML models,
and second evaluate the generalizability of the designed models on an extra
testing dataset they did not have access to for model training and testing.
2http://preprocessed-connectomes-project.org/abide/
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3.2. Performance Metrics
We evaluated the performance of ML pipelines for ASD/NC classification
by using the results derived from the public and private testing subsets in
terms of accuracy, sensitivity, and specificity metrics. The public test set was
partially accessible to the competitors during the competition so that they
could check their model accuracy, whereas the private one was completely
kept hidden to assess the generalizability of the models after the competition.
By using these two test sets, public and private accuracy, sensitivity, and
specificity values were computed for the method of each team, and then
those two results were averaged for all three metrics. All participating teams
were ranked in three different ways, each of which takes the basis of one type
of average measurement, and the sum of three ranks determined the final
rank of each team in the competition. Table 1 displays the classification
results for the top 20 competitors and Table 2 details the components of the
20 designed ML pipelines.
Team ID Accuracy Sensitivity Specificity
Accuracy
Rank
Sensitivity
Rank
Specificity
Rank
Sum of
Ranks
Final
Rank
1 0.700 0.725 0.675 1 2 5 8 1
2 0.638 0.625 0.650 2 5 6 13 2
3 0.600 0.425 0.775 3 15 2 20 3
10 0.600 0.700 0.500 3 3 15 21 4
5 0.588 0.650 0.525 5 4 13 22 5
8 0.563 0.525 0.600 6 9 7 22 5
7 0.563 0.625 0.500 6 5 15 26 7
11 0.550 0.500 0.600 8 10 8 26 7
13 0.538 0.500 0.575 10 10 9 29 9
9 0.550 0.350 0.750 8 19 3 30 10
12 0.538 0.375 0.700 10 17 4 31 11
4 0.538 0.925 0.150 10 1 20 31 11
6 0.525 0.050 1.000 13 20 1 34 13
14 0.525 0.550 0.500 13 8 15 36 14
17 0.525 0.575 0.475 13 7 19 39 15
16 0.513 0.450 0.575 16 14 9 39 15
18 0.500 0.425 0.575 17 15 9 41 17
19 0.500 0.475 0.525 17 12 13 42 18
15 0.475 0.375 0.575 20 17 9 46 19
20 0.488 0.475 0.500 19 13 15 47 20
Table 1: The ranks of the top 20 competitors.
3.3. Best performing methodologies
Evaluation scores of ML pipelines designed for ASD/NC classification are
illustrated in Figure 5. These performance measurements comprise accuracy,
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sensitivity, and specificity metrics. On the other hand, Figure 6 gives in-
formation about how those pipelines are ranked with respect to those three
evaluation scores. In both charts, the teams are ordered from left to right
depending on ascending overall competition rank. As it is depicted by Figure
5, while the accuracy scores of the top three teams varied between 0.6 and
0.7, the opposite group (the worse ones) was stabilized in approximately 0.5
accuracy rate.
Figure 5: Evaluation scores of the 20 participating teams.
In this competition, two major methodologies were adopted in the design
of the competing learning models, which are single-learner systems and en-
semble learning. Support Vector Machines (SVM) (Chang and Lin, 2011),
Logistic Regression (Hosmer Jr et al., 2013), K-Nearest Neighbor (KNN)
(Peterson, 2009), and Decision Tree (Breiman et al., 1984) are single-learner
based methods used in the competition. The results revealed by the charts
in Figures 5 and 6 highlight which one of these two methodologies were more
prominent and achieved remarkable results. Notably, the two best perform-
ing teams with classification accuracies of 0.70 and 0.638, respectively, and a
quite balanced sensitivity-specificity metric scores, opted for Gradient Boost-
ing technique in ensemble learning. Likewise, team 3 with a 0.6 classification
accuracy used one of the ensemble learning methods, that is a voting sys-
tem of multiple predictors with a majority voting option. This reveals that
building a synergy between different learners has a higher fault tolerance, and
consequently, it surpasses the weaknesses of single learner systems. However,
14
Figure 6: The ranks of the 20 participating teams.
this does not entail that using an ensemble learning method constantly guar-
antees the best results or a better generalizability than single-learners. For
instance, team 10 has chosen decision tree classifier as default model, and
left some ensemble users behind by getting ranked fourth in the competition.
In addition to this, although team 15 has benefited from bagging algorithm
in ensemble learning with SVM base classifier, it was in the penultimate
position with solely 0.475 accuracy rate.
4. Discussion
Overview Distinguishing the autistic from the typical brain using struc-
tural T1-weighted MRI is still challenging due to the disorder heterogeneity
as well as subtle changes in the brain structure. Cortical morphological net-
works derived merely from structural T1-w MRI were used in this Kaggle
competition to design robust and accurate ML frameworks for ASD diagno-
sis.
Crowdsourcing by means of community competitions has been widely used
as a framework to address complex scientific problems in various areas such
as neuroimaging (Bron et al., 2015; Saez-Rodriguez et al., 2016) and ge-
nomics (Belcastro et al., 2018; Marbach et al., 2012). To fill the gap in
ASD disagnosis using morphological cortical morphological networks, we or-
ganized an in-class competition via Kaggle to investigate a wide spectrum of
ML pipelines and scrutinize their strengths and limitations. We encouraged
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the participants to develop their genuine ML model pipelines collaboratively
by enabling to join teams of at most 3 members. While the competition
was ongoing, the teams were able to only access the classification accu-
racy on the public part of the test set. In this way, they were pushed to
generate models that better generalize to unseen subjects. At the end of
the competition, the best 20 submissions in terms of public testing accu-
racy were included in this study for further examination. The final ranking
was determined based on the sum of the ranks for each evaluation met-
ric using both public and private testing sets. More importantly, we pro-
vide the open source codes in Python of the top 20 competing teams at
https://github.com/basiralab/BrainNet-ML-ToolBox. Although, these
sources codes were primarily designed for ASD diagnosis using CMN datasets,
they can be utilized for brain network classification in general.
Best and worst performing ML algorithms This competition en-
abled the comparison of different machine learning methodologies for distin-
guishing between autistic and healthy subjects using cortical morphological
networks. Table 2 shows the preprocessing and classification methods used
by each individual team. The best performing team (team-1) achieved an
overall accuracy, sensitivity, and specificity scores of 0.7, 0.725, and 0.675 re-
spectively (Table 1) using univariate feature selection method (selectKBest)
based on univariate chi-square statistical tests, followed by Gradient Boost-
ing classification method. The second team (team-2) applied MRMR algo-
rithm for exploring the better representative features, then used Gradient
Boosting model for classifying subjects, and achieved 0.638, 0.625, and 0.650
scores in accuracy, sensitivity, and specificity metrics respectively. While the
first two teams have opted for the Gradient Boosting technique, the team
in the third-order has benefited from voting of multiple predictors with the
majority voting option. Team-3 and team-10 took 3rd and 4th places respec-
tively in the final ranking with the same accuracy of 0.6. Team-3 preferred
an ensemble voting scheme involving different boosting algorithms like Ad-
aBoost and XGBoost after shrunk the feature space using PCA. In this way,
they obtained high specificity (0.775) but quite low sensitivity (0.425), which
means successful identification of the normal controls but overlooking actual
autism cases significantly. Unlike the top three teams, Team-10 preferred to
use merely decision tree classifier instead of ensemble methods, and achieved
enhanced sensitivity (0.7) but poor sensitivity (0.5) in contrary to Team-3.
Other teams did not get remarkable results since their accuracy remained
below 0.6 and the average of sensitivity-specificity was low.
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Although both are expected to be high, there is typically an inherent
tradeoff between sensitivity and specificity in ASD diagnosis due to its com-
plexity (Randall and Williams, 2018). A prediction with high sensitivity
but low specificity cause overdiagnosis. On the other hand, low sensitiv-
ity but high specificity could result in overlooking actual autism subjects.
High sensitivity can be favorable in population-based screening (level one)
since it is desired to identify the maximum number of subjects at risk. Be-
sides, specificity is more important in further evaluation (level two) to be
applied to subjects that are categorized as at-risk previously (Lang et al.,
2016). Because high specificity enables a model to discriminate the subjects
not affected by ASD more accurately. Therefore, applying a classification
method with high specificity followed by another with high specificity value
can enhance the classification performance.
Bagging and boosting algorithms as ensemble methods have been success-
fully applied in high dimensional data classification problems (Pappu and
Pardalos, 2014). Especially, boosting methods such as GradientBoosting
and XGBoost showed their success in public challenges among many other
methods (Chen and Guestrin, 2016). In this challenge, the first two best per-
forming teams (team-1 and team-2) exploited GB and outperformed other
methodologies. Team-3 at 3rd rank used voting classifier in conjunction with
different boosting methods such as AB, GB and XGB. The results clearly
show that the ensemble methods can tackle the high dimensionality prob-
lem of CMNs better than individual traditional methods. The success of the
ensemble methodology is rooted in the principle of combining weak classi-
fiers as to complement each other’s weaknesses. The final combination model
hopefully yields improved generalizability and robustness over a single model.
However, team-10 was the only team in the top 5 teams, which preferred
DT as a single classifier (Table 2). Mostly, conventional classification models
using high-dimensional data are more likely to overfit data than the ensemble
methods (Pappu and Pardalos, 2014). Hence, for single models, the use of di-
mensionality reduction techniques such as feature selection or feature extrac-
tion are of greater importance than for ensemble methods. Team-10 applied
PCA method after eliminating constant features and used 60 extracted new
features to train their model (Table 2). In this way, they outperformed some
ensemble methods including XGBoost and Adaboost. Team-4 also applied
DT with PCA but obtained poorer results (11th) unlike team-10 (Figure
6). The main difference in implementations is the number of principal com-
ponents used. Team-4 used 16 principle components (i.e., new extracted
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features) while team-10 used 60. This indicates how the optimization of the
dimensionality reduction method affects the results.
On the other hand, the ML pipelines in the lower half of ranking mostly
suffered from the absence of preprocessing techniques (Table 2). Team-14,
team-16, team-17, and team-18 did not use any preprocessing techniques and
the PCA/LDA dimensionality reduction methods they used can heavily be
affected by redundant constant features which were not removed. Similarly,
8 of the last 10 teams used PCA but only 2 teams among them have scaled
the dataset prior to the application of PCA, which can worsen the model
performance significantly.
Although the ensemble methods achieved remarkable results in this chal-
lenge, team-14 which used RF, team-17 and team-18 which used VC with
various classifier models, and team-15 which used BC achieved poor results
(Figure 6). In addition to the aforementioned lack of data preprocessing,
team-18 exploited 3 different dimensionality reduction methods together and
this obviously negatively affected the prediction accuracy. Team-14 employed
RF model with PCA but they preposterously excluded 20 training samples.
One of the issues of the ML framework designed by team-15 was probably
related to shrinking sample size using IF method. They excluded 7 samples
detected as an outlier by IF and trained the model with the remaining 113
samples. Since the size of the dataset is not large, this might have a sig-
nificant effect on the model performance. Furthermore, they used RFECV
based on SVM, which is an iterative method to find the best features, then
exploited bagging with SVC to classify subjects without normalizing the fea-
tures. Making such ML decisions should be rigorously justified and well
thought out in future studies.
Another factor having a substantial effect on the ML model performance
is parameter tuning. The top 3 teams leveraged tuning techniques to enhance
the predictive power of their models. Team-1 used Python implementation
(GitHub, 2017) of SIMLR framework (Wang et al., 2017), which is a novel
similarity-learning framework to learn the similarity between data samples
for dimensionality reduction, clustering, and visualization. Team-2 estimated
the optimal parameters based on empirical tuning. Team-3 applied a grid
search technique (Bergstra and Bengio, 2012) for tuning model parameters.
The problem of ASD diagnosis based on CMNs is characterized by high
dimensional data where the number of connectivity features Nc is far greater
than subjects (Nc >> N). High dimensionality is a common problem in
learning from data, known as the curse of dimensionality problem. Because
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of the lack of enough subjects to decipher the relation between features, the
models have difficulty in generalizing the data accurately and tend to over-
fitting, which frequently results in a decrease in classification performance.
To overcome this, removing irrelevant and redundant data is requisite using
an appropriate dimensionality reduction technique. Additionally, utilizing a
narrow set of selected features reduces model complexity, which leads to a
better understanding of the learning process. However, the success of the fea-
ture reduction strategies highly depends on the type of data (Janecek et al.,
2008). Since the provided training dataset has zero-valued columns, most of
the teams initially have cleared out those columns as an initial step. The
majority of teams preferred to use various feature extraction techniques such
as PCA to decrease the number of features (Table 2). Fewer teams relied on
feature selection techniques such as selectKBest (Team-1, Team-5, etc.) to
find better representative subsets of features.
Limitations of adopted ML techniques In feature selection, the
information may be lost to some extent, since some of the features are dis-
carded. On the other hand, feature extraction techniques such as PCA suffer
from tractability. To infer the most important features, they project the high-
dimensional original features into a low-dimensional space, which is generally
an intractable process that hinders biomarker identification. We note that
the top 2 best-performing teams used feature selection techniques, SKBA
and MRMR (Table 2), which allow feature tractability.
Furthermore, dimensionality reduction methods such as PCA, LDA, and
ICA are insufficient to capture highly-nonlinear relationships among vari-
ables. Using nonlinear dimensionality reduction methods (Tenenbaum et al.,
2000; Zhang, 2015; Debnath et al., 2018) can enhance classification accu-
racy. Besides, the problem of high dimensionality can be addressed using a
deep learning framework (Kiarashinejad et al., 2020; Du et al., 2018). Deep
learning performs non-linear transformation of the original data. This way,
it encodes the data from a high-dimensional manifold into a low-dimensional
manifold containing more discriminative information. However, using deep
learning comprises its own challenges inside (Du et al., 2018). Its main limi-
tations are of requiring a sufficiently large training dataset. Also it might be
prone to overfitting more likely than traditional methods. None of the teams
have incorporated deep learning methods since the goal of the competition
was to primarily focus on typical ML tools, which are easy to train and hence
can be easily utilized by clinicians.
One of the main difficulties encountered in building classification models
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from high-dimensional data having a limited number of samples is the ten-
dency to overfitting. Although using the appropriate dimensionality reduc-
tion technique can help alleviate this issue, choosing the model, adjusting the
parameters and determining the evaluation criteria are of great importance.
In this challenge, ensembles models exhibited more robust performance than
individual models. In ensemble models, it is expected that the advantages
of different methods complement each other and shortcomings are resolved
when their predictions are integrated. Most of the teams trusted in the col-
laboration of multiple models instead of a single model. Boosting and voting
classifiers have been the most preferred ensemble methods in the challenge.
First and second-ranked teams utilized the Gradient Boosting (GB) classi-
fier, after applying filtering-based feature selection. GB aims to learn from
the misclassified samples in the previous step for improving the models to be
able to classify them correctly. Thus, GB is prone to overfitting if it is not
stopped early enough.
Study limitations and recommendations for future work A lim-
itation of this challenge arose in the evaluation phase. Kaggle allows only a
single test set and a scoring metric to measure the submission performance.
Therefore, we randomly determined a portion of the dataset as test set and
used accuracy as a scoring metric. We further circumvented the limitation of
a single scoring metric by measuring the other two metrics, sensitivity and
specificity on final submissions of predictions. A better evaluation scheme
can be set up using cross-validation.
This study provided insights on the discriminative potential of cortical
morphological networks in diagnosing autistic spectrum disorders using a
large pool of machine learning techniques. However, for this Kaggle challenge,
evaluation metrics were only restricted to classification accuracy, sensitivity
and specificity. For translational medicine, clinicians can explore the designed
algorithms using other evaluation metrics that they regard as important for
their diagnosis. In this challenge, we have only utilized CMNs derived from
maximum principle curvature of the cortical surface for ASD diagnosis. For a
future challenge, one can use multi-view CMNs (Mahjoub et al., 2018; Soussia
and Rekik, 2018; Raeper et al., 2018; Lisowska et al., 2019), where each
CMN is derived from a particular cortical measurement, to investigate the
discriminative potential of other types of CMNs as well as design computer-
aided diagnosis ML frameworks that operates on multi-view brain networks.
These can also be combined with clinical scores and other clinical data.
In this study, we did not constraint the participants to use particular ML
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methods. This limits a thorough investigation of the designed ML pipelines as
we might miss a few details on how some hyper-parameters were optimized.
Future comparative works can focus on the top performing methods and
conduct a more detailed analysis of their inner engineering steps. This will
allow to identify the most reproducible and reliable diagnostic ML pipeline
for a more focused clinical research. For this reseason, we made the source
codes of all teams available on GitHub3. Note that this Kaggle challenge was
restricted to a few number of participants (a classroom), in a future work,
we can organize a public challenge as part of an international conference or
workshop. As such, we should provide a larger dataset to better cover the
heterogeneity of autism (Geschwind and Levitt, 2007; Hull et al., 2017).
5. Conclusion
Designing accurate and reproducible machine learning frameworks for
autistic spectrum disorder diagnosis using brain networks remains highly
challenging due to its heterogeneity. A vast number of studies conducted
in neuroimaging involving non-invasive brain imaging modalities such as
functional MRI (fMRI) and diffusion MRI (dMRI) for diagnosis. However,
morphological brain connectivity derived merely from structural T1-w MRI
was used seldom, despite the novel insights it might provide about ASD
and how it affects the brain connectional morphology. In this study, we ex-
ploited crowdsourcing by organizing an in-class Kaggle challenge to fill the
gap in the utilization of cortical morphological networks for the diagnosis of
ASD. The participants were encouraged to develop their innovative model
pipelines as a result of collaboration of their teams. Our competition en-
abled benchmarking a large number of machine learning methods comprising
connectomic data preprocessing and classification steps. Although the train-
ing data is small and high-dimensional, the best performing team (team-1)
achieved 0.7, 0.725, and 0.675, and the second team (team-2) achieved 0.638,
0.625, and 0.650 accuracy, sensitivity, and specificity scores, respectively.
This demonstrates the discriminative potential that CMNs hold in diagnos-
ing autism. In future large-scale challenges, we can leverage multi-modal
brain networks including functional, structural, and morphological networks
to design new ML frameworks that can handle multimodal datasets and
3https://github.com/basiralab/BrainNet-ML-ToolBox
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investigate the relationship between those networks and how they are al-
tered by autism. The designed frameworks in this challenge are generic and
can be used for neurological disorder diagnosis using uni-modal (i.e., single
type) brain networks. We refer interested readers to our GitHub website
https://github.com/basiralab/BrainNet-ML-ToolBox.
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