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vRE´SUME´
Dans le cadre de minimisation concave, un type de proble`me d’optimisation quadratique,
nomme´ biline´aire disjoint (BILD), peut se reformuler en deux proble`mes line´aires syme´triques
MinMax (LMM). Comme les solutions optimales de BILD et de ses reformulations LMM
sont lie´es par une simple bijection, la question de notre travail de recherche s’agit profiter de
cette reformulation pour re´soudre BILD.
Dans la litte´rature, une technique de calcul, appele´e coupe de concavite´, propose´e par
Tuy [39] en 1964, s’ave`re importante afin de re´soudre les BILD. L’algorithme base´ unique-
ment sur cette technique n’est pas suˆrement de convergence finie. Cela est duˆ a` plusieurs
proble`mes, parmi lesquels nous citons : le proble`me de de´ge´ne´re´scene et le proble`me de cu-
mul des coupes.
Depuis, des chercheurs tentent d’ame´liorer la convergence de l’algorithme des plans cou-
pants. Pour ce faire, ils ont inte´gre´ cet algorithme avec d’autres techniques de calcul. En
effet, Konno [23] a introduit la technique Mountain Climbing en 1971 pour e´valuer a` chaque
ite´ration une solution locale. Avec l’usage des pseudo-sommets, Marcus [34] a de´veloppe´ en
1999 des coupes similaires a` celles de Tuy en de´composant le coˆne polye`dral. En 2001, Alarie
et al. ont traite´ le proble`me de de´ge´ne´rescence et ont exploite´ la technique de “Branch and
Bound” pour les instances BILD de grande dimension.
La recherche propose´e dans ce me´moire se situe dans la continuation de ces travaux. Nous
proposons deux nouvelles strate´gies pour la ge´ne´ration de coupes de concavite´. Dans la pre-
mie`re, nous avons e´labore´ une mise a` jour dynamique des coupes apre`s qu’une ame´lioration
de la valeur objectif soit faite. Dans la seconde, au lieu que les coupes soient associe´es a` des
sommets, nous les avons associe´es aux pseudo-sommets.
Ces deux nouvelles strate´gies sont teste´es nume´riquement sur un ensemble de proble`mes
tests tire´s de la litte´rature ainsi que sur une collection de proble`mes ge´ne´re´s ale´atoirement.
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ABSTRACT
In the context of concave minimisation, a type of quadratic optimization problem, called
BILD problem, can be reformulated into two symmetrical linear MinMax problems LMM .
As there is a simple bijection between the optimal solution of BILD and their reformulations
LMM , our research question is to take advantage of this reformulations for solving BILD.
In the litterature, a computation technique , called concavity cut, proposed by Tuy [39] in
1964, has been shown to be useful solving the BILD problem. However, it is still unknown
whether the finite convergence of a cutting planes algorithm can be enforced by the concavity
cut itself or not. This is due to several problems, among which we mention : the degeneracy
problem and the accumulation of cuts.
Since then, researchers have attempted to improve the convergence of the cutting planes
algorithm. To achieve this, they have integrated the algorithm with other computation tech-
niques. Indeed, Konno [23] introduced in 1971 the mountain climbing (MC) technique to
evaluate in each iteration a local optimal solution. In 1999, Marcus [34] used the pseudo-
vertices to developed similar Tuy cuts by decomposing the polyhedral cone. Alarie and al.
treated in 2001 the degeneracy problem ant they have exploited the “Branch and Bound”
technique for solvign BILD instances with large dimensions.
The proposed research in this project is the continuation of this works. Thus, we proposed
two ways for deploying cuts. In the first one, we dynamically update previously generated
cuts after an improvement of the objective function value. In the second, instead rooting the
cuts at vertices, we root them at pseudo-vertices.
These two new strategies are tested numerically on a set of test problems issued from the
literature as well as on a collection of randomly generated instances.
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1CHAPITRE 1
INTRODUCTION
Selon leur type, les proble`mes d’optimisation (PO) sont re´partis dans des classes pour
distinguer leur structure. Afin de parler de ceux qui nous inte´ressent (BILD et LMM), nous
commenc¸ons ce chapitre par une se´rie de de´finitions mathe´matiques. Suite aux descriptions
des proble`mes BILD et LMM , nous pre´sentons la structure de notre me´moire.
1.1 Minimisation concave et maximisation convexe
Nous supposons que le lecteur soit familier avec les concepts de base d’analyse convexe
tels que l’espace Rn, les hyperplans, les facettes, les areˆtes, etc . . . Sinon, ces concepts se
trouvent dans la litte´rature ([25][30]).
De´finition 1. Un sous-ensemble P de Rn de´limite´ par un nombre fini d’hyperplans est un
polye`dre. Son expression mathe´matique est comme suit :
P = {x ∈ Rn : Ax ≤ a} ou` A ∈ Rm×n et a ∈ Rm.
Un polytope est un polye`dre borne´.
De´finition 2. Un ensemble P est convexe si le segment joignant deux points quelconques de
P est contenu entie`rement dans P . Formellement, cela s’e´crit :
pour tout x, y de P et tout t ∈]0, 1[, on a : tx+ (1− t)y ∈ P .
De´finition 3. Soient P un ensemble convexe et ϕ une fonction re´elle tel que ϕ : P → R.
a. ϕ est dite concave sur P si :
pout tout x, y de P et tout t ∈]0, 1[, on a : ϕ(tx+ (1− t)y) ≥ tϕ(x) + (1− t)ϕ(y).
b. ϕ est dite convexe sur P si −ϕ est concave sur P .
De´finition 4. Soient P un polytope et ϕ : P → R une fonction concave (resp. convexe). Le
PO suivant :
min
x∈P
ϕ(x)
(
resp. max
x∈P
ϕ(x)
)
est alors un proble`me de minimisation concave (resp. proble`me de maximisation convexe).
2Minimiser une fonction concave est e´quivalent a` maximiser une fonction convexe. Afin
d’illustrer la difficulte´ lie´e a` ces proble`mes, conside´rons deux fonctions f et g, respectivement
concave et convexe, et analysons leur PO :
min
x∈X
f(x) ; max
u∈U
g(u).
Cette notation signifie que nous cherchons un terme x dans X (resp. u dans U) qui donne
la plus petite (resp. grande) valeur de f (resp. de g). Ce terme est appele´ solution optimale
dont la valeur est dite optimale. La figure 1.1 illustre cette situation avec la dimension 1, ou`
le domaine est un intervalle ferme´ et borne´.
X
f
γ0  = f (x0 )
γ  = f ( x )
x0
x
Solution 
locale
Solution 
optimale
^
^^
(a) Fonction concave avec X ⊆ R
U
g
γ0  = g (u0 )
γ  = g ( u )
u0
u
Solution 
locale
Solution 
optimale
^
^^
(b) Fonction convexe avec U ⊆ R
Figure 1.1 Polytopes de dimension 1
Comme le montre ces figures, la fonction f concave (resp. g convexe), atteint la valeur op-
timale avec la solution optimale xˆ (resp. uˆ). Aussi, le PO en f (resp. en g) respectivement
comporte x0 (resp. u0) comme solution localement optimale.
Il est facile de pre´senter graphiquement le processus d’optimisation d’une fonction dans un
espace de dimension 1. Alors que dans un espace de dimension n = 2, nous trac¸ons a` la
figure 1.2 les courbes de niveau Fγ = {x ∈ Rn : f(x) = γ} et Gγ = {u ∈ Rn : g(u) = γ}
pour diffe´rentes valeurs de γ.
3f
x^1
x2^
-11
-10
-9
-8 -7
-6 -4
2
X
(a) Fonction concave avec X ⊆ R2
g u^1
u2^
11
10
9
8 7
6 4
-2
U
(b) Fonction convexe avec U ⊆ R2
Figure 1.2 Polytopes de dimension 2
Ces figures montrent que la fonction f concave (resp. g convexe), atteint la valeur optimale
aux solutions optimales xˆ1 et xˆ2 (resp. uˆ1 et uˆ2). Tous les autres sommets des polytopes
repre´sentent les solutions locales de f et g.
Dans ce qui suit, nous conside´rons un polytope P ⊆ Rn, une fonction re´elle ϕ sur P et
une valeur donne´e γ ∈ R.
The´ore`me 1. Si la fonction ϕ est concave, et si elle est borne´e infe´rieurement sur P , alors
il existe un sommet de P qui minimise ϕ sur P .
The´ore`me 2. Si la fonction ϕ est concave (resp. convexe), alors l’ensemble
Cγ = {x ∈ Rn : ϕ(x) ≥ γ} (resp. Cγ = {x ∈ Rn : ϕ(x) ≤ γ})
est convexe.
Le PO que nous conside´rons est
min
x∈P
ϕ(x)
ou` ϕ : Rn → R est la fonction objectif concave que l’on souhaite minimiser, P ⊂ Rn est le
domaine re´alisable. On adoptera la notation du tableau 1.1.
4Tableau 1.1 Notation et terminologie
Notations De´finitions
ϕ Fonction objectif ou couˆt a` optimiser
P Domaine re´alisable du PO
x ∈ P x : Solution re´alisable
x /∈ P x : Solution non-re´alisable
ϕ(x∗) = min
x∈P
ϕ(x) x∗ : Solution optimale de ϕ de valeur ϕ(x∗)
ϕ(x∗) ≤ ϕ(x) pour tout x ∈ P ∩Bε(x∗) x∗ : Solution locale de ϕ de valeur ϕ(x∗)
min
x∈P
ϕ(x) = −∞ PO non-borne´
P = ∅ ou min
x∈P
ϕ(x) = +∞ PO non-re´alisable
Dans notre cadre de recherche, nous cherchons a` minimiser un proble`me biline´aire disjoint
qu’on note BILD, tout en profitant de sa reformulation en deux PO concaves [32][20], note´s
par LMM .
1.2 Proble`me biline´aire disjoint (BILD)
Le proble`me BILD fut introduit par Konno [23] en 1971 pour ge´ne´raliser l’approche de
Mills [29] (1960) afin de trouver un point d’e´quilibre de Nash [31] (1951) d’un jeu bimatriciel.
Ce genre de proble`me mode´lise une situation ou` le domaine re´alisable est de´fini par deux
ensembles disjoints, et ou` la fonction objectif est biline´aire (c’est-a`-dire, elle devient line´aire
lorsque les valeurs d’un des deux groupes de variables sont fixe´es). Le proble`me BILD se
formule comme suit :
(BILD)
min
x,u
ctx− utQx+ utd
s.c. Ax ≥ a, utB ≥ bt
x ≥ 0, u ≥ 0
= min
x∈X,u∈U
h(x, u) (1.1)
ou`
h(x, u) = ctx− utQx+ utd
et
x, c ∈ Rnx ; a ∈ Rnv ; A ∈ Rnv×nx ;
u, d ∈ Rnu ; b ∈ Rny ; B ∈ Rnu×ny ; Q ∈ Rnu×nx .
X = {x ∈ Rnx : Ax ≥ a, x ≥ 0} ; U = {u ∈ Rnu : utB ≥ bt, u ≥ 0}.
51.3 Proble`me line´aire MinMax (LMM)
Les proble`mes LMM sont la combinaison de deux proble`mes line´aire (PL) qui incarnent
respectivement deux classes de de´cisions diame´tralement oppose´es. La premie`re classe com-
prend la manipulation des variables de de´cision avec des inte´reˆts minimales que la seconde va
en profiter pour ge´ne´rer son inte´reˆt maximal. L’une de leurs formulations est propose´e pour
la premie`re fois par Falk [16], plus tard par Lutzenko et Martynov [26] et se formule comme
suit :
(LMM) min
x∈X
ctx+

max
y
bty
s.c. By≤ d−Qx
y≥ 0

 = minx∈X
ctx+
maxy bty
s.c. y ∈ Y (x)

(1.2)
ou`
X = {x ∈ Rnx : Ax ≥ a, x ≥ 0} ⊆ Rnx ; Y (x) = {y ∈ Rny : By ≤ d−Qx, y ≥ 0} ⊆ Rny ;
x, c ∈ Rnx ; a ∈ Rnv ; A ∈ Rnv×nx ; y, b ∈ Rny ; d ∈ Rnu ; B ∈ Rnu×ny ; Q ∈ Rnu×nx .
Ainsi le premier niveau doit choisir la variable x de X qui lorsque combine´e avec la re´action
de la variable y de Y (x) du second niveau, minimise la fonction objectif.
1.4 Structure du me´moire
Ce me´moire est structure´ de la fac¸on suivante.
Le chapitre deux comprend les outils mathe´matiques en lien avec la reformulation des
BILD et l’introduction des coupes de concavite´. Ces outils sont suivis, dans le meˆme chapitre,
par une revue de la litte´rature et une discussion portant sur les proble`mes de calcul qui
peuvent subsister.
Au chapitre trois, la rencontre pratique des travaux vus en litte´rature se fuˆt de´crit avec
des choix de mode`les nume´riques et des conceptions de leurs algorithmes de re´solution.
En proposant des ame´liorations dans le de´ploiement des coupes, un retour concret a` nos
objectifs sera fait au chapitre quatre. Ce dernier comprend un algorithme ge´ne´ral englobant
l’ensemble de nos travaux.
Le chapitre suivant pre´sente les re´sultats nume´riques sur un ensemble de proble`mes tests
tire´s de la litte´rature ainsi que sur une collection de proble`mes ge´ne´re´s ale´atoirement.
Et finalement, le dernier chapitre de´crit la synthe`se et les perspectives de nos travaux.
6CHAPITRE 2
OUTILS EN OPTIMISATION CONCAVE ET REVUE DE LITTE´RATURE
Pour focaliser notre recherche sur les exigences de nos objectifs scientifiques, nous proce´-
dons a` la premie`re section a` une revue des outils mathe´matiques de base, puis a` la deuxie`me,
des liens existant entre BILD et ses reformulations. Par conse´quent, a` la troisie`me section,
une revue de litte´rature portant sur trois axes proble`matiques va eˆtre e´labore´e.
2.1 De´finitions et concepts de base
Cette section pre´sente une se´rie de de´finitions mathe´matiques objectifs et des concepts
de base pour ge´ne´rer une coupe de concavite´. L’ensemble de ces outils constituent une base
essentielle pour lancer notre recherche.
2.1.1 Sommets, pseudo-sommets voisins et de´ge´ne´rescence
La re´solution d’un PO concave s’appuie sur la recherche, parmi les sommets d’un polytope,
de celui dont la valeur objectif est optimale. Les notions de sommets, de´ge´ne´re´s ou non,
d’hyperplans, de voisinage et de pseudo-sommets sont essentielles a` cette e´tude.
De´finition 5. Un pseudo-sommet x d’un polytope P dans un espace de dimension n est un
point x a` l’intersection n hyperplans distincts contenant chacun une facette de P . Si x ∈ P ,
alors il s’agit d’un sommet.
De´finition 6. Deux sommets ou pseudo-sommets distincts partageant n−1 hyperplans conte-
nant chacun une facette de P sont dits voisins.
De´finition 7. Dans un espace de dimension n, si exactement n facettes d’un polytope se
rencontrent en un seul point, alors elles de´terminent un point non de´ge´ne´re´. S’il y a plus de
n facettes qui s’y rencontrent, alors ce point est un point de´ge´ne´re´.
Nous commenc¸ons par illustrer, dans un espace de dimension 2, les sommets et les pseudo-
sommets voisins. Ensuite, dans un espace de dimension 3, nous pre´senterons un exemple de
de´ge´ne´rescence.
En examinant la figure 2.1, nous pouvons tirer les observations suivantes :
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Figure 2.1 Sommets et pseudo-sommets
1. Le polytope P peut s’e´crire sous la forme
P = {x ∈ R2 : at1x ≤ b1, at2x ≤ b2, ..., at8x ≤ b8}
dans laquelle atix = bi est l’e´quation de la i
e`me facette du polytope P .
2. Tous les sommets et certains pseudo-sommets du polytope P sont illustre´s par des
points dans la Figure 2.1. Ils repre´sentent les solution xi,j des e´quations matricielles(
atj
ati
)
x =
(
bj
bi
)
.
3. Les sommets ou les pseudo-sommets lie´s par une areˆte, pointille´e ou non, sont voisins.
En plus, nous distinguons dans la Figure 2.1 la notion d’un sommet voisin de celle d’un
pseudo-sommet voisin comme suit.
- D’abord, a` titre d’exemple, nous souhaitons citer les voisins de x1,8 (sommets et pseudo-
sommets) qui se trouvent sur la 8e facette du polytope P .
- L’ensemble de sommets voisins de x1,8 est le singleton {x8,7} (Figure 2.1(a)) alors que
l’ensemble des pseudo-sommets voisins du meˆme sommet est {x2,8, x3,8, x8,7, x8,6, x8,5, x8,4}
(Figure 2.1(b)). Remarquons bien que les indices du x1,8 et ceux des ses voisins (sommets
et pseudo-sommets) diffe`rent d’un seul chiffre.
- Enfin, comme les indices d’un point font rapports avec les facettes qui le de´terminent,
nous constatons que les syste`mes d’e´quations des sommets ou des pseudo-sommets
voisins diffe`rent d’une seul ligne. Par exemple, il est facile de remarquer que x1,8 et
x8,4 sont les solutions des syste`mes d’e´quation
(
at1
at8
)
x =
(
b1
b8
)
et
(
at4
at8
)
x =
(
b4
b8
)
respectivement, qui diffe`rent d’une seule ligne.
8Pour illustrer graphiquement la notion de la de´ge´ne´rescence dans un espace de dimension 3,
nous nous servons de la figure 2.2.
Figure 2.2 Polytope de dimension 3
Les quatre sommets a` la base de la pyramide sont a` l’intersection de trois facettes, et sont
donc non de´ge´ne´re´s. Or, le sommet au haut de la pyramide est a` l’intersection de quatre
facettes et est dit de´ge´ne´re´.
Conside´rons maintenant et formellement un polytope P = {x ∈ Rn : Ax ≤ a} avec
A ∈ Rm×n et a ∈ Rm dans un espace de dimension n ≥ 2.
De´finition 8. Un sommet x0 du polytope P est une facette de dimension 0. C’est a` dire, il
existe une (n, n+ 1)-sous-matrice (A0, b0) de la (m,n+ 1)-matrice (A, b) qui ve´rifie les deux
conditions suivantes :
Condition 1. Ax0 ≤ a,
Condition 2. A0x0 = a0, i.e. x0 = A
−1
0 b0.
Si la premie`re condition est ne´glige´e, i.e. Ax0 6= a, alors le sommet x0 est dit pseudo-sommet.
Ainsi, un pseudo-sommet devient sommet s’il appartient au polytope P .
De plus, s’il existe une seule matrice inversible A0 qui de´termine x0, alors x0 est non de´ge´-
ne´re´. Autrement, il est dit de´ge´ne´re´.
De´finition 9. Deux sommets ou pseudo-sommets x1 et x2 du polytope P sont voisins s’il
existe des (n, n + 1)-sous-matrices (A1, a1) et (A2, a2) de la (m,n + 1)-matrice (A, a) qui
ve´rifient les deux conditions suivantes :
Condition 1. x1 et x2 sont les solutions des syste`mes d’e´quations A1x = a1 et A2x = a2,
Condition 2. les sous-matrices (A1, a1) et (A2, a2) diffe`rent d’une seule ligne.
92.1.2 Coupes de concavite´
Les coupes de concavite´ furent introduites pour la premie`re fois par Tuy [39] en 1964, puis
de´veloppe´es par Glover [17] en 1973, pour re´soudre les proble`mes de minimisation concaves.
Pour de´tailler cette technique, nous pre´sentons les e´le´ments de base, les e´tapes de sa ge´ne´ra-
tion, et enfin son domaine d’application.
E´le´ments d’introduction d’une coupe
Nous de´finissons dans un espace Rn les e´le´ments de base servant a` la construction et a` la
validation d’une coupe de concavite´.
De´finition 10. Un coˆne polyhe´dral convexe de sommet xˆ dans un espace Rn est un ensemble
de la forme
xˆ+ Cone(δ1, ..., δk) = xˆ+
{
k∑
i=1
αiδ
i : αi ≥ 0
}
=
{
xˆ+
k∑
i=1
αiδ
i : αi ≥ 0
}
,
ou` les δi sont des vecteurs incidents du sommet xˆ. On dit que le coˆne est engendre´ par
δ1, ..., δk.
De´finition 11. L’enveloppe convexe des vecteurs δ1, ..., δk est l’ensemble de la forme
Conv(δ1, ..., δk) =
{
k∑
i=1
αiδi : αi ≥ 0,
k∑
i
αi = 1
}
.
L’ensemble Conv(δ1, ..., δk) est un polytope.
De´finition 12. Soit ϕ : Rn → R une fonction concave. La γ−extension (parfois non borne´e)
est le point le plus e´loigne´ de xˆ dans la direction δi pour lequel la valeur de la fonction ϕ
de´passe γ.
En d’autres termes, pour le sommet xˆ du polytope P , la γ − extension dans la direction δi,
(i = 1, 2, ..., k) est le point xˆ+ αˆiδ
i ∈ Rn ou` αˆi est la valeur optimale de
max
αi
αi
s.c. ϕ(xˆ+ αiδ
i) ≥ γ
Ainsi, la concavite´ de la fonction ϕ assure que tout point de l’enveloppe convexe de l’ensemble
{xˆ, xˆ+ αˆ1δ1, xˆ+ αˆ2δ2 ..., xˆ+ αˆkδk} posse`de une valeur de la fonction ϕ supe´rieure ou e´gale a`
γ (Horst et Tuy [21]).
De´finition 13. Soit Ω ⊆ Rn un ensemble et P un polytope. Une (P,Ω)-coupe est valide s’elle
re´duit le polytope P sans e´liminer aucun point de P ∩ Ω.
10
Ge´ne´ration d’une coupe de concavite´
En minimisation concave, l’introduction d’une coupe de concavite´ consiste a` retrancher
une partie d’un polytope ou` la fonction objectif est plus grande ou e´gale a` une valeur don-
ne´e. Pour ce faire, nous proce´dons d’abord a` construire un coˆne polyhe´dral. Ensuite, pour
introduire ce genre de coupe, nous e´valuons les γ-extensions dans les directions de ce coˆne.
Enfin, apre`s la de´termination de cette coupe, nous ve´rifions sa validite´.
E´tant donne´ une valeur γ ∈ R, un ensemble convexe Cγ = {x ∈ Rn : ϕ(x) ≥ γ} tel que
ϕ : Rn → R est une fonction concave, un ensemble Ω = {x ∈ Rn : ϕ < γ} comple´mentaire
de Cγ, un polytope P = {x ∈ Rn : Ax ≤ a} tels que A ∈ Rm×n, a ∈ Rm avec m > n, et
un sommet non de´ge´ne´re´ xˆ de P , nous construisons le coˆne polye´dral associe´ a` xˆ avec les
directions δi, i = 1, 2, ..., n qui sont celles des sommets voisins de xˆ.
Comme exemple dans un espace de dimension 2, les figures 2.3a et 2.3b pre´sentent un meˆme
coˆne polye´dral issu du sommet xˆ pour deux fonctions concaves diffe´rentes. La figure illustre
aussi la courbe de niveau associe´e a` la valeur γ.
E1
E2
x^
x2
x1
Cγ
γP
P
(a) Cγ : Ensemble convexe fini
E1
E2
x^
x2
x1
Cγ
γ
P
P
(b) Cγ : Ensemble convexe infini
Figure 2.3 Coˆne polye´dral
Si xˆ est un sommet polyhe´dral non de´ge´ne´re´, alors il existe une seule (n, n+ 1)-sous-matrice
(A0, a0) de la matrice (m,n)-(A, a) telle que A0xˆ = a0 , i.e. xˆ = A
−1
0 a0. Graphiquement, cela
s’interpreˆte qu’il existe exactement n sommets voisins xi de xˆ dans le polytope P . Ainsi, ces
sommets voisins constituent avec xˆ des directions δi = xi − xˆ (line´airement inde´pendantes)
qui de´terminent le coˆne polye´dral relatif a` xˆ et a` P . Dans la suite, ce coˆne s’e´crit sous la
forme C (xˆ) = xˆ+ Cone (δ1, ..., δn).
Apre`s la construction du coˆne, nous e´valuons les γ-extensions xˆ+ αˆiδi qui devraient eˆtre
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les points d’intersection de l’areˆte Ei = {yi(αi) = xˆ + αiδi : αi ∈ R+} et de la frontie`re
fr (Cγ). Si un tel point existe, alors αˆi < ∞. Sinon, i.e. Ei ⊆ Cγ, on pose αˆi = +∞. Ainsi,
une coupe passant par les γ-extensions finies peut eˆtre introduite. Elle croise les areˆtes Ei
lorsque αˆi <∞ et est paralle`le a` Ei sinon. Son e´quation est de la forme pit(x− xˆ) = 1 ou`
pit = (
1
αˆ1
,
1
αˆ2
, ...,
1
αˆn
)Q−1
avec Q = (δ1, δ2, ..., δn) et avec la convention que
1
∞ = 0.
Dans le meˆme exemple que celui de la figure 2.3, des coupes sont introduites apre`s e´va-
luation des γ-extensions. L’une d’elles (figure 2.4a) rencontre les areˆtes E1 et E2, l’autre
(figure 2.4b) rencontre l’areˆte E1 et est paralle`le a` l’areˆte E2.
E1
E2
x^
x2
x1
Cγ
γP
P
φ( x ) ≥ γ
Π t( x – x ) = 1
^
x + α
1 δ 1
^
^
x +
 α 2
δ
2
^
^
(a) γ-extensions finies
E1
E2
x^
x2
x1
Cγ
γ
P
P
Π t( x – x ) = 1
φ( x
 ) ≥ γ
^x +
 α 1
δ
1
^
^
(b) Une des γ-extensions est infinie
Figure 2.4 Coupes de concavite´s
Les parties hachure´es des figures en dessus sont retranche´e du polytope P . Elles comprennent
des termes x pour lesquels la fonction objectif est plus grande ou e´gale a` la valeur γ donne´e.
Le polytope P est ainsi re´duit.
Comme ϕ est une fonction concave, la coupe pit(x − xˆ) ≥ 1 e´limine seulement des
points du coˆne C (xˆ) qui appartiennent a` Cγ. En effet, en conside´rant l’ensemble P ∩ Ω =
{x ∈ P : ϕ(x) < γ}, nous constatons que (P ∩ Ω) ⊆ C(xˆ) et que Cγ ∩ (P ∩ Ω) = ∅. Ainsi,
pit(x − xˆ) ≥ 1 e´limine xˆ sans e´liminer aucun point de P ∩ Ω, i.e. pit(x − xˆ) ≥ 1 est une
(P,Ω)-coupe, dite coupe de concavite´ ou coupe de Tuy [39].
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Domaine d’application
L’usage des coupes de concavite´ peut eˆtre utilise´ en pre´-traitement ou bien jumele´ a`
plusieurs algorithmes : algorithme de Branch and Bound [4], algorithme conique de plan
coupant [28], etc. . . Aussi, elles e´taient rencontre´es dans d’autres proble`mes d’optimisation :
minimisation concave [12], programmation convexe-inverse [22], programmation en nombres
entiers [27], programmation et optimisation lipschitzienne biline´aire [9].
2.2 Re´solution de BILD
Dans [7][37][6], les auteurs exploitent la structure particulie`re du proble`me BILD pour
trouver une solution optimale. En effet, ils ont d’abord reformule´ BILD en LMM concaves.
Ensuite, ils ont exhibe´ les liens entre leurs solutions locales et optimales. Suite a` ces re´sultats,
ils ont enfin propose´ une de´marche de re´solution. Cette chronologie est de´taille´e ci-dessous.
2.2.1 Passage de BILD a` LMM
Comme les ensembles X et U du proble`me BILD (e´qu. 1.1) sont des polye`dres dans des
espaces disjoints, alors BILD est fondamentalement de´composable en deux proble`mes LMM
(e´qu. 1.2) syme´triques et concaves.
En effet, par le proce´de´ de fixer l’une des variables (x ou u) et de varier l’autre, deux
expressions f et g peuvent eˆtre de´rive´es de BILD comme suit :
f(x) = ctx+ min
u∈U
ut(d−Qx) et g(u) = utd+ min
x∈X
(ct − utQ)x,
ou` f : Rnx → R et g : Rnu → R sont des fonctions que l’on doit minimiser.
En passant a` leur dual, les fonctions f et g peuvent s’e´crire de la fac¸on suivante :
f(x) = ctx+ max
y∈Y (x)
bty ; g(u) = utd+ max
v∈V (u)
vta,
ou` les domaines re´alisables Y (x) et V (u) sont des polye`dres parame´tre´s exprime´s sous forme
Y (x) = {y ∈ Rny : By ≤ d−Qx, y ≥ 0} ⊆ Rny ,
V (u) = {v ∈ Rnv : vtA ≤ ct − utQ, v ≥ 0} ⊆ Rnv .
Ainsi, BILD se reformule en l’un des proble`mes LMM suivants :
(LMMxy) min
x∈X
f(x) ou bien (LMMuv) min
u∈U
g(u)
Dans la litte´rature, des discussions concernant l’optimisation concave (Pardalos et al. [32],
Horst [20]), de´montrent que les fonctions f et g sont line´aires par morceaux et concaves.
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2.2.2 Re´sultats mathe´matiques
Les reformulations LMM de BILD peuvent eˆtre utiles pour le re´soudre. En effet, comme
le montrent les propositions suivantes, les solutions de BILD peuvent eˆtre de´duites de ses
reformulations LMM [7].
Proposition 1. La solution (x∗, u∗) est une solution optimale de BILD si et seulement si
x∗ est une solution optimale de LMMxy, et u∗ est une solution optimale de LMMuv.
Proposition 2. Pour toute solution optimale locale x∗ de LMMxy, il existe un u∗ dans U ,
tel que (x∗, u∗) est une solution optimale locale pour BILD.
Proposition 3. Si (x∗, u∗) est une solution optimale locale de BILD telle que l’optimalite´
est stricte pour la variable x, i.e., il existe un  > 0 tel que la fonction objectif h(x, u) =
xt − utQx+ utd de BILD satisfait :
h(x∗, u∗) ≤ h(x, u) pour tout x ∈ X ∩B(x∗), pour tout u ∈ U ∩B(u∗),
h(x∗, u∗) < h(x∗, u) pour tout u ∈ U ∩B(u∗), u 6= u∗,
alors x∗ est une solution optimale locale de LMMxy.
Ces propositions sugge`rent qu’une fac¸on de re´soudre BILD se fasse par la re´solution de ses
reformulations. Cette de´marche de re´solution est due, d’une part, a` l’existence d’une bijection
entre les solutions optimales de BILD et celles de ses reformulations LMM . D’autre part,
elle est duˆ a` l’injection qui donne une solution locale du BILD en combinant les solutions
locales de ses reformulations LMM (la re´ciproque n’est pas vraie [5]).
Dans le cas ou` l’un des ensembles du proble`me BILD (X ou U) est non borne´, il est
ne´cessaire, avant de lancer la re´solution et selon la litte´rature [7], de ve´rifier si BILD est non
borne´ avec la proposition 4.
Proposition 4. Supposons que X est borne´ et U non borne´. La valeur optimale z∗ de BILD
est borne´e si et seulement si pour tout x dans X, le polye`dre Y (x) est non vide.
Ainsi, un proble`me fortement NP-complet FORBIDDANCE [7] de´coulant de la proposi-
tion 4 est re´solu en premier. Si le re´sultat de cette re´solution est strictement ne´gatif, alors
nous conclurons que BILD est non borne´. Sinon, nous nous proce´dons a` re´soudre BILD
ordinairement.
La possibilite´ d’avoir une meilleure solution pour BILD revient a` combiner des meilleures
solutions de ses reformulations. Ce concept me`ne a` chercher, en premier lieu, parmi les som-
mets voisins afin de choisir ceux des meilleurs. Ainsi, il est inte´re´ssant d’e´largir les notions
the´oriques du sommet voisin avec les proble`mes BILD.
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Afin de pouvoir en parler, nous pre´sentons une paire de de´finitions en conside´rant comme
notations les ensembles NX(x¯) et NU(u¯) de sommets voisins de u¯ dans U et de x¯ dans X
respectivement.
De´finition 14. Soient x¯ un sommet de X et u¯ un sommet de U . Un voisin de (x¯, u¯) dans
le domaine re´alisable de BILD est tout doublet qui s’e´crit sous forme :
(xi, u¯) avec xi ∈ NX(x¯) ; (x¯, ui) avec ui ∈ NU(u¯).
De´finition 15. Soient x¯ un sommet de X et u¯ un sommet de U . La solution (x¯, u¯) est
minimum N-locale de BILD si et seulement si elle ve´rifie les deux conditions suivantes :
h(x¯, u¯) ≤ h(xi, u¯) pour tout xi ∈ NX(x¯)
et
h(x¯, u¯) ≤ h(x¯, ui) pour tout ui ∈ NU(u¯).
2.2.3 Procedure de re´solution
La re´solution de BILD consiste a` minimiser ses reformulations LMM concaves dans
leur polye`dre. Cela implique la recherche, parmi les solutions locales x∗ de LMM xy et u∗ de
LMMuv, de la solution optimale (x
∗, u∗) de BILD [Theo. 1]. L’obtention de cette dernie`re
n’est pas e´vidente, mais il est facile d’obtenir une solution N -locales de BILD avec l’al-
gorithme “Augmented Mountain Climbing” (MC), introduit par Konno [23] en 1971. Nous
de´crivons cette technique a` la section 4.1.1.
2.3 Revue de litte´rature
Notre recherche e´tait inspire´e de la litte´rature sur plusieurs axes de proble`matiques. La
comple´xite, la convergence et la de´ge´ne´rescence furent parmi ces axes de´crits dans cette
section.
2.3.1 Comple´xite´
En ge´ne´ral, la re´solution de BILD est NP-complet. En effet, selon Pardalos et Schnit-
ger [33], la re´solution de ce type de proble`me est NP-complet, meˆme pour un cas particulier
de la minimisation d’une fonction concave quadratique sur un hypercube. Plus tard, en deux
ans, Kalantari et Bagchi [8] ont prouve´ cette complexite´.
Marcus [34] a trouve´ en 1999 une fac¸on de re´duire la complexite´ nume´rique des proble`mes
concaves. En effet, il a modifie´ l’algorithme de Tuy en y ajoutant des coupes assigne´es, non
seulement aux sommets du polye`dre, mais aussi a` ses pseudo-sommets. Ce type de coupes est
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plus pronfond que celui de Tuy et l’algorithme re´sultant acce´le`re la vitesse de convergence. En
comparant ses re´sultats nume´riques avec ceux de Zwart [40] sur de meˆmes types d’instances,
jusqu’a` 50% de coupes sont e´pargne´es du calcul.
2.3.2 Convergence
Pour les proble`mes de minimisation concave, il est difficile de prouver ou de re´futer la
convergence finie d’un algorithme comprenant uniquement la technique des plans coupants.
En effet, des expe´riences ont montre´ que l’algorithme des plans coupants, tel que propose´ par
Tuy, peut boucler sur certains proble`mes [9][40]. En essayant d’e´viter cette situation, Zwart
[41] a propose´ en 1973 des modifcations, sans pouvoir prouver la convergence de l’algorithme.
Ils ont tous constate´ que l’algorithme de coupe de concavite´ converge lentement vers une
solution locale vu que les coupes deviennent presque paralle`les e´liminant ainsi une tre`s petite
partie de la re´gion re´alisable a` chaque ite´ration [Sec. 4.1].
L’e´tude de la convergence fut aussi traite´e par Konno [24] en 1971 avec les proble`mes
BILD. Vaish et Shetty [36] ont e´galement pre´sente´ en 1977 un algorithme similaire a` celui
de Konno [24], mais sans pouvoir garantir la convergence finie. De meˆme, Horst [19] en 1976
n’a pas pu le prouver. Plus tard, Sherali et Shetty [35] l’ont de´montre´ en 1980 par l’ajout
judicieux des coupes disjonctives. Comme cette dernie`re approche est tre`s couˆteuse, elle est
fre´quemment mise de coˆte´.
Seule, la technique des coupes de concavite´ ne suffit pas a` garantir la convergence finie.
D’ou` la necessite´ d’utiliser d’autres techniques pour l’assurer.
En exploitant la technique de “Branch and Bound” et en de´veloppant la strate´gie de
l’e´nume´ration implicite de Beale et Small [10], Audet [5] a pu de´montrer en 1997, dans sa
the`se doctorale, la convergence finie pour des proble`mes convexes. Son approche, comme celle
de Thieu [37] en 1988, ne requiert pas que les domaines X et U de BILD soient borne´s. Elle
comprend la proce´dure “augmented mountain climbing” de Konno [24] pour e´valuer a` chaque
ite´ration la borne infe´rieure de la solution optimale.
2.3.3 De´ge´ne´rescence
Dans un espace de dimension n, plus que n+1 directions peuvent eˆtre issues d’un sommet
de´ge´ne´re´ et l’introduction d’une coupe n’est plus traditionnelle.
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Devant une telle situation, Horst et Tuy [21] ont propose´ la technique d’introduire des
coupes de concavite´, associe´es au sommet de´ge´ne´re´, a` travers les γ-extensions dans tous les
directions des sommets voisins. Ce type de proble`me est conside´re´ NP-complet. Pour e´viter
l’e´nume´ration de tous les sommets voisins, Alarie et al. [4] ont propose´, en cas ou` la valeur du
sommet de´ge´ne´re´ courant est diffe´rente de la meilleur valeur γˆ a` date, la recherche ale´atoire
d’un sommet voisin non de´ge´ne´re´ afin de lui introduire une coupe.
2.4 Discussion
Ce chapitre constitue une base the´orique essentielle pour nous rejoindre avec les chercheurs
dans leurs avance´es et leurs de´fis rencontre´s. Pour explorer concre`tement ces derniers, nous
de´crivons au chapitre suivant une approche des mode`les nume´riques qui vont eˆtre re´solus par
des algorithmes spe´cifiques inspire´s de la litte´rature. A` la suite de cette exploration, nous
proposons au chapitre quatre des ame´liorations a` apporter dans ce domaine de recherche.
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CHAPITRE 3
AVANCE´ES ET DE´FIS RENCONTRE´S
Dans ce chapitre, des me´canismes de conception et d’imple´mentation vont eˆtre explore´s
pour joindre pratiquement les avance´es et les de´fis rencontre´s dans la litte´rature.
Les proble`mes de comple´xite´, de convergence et de de´ge´ne´rescence sont de´crits en premier.
Concernant les avance´es rencontre´es, la technique de re´flexion et le choix du meilleur sommet
voisin viennent apre`s.
Cette partie du document comprend aussi l’esprit de recherche avec lequel nous abordons
les proble´matiques, les interpre´tons et de´crivons les algorithmes conc¸us a` leur re´solution en
s’inspirant de la litte´rature.
3.1 Complexite´ et recouvrement total du polye`dre
La quantite´ de ressources (en temps et en espace) ne´cessaire pour re´soudre les BILD
e´tait prise en conside´ration durant la conception des algorithmes.
L’e´nume´ration de tous les sommets voisins d’un sommet non de´ge´ne´re´ x0 du polye`dre
s’obtiennent par le calcul ordinaire des ratios
min{ratios > 0}.
Tout comme dans la me´thode du Simplexe pour la programmation line´aire.
Selon les observations dans la figure 2.1, l’e´nume´ration des pseudo-sommets voisins d’un
sommet x0 du polye`dre est tre`s couˆteuse. D’ici, cet e´nume´ration est rendue NP-complet.
Pour re´duire cette comple´xite´, nous nous restreignons, dans chaque direction issue de x0, aux
pseudo-sommets voisins les plus proches dont la de´fintion est comme suit.
De´finition 16. Soit x0 un sommet non de´ge´ne´re´ du polye`dre. Les pseudo-sommets voisins
les plus proches de x0 s’obtiennent par des pivots simples de Simplex dans le sens inverse de
calcul des ratios
max{ratios < 0}
.
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Ainsi, la capacite´ d’imple´menter la recherche d’un pseudo-sommet voisin le plus proche
est rendu pareil a` celle d’un sommet voisin. En effet, il est facile de trouver tous les sommets
voisins d’un sommet non de´ge´ne´re´ x0 en pivotant autour de lui par le proce´de´ de Simplex
ordinaire des ratios (min{ratios > 0}). Il est rendu de meˆme facile trouver tous les pseudo-
sommets voisins les plus proches de x0 par un proce´de´ inverse de Simplex (max{ratios < 0}).
Le coˆne polyhe´dral de sommet x0 et de directions les sommets voisins xi (δi = xi − x0),
couvre totalement le polye`dre. Par le fait meˆme, le coˆne polye´dral construit a` partir d’un
pseudo-sommet p0 renferme le polye`dre avec les directions (δi = pi − p0) des points voisins
pi. Ces derniers peuvent eˆtre soit un sommet, soit un pseudo-sommet du polye`dre [34].
Dans notre algorithme de re´solution de BILD, nous de´veloppons dans une meˆme proce´-
dure le calcul des sommets voisins et celui des pseudo-sommets voisins les plus proches de
x0. De ces derniers, nous choisissons ale´atoirement un pour imple´menter le coˆnes polyhe`dral
couvrant tout le polye`dre.
3.2 Convergence finie
En the´orie, la ge´ne´ration d’une suite de solutions re´alisables, qui se rapprochent infini-
ment, est le crite`re de convergence d’un algorithme. En pratique, ce crite`re s’applique lorsque
le polye`dre re´duit devient vide durant le processus de re´solution et une solution optimale sera
identifie´e.
3.2.1 Mode`les nume´riques et algorithme des plans coupants
Un choix de mode`les nume´riques et une conception d’un algorithme pour les re´soudre sont
re´dige´s dans cette sous-section afin de pre´senter nume´riquement l’e´tude de la convergence
durant le processus de re´solution. Ces mode`les sont le mode`le nume´rique 1 (MN1) et le
mode`le nume´rique 2 (MN2), et leur algorithme de re´solution est Algo.1.
(MN1)
min
x
ϕ(x)
s.c. A1x ≥ a1
x ≥ 0
; (MN2)
min
x
ϕ(x)
s.c. A2x ≥ a2
x ≥ 0
Ou`,
ϕ(x) = −(x1 − 4)2 + (x2 − 3)2 : Fonction objectif concave a` minimiser
avec x = (x1, x2).
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A1 =

1 1
2 1
1 7
1 0
−1 5
 ; a1 =

2
3
21
7
−2

A2 =

1 1
2 1
2 −1
−1 −2
−3 −1
2− 3× ε ε
−3 1

; a2 =

2
3
−3
−16
−23
14− 19× ε
−21

avec ε > 0 est la pre´cision machine.
Et l’algorithme des plans coupants est comme suit :
Algo.1 a` l’ite´ration i
a. Recherche d’un sommet xi par le simplex. Poser γi = ϕ(xi)
b. Si γi < γˆ alors γˆ := γi et xˆ := xi
c. Si xi non de´ge´ne´re´ alors calculer les γˆ − extk pour 0 ≤ k < n.
Sinon, arreˆter
d. De´termination de coupe Ci a` travers les γˆ−ext. (Ci) : pit(x−xi) = 1.
Introduction de (Ci). Pi := Pi−1 ∩ {x : pit(x− xi) ≥ 1}
e. Si Pi = ∅ alors retourner xˆ et γˆ
Les manie`res d’appre´cier l’e´fficacite´ d’un algorithme sont la vitesse de convergence et le
nombre d’ite´rations pour sortir de ses boucles.
Nous pre´sentons graphiquement les mode`les nume´riques avant d’interpre´ter leur processus
de re´solution avec Algo.1.
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P0
(2 , 0)
(1 , 1)
(0 , 3)
(4 , 3)
(7 , 2)
(7 , 1)(5)(1)
(2)
(4)
(3)
-3.1
-3.6
-4
x1
x2
(a) MN1
(2 , 0)
(1 , 1)
(0 , 3)
(4 , 3)
(7 , 2)
(7 , 0)
-3.1
-4
(2 , 7)
(6 , 5)
(7+ε , 3ε)
-3.6
(1)
P0
(2)
-4.2
-4.4
(3)
(4)
(5)
(6)
(7)
(8)
x2
x1
(b) MN2
Figure 3.1 Pre´sentation graphique de MN1 et MN2
La fonction objectif concave a` minimiser, dans les mode`les ci-dessus, est celle dont les
coupes de niveau sont des cercles de centre (4, 3) et de valeurs l’oppose´ des rayons de ces
cercles (figure 3.1).
Le processus de re´solution d’Algo.1 se termine avec l’instance MN1 sans pouvoir le faire
avec celle de MN2. La raison derrie`re cet e´chec est duˆ a` l’erreur ε-machine qui se pre´sente
au voisinage du sommet (7, 0) de l’instance MN2.
Convergence finie avec MN1
Ite´rativement, apre`s introduction des coupes de concavite´, le processus d’Algo.1 re´duit
a` vide (crite`re d’arreˆt) le polytope P .
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Ite´ration 1
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(7 , 1)
-3.6
E1
E2
( C1 )
(a) (C1) : x2 = 1
Ite´ration 2
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(7 , 1)
-4
E2
E1
(7.8
4 , 1
.88)
(1.6 
, -0.2
)(  C2 
)
(b) (C2) : 0.33x1 − x2 = 0.73
Ite´ration 3
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(7 , 1)
-4
E2
E1
(7 , 1.6)
(0.5 , 1)
-3.6
(  C 2
 )
(c) (C3) : 0.72x1 − x2 = 0.61
Figure 3.2 Processus d’exe´cution d’Algo.1 avec MN1
L’Algo.1 est de convergence finie avec l’instance MN1 et une solution optimale xˆ = (0, 3)
de valeur γˆ = −4 est produite.
Convergence non finie avec MN2
Le processus d’Algo.1 n’est pas de convergence finie avec cet instance. En effet, au voi-
sinage du sommet (7.0, 0.0), a` partir de l’ite´ration 4, s’introduisent sans arreˆt des coupes,
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d’une fac¸on paralle`les et confondues, sans modifier le domaine re´alisable et sans atteindre la
solution optimale (fig. 3.3).
Ite´ration 3
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(7 , 0)
-3.1
-4
(2 , 7)
(6 , 5)
(7+ε , 3ε)
(
 C
3 )
(1.6 , 0.88)
(6 , 0)
(1.6 , 6.2)
(6.5 , -0.1)
E1
E2
(a) (C3) : 4x1 + 3x2 = 25
Ite´ration 4
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(7 , 0)
(2 , 7)
(6 , 5)
(7+ε , 3ε)
( C4 )
(1.6 , 6.2)
(6.25 , 0)
E1
E2
-4.2
(1 , 0)
(b) (C4) : 3εx1 − (6 + ε)x2 = 3ε
Ite´ration 5
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(7 , 0)
(2 , 7)
(6 , 5)
(7+ε , 3ε)
( C5 )
(1.6 , 6.2)
(6.25 , 0)
E1
E2
-4.2
(1 , 0)
(c) (C5) : 3εx1 − (6 + ε)x2 = 3ε
Figure 3.3 Processus d’exe´cution d’Algo.1 avec MN2
Le crite`re d’arreˆt e´choue (Pi 6= ∅) avec des re´sultats non-optimaux. En effet, la meilleur
solution a` date est x4 = (7.0, 0.0) de valeur objectif γ4 = −4.24 alors que la solution optimale
du MN2 est celle du sommet (2, 7) de valeur −4.47 (fig. 3.1b).
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3.2.2 Proble`me de cumul des coupes
Le proble`me de cumul des coupes est souvent rencontre´ lorsque les coupes s’ajoutent sans
arreˆt au voisinage d’un sommet, d’une fac¸on presque paralle`le et confondue, dans le domaine
re´alisable restant. Ceci est duˆ en partie a` l’erreur ε-machine recontre´e avec les sommets ε-
proches, dont certains sont produits par les coupes. Ce phe´nome`ne empeˆche la terminaison
du processus de re´solution et le retour de la solution optimale. En effet, comme le polye`dre
restant se modifie le´ge`rement, le crite`re d’arreˆt e´choue.
Pour contrer cette situation, nous nous inspirons de la litte´rature [4] avec la technique de
re´flexion d’une coupe [Sect. 3.4].
3.3 De´ge´ne´rescence
Dans un espace de dimension n > 2, une proprie´te´ ge´ne´rique d’un sommet du polye`dre
est de visiter exactement ses n sommets voisins en pivotant autour de lui-meˆme (cas non
de´ge´ne´re´). Si, par un pivot simple, la visite comprend des sommets voisins ou des pseudo-
sommets voisins de plus, le sommet du polye`dre est dit de´ge´ne´re´.
Comme mentionne´ dans la litte´rature, le comportement d’un pivot simple autour d’un
sommet de´ge´ne´re´ est impre´visible. Ceci se voit clairement au sommet (6, 0) dans la figure 3.4.
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(6 , 0)
(7 , 1)
(8)
(7)
( C1 )
(a) De´ge´ne´rescence au sommet (6, 0)
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(6 , 0)
(7 , 1)
(7 , 0)
(b) Sommets et pseudo-sommets voisins de (6, 0)
Figure 3.4 Effet de la de´ge´ne´rescence dans R2
L’ajout de la contrainte (C1) a` l’ensemble des contraintes ({(c7), (c8)}) qui de´termine le
sommet (6, 0) favorise la de´ge´ne´rescence en ce dernier (fig. 3.4a). Par ce fait, les pivots simple
autour de (6, 0) ge´ne`re les sommets voisins (1, 1) et (7, 1), et les pseudo-sommets voisins (2, 0)
et (7, 0) (fig. 3.4b)
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Un traitement de la de´ge´ne´rescence avec les sommets voisins est propose´ dans la litte´ra-
ture. En e´vitant l’e´nume´ration de tous les sommets voisins du sommet xi de´ge´ne´re´, Alarie
et al. [4] ont propose´ la recherche d’un sommet voisin non de´ge´ne´re´ afin de lui introduire
une coupe. Pour que cette strate´gie entre en action, il faut que la valeur courante γ = ϕ(xi)
du sommet de´ge´ne´re´ xi soit strictement supe´rieure a` la meilleur valeur γˆ a` date. Sinon, la
de´ge´ne´rescence va s’amplifier en xi. La figure 3.5 illustre cette situation avec xi = (6, 0) et
avec une coupe enracine´e en (7, 1).
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(6 , 0)
(2 , 7)
(6 , 5)
(7 , 1)
-3.6
E1
E2
(7 , 5)
( C2 )
Figure 3.5 Coupe (C2) associe´e au sommet non de´ge´ne´re´
Comme γ = γˆ, alors la coupe (C2) assigne´e au sommet non de´ge´ne´re´ (7, 1) voisin de (6, 0)
va amplifier la de´ge´ne´rescence en ce dernier.
Le traitement de la de´ge´ne´rescence intervient a` l’e´tape c. de l’algorithme Algo.1. D’ou`,
l’algorithme Algo.2 aura lieu.
E´tape c. de l’Algo.2 a` l’ite´ration i
c. Si xi est non de´ge´ne´re´ alors calculer les γˆ − extk pour 0 ≤ k < n.
Sinon, appliquer le cas e´che´ant :
Si γ = γˆ, arreˆter.
Sinon, chercher un sommet non de´ge´ne´re´ voisin de xi et retourner
a` l’e´tape b.
Au chapitre suivant, le traitement de la de´ge´ne´rescence avec les pseudo-sommets va suivre
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la meˆme de´marche que celui des sommets, i.e. recherche d’un pseudo-sommet non de´ge´ne´re´
voisin de xi, en cas ou` γ 6= γˆ, afin d’introduire une coupe.
3.4 Re´flexion d’une coupe
L’ide´e derrie`re la technique de re´flexion d’une coupe est d’e´viter tant que possible l’ajout
des coupes assigne´es aux sommets qui sont ε-proches l’un de l’autre afin d’e´viter le proble`me
de cumul des coupes et d’ame´liorer la convergence de l’Algo.1.
Cette technique revient a` trouver le sommet re´fle´chi de la dernie`re coupe introduite (Ci)
associe´ a` xi. Pratiquement, l’imple´mentation de cette ide´e est re´alisable par la re´solution d’un
proble`me de minimisation line´aire (PL) dont la fonction objectif est l’e´quation de la coupe
(Ci). La solution ainsi ge´ne´re´e est celle du sommet re´fle´chi.
Par cette technique, le de´ploiement des coupes est plus large au cours du processus de
re´solution. A` la figure 3.6, nous nous servons d’un mode`le nume´rique afin d’interpreˆter ce
de´ploiement.
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Ite´ration 1
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(6 , 0)
(2 , 7)
(6 , 5)
-3.6
(6+ε , 3ε)
( C1 )
φ( x ) ≥ -3.6
(a) (C1) : x1 − 5x2 = 6
Ite´ration 2
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(6 , 0)
(2 , 7)
(6 , 5)
(6+ε , 3ε)
1P
m = -33
m < 6
m = 6
(b) (2, 7) ∈ arg min
(x1,x2)∈P1
x1 − 5x2
Ite´ration 2
(2 , 0)
(1 , 1)
(0 , 3)
(7 , 2)
(6 , 0)
(2 , 7)
(6 , 5)
(6+ε , 3ε)
-4.4
E1
E2
(8.4 , 3.8)
(-0.4 , 2.2)
(c) (C2) : −0.18x1 + x2 = 2.27
Figure 3.6 De´ploiement large des coupes
L’ajout de la deuxie`me coupe, a` l’ite´ration 2 (fig. 3.6b et fig. 3.6c), se fait au sommet
optimal (2, 7) au lieu de (0, 3). Ceci re´sulte de la technique de re´flexion qui minimise l’e´quation
sans second membre de la coupe (C1) sur le polytope re´duit P1.
(2, 7) ∈ arg min
(x1,x2)∈P1
x1 − 5x2
En inte´grant cette technique au debut de l’Algo.2, l’algorithme Algo.3 de´duit est de
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convergence finie sur un ensemble plus grand d’instances, y compris celle de MN2.
E´tape a. de l’Algo.3 a` l’ite´ration i
a. S’il y a une coupe introduite, chercher la re´flexion xi de la coupe
(Ci−1). Sinon, chercher le sommet xi par le simplex. Poser γi =
ϕ(xi).
3.5 Meilleur sommet voisin et e´limination de minima locaux
Il est ne´cessaire qu’un sommet non de´ge´ne´re´ x0 associe´ a` une coupe (C0) soit de meilleure
valeur que ses sommets voisins. Sinon, le calcul des γ0-extensions est insuffisant et la coupe
(C0) ne sera pas la plus profonde.
Comme le montre la figure 3.7a, les extensions positives (E11) et (E
2
1) issues du sommet
x1 rencontrent l’ensemble convexe Cγ1 aux γ1-extensions x
1
1 et x
2
1 distincts de x1 et distinctes
entre elles. Avec le sommet x2 (fig. 3.7b), l’une des extensions positives, soit (E
2
2), est com-
ple`tement hors de l’ensemble convexe Cγ2 . Par suite, dans le meˆme ordre, le calcul de l’une
des γ2-extensions va donner le sommet x
1
2 distinct de x2 et l’autre γ2-extension x
2
2 confondu
avec x2.
P
x
3
x5
x
1
x
4
x
2
x
6
x
7
x
8
x
1
2
x
1
1
Cγ
1
γ
1
E1
E1
( C1 ) 1
2
(a) γ1-extensions
P
x
3
x5
x
1
x
4
x
2
x
6
x
7
x
8
x
2
2
x
2
1
Cγ
2
γ
2
E2
E2
2
1
( C
2 )
(b) γ2-extensions
Figure 3.7 Recherche des γ-extensions
Comme la coupe (C2) associe´e a` x2 passe par ce dernier, une de´ge´ne´rescence se pre´sente
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en x2 (fig. 3.7b).
Dans un espace de dimension 2, une telle coupe fait partie des contraintes qui de´termine
le polye`dre original. Dans un espace de dimension plus grand, une coupe pareille cause la
de´ge´ne´rescence sans qu’elle soit une contrainte originale du polye`dre.
Pour e´viter cette situation, nous nous proce´dons de la recherche d’un meilleur sommet
voisin afin d’e´largir l’ensemble convexe Cγ et rendre plus avantageux le calcul des γ-extenions.
Ce crite`re de recherche est valide puisque la fonction objectif est concave et l’ensemble Cγ
est convexe [5].
Dans la figure 3.8a, le sommet x4 est le meilleur sommet parmi ses sommets voisins.
Parsuite, la coupe de concavite´ (C4) associe´e a` x4 est profonde relativement a` celles associe´es
aux sommets voisins. Soit le sommet x3 par exemple a` la figure 3.8b, dans laquelle la coupe
(C3) tranche une toute petite partie de P .
Px3
x5
x
1
x
4
x
2
x
6
x
7
x
8
x
4
2x
4
1
Cγ
4
γ
4
E4
E4
1
2
( C4 )
(a) Choix du meilleur sommet
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Cγ
4
γ
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E3
E3
1
2
( C3 )
γ
3
Cγ
3
(b) Choix d’un sommet ordinaire
Figure 3.8 Recherche d’un sommet voisin
Le crite`re du meilleur voisin se re´ve`le aussi be´ne´fique dans l’e´limination de minima locaux.
En effet, dans la figure 3.8a, les minima locaux x2, x6 et x7 sont e´limine´s par la coupe (C4)
et ensuite seront e´pargne´s du reste de calcul. Ces observations nous permettent de raffiner
l’Algo.3 en proposant l’Algo.4 : .
E´tape a. de l’Algo.4 a` l’ite´ration i
a. Recherche d’un meilleur sommet voisin xi du sommet ge´ne´re´ soit
par le simplex, soit par re´flexion de la coupe (Ci−1)
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3.6 Discussion
Nous avons pre´sente´ dans ce chapitre plusieurs mode`les nume´riques ainsi que leurs algo-
rithmes de re´solution afin de donner une bonne approche de notre travail de recherche. Il
fut ainsi facile a` assimiler les proble`matiques vus en litte´rature. D’ici, nous allons proposer
de nouvelles strate´gies de de´ploiement des coupes avec les proble`mes BILD dans le chapitre
suivant.
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CHAPITRE 4
DE´PLOIEMENT AME´LIORE´ ET MISE A` JOUR DES COUPES DE
CONCAVITE´
Tel que mentionne´ dans la litte´rature et tel que rencontre´ dans nos travaux de recherche,
l’algorithme de re´solution de BILD peut s’accomplir en deux phases : phase de recherche et
phase de coupe.
Dans la premie`re phase, la mise a` jour des solutions (xˆ, uˆ, γˆ) vient a` la suite d’une re-
cherche des sommets x′ et u′, a` partir du simplex et de la technique de re´flexion, dans les
deux ensembles X et U de BILD respectivement. Nous appelons cette e´tape la recherche
avance´e. Dans la deuxie`me, l’introduction des coupes de concavite´ a` travers les deux se´ries
de γˆ-extensions dont l’origine de chacune est x′ et u′ respectivement, s’accomplissent et une
re´duction des polye`dre X et U va se suivre. Cette de´marche est de´crite comple`tement par
l’algorithme CC, tire´ de [4]. Son re´sume´, a` l’ite´ration i, se pre´sente comme suit :
Algorithme CC a` l’ite´ration i
A. Phase de recherche
A.1 Recherche avance´e d’un triplet (x′, u′, γ′)
A.2 Mise a` jour de la meilleure solution connue (xˆ, uˆ, γˆ)
B. Phase de coupe
B.1 Calcul des se´ries γˆ-extensions dont l’origine de chacune est
x′ et u′ respectivement
B.2 De´termination des coupes de concavite´ Cγˆ(x
′) et Cγˆ(u′).
Voir si l’un des ensembes Xi ou Ui est vide.
Dans le but d’apporter des ame´liorations a` l’algorithme CC, nous proposons trois nou-
velles strate´gies de de´ploiement de coupes qui seront incarne´es dans trois nouveaux algo-
rithmes : algorithme de coupe de concavite´ (CC), algorithme CC de mise a` jour (CCU) et
algorithme CC de pseudo-sommets (CCP). Combine´s ensemble, ces trois algorithmes vont
constituer un quatrie`me, nomme´e (CCUP).
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4.1 Effets du choix des meilleurs sommets voisins et algorithme CC
Afin de pre´senter les effets du choix des meilleurs sommets voisins, nous de´crivons d’abord
la strate´gie de MC, introduite par Konno [23] en 1971.
4.1.1 Algorithme MC
Duˆ a` la syme´trie entre les variables x et u dans le proble`me BILD, nous pre´sentons
l’algorithme MC, dans une seule direction et sans aucune perte de ge´ne´ralite´, en le de´marrant
avec une solution donne´e x0 dans X.
Algorithme MC(x0)
a. Re´soudre min
uU
(cTx0− uTQx0 + uTd) pour obtenir un optimal u′.
Soit zu la valeur optimale.
b. Re´soudre min
xX
(cTx− u′TQx+ u′Td) pour obtenir un optimale x′.
Soit zx la valeur optimale.
Tant que zu 6= zx, affecter x0 ← x′ et retourne en a.
Le processus MC (x0) se termine ne´cessairement en un nombre fini d’ite´rations [24] et va
ge´ne´rer un triplet (x′, u′, γ′) ou` (x′, u′) est la solution re´alisable N -locale de valeur objectif
γ′.
Un processus similaire se de´marre avec une solution donne´e u0 dans U afin de ge´ne´rer le
triplet (x′′, u′′, γ′′). Le meilleur triplet conclut, en comparant les valeurs de γ, dans le sens le
plus petit strict, sera selectionne´ et note´ par (x′, u′, γ′). Suite a` cette se´lection, une mise a`
jours de la solution courante (xˆ, uˆ, γˆ) et des coupes sera faite. Tant que les crite`res d’arreˆts
ne sont pas satisfaits, des coupes seront ite´rativement introduites dans les domaines X et U .
4.1.2 Effets et algorithme CC
Les effets du choix d’un meilleur sommet voisin sont de´crits a` la section 3.5 : obtention
de coupes plus profondes et e´limination plus important de minima locaux. Ce choix e´tait fait
dans un seul polye`dre. Ce concept de choix sera e´tale´ avec l’algorithme CC [4], au moyen
de MC, sur les polye`dres X et U de BILD [4]. L’algorithme CC ainsi obtenu engendre la
recherche d’un meilleur voisin. Sa phase de recherche, a` l’ite´ration i, est pre´sente´e comme
suit :
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Phase de recherche de l’algorithme CC a` l’ite´ration i
A.1 Recherche avance´e d’un triplet (x′, u′, γ′)
A.2 Choix des meilleurs sommets voisins de x′ et u′ avec MC
A.3 Mise a` jour de (xˆ, uˆ, γˆ)
4.2 Effets de la mise a` jour dynamique des coupes et algorithme CCU
Un nouveau proce´de´ qui consiste a` re´duire dynamiquement le domaine re´alisable, a` chaque
ame´lioration de la valeur γˆ, pousse davantage les coupes de concavite´ et traite parfois les
proble`mes de de´ge´ne´rescence et de cumul des coupes.
L’ide´e consiste a` garder en me´moire toutes les coupes pre´alablement ge´ne´re´es lors de l’ap-
plication de l’algorithme. Ensuite, lorsqu’une nouvelle solution meilleure que la pre´ce´dente
est ge´ne´re´e, alors toutes les coupes pre´ce´dentes sont recalcule´es avec la nouvelle valeur de γˆ.
Il s’en suit que toutes ces coupes seront plus profondes.
Dans la figure 4.1, l’ame´lioration de la valeur γˆ me`ne a` la pousse´e en profondeur des
coupes de concavite´s introduites a` une ite´ration k < i (fig. 4.1a). En effet, suite a` cette
ame´lioration, toutes les γˆ-extensions ante´ce´dentes s’approfondissent dans leur extension po-
sitive jusqu’a` ce qu’elles rencontrent la coupe de niveau de valeur γˆ ame´liore´e (fig. 4.1b). Les
nouvelles positions de ces γˆ-extensions de´terminent des coupes valides plus profondes que les
ante´ce´dentes (fig. 4.1c).
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Figure 4.1 Mise a` jour de la coupe (Ck) a` l’ite´ration i
Se faisant, le domaine re´alisable se re´duit dynamiquement suivant les ame´liorations de la
valeur γˆ. Il n’est pas ne´cessaire de recalculer les directions voisines du sommet ou` la coupe
est enracine´e, il suffit simplement de recalculer les γˆ-extensions.
La mise a` jour re`gle parfois le proble`me du cumul des coupes et le proble`me de la de´ge´-
ne´rescence. Le mode`le nume´rique suivant l’illustre.
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Figure 4.2 Mise a` jour d’une coupe
Dans la figure 4.2b, la mise a` jour de la coupe (C1) me`ne a` la coupe (ξ1) qui enle`ve la
de´ge´ne´rescence au sommet (6, 0) et e´vite le proble`me de cumul des coupes en e´liminant les
sommets ε-proches (6, 0) et (6 + ε, 3ε).
Duˆ a` ses avantages, cette technique est inte´gre´e a` l’e´tape A.3 de l’algorithme CC. D’ou`,
notre second algorithme CCU.
Phase de recherche de l’algorithme CCU a` l’ite´ration i
A.1 Recherche avance´e d’un triplet (x′, u′, γ′)
A.2 Choix des meilleurs sommets voisins de x′ et u′
A.3 Mise a` jour de (xˆ, uˆ, γˆ) et des coupes ante´ce´dantes dans X et U
4.3 Nouveaux usages des pseudo-sommets et algorithme CCP
L’usages des pseudo-sommets pour la construction des coupes et le traitement de la de´-
ge´ne´rescence sont de´crits dans cette section.
4.3.1 Coˆnes polye´draux et de´ploiement des coupes
La notion des pseudo-sommets a e´te´ propose´e par Porembski [34] en 1999 pour introduire
une coupe similaire a` celle de Tuy, nomme´e coupe de de´composition. L’introduction d’une
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telle coupe se fait apre`s la de´composition du coˆne en une multitude de coˆnes dont l’ensemble
convexe couvre le polye`dre. Comme ce recouvrement est total, la validite´ des coupes intro-
duite est assure´e.
Sans de´composer les coˆnes polye´draux, nous avons adopte´ l’usage des pseudo-sommets
pour les construire [Sect. 3.1]. Avec un seul pseudo-sommet, les coˆnes sont mono-poˆles et
leurs directions sont celles des points voisins (δi = pi − p0). Ces derniers peuvent eˆtre soit des
sommets, soit des pseudo-sommets.
Ce nouveau type de coˆnes va permettre avec ses directions, la de´termination de diffe´rentes
coupes. Ces dernie`res, nomme´es aussi coupes de concavite´, s’introduisent dans une proce´dure
de minimisation concave. L’interpre´tation de leur introduction est pre´sente´ dans la figure 4.3a
avec sommet appartenant au polytope P , et dans l’autre figure 4.3b avec un pseudo-sommet
n’appartenant pas a` P . Sur cette exemple, la coupe issue du pseudo-sommet est nettement
plus profonde que celle issue du sommet.
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Figure 4.3 Coupes associe´es aux pseudo-sommets
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4.3.2 Choix du pseudo-sommet
Dans un espace de dimension n, les sommets voisins du sommet non-de´ge´ne´re´ x0 s’ob-
tiennent par n pivots simples dans les n extensions positives issues de x0. Ceci s’imple´mente
facilement avec le proce´de´ de calcul des ratios
min{ratios > 0}.
Pareillement, l’obtention des pseudo-sommets voisins les plus proches se fait par le
proce´de´ de calcul
max{ratios < 0}
dans les n extensions ne´gatives issues de x0. Cette fac¸on d’identifier le pseudo-sommet me`ne
a` la figure 4.3b a` une coupe enracine´e en x1,5 plutoˆt qu’en x1,7 comme l’aurait fait un ratio
minimal.
La proce´dure de recherche des autres pseudo-sommets voisins de x0 est couˆteuse et com-
plique´e a` imple´menter. Pour cela, elle est e´vite´e dans notre conception des algorithmes.
Ainsi, un choix arbitraire d’un pseudo-sommet voisin parmi les plus proches de x0 e´tait
conc¸u avec nos algorithmes de re´solution. Ceci s’illustre dans un espace de dimension 2 dans
la figure 4.4 en notant x0 par x1,8.
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Figure 4.4 Coupes associe´es aux pseudo-sommets voisins les plus proches
Dans la figure ci-dessus, la coupe enracine´e au pseudo-sommet x1,7 tranche un espace
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moindre du polytope P . Dans ce cas, nous disons que ce type de coupe est associe´ au pire
choix des pseudo-sommets voisins.
4.3.3 Traitement de la de´ge´ne´rescence et algorithme CCP
Dans un nouvel usage des pseudo-sommets, nous allons traiter la de´ge´ne´rescence selon
le meˆme principe qu’Alarie et al. [4] ont suivi avec l’usage des sommets [Sect. 3.3]. Ceci
consiste premie`rement de ve´rifier si la valeur objectif courante γ′ d’un sommet de´ge´ne´re´ (x′
ou u′) est diffe´rente de γˆ. Deuxie`ment, d’introduire une coupe a` l’un de ses points voisins
non-de´ge´ne´re´s. Ces derniers, note´s par p′x et p
′
u relativement aux polye`dres X et U respecti-
vement, sont soient un sommet, soit un pseudo-sommet des polye`dres.
4.3.4 Algorithme CCP
Intuitivement, la technique d’introduction des coupes associe´es aux pseudo-sommets fait
partie de la phase de coupe. Ainsi, elle sera inte´gre´e dans l’algorithme CC pour donner notre
troisie`me algorithme CCP.
Phase de coupe de l’algorithme CCP a` l’ite´ration i
B.1 Recherche des pseudo-sommets voisin p′x et p
′
u, les plus proche
de x′ et de u′ respectivement
B.2 Calcul des se´ries γˆ-extensions dont l’origine de chacune est p′x
et p′u respectivement
B.3 De´termination des coupes de concavite´ Cγˆ(p
′
x) et Cγˆ(p
′
u).
Voir si l’un des ensembles Xi ou Ui est vide.
4.4 Algorithme de re´solution CCUP de BILD
L’algorithme CCUP combine les deux propositions originales de cette recherche, soit la
mise a` jour dynamique des coupes ainsi que la ge´ne´ration de coupes issues de pseudo-sommets.
Une description de´taille´e de l’algorithme CCUP est pre´sente´e a` l’Annexe A.
En re´sume´, nous profitons d’abord de la strate´gie MC, afin de trouver une solution N -
locale. Ensuite, si la solution courante re´sultante (x′, u′, γ′) ou (x′′, u′′, γ′′) porte d’ame´liora-
tion, une mise a` jour de la meilleur solution a` date (xˆ, uˆ, γˆ) et des coupes vont s’effectuer.
Enfin, comme les reformulations de BILD sont concaves [Sect. 2.2], des coupes de concavite´
s’associent ite´rativement aux composants x et u, qui peuvent eˆtre soient des sommets, soient
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des pseudo-sommets. Les introductions de ces coupes sont valides et re´duisent les ensembles
X et U de BILD respectivement.
4.5 Ge´ne´ralisation des algorithmes
Comme nous avons proce´de´ de la division de nos algorithmes en deux phases (phase de
recherche et phase de coupe), nous arrivons a` les de´crire en un seul algorithme. Ceci ne´cessite
les notations suivantes :
P : polye`dre tel que P = X ou P = U
ξP : points extreˆmes de P
DP : sommets et pseudo-sommets de´ge´ne´re´s de P
NP (s) : voisins re´alisables ou non d’un sommet s dans P incluant
les points a` l’infini
Les deux sous-sections suivantes comprennent des fonctions qui de´crivent chaque phase.
La dernie`re comprend l’algorithme ge´ne´ral.
4.5.1 Phase de recherche
Dans cette phase, la fonction Racine retourne un point s′′ non de´ge´ne´re´. Ce dernier peut
eˆtre soit un sommet, soit un pseudo-sommet du polye`dre P .
Fonction s′′ ← Racine(P, s′)
Entre´e :
P : polye`dre
s′ : un point extreˆme de P
Sortie :
s′′ =
∅ : si on ne fait pas de coupes′′ : un sommet ou pseudo-sommet non de´ge´ne´re´ de P
Si γ′ = γˆ et s′ /∈ DP :
retourner(s′′ = s′)
Sinon Si γ′ < γˆ :
Si (∃s′′ ∈ NP (s′)−DP )
(i.e. s’il existe un sommet ou un pseudo-sommet voisin non de´ge´ne´re´ de s′)
retourner(s′′)
Sinon retourner(s′′ = ∅)
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4.5.2 Phase de coupe
S’il n’y a pas d’introduction de nouvelles coupes, la fonction Coupe retourne la re´flexion
de la dernie`re coupe introduite.
Fonction s0 ← Coupe(P, s′′)
Entre´e :
∅ : polye`dre
s′′ =
∅ : si on pas de coupes′′ : un sommet ou pseudo-sommet non de´ge´ne´re´ de P
Sortie :
s0 la reflexion
Si s′′ = ∅ retourner (s0 = 0)
Si (∃s0 ∈ NP (s′′) ∩ P avec γ0 < γˆ)
retourner(s0)
Sinon
Coupe de concavite´ en s′′
Retourner(s0 = reflexion de s′′)
4.5.3 Algorithme ge´ne´ral
L’algorithme ge´ne´ral incarne les algorithmes de re´solution de BILD conc¸us dans notre
recherche. Soient CC, CCU, CCP et CCUP.
Algorithme ge´ne´ral
Initialisation :
γˆ ← +∞
(x0, u0)← (0, 0)
Tant que γˆ > −∞ ou X 6= ∅ ou U 6= ∅ :
(x′, u′, γ′)←min [MC(x0),MC(u0)]
Si γ′ < γˆ affecter (x′, u′, γ′) a` (xˆ, uˆ, γˆ)
et mettre a` jour les coupes
Si γˆ > −∞ et X 6= ∅ et U 6= ∅ :
x′′ ← Racine (X, x′)
x0 ← Coupe (X, x′′)
u′′ ← Racine (U, u′)
u0 ← Coupe (U, u′′)
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4.6 Discussion
Nous avons propose´ deux nouvelles strate´gies qui e´largissent le de´ploiement des coupes.
Elles e´taient conc¸ues dans des algorithmes afin que ces derniers soient compare´s dans le
chapitre suivant. Une telle comparaison me`ne a` prouver ou a` refuter l’efficacite´ de nos choix.
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CHAPITRE 5
RE´SULTATS NUME´RIQUES
Dans ce chapitre, nous pre´sentons les re´sultats d’expe´riences nume´riques pour les quatres
algorithmes. Nos tests ont e´te´ mene´s avec le language de programmation Python, et tous les
programmes line´aires ont e´te´ re´solus avec le logiciel Cplex.
Le premier algorithme (CC), inspire´ de la litte´rature, comprend la technique des plans
coupants. Le second (CCU), version ame´liore´e de (CC), implique la technique de la mise a`
jour des coupes. Le troisie`me (CCP), pareil a` (CC), sauf qu’il associe des coupes aux pseudo-
sommets. Et le quatrie`me (CCUP), combine les algorithmes (CCU) et (CCP).
La validation des codes se ve´rifie sur un ensemble d’instances tire´es de la litte´rature. Ceci
va confirmer le bon fonctionnement des codes en comparant leurs re´sultats sortis avec ceux
de la litte´rature.
Apre`s cette validation, la phase suivante comprend l’exe´cution de ces quatres codes sur un
ensemble d’instances BILD, de grande dimension, ge´ne´re´ ale´atoirement. Des commentaires
suivront les re´sultats nume´riques de chaque cate´gorie d’instances.
5.1 Instances BILD de la litte´rature
Les instances BILD rencontre´es dans la litte´rature ont constitue´ une re´fe´re´nce pour
s’assurer du fonctionnement correct des algorithmes imple´mente´s. Ceci se traduit par la com-
paraison des sorties (solutions et valeurs optimales) de leur code avec celles trouve´es en
litte´rature. La correspondance entre les divers re´sultats obtenus sugge`re la validite´ du fonc-
tionnement de ces codes.
Ainsi de la litte´rature, sont tire´es sept instances BILD. Les instances 6224 et 6225 sont
trouve´es dans les travaux d’Alarie et al. [4]. Et les autres instances (3223, 4444, 6556, 7226,
7667), des travaux d’Al-Khayyal [3].
Les noms de ces instances de´signent les dimensions des matrices composantes du proble`me
BILD [E´qt. 1.1] :nv, nu, nx et ny. D’ou`, le format des noms est comme suit : nvnunxny.
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Le tableau 5.1 de´crit le comportement des 4 algorithmes sur 7 proble`mes de la litte´rature.
Les colonnes donnent le temps de re´solution en secondes, la valeur optimale de la fonction
objectif ainsi que le nombre de coupes requises en x et en u pour la re´solution.
Tableau 5.1 Instances BILD de la litte´rature
Inst Algorithme CC Algorithme CCU
ances temps objectif coupes x coupes u temps objectif coupes x coupes u
3223 0.1472 -25 1 0 0.1243 -25 1 0
4444 0.9174 -25 3 3 0.98 -25 3 3
6224 0.4344 0 2 2 0.4488 0 2 2
6225 0.393 6 1 3 0.4425 6 1 3
6556 11.78 -17 39 38 11.81 -17 39 38
7226 0.107 7.5 0 1 0.1038 7.5 0 1
7667 0.2946 -213 1 0 0.2551 -213 1 0
Algorithme CCP Algorithme CCUP
3223 0.1538 -25 1 0 0.1553 -25 1 0
4444 0.7075 -25 1 2 0.7311 -25 2 1
6224 0.3362 0 1 2 0.3465 0 1 2
6225 0.5108 6 1 2 0.5283 6 1 2
6556 19.1 -17 45 45 2.447 -17 6 5
7226 0.123 7.5 0 1 0.1232 7.5 0 1
7667 0.2561 213 1 0 0.2591 213 1 0
Pour chacune des instances, les quatre algorithmes identifient la meˆme solution globale-
ment optimale. De plus, et sans surprise, le temps d’exe´cution s’accroˆıt avec le nombre de
coupes introduites.
Dans quelques instances (4444, 6224, 6225 et 6556), la technique des pseudo-sommets in-
te´gre´e dans les algorithmes CCP et CCUP pre´sente un avantage sur les autres sauf pour
l’instance 6556. Pour cette dernie`re, nous affirmons que les pires choix des pseudo-sommets
voisins les plus proches e´taient faits et ceci a eu comme conse´quence d’augmenter le nombre
de coupes requis pour la re´solution.
Autres observations qui se fuˆrent rencontre´es durant les expe´riences sont pre´sente´es la`-
dessous :
1. La technique de mise a` jour se fut rencontre´e avec l’instance 6225 sans modifier le
nombre de coupes.
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2. Le proble`me de de´ge´ne´rescence, rencontre´ avec les instances 4444, 6224, 6225 et 7667,
e´tait re´solu avec les anciennes [4] ainsi qu’avec les nouvelles strate´gies de traitement.
3. Avec les instances 4444 et 7667, nous avons remarque´ la possibilite´ de n’avoir aucun
pseudo-sommet dans toutes les extensions ne´gatives.
4. Le proble`me de cumul des coupes ne s’est jamais produit.
5.2 Instances BILD ale´atoires
Plusieurs cate´gories d’instancesBILD ont e´te´ ge´ne´re´es ale´atoirement tel que de´crit dans [7].
Chaque cate´gorie est caracte´rise´e par une dimension n variant de 10 a` 40. Les instances de
ces cate´gories peuvent eˆtre de densite´s varie´es d. Le parame`tre de densite´ d indique la pro-
portion d’e´le´ments non nuls dans les matrices de´finissant le proble`me BILD. Ainsi, lorsque
le ge´ne´rateur produit une instance BILD de dimension n et de densite´ d, cet instance aura
pour parame`tres nv = nu = nx = ny = n et D = d.
Dans les sous-sections suivantes, nous pre´sentons les tableaux nume´riques de chaque cate´-
gories d’instances. Avec une densite´ d donne´e, dix instances BILD sont re´solues dans chaque
ligne des tableaux qui interpreˆtent les moyennes et les e´cart-types de chaque mesure de cal-
cul : temps d’exe´cution et nombre de coupes introduites. La dernie`re colonne, intitule´e e´chec,
de´signe le nombre d’instances dont le temps de re´solution exce`de dix minutes 1.
A` la lumie`re de la litte´rature [4], nous discutons au de´but de chaque sous-section les
tableaux des re´sultats. Suite a` ces derniers, deux se´ries de commentaires vont s’en de´duire :
celle de la technique de mise a` jour des coupes et celle de la technique des pseudo-sommets.
5.2.1 Instances BILD de dimension n = 10
Avec l’algorithme CC, les re´sultats du tableau 5.2 s’approchent e´troitement de ceux de
la litte´rature. Nous remarquons en plus qu’il n’y a aucun e´chec pour toutes les densite´s de
cette cate´gorie, meˆme avec nos quatre variantes algorithmiques.
Les chiffres en gras, pre´sente´s dans les tableaux, vont de´signer trois types d’observations :
les comparaisons, les exceptions et les pre´cisions.
1. Dans la tre`s grande majorite´ des cas, l’algorithme se comporte de l’une des deux fac¸ons suivantes.
Ou bien il re´sout le proble`me en moins de 10 minutes, ou bien les proble`mes de cumuls et les proble`mes
nume´riques rendent la re´solution impossible. Des re´sultats tre`s similaires ont e´te´ observe´s avec des seuils
supe´rieurs a` 10 minutes.
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Tableau 5.2 Instances BILD de dimension n = 10
Den- Algorithme CC Algorithme CCU
site´ temps σt coupes σc e´chec temps σt coupes σc e´chec
10 0.4193 0.0637 1.0 0 0 0.4303 0.0667 1.0 0 0
15 0.4652 0.1304 1.3 0.6403 0 0.4534 0.1418 1.3 0.6403 0
20 0.5494 0.2293 1.5 0.8062 0 0.5477 0.2204 1.5 0.8062 0
30 0.5073 0.1521 1.5 0.6708 0 0.5180 0.1617 1.5 0.6708 0
40 0.6650 0.3923 1.6 1.2810 0 0.5885 0.3117 1.6 1.2810 0
50 0.6698 0.3340 1.4 0.6633 0 0.6040 0.1831 1.4 0.6633 0
Algorithme CCP Algorithme CCUP
10 0.6274 0.0869 1.1 0.3 0 0.6099 0.07033 1 0 0
15 0.7372 0.2764 1.4 0.8 0 0.7297 0.2975 1.5 1.025 0
20 0.7983 0.3164 1.7 1.005 0 0.8522 0.4064 1.7 1.269 0
30 0.8053 0.2676 1.6 0.8 0 0.8897 0.3101 1.7 0.9 0
40 0.9573 0.4482 1.7 1.269 0 0.9913 0.5765 1.7 1.552 0
50 0.9198 0.3277 1.4 0.9165 0 0.8862 0.2982 1.5 0.922 0
Les algorithmes CC et CCU se comportent de fac¸on tre`s similaires car aucune mise a` jour
n’a e´te´ effectue´e.
Les colonnes des algorithmes CCP et CCUP pre´sentent des valeurs supe´rieures aux deux
autres. Ceci n’est pas uniquement duˆ au nombre de coupes plus e´leve´, mais effectivement a`
un supple´ment de calcul dans le code. D’une part, la recherche des pseudo-sommets voisins
les plus proches d’un sommet du polye`dre est un ajout sur l’algorithme CC. D’autre part, le
calcul des points voisins du pseudo-sommet ainsi trouve´ prend du temps.
En re´sume´, avec cette cate´gorie, la mise a` jour n’e´tait pas applique´e et la technique des
pseudo-sommets n’a pas montre´ davantage.
5.2.2 Instances BILD de dimension n = 20
La colonne de l’algorithme CC (tabl. 5.3) pre´sente un avantage sur la litte´rature. En effet,
aucun e´chec est remarque´ et les instances de densite´ D = 50 sont toutes re´solues. En plus,
le nombre de coupes est moins grand. Cet avantage est duˆ au remplacement de la technique
du choix ale´atoire d’un sommet voisin non de´ge´ne´re´, conside´re´e dans la litte´rature, par la
technique du choix de meilleur sommet voisin non de´ge´ne´re´.
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Tableau 5.3 Instances BILD de dimension n = 20
Den- Algorithme CC Algorithme CCU
site´ temps σt coupes σc e´chec temps σt coupes σc e´chec
10 0.991 0.3825 1.6 0.8 0 1.016 0.4363 1.6 0.8 0
15 1.007 0.3345 1.6 0.6633 0 0.9924 0.2723 1.6 0.6633 0
20 1.285 0.6998 2.2 1.327 0 1.33 0.7534 2.2 1.327 0
30 1.969 1.783 3.7 3.743 0 1.917 1.72 3.7 3.743 0
40 2.025 1.631 3.8 3.311 0 2.025 1.619 3.8 3.311 0
50 2.306 1.88 4.6 3.72 0 2.114 1.577 4.1 2.948 0
Algorithme CCP Algorithme CCUP
10 1.607 0.6217 1.8 1.077 0 1.661 0.7368 1.8 1.077 0
15 1.66 0.5846 1.9 1.136 0 1.751 0.7784 1.8 0.9798 0
20 3.027 2.757 3.5 3.748 0 2.75 2.146 3.4 3.137 0
30 2.414 1.281 3.1 2.119 0 2.654 2.032 3.5 3.202 0
40 6.099 5.921 8.5 8.617 0 7.289 7.794 9.9 11.11 0
50 5.565 4.186 7.8 6.063 0 5.149 4.612 6.9 6.395 0
Des mises a` jour e´taient effectue´es aux instances de densite´ D = 50 et le temps de calcul
ainsi que le nombre de coupes ont diminue´ dans les algorithmes CCU et CCUP.
Dans cette cate´gorie d’instances, les coupes associe´es au pseudo-sommet sont ge´ne´rale-
ment plus nombreuses que celles associe´es au sommet. Par ce fait, le temps de calcul de CCP
et CCUP est plus e´leve´, hormis que CCP et CCUP sont plus couˆteux en terme de comple´xite´.
Une exception se voit avec la cate´gorie de densite´ D = 30. Ceci peut se reporter aux choix
exceptionnels des pseudo-sommets voisin les plus proches.
Avec les ame´liorations porte´es a` l’algorithme CC, la technique des pseudo-sommets n’a
pas encore pre´sente´ un vrai avantage. Dans son application, la technique de la mise a` jour a
rempli son objectif.
5.2.3 Instances BILD de dimension n = 30
Les chiffres de la colonne Algorithme CC reste avantageux relativement aux marges nu-
me´riques vues en litte´rature (tabl. 5.4). Les e´checs sont aussi rencontre´s dans les meˆmes
cate´gories de densite´.
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Tableau 5.4 Instances BILD de dimension n = 30
Den- Algorithme CC Algorithme CCU
site´ temps σt coupes σc e´chec temps σt coupes σc e´chec
10 2.236 0.9606 1.9 0.8307 0 2.237 0.9214 1.9 0.8307 0
15 2.86 1.476 3.3 1.847 0 2.93 1.581 3.3 1.847 0
20 57.09 154.5 47.1 122.8 0 64.9 180 44.3 116 1
30 123.6 238.8 74.7 146.6 2 123.7 239.3 75.3 141.1 2
40 199.5 263.7 142.3 190.4 3 193.5 267.7 123.9 162.3 3
50 148.3 229 95.6 135.1 2 148.4 229.2 96.8 130.8 2
Algorithme CCP Algorithme CCUP
10 4.183 3.07 2.4 1.744 0 4.159 2.114 2.6 1.625 0
15 7.578 8.515 6.3 7.537 0 6.925 6.377 5.7 5.797 0
20 73.66 177.3 33.6 63.56 1 71.84 178.4 31.1 61.09 1
30 133.3 236.3 53.5 81.11 2 128.8 237.7 50.1 82.63 2
40 206.1 210.3 96 74.3 2 242.6 246.6 106.5 80.43 3
50 301.5 234.3 140 94.77 3 265.6 238.5 128.7 92.61 3
En ge´ne´ral, les mises a` jour effectue´es en CCU et CCUP conduisent a` un abaissement
dans le nombre de coupe et ensuite dans le temps de re´solution. Cependant, dans certains cas,
le proble`me de cumul des coupes est apparu causant un e´chec de re´solution. Nous pouvons
le ve´rifier particulie`rement avec une instance de densite´ D = 20 dont l’e´chec a conduit a` un
e´le´vation dans le temps de calcul, en de´pit des diminution de nombre de coupes faites avec
les autres instances.
En pre´sence d’e´chec avec la se´rie d’instances de densite´ D = 50, la technique des pseudo-
sommets ne re´ve`le pas d’avantage. Ceci se reporte au proble`me de cumul des coupes qui se
voit en comparant le nombre d’e´chec de CC et de CCU avec celui de CCP et de CCUP
respectivement.
Le gravite´ du proble`me de cumul des coupe affecte les ame´liorations conc¸ues dans notre
recherche. Et celui du pire choix d’un pseudo-sommet voisin le plus proche, n’est pas vraiment
diagnostique´ dans cette cate´gorie d’instances.
5.2.4 Instances BILD de dimension n = 40
Relativement a` la litte´rature, les re´sultats de l’algorithme CC sont bons. En plus, la
re´solution des instances de densite´ D = 20 n’a pre´sente´ aucun e´chec. (tabl. 5.5)
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Tableau 5.5 Instances BILD de dimension n = 40
Den- Algorithme CC Algorithme CCU
site´ temps σt coupes σc e´chec temps σt coupes σc e´chec
10 3.319 1.112 2.4 1.2 0 3.461 1.345 2.4 1.2 0
15 15.51 30.24 12.5 24.33 0 10.39 15.37 8.6 12.78 0
20 48.21 120.7 32.6 76.85 0 67.81 179.6 35.4 85.22 1
30 191 270 103.3 148 3 187.6 272.1 89.7 127.2 3
40 447.8 227.2 167.8 90.48 6 428.4 234.4 171.2 85.96 6
50 391.5 265.1 146.3 107.8 6 382.3 274.2 155.1 108 6
Algorithme CCP Algorithme CCUP
10 8.955 7.147 4.5 3.956 0 8.68 4.33 4.4 2.871 0
15 70.87 178.4 32.7 78.56 1 40.92 89.83 20.5 41.94 0
20 85.12 175.7 31.7 47.71 1 84.11 177.6 29.5 48.07 1
30 224.5 259.7 67 67.78 3 196.5 268.8 54.1 64.65 3
40 565.7 114 148.7 35.18 9 578.2 84.57 169.1 23.52 9
50 470 224.5 122 55.52 7 461.4 232.4 129 58.51 7
L’algorithme CCU est pre´fe´rable a` CC dans les cas ou` D = d avec d ∈ {15, 30, 40}, car le
nombre de coupe ainsi que le temps de calcul a diminue´ approximativement du tiers.
En regardant diagonalement le tableau (CC vers CCUP), les chiffres n’indiquent pas
d’ame´liorations dans les calculs nume´riques.
5.2.5 Instances BILD de dimension n >= 50
Les tableaux 5.6 et 5.7, montrent que les calculs concernant les instances de densite´
D = 10, dans la colone de l’algorithme CC, restent dans les marges nume´riques vues en
litte´rature.
La technique de mise a` jour marque davantage en abscence d’e´chec avec les instances
BILD de dimension n = 60 et d = 10.
La technique des pseudo-sommets se voit de´savantageuse en abscence d’e´chec.
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Tableau 5.6 Instances BILD de dimension n = 60
Den- Algorithme CC Algorithme CCU
site´ temps σt coupes σc e´chec temps σt coupes σc e´chec
10 13.78 22.52 8.4 13.77 0 14.09 22.43 8.3 13.81 0
15 184.3 210.4 75.9 81.62 1 187.6 226 70.8 77.45 2
20 309.8 294.4 98.2 98.02 5 308.7 295.4 100.4 94.36 5
30 317.5 286.9 109.7 104 5 313.8 291.6 106.2 96.43 5
40 399 260.5 120.9 83.73 5 383.5 255.3 123.7 82.15 4
50 471.2 235.3 137.3 78.02 7 460 240.1 143.1 75.09 7
Algorithme CCP Algorithme CCUP
10 77.45 173.6 27.1 56.8 0 36.47 60.96 14.2 22.35 0
15 367.6 283.8 91.9 73.44 5 338.3 280 83.2 65.82 5
20 321.7 284.1 65.4 51.29 5 323.2 283.4 67.8 51.46 5
30 366.2 259.3 80.1 53.89 5 378.7 280.9 82.5 58.41 6
40 428.6 269.4 84.3 52.11 7 428.3 272.5 88.5 54.97 7
50 485.8 238 92.2 45.74 8 486.9 240.1 97.6 48.2 8
Tableau 5.7 Instances BILD de dimension n = 60
Den- Algorithme CC Algorithme CCU
site´ temps σt coupes σc e´chec temps σt coupes σc e´chec
10 10.3 11.94 4.4 5.333 0 10.66 12.86 4.4 5.643 0
15 170.5 223.3 53.7 72.64 2 207.3 263.2 59.1 71.88 3
20 232.6 264.6 69.4 81.04 3 236.7 272.8 62.7 71.26 3
30 490.7 228.5 115.5 62.98 8 489 232.6 120.9 57.64 8
40 510 196.1 104.5 34.85 8 511.4 196.2 118.5 40.54 8
50 466 215.5 98.2 48.57 7 454.8 232.7 105.8 50.87 7
Algorithme CCP Algorithme CCUP
10 59.59 124.1 16.9 34.24 0 53.43 90.8 15.5 24.25 0
15 315.2 260.2 59.2 43.65 4 337.7 272.7 64.3 46.33 5
20 326.1 281.3 55.2 45.68 5 269.5 278 45.4 40.61 4
30 502.9 209.5 75 29.15 8 509.6 200.6 80 27.56 8
40 553.2 159.6 81.4 25.54 9 550.3 170.9 86.7 26.08 9
50 561.6 131.6 84.7 20.04 9 558.9 144.7 92.3 22.1 9
5.3 Instances BILD re´solues
Dans cette section, nous discutons des instances qui ont e´te´ re´solues par l’algorithme CC.
En inspectant les re´sultats nume´riques, nous observons que chacune des instances a requis
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exactement le meˆme nombre de coupes pour les algorithmes CC et CCU sauf pour deux
d’entre-elles, tel que de´cris dans le tableau 5.8.
Tableau 5.8 Instances BILD re´solues
Dimen- Den- Algorithme CC Algorithme CCU
sion site´ temps coupes x coupes u temps coupes x coupes u
20 50 5.085 6 6 3.512 4 3
50 30 29.55 10 10 24.31 8 7
Ces deux instances ont e´te´ re´solues par l’algorithme CCU en reque´rant 5 coupes de moins
qu’avec l’algorithme CC. Cependant, les techniques impliquant les pseudo-sommets ont par-
fois augmente´ le nombre de coupes.
5.4 Discussion
Nous avons propose´ deux variantes a` l’algorithme de coupes de concavite´ et les avons tes-
te´s sur deux ensembles de proble`mes, l’un tire´ de la litte´rature, et l’autre ge´ne´re´ ale´atoirement.
Pour les proble`mes de la litte´rature, la meilleure strate´gie s’est ave´re´e eˆtre la combinaison
des deux variantes propose´es. Le proble`me de de´ge´ne´rescence fut rencontre´ dans quelques
unes de ces instances, et fut e´limine´ par les coupes enracine´es aux pseudo-sommets.
La de´marcation est moins e´vidente pour les proble`mes ge´ne´re´s ale´atoirement. Lorsque les
proble`mes sont re´solus dans le temps alloue´, le nombre de coupes requise augmente occasion-
nellement lorsqu’elles sont calcule´es a` partir d’un pseudo-sommet. Mais, avec la technique
de mise a` jour, ce nombre est demeure´ inchange´ dans la tous les cas, a` l’exception de deux
instances ou` il a diminue´ de cinq.
De plus, la complexite´ inhe´rente a` ces variantes algorithmiques fait en sorte que le nombre
de coupes ge´ne´re´ dans le temps prescrit diminue.
En conclusion, il semblerait que la technique des pseudo-sommets n’apportent pas de
notables ame´liorations dans les cas ge´ne´re´s ale´atoirement, contrairement a` la technique de la
mise a` jour, mais re´duit le nombre de coupes et le temps de calcul dans les instances tire´es
de la litte´rature.
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CHAPITRE 6
CONCLUSION
6.1 Synthe`se des travaux
Ce projet pre´sente de nouveaux modes de de´ploiement des coupes de concavite´ afin de
re´duire ite´rativement les ensembles X et U pour chercher la solution optimale des proble`mes
BILD. Ces modes sont comme suit :
– mise a` jour des coupes
– enracinement des coupes aux pseudo-sommets
– re´flexion de la coupe de concavite´
La re´duction dynamique des ensembles X et U s’est re´ve´le´e importante durant la re´so-
lution de nos mode`les nume´riques. Cette re´duction vient a` la suite d’une mise a` jour des
coupes, produite apre`s qu’une ame´lioration dans la valeur objectif de BILD soit faite.
Dans la litte´rature, les coupes qui e´taient enracine´es aux sommets des polye`dres X et U
de BILD, sont enracine´es, dans notre recherche, aux pseudo-sommets de ces polye`dres.
La technique de re´flexion de la coupe de concavite´ e´tait exe´cute´e par la re´solution d’un
proble`me line´aire dont la fonction objectif est l’e´quation sans second membre des dernie`res
coupes de concavite´ introduites respectivement aux ensembles X et U de BILD.
La technique de traitement de la de´ge´ne´rescence avec les pseudo-sommets, inspire´e des
travaux d’Alarie et al. [4], e´tait aussi de´veloppe´e dans notre e´tude et applique´e avec succe`s
sur les instances BILD tire´es de la litte´rature.
La technique de recherche d’un pseudo-sommet voisin le plus proche est conc¸ue avec le
proce´de´ inverse du Simplex
max{ratios < 0}
qui fonctionne pareillement a` l’outil mathe´matique
min{ratios > 0}.
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Les tests nume´riques sur des instances BILD de la litte´rature ont porte´ fruits. Elles ont
prouve´ que les nouveaux modes de de´ploiement de coupes, combine´s ensembles, diminue le
nombre de coupe et re´duit le temps de calcul. En plus, elles ont montre´ l’efficacite´ de nos
strate´gies dans le traitement de la de´ge´ne´rescence aux sommets des polye`dre.
Les tests sur des instances BILD ge´ne´re´es ale´atoirement ont re´pondu partiellement a` nos
attentes. La technique de la mise a` jour a toujours requis un nombre de coupe infe´rieur ou
e´gal aux me´thodes pre´ce´dentes de la lite´rature. Les techniques impliquant les pseudo-sommets
n’ont pas approte´ d’ame´lioration.
6.2 Limitations des ide´es propose´es
Les ide´es de de´ploiement conc¸us dans ce projet devraient traiter toutes les instances de
BILD. Le mauvais choix des pseudo-sommets et le proble`me de cumul des coupes limitent
la taille des proble`mes que nous pouvons re´soudre.
Les sorties de ces algorithmes affichent en de´tails les re´sultats nume´riques. En effet, des
commentaires et des de´cisions logiques avec explications suivent chaque e´tape de calcul nu-
me´rique. Ceci permet la lecture, la compre´hension et le suivie du processus de re´solution par
l’usager. Ainsi, il leur permet la perception de concevoir des ame´liorations futures.
6.3 Ame´liorations futures
De nombreux aspects de ce projet laissent place a` l’ame´lioration.
Avec une e´tude approfondie de choix des pseudo-sommets, nos nouveaux modes de de´-
ploiements devraient ame´liorer les re´sultats avec n’importe quelles instances BILDs ge´ne´re´es
ale´atoirement. Apre`s la re´vue des re´sultats des instances BILD de la litte´rature, nous sug-
ge´rons que cette e´tude de´bute avec des instantes BILD dont leurs dimensions (nv, nu, nx,
ny) doivent eˆtre plus grande ou e´gale a` quatre. Cette suggestion est pre´vu du fait que le
de´ploiement des coupes avec les pseudo-sommets ont montre´ davantage avec des dimensions
plus petites
Il pourrait e´galement eˆtre inte´ressant d’enraciner les coˆnes polye`draux a` plusieurs pseudo-
sommets et introduire ensuite des coupes de concavite´ valides. Il pourrait e´ventuellement avoir
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moins de coupes mais avec un calcul important pour construire ces coˆnes.
Finalement, il aurait e´te´ inte´ressant de valider ces nouveaux modes de de´ploiement sur
d’autres PO concaves dont les domaines polye´driques.
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ANNEXE A
ALGORITHME CCUP
Nous pre´sentons ici le pseudo-code de notre algorithme CCUP, qui contient comme cas
particulier l’algorithme de base CC [4], ainsi que les deux contributions de ce travail, soient
la mise a` jour dynamique CCU et l’enracinement aux pseudo-sommets CCP.
A.1 Crite`res d’arreˆt
Ite´rer jusqu’a` ce que l’une des cinq conditions suivantes soit satisfaite :
C1 Une solution de valeur objectif ne´gative et non-borne´e est trouve´e
C2 L’une des ensembles X ou U est re´duit a` l’ensemble vide : la meilleur solution a`
date est la solution optimale.
C3 Plus que mx essaies d’ajout de coupe a` X, et plus que mu essais dans U
C4 La profondeur des dernie`res kie`me coupes, introduites conse´cutivement, est plus
petite que εx et celles des k
ie`me introduites conse´cutivement dans U est plus petite
que εu.
C5 Aucune coupes introduite a` X et a` U a` la dernie`re ite´ration.
A.2 Algorithme CCUP
E´tape a. Recherche d’un point extreˆme re´alisable (x0, u0).
S’il n’y a aucune coupe dans X et U , initialiser (x0, u0)← 0. Autrement soit (x0, u0) la
re´fle´xion du (x′, u′) a` travers les dernie`re coupes introduites.
E´tape b. Recherche d’une solution re´alisable (x′, u′).
Effectuer deux se´ries d’ite´rations de “mountain climbing” : soit (x′, u′, γ′) ← MC(x0)
et (x′′, u′′, γ′′) ← MC(u0). Selectionner celle de plus petite valeur : si γ′′ < γ′, affecter
(x′′, u′′, γ′′) a` (x′, u′, γ′).
E´tape c. Incumbent Update.
Si γ′ < γˆ affecter (x′, u′, γ′) a` (xˆ, uˆ, γˆ). Mise-a`-jour des coupes. Arreˆter si γˆ = −∞ : la
valeur optimal du (BILD) est non borne´e. Aller a` l’e´tape d.
E´tape d. Ame´lioration de la solution re´alisable courante dans X.
Appliquer le cas e´che´ant.
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Cas d1 : x′ est non de´ge´ne´re´ :
S’il y a un meilleur voisin x′′ de x′ tel que f(x′′) < f(x′) remettre (x′, u′, γ′) ←
MC(x′′) et retourne a` l’e´tape c. Sinon, proce´der a` trouver un pseudo-sommet x′′
voisin de x′.
d1′ : En cas d’existence, soit x′′ un plus proche pseudo-sommet voisin de x′. Adopter
les points voisins de x′′ comme choix de direction, affecter x′′ a` x′ et aller a` l’e´tape
e.
d1′′ : En cas d’inexistence, aller a` l’e´tape e avec le sommet non de´ge´ne´re´ x′ et ses
sommets voisins comme choix de direction.
Cas d2 : x′ est de´ge´ne´re´ :
Si γ′ = γˆ, n’ajouter aucune coupe a` X et aller a` l’e´tape e. Sinon, appeler simplex pour
une variable hors-base. S’il est possible, par un pivot simple de simplex, d’obtenir un
point non-de´ge´ne´re´ x′′ voisin de x′, appliquer l’une des cas e´che´ants suivants :
d2′ : x′′ est un pseudo-sommet :
Chercher, s’il est possible, un sommet non de´ge´ne´re´ et fini x′′′ voisin de x′′ tel que
x′′′ 6= x′. Appliquer le cas e´che´ant :
i- Si f(x′′′) < γˆ, remettre (x′, u′, γ′)←MC(x′′′) et retourne a` l’e´tape c.
ii- Si f(x′′′) ≥ γˆ, conside´rer les points voisins de x′′ et les adopter comme choix
de direction. Affecter x′′ a` x′ et aller a` l’e´tape e.
d2′′ : x′′ est un sommet :
Appliquer le cas e´che´ant :
i- Si f(x′′) < γˆ, remettre (x′, u′, γ′)←MC(x′′) et retourne a` l’e´tape c.
ii- Si f(x′′) ≥ γˆ, conside´rer les sommets voisins de x′′. S’il y a un sommet x′′′
voisin de x′′ tel que f(x′′′) < γˆ, remettre (x′, u′, γ′) ← MC(x′′′) et retourne
a` l’e´tape c. Autrement, adopter les sommets voisins de x′′ comme choix de
direction, affecter x′′ a` x′ et aller a` l’e´tape e.
E´tape e. Ame´lioration de la solution re´alisable courante dans U . Appliquer le cas e´che´ant.
Cas e1 : u′ est non de´ge´ne´re´ :
S’il y a un meilleur voisin u′′ de u′ tel que g(u′′) < g(u′) remettre (x′, u′, γ′)←MC(u′′)
et retourne a` l’e´tape c. Sinon, proce´der a` trouver un pseudo-sommet u′′ voisin de u′.
e1′ : En cas d’existence, soit u′′ un plus proche pseudo-sommet voisin de u′. Adopter
les points voisins de u′′ comme choix de direction, affecter u′′ a` u′ et aller a` l’e´tape
f.
e1′′ : En cas d’inexistence, aller a` l’e´tape f avec le sommet non de´ge´ne´re´ u′ et ses
sommets voisins comme choix de direction.
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Cas e2 : u′ est de´ge´ne´re´ :
Si γ′ = γˆ, n’ajouter aucune coupe a` U et aller a` l’e´tape f. Sinon, appeler simplex pour
une variable hors-base. S’il est possible, par un pivot simple de simplex, d’obtenir un
point non de´ge´ne´re´ u′′ voisin de x′, appliquer l’une des cas e´che´ants suivants :
e2′ : u′′ est un pseudo-sommet :
Chercher, s’il est possible, un sommet non-de´ge´ne´re´ et fini u′′′ voisin de x′′ tel que
u′′′ 6= u′. Appliquer le cas e´che´ant :
i- Si g(u′′′) < γˆ, remettre (x′, u′, γ′)←MC(u′′′) et retourne a` l’e´tape c.
ii- Si g(u′′′) ≥ γˆ, conside´rer les points voisins de u′′ et les adopter comme choix
de direction. Affecter u′′ a` u′ et aller a` l’e´tape f.
e2′′ : u′′ est un sommet :
Appliquer le cas e´che´ant :
i- Si g(u′′) < γˆ, remettre (x′, u′, γ′)←MC(u′′) et retourne a` l’e´tape c.
ii- Si g(u′′) ≥ γˆ, conside´rer les sommets voisins de u′′. S’il y a un sommet u′′′ voisin
de u′′ tel que g(u′′′) < γˆ, remettre (x′, u′, γ′)← MC(u′′′) et retourne a` l’e´tape
c. Autrement, adopter les sommets voisins de u′′ comme choix de direction,
affecter u′′ a` u′ et aller a` l’e´tape f.
E´tape f. Ajout des coupes de concavite´ a` X assigne´e a` x′.
Si aucune coupe est requise a` eˆtre ajoute´e, alors aller a` l’e´tape g (γ′ = γˆ). Autrement,
calculer les γˆ-extensions dans les directions des sommets choisies pour x′. Ajouter a` X
la coupe de concavite´ piT0 x = pi qui passe par toutes les γˆ-extensions.
Arreˆter si X = ∅
E´tape g. Ajout des coupes de concavite´ a` U assigne´e a` u′.
Si aucune coupe est requise a` eˆtre ajoute´e, alors arreˆter (γ′ = γˆ). Autrement, calculer
les γˆ-extensions dans les directions des sommets choisies pour u′. Ajouter a` U la coupe
de concavite´ τT0 x = τ qui passe par toutes les γˆ-extensions.
Arreˆter si U = ∅
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ANNEXE B
INSTANCES BILD DE LA LITTE´RATURE
Nous citons dans cet annexe les instances BILD tire´es de la litte´rature. Les noms de ces
instances de´signent les dimensions des matrices composantes du proble`meBILD [e´qt. 1.1] :nv,
nu, nx et ny. D’ou`, le format des noms est comme suit : nvnunxny.
B.1 Instance BILD 3223 (Al-Khayyal [3] 2007)
c =
(
1
−1
)
∈ R2 ; A =
 1 44 1
3 4
 ∈ R3×2 ; a =
 812
12
 ∈ R3
d =
( −1
0
)
∈ R2 ; B =
(
2 1 1
1 2 1
)
∈ R2×3 ; b =
 88
5
 ∈ R3
Q =
(
2 −1
−1 2
)
∈ R2×2
B.2 Instance BILD 4444 (Al-Khayyal [3] 2007)
c =

0
0
0
0
 ∈ R4 ; A =

1 2 3 4
2 3 4 1
3 4 1 2
4 1 2 3
 ∈ R4×4 ; a =

10
10
10
10
 ∈ R4
d =

0
0
0
0
 ∈ R2 ; B =

1 2 3 4
2 3 4 1
3 4 1 2
4 1 2 3
 ∈ R4×4 ; b =

10
10
10
10
 ∈ R4
Q =

3 −1 0 −1
−1 4 −2 0
0 −2 4 −1
−1 0 −1 3
 ∈ R4×4
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B.3 Instance BILD 6224 (Alarie et al. [4] 2001)
c =
(
5
6
)
∈ R2 ; A =

2 −1
1 −1
0 −1
−1 −1
−3 2
−1 4
 ∈ R
6×2 ; a =

0
−1
−4
−12
−16
−2
 ∈ R
6
d =
(
10
15
)
∈ R2 ; B =
(
47 19 1 −1
−16 −9 −3 4
)
∈ R2×4 ; b =

−16
−16
−16
−2
 ∈ R4
Q =
(
0 3
−2 −4
)
∈ R2×2
B.4 Instance BILD 6225 modifie´e (Alarie et al. [4] 2001)
c =
(
5
6
)
∈ R2 ; A =

2 −1
1 −1
0 −1
−1 −1
−3 2
−1 4
 ∈ R
6×2 ; a =

0
−1
−4
−12
−16
−2
 ∈ R
6
d =
(
10
15
)
∈ R2 ; Q =
(
0 3
−2 −4
)
∈ R2×2 ; b =

−16
−16
−16
−2
1
 ∈ R5
B =
(
47 19 1 −1 1
−16 −9 −3 4 2
)
∈ R2×5
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B.5 Instance BILD 7226 modifie´e (Alarie et al. [4] 2001)
c =
(
5
6
)
∈ R2 ; A =

2 −1
1 −1
0 −1
−1 −1
−3 2
−1 4
0.42 −2.12

∈ R7×2 ; a =

0
−1
−4
−12
−16
−2
−0.15

∈ R6
d =
(
10
15
)
∈ R2 ; Q =
(
0 3
−2 −4
)
∈ R2×2 ; b =

−16
−16
−16
−2
1
−1.17
 ∈ R
6
B =
(
47 19 1 −1 1 −0.17
−16 −9 −3 4 2 0.34
)
∈ R2×6
B.6 Instance BILD 6556 (Alarie et al. 2001)
c =

21
22
22.5
23.5
23.75
 ∈ R5 ; d =

−40
−1
−1
−1
−1
−1
 ∈ R
6 ; a =

−40
−1
−1
−1
−1
−1
 ∈ R
6 ; b =

−40
−1
−1
−1
−1
−1
 ∈ R
6
A =

−20 −12 −11 −7 −4
−1 0 0 0 0
0 −1 0 0 0
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 −1
 ∈ R
6×5 ; Q =

−20 −12 −11 −7 −4
−1 0 0 0 0
0 −1 0 0 0
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 −1
 ∈ R
6×5
B =

−20 −1 0 0 0 0
−12 0 −1 0 0 0
−11 0 0 0 0 0
−7 0 0 0 0 0
−4 0 0 0 0 0
 ∈ R5×6
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B.7 Instance BILD 7667 (Alarie et al. 2001)
c =

−5.25
−3.75
−1.75
−1.25
−0.75
−5
 ∈ R
6 ; d =

−6.5
−20
−1
−1
−1
−1
−1

∈ R7 ; a =

−6
−20
−1
−1
−1
−1
−1

∈ R7 ; b =

−6.5
−20
−1
−1
−1
−1
−1

∈ R7
A =

−6 −3 −3 −2 −1 0
−10 0 −10 0 0 −1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0

∈ R7×6 ; Q =

0.5 0 0 0 0 0
0 0.5 0 0 0 0
0 0 0.5 0 0 0
0 0 0 0.5 0 0
0 0 0 0 0.5 0
0 0 0 0 0 0
 ∈ R
6×6
B =

−6 −10 −1 0 0 0 0
−3 0 0 −1 0 0 0
−3 −10 0 0 −1 0 0
−2 0 0 0 0 −1 0
−1 0 0 0 0 0 −1
0 −1 0 0 0 0 0
 ∈ R
6×7
