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Abstract
It is known that for convex optimization minw∈W f(w), the best possible rate of first order accelerated
methods isO(1/
√
). However, for the bilinear minimax problem: minw∈W maxv∈V f(w)+〈w,Av〉−
h(v) where both f(w) and h(v) are convex, the best known rate of first order methods slows down to
O(1/). It is not known whether one can achieve the accelerated rate O(1/
√
) for the bilinear minimax
problem without assuming f(w) and h(v) being strongly convex. In this paper, we fill this theoretical
gap by proposing a bilinear accelerated extragradient (BAXG) method. We show that whenW = Rd,
f(w) and h(v) are convex and smooth, and A has full column rank, then the BAXG method achieves
an accelerated rate O(1/
√
 log 1 ), within a logarithmic factor to the likely optimal rate O(1/
√
). As
result, a large class of bilinear convex concave minimax problems, including a few problems of practical
importance, can be solved much faster than previously known methods.
1 Introduction
1.1 Background
Nesterov’s acceleration is a core technique to improve the convergence behavior of first order methods for a
convex optimization problem:
min
w∈W
f(w), (1)
where W is a simple closed convex set and admits an efficient projection operator, and f(w) is convex
and smooth. Let w∗ be an optimal solution of (1). Then to find an -accurate solution w ∈ W such that
f(w)− f(w∗) ≤ , gradient descent (GD) methods need at least O(1/) iterations. However, by combining
a momentum step, Nesterov’s accelerated gradient descent (AGD) can improve the O(1/) rate to O(1/
√
),
which is optimal and can not be improved further by first order methods that only access gradient information
∇f(w), ∀w ∈ W .
In practice, the optimization often is subject to certain (linear or affine) constraints and the associated
Lagrangian formulation typically leads to a (bilinear) minimax problem. So in general, we may need to
consider the following bilinear convex concave minimax problem:
min
w∈W
max
v∈V
f(w) + 〈w,Av〉 − h(v), (2)
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whereW ⊂ Rd,V ⊂ Rn are simple closed convex sets and admit efficient projection operators respectively,
f(w) and h(v) are convex and smooth. To attain an -accurate solution (w,v) in terms of a proper merit
function (See (13)), without using the Nesterov’s acceleration, the extragradient method [Nem04] and the
primal dual method [CP11] need at most O(1/) iterations. According to [NY83], [Nem04], for general
bilinear convex concave minimax problems, the O(1/) rate is the optimal convergence rate of first-order
methods.
In the more recent work of [OX18], to explicitly establish the O(1/) rate as the lower bound of the
problem (2), the authors have constructed a particular instance of (2) as follows
min
w∈Rd
f(w) =
1
2
wTBw − cTw, s.t. ATw = b, (3)
where c ∈ Rd,B ∈ Rd×d is a symmetric positive semidefinite matrix, A ∈ Rd×n is a matrix with full
column rank and b ∈ Rn. The problem (3) is equivalent to its Lagrangian formulation
min
w∈Rd
max
v∈Rn
1
2
wTBw − cTw + 〈w,Av〉 − bTv, (4)
which is a particular instance of (2). In [OX18], first order methods for (3) are meant by methods that access
the first order oracle that returns
(∇f(w),ATw,Av), ∀w ∈ Rd,v ∈ Rn. (5)
Letw∗ be a solution of (3). [OX18] has shown that to attain an -accurate solution such that |f(w)−f(w∗)| ≤
, ‖ATw− b‖ ≤ , at least O(1/) iterations are needed if we can only access the first order oracle specified
in (8). Therefore, [OX18] concludes that first-order methods on affinely constrained problems generally
cannot be accelerated from the known convergence rate O(1/) to O(1/
√
).
Despite this result, in this paper, we show that somewhat surprisingly, for the problem in (3), if we are
allowed to access the following extended first order oracle that returns
(∇f(w),ATw,Av,ATAv),∀w ∈ Rd,v ∈ Rn, (6)
then the lower bound O(1/) can be broke down to O(1/
√
 log 1 ), since A
TA is a positive definite matrix
by the assumption of A being full column rank. Unlike [OX18], we do not simply establish a tighter
lower bound with the extended first order oracle (6). Instead, we explicitly construct a bilinear accelerated
extragradient (BAXG) method and characterize its complexity for solving the class of bilinear convex concave
problems:
min
w∈Rd
max
v∈V
f(w) + 〈w,Av〉 − h(v), (7)
where V ⊂ Rn is a closed convex set, both f(w) and h(v) are convex and smooth, andA ∈ Rd×n is a matrix
with full column rank. Clearly, by (4), (3) is a special case of (7). Many well-known problems in machine
learning can be reduced to (7) (see discussion in Section 1.5).
If V ⊂ Rn is a general convex set instead of the simple Rn, we typically assume the first order oracle can
access the projection onto this set.1 For (7), correspondingly, the first order oracle (5) becomes as
(∇f(w),∇g(v),Prj(v),ATw,Av), ∀w ∈ Rd,v ∈ V, (8)
where Prj(v) denotes the Euclidean projection operator
Prj(v) = arg min
vˆ∈V
‖vˆ − v‖2,
and the extended first order oracle (6) becomes
(∇f(w),∇g(v),Prj(v),ATw,Av,ATAv), ∀w ∈ Rd,v ∈ V. (9)
1In other words, projection onto V ⊂ Rn can be computed with cost on par with computing the gradient.
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1.2 Formulation
We first reformulate the problem (7) under the variational inequality framework [FP07]. To simplify notation,
we define g(x) .= f(w) + h(v) and denote
X .= Rd × V, x .=
[
w
v
]
, Q
.
=
[
0 A
−AT 0
]
, (10)
where g(x) is the potential function and Q is the operator about the interacting term between w and v. By
the optimality condition of (7), solving (7) is equivalent to finding a solution x∗ for a mixed variational
inequality problem, denoted as MVIP(∇g(x) +Q,X ), such that ∀y ∈ X ,
g(y)− g(x∗) + 〈Qx∗,y − x∗〉 ≥ 0. (11)
As shown in [HY12], in the convex concave setting, the condition (11) is equivalent to ∀y ∈ X ,
g(y)− g(x∗) + 〈Qy,y − x∗〉 ≥ 0. (12)
As a result, similar to [MS11, HY12, GHY14, CLO17], in this paper, we aim to find an -accurate solution x˜
of the MVIP(∇g(x) +Q,X ) problem such that ∀y ∈ X ,
g(x˜)− g(y) + 〈Qy, x˜− y〉 ≤ . (13)
If the problem (7) has additional structures, then better problem-specific merit functions can be used for
algorithm design. For instance, for the particular instance (3), one can use |f(w)−f(w∗)| ≤ , ‖ATw−b‖ ≤
 as merit function. In this paper, we mainly focus on establishing the substantial improvement of convergence
rate hence, to simplify analysis, will use (13) to measure the progress of our algorithm.
Our analysis will be based on the following assumptions.
Assumption 1 Given the closed convex set X = Rd × V, g(x) is convex and smooth such that ∀x,y ∈ X ,
g(x) ≥ g(y) + 〈∇g(y),x− y〉, (14)
‖∇g(x)−∇(y)‖ ≤ L‖x− y‖, (15)
where L > 0 is the smoothness constant of g(x).
Assumption 2 The matrix A ∈ Rd×n has full column rank with the least and largest nonzero singular
values σmin > 0 and σmax > 0, respectively. So we have
0 ≺ σ2minI  ATA  σ2maxI. (16)
Assumption 1 is a standard assumption about convexity and smoothness of g(x), which in turn is about f(w)
and h(v). In Assumption 2, the full column rank assumption of A means that in our setting n ≤ d and is the
key to obtain the accelerated rate O(1/
√
 log 1 ).
1.3 Technical Novelty
To break through the lower bound O(1/) and obtain the accelerated rate O(1/
√
 log 1 ), we propose a new
algorithm, known as bilinear accelerated extragradient (BAXG), which has two loops: the outer loop uses
the Nesterov’s acceleration trick for the potential function g(x), while the inner loop uses the Nesterov’s
acceleration trick for the subproblem involving the interacting term about Q. By summing the total number
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Table 1: Comparison of complexity results for solving the problem (7). (In the complexity bound of the proposed
BAXG method, O˜ hides the logarithmic factors about σmin, σmax and L.)
Algorithm Complexity Bound Acceleration (w/o) First Order Oracle
Mirror-Prox [Nem04] O
(
L+σmax

)
Without Acceleration (8)
Dual Extrapolation [Nes07] O
(
L+σmax

)
Without Acceleration (8)
MF-BS [Tse00, MS11] O
(
L+σmax

)
Without Acceleration (8)
Primal-Dual[CP11] O
(
L+σmax

)
Without Acceleration (8)
APD [CLO14] O
(√
L
 +
σmax

)
With Acceleration (8)
SAMP [CLO17] O
(√
L
 +
σmax

)
With Acceleration (8)
BAXG (This paper) O˜
(
σmax
σmin
√
L
 log
1

)
With Acceleration (9)
of inner iterations, we obtain the desired complexity result. The BAXG method relies on the following three
key technical novelties.
The first key is that we consider the Nesterov’s acceleration strategy based on approximate backward
Euler discretization. The difference between forward Euler discretization and approximate backward Euler
discretization can be found in [DO18, DO19]. The original acceleration strategy [Nes98] for first order
methods is based on forward Euler discretization where we only need to evaluate one gradient in each
iteration but it can not be generalized to high order methods. Approximate backward Euler discretization
is original designed for accelerating high-order methods such as the accelerated cubic regularized Newton
(ACNM) [Nes08, SJM19] method. Then it is found applications in first order methods for designing a
variant accelerated extragradient descent (AXGD) [DO18] of AGD, for convex minimization problems. The
proposed BAXG method in this paper follows the same paradigm of AXGD for the potential function g(x),
but does not make approximations about the interacting term w.r.t.Q. With this treatment, the convergence
rate in terms of the number of outer iterations is not affected by the interacting term and maintains the same
rate O(1/
√
) as the AXGD method. However, as a tradeoff, in each iteration of the BAXG method, we must
solve an easier but nontrivial bilinear convex concave minimax subproblem to certain accuracy.
The second key is that because w ∈ Rd, the minimax subproblem can be equivalently converted into a
strongly convex minimization subproblem.
The third key is that when A has full column rank, the strongly convex minimization subproblem will
have a condition number no more than σ
2
max
σ2min
. As a result, to attain certain accuracy , the subproblem can be
solved by the AGD method in at most O˜(σmaxσmin log
1
 ) inner iterations, where O˜ hides the logarithmic factors
about σmin, σmax and L. Finally by combining the number of iterations of the outer and inner loops, we
prove that under Assumptions 1 and 2, one can solve the bilinear convex concave minimax problem (7) in
O˜(σmaxσmin
√
L
 log
1
 ) number of accessing the extended first order oracle.
1.4 Related Work
Most methods for blinear convex concave minimax problems are designed for the general problem (2), where
W can be any closed convex set in Rd that admits an efficient projection operator and A does not need
to be full column rank. As a result, when applying to the problem (7), they cannot explore the particular
structure hence the rate is bounded by O(1/). In Table 1, we give the related complexity results. As shown
in Table 1, by accessing the first order oracle (8) and without Nesterov’s acceleration, the convergence rate
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of the methods in [Nem04, Nes07, Tse00, MS11, CP11] is O
(
L+σmax

)
; while by exploiting Nesterov’s
acceleration [CLO14, CLO17], the dependence of the smoothness constant L can be substantially improved,
while the overall rates are still O(1/). In this paper, by accessing the extended first order oracle (9), the
BAXG method can explore the strong convexity induced from the full column rank assumption of A. As a
result, the rate is substantially improved to O˜
(
σmax
σmin
√
L
 log
1

)
.
The full rank property of A is also useful in settings where f(w) is strongly convex but h(v) is not
strongly convex. As shown in [WX17, DCL+17, DH19], by assuming f(w) being strongly convex and
A having full column rank, first order primal-dual methods can have linear convergence rates. Compared
with this line of research, our work does not assume strong convexity for either f(w) or h(v). Meanwhile,
the proposed BAXG method is an accelerated extension for the extragradient method [Kor76], while the
algorithms proposed and studied in [WX17, DCL+17, DH19] are primal-dual methods [CP11].
1.5 Motivating Examples
Our main motivation to carefully examine the complexity for the class of problems in (7) is because many
problems of practical importance can be reduced to this form.
The first example is the following linear equality constrained smooth optimization problem:
min
w∈Rd
f(w) s.t. ATw = b, (17)
where f(w) is smooth on Rd, A ∈ Rd×n with n ≤ d is a matrix with full column rank. For instance, let
f(w) denote a smooth surrogate of the `1-norm such as
R(w)
.
=
d∑
i=1
1
a
(log(1 + exp(awi) + log(1 + exp(−awi)), (18)
where a > 02. It should be noted that R(w) is smooth but not strongly convex. Then (17) corresponds to
a smoothed version of basis pursuit [CDS01] for compressed sensing. The problem in (17) also arises in
the subproblem of Newton method, where f(w) denotes the quadratic approximation around a point and A
denotes the linear equality constraint. Similar to (3), (17) is equivalent to the following minimax problem
min
w∈Rd
max
v∈Rn
f(w) + 〈w,Av〉 − bTv, (19)
which is a particular instance of (7) and can be solved by our algorithm with the accelerated rate O( 1√

log 1 ).
In computer vision, an important model for robust face recognition is dense error correction [WM08],
which lends itself to solve the following problem:
min
w∈Rd
‖ATw − b‖1 + λ‖w‖1, (20)
wherew ∈ Rd,A ∈ Rd×n and λ > 0. As shown in [WM08], A can be a random matrix with d larger than n.
As a result, A typically has full column rank. If we consider a smooth surrogate of ‖w‖1 such as the R(w)
in (18), then we have
min
w∈Rd
‖ATw − b‖1 + λR(w) (21)
= min
w∈Rd
max
‖v‖∞≤1
λR(w) + 〈w,Av〉 − bTv, (22)
2If a is large, then R(x) ≈ ‖x‖1 [SFR07]
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which again is a particular instance of the problem (7).
For the above nonsmooth optimization problem, the minimax reformulation in (22) is used to smooth
the original nonsmooth problem (21). That is, by increasing the dimension via dual variables v ∈ V ,
the nonsmooth problem is reduced to a smooth problem with a simple closed convex set V that admits
efficient projection operation. If so, the black box complexity result for the nonsmooth optimization can be
significantly improved from O(1/2) to O(1/) [Nes05]. At a high level, such a smooth technique indicates
that increasing dimension helps find the underlying smooth structure in nonsmooth problems.
In this paper, to further reduce the complexity, the proposed BAXG algorithm essentially explores
the opposite direction by decreasing the dimension. When solving the nontrivial subproblem in each
iteration, with w ∈ Rd, we can reduce the subproblem w.r.t. both w and v to a problem of v only. Such
a transformation helps us exploit the strong convexity of 12v
TATAv (which is implied by A being full
column rank) and allow the nontrivial subproblem to be solved in a linear rate. As a result, when the
BAXG method is used in solving nonsmooth problems such as (21), it increases the dimension of the original
problem to explore the smooth structure in the nonsmooth problem, and yet decreases the dimension of the
subproblem in each iteration to exploit the strongly convex structure hidden in the bilinear interacting term in
(10). Whenever such a strongly convex structure exists (i.e., Assumption 2 holds), the O(1/) rate can be
significantly improved to O(1/
√
 log 1 ).
Notations: Let ‖ · ‖ denote the Euclidean norm ‖ · ‖2. For k ∈ {1, 2, . . .}, let [k] .= {1, 2, . . . , k}.
2 Bilinear Accelerated Extragradient Method
In this section, we introduce the Bilinear Accelerated Extragradient (BAXG) method to solve the MVIP(∇g+
Q,X ), as outlined in Algorithm 1, where we assume that the MVIP(∇g +Q,X ) satisfies Assumptions 1
and 2. In the Step 2 of Algorithm 1, we set the values of two sequences {ak} and {Ak}, where L is the
smoothness constant of g(x) in Assumption 1. In the Step 3, we initialize x0 and z0 as the same value in X .
From Step 4 to 10, we perform K iterations and return the last iterate xK . In the K iterations, we generalize
the approximate backward Euler discretization based acceleration methods to the MVIP(∇g +Q,X ) setting.
Following [SJM19], we describe each iteration of Algorithm 1 starting from the analysis of the “estimation
sequence” in the Step 8. Then we show that how the other steps arise to cancel the error caused by approximate
backward Euler discretization. Before describing each iteration, we define the following linear function
fˆ(x;xi, zˆi,y) w.r.t. x such that ∀y ∈ X ,
fˆ(x;xi, zˆi,y)
.
= g(xi) + 〈∇g(xi),x− xi〉+ 〈Qzˆi,x− y〉, (23)
where zˆi and xi are defined according to the Steps 6 and 7 of the i-th iteration of Algorithm 1. Compared
with the linear function used in the classical estimation sequence [Nes98], we use an extra term 〈Qzˆi,x−y〉
for the interacting term Q in MVIP(∇g + Q,X ). Then in the Step 8, the estimation sequence ψk(x) is
defined as follows: ∀k ≥ 0,
ψk(x)
.
=
k∑
i=1
aifˆ(x;xi, zˆi,y) + ‖x− x0‖2, (24)
where the sequence {ai} is specified in the Step 2. Meanwhile, in (24), when k = 0, we let ϕ0(x) =
‖x− x0‖2 and thus z0 = arg minx∈Rd ‖x− x0‖2 = x0. From (24), ψk(x) can be recursively defined as
ψk(x) = ψk−1(x) + akfˆ(x;xk, zˆk,y),
thus the weighted sum of linear functions fˆ(x;xi, zˆi,y) in (24) can be computed recursively. As a result,
the cost of the Step 8 of Algorithm 1 is O(d+ n) plus the projection cost on V.
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Algorithm 1 Bilinear Accelerated Extragradient Method
1: Input: The MVIP(∇g +Q,X ) satisfying Assumptions 1 and 2.
2: ∀k ≥ 1, Ak = 14Lk2, ak = Ak −Ak−1 with A0 = 0.
3: x0 = z0 ∈ X .
4: for k = 1, 2, . . . ,K do
5: xˆk−1 =
Ak−1
Ak
xk−1 + akAk zk−1.
6: Find a zˆk ∈ X by Algorithm 2 such that ∀z ∈ X ,
ak
〈
∇g(xˆk−1) +Qzk−1 +
(
Q+
2
ak
I
)
(zˆk − zk−1), zˆk − z
〉
− 1
2
(
‖zˆk − zk−1‖2 + ‖zˆk − z‖2
)
≤ 0. (25)
7: xk = xˆk−1 + akAk (zˆk − zk−1).
8: zk = arg minx∈X ψk(x) with ψk(x) in (24).
9: end for
10: return xK .
Based on the definition of the estimation sequence ψk(x) in (24) and the optimality condition of zk, we
can give an upper bound for ψk(zk) as in Lemma 1.
Lemma 1 ∀k ≥ 0 and ∀y ∈ X , one has ψk(zk) ≤ Akg(y) + ‖y − x0‖2.
Proof. See Section A.1.
In addition, we can establish a lower bound for ψk(zk) too as below.
Lemma 2 ∀i ∈ [k], let
Ei
.
= ai 〈∇g(xi) +Qzˆi, zˆi − zi〉 − ‖zi − zi−1‖2.
Then ∀k ≥ 1 and ∀y ∈ X , one has
Ak(g(xk) + 〈Qy,xk − y〉) ≤ ψk(zk) +
k∑
i=1
Ei. (26)
Proof. See Section A.2.
In Lemma 2, {Ei} can be viewed as a sequence of “error” terms that we hope to be less than 0. If we
set zˆi = zi which is called backward Euler discretization, then Ei ≤ 0. However, in this case the resulted
problem in the Step 8 will become a fixed point problem and is as difficult as the original problem. To
address this difficulty, we can consider approximate backward Euler discretization by approximating zi with
a solution of an easier subproblem. To attain this goal, ∀i ∈ [k], we consider a convex combination of xi−1
and zi−1 as xˆi−1 in the Step 5 of the i iteration. Then we approximate zi by zˆi as a solution to a subproblem
in the Step 6, which is to be solved by Algorithm 2 in Section 3. Based on the careful choice of zˆi and xi, we
have Lemma 3.
Lemma 3 ∀i ∈ [k], one has
Ei ≤ 1
2
((a2iL
Ai
)2 − 1)‖zˆi − zi−1‖2. (27)
Proof. Sec Section A.3.
Then by Lemma 3, ∀i ∈ [k], Ei ≤ 0 if the sequences {ai}, {Ai} are set according to the Step 2. Then
combining Lemmas 1, 2 and 3, we have Theorem 1.
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Theorem 1 (Iteration Complexity of Algorithm 1) In all the k-th iterations, we have ∀y ∈ X ,
g(xk)−g(y) + 〈Qy,xk−y〉 ≤ 4L‖y − x0‖
2
k2
. (28)
Proof. By the definition of Ak, ak in the Step 2 of Algorithm 1, we have ∀k ≥ 1,
a2kL
Ak
≤ 1. (29)
So by combining Lemmas 1, 2 and (29), we have ∀k ≥ 1 and ∀y ∈ X ,
Ak(g(xk) + 〈Qy,xk − y〉)
≤ψk(zk) +
k∑
i=1
Ei ≤ Akg(y) + ‖y − x0‖2 +
k∑
i=1
Ei
≤Akg(y) + ‖y−x0‖2 + 1
2
k∑
i=1
((a2iL
Ai
)2− 1)‖zˆi−zi−1‖2
≤Akg(y) + ‖y − x0‖2. (30)
Then by the definition of Ak = k
2
4L and after a simple arrangement, Theorem 1 is proved.
By Theorem 1, to find an -accurate solution satisfying (13), we only need O( 1√

) number of (outer)
iterations. The remaining issue is to show the subproblem (25) can be solved in linear rate O(log 1 ).
3 Solving the Subproblem
In this section, we show how to efficiently solve the subproblem (25) of Step 6 in the k-th iteration of
Algorithm 1. To simplify and differentiate from the notion used in the main algorithm, we define
c
.
= ak = (2k − 1)/L (31)
and use the following notation for the subproblem (see the original definition of x in (10))[
w0
v0
]
.
= ∇g(xˆk−1) +Qzk−1,
[
w1
v1
]
.
=zk−1,
[
w˜
v˜
]
.
= zˆk. (32)
With this notation, all the w0,v0,w1 and v1 are constants as far as the subproblem is concerned. w˜ ∈
Rd, v˜ ∈ V are the solutions we hope to find for the subproblem. To find w˜ and v˜ efficiently, a key observation
is that due to w˜ ∈ Rd, it is enough to express w˜ by a closed form w.r.t. v˜ and then solve a strongly convex
minimization problem to find v˜. We state this fact in Lemma 4.
Lemma 4 Let {c,w0,v0,w1,v1, w˜, v˜} be defined in (31) and (32). Then by setting
w˜ = w1 − c
2
(w0 +A(v˜ − v1)), (33)
then the Step 6 of the k-th iteration of Algorithm 1 is reduced to finding a solution v˜ ∈ V such that ∀v ∈ V ,〈∇l(v˜), v˜ − v〉 ≤ 2
c2
‖v˜ − v1‖‖v˜ − v‖, (34)
where l(v) is a quadratic function defined by: ∀v ∈ V,
l(v)
.
=
1
2
(v − v1)T
(
ATA+
4
c2
I
)
(v − v1) +
(2
c
v0 +ATw0
)T
(v − v1). (35)
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Proof. See Section B.1
In Lemma 4, l(v) is a quadratic function. By Assumption 2, l(v) is smooth with the smoothness constant Ll
and strongly convex with strong convexity parameter σl, where Ll and σl are defined as
Ll
.
= σ2max +
4
c2
, σl
.
= σ2min +
4
c2
. (36)
Let v∗ is the optimal solution of minv∈V l(v). Then by the first order optimality condition3 of v∗, we
have: ∀v ∈ V ,
〈∇l(v∗),v∗ − v〉 ≤ 0. (37)
Comparing with (37), the condition in (34) demands us to find kind of an -accurate solution in terms of the
first order optimality condition with

.
=
2
c2
‖v˜ − v1‖‖v˜ − v‖. (38)
To find a v˜ satisfying (34), in Algorithm 2, we consider a projected accelerated gradient descent (PAGD)
method. The PAGD method is a minor variant of the AGD [Nes98] for constrained strongly convex
problems, where we assume that an efficient projection operator onto V exists. Compared with common
convex minimization methods which aim to find an -solution v in terms of the gap of objective function
l(v)− l(v∗) ≤ , the PAGD method aims to find an -accurate solution in terms of the first order optimality
condition in (37) with  defined in (38). This task is nontrivial because the upper bound for the gap of objective
function can not be directly used, despite the convex property l(v˜) − l(v) ≤ 〈∇l(v˜), v˜ − v〉, ∀v ∈ V. To
this end, in Algorithm 2, instead of bounding the gap of objective function, we bound the residual norm
‖vt − vˆt−1‖, which in turn can be used to obtain a solution v˜ satisfying (34) (See Lemma 7).
Algorithm 2 is particularly designed for the problem of finding v˜ satisfying (34). As a result, we initialize
v0 and u0 as the v1 defined in (32) in the Step 3 of Algorithm 2. Meanwhile, in the Step 9, we set the best vt
as v˜, which has the minimal residual norm ‖vt − vˆt−1‖ among all iterates. Then in the Step 10, we obtain
w˜ from v˜ according to (33). Finally, according to (32), w˜ and v˜ are stacked as the zˆk, which is the desired
solution for the Step 6 of the k-th iteration of Algorithm 1.
All the other steps are standard steps for the well-known projected accelerated gradient descent method
[DO19]. In the Step 2, we set the sequences {bt}, {Bt}. Then in the t-th iteration, we perform a convex
combination of vt−1 and ut−1 in the Step 5, a gradient descent step to obtain vt in the Step 6, and a dual
averaging step in the Step 7. (For a detailed explanation for these steps of accelerated first order methods, the
reader may refer to [DO19]).
In the Step 7 of Algorithm 2, we define ut as the minimizer in V of the following estimation sequence:
ϕt(u)
.
=
t∑
i=1
bi
(
l(vˆi−1) + 〈∇l(vˆi−1),u− vˆi−1〉+ σl
2
‖u− vˆi−1‖2
)
+
1
2
‖u− v0‖2, (39)
where {vˆi−1} are defined in the Step 5 of the t iterations. Again, ϕt(v) can be recursively defined as
ϕt(u)
.
= ϕt−1(u) + bt
(
l(vˆt−1) + 〈∇l(vˆt−1),u− vˆt−1〉+ σl
2
‖u− vˆt−1‖2
)
. (40)
We prove our result by performing estimation sequence analysis. First, an upper bound of ϕt(ut) is given
below.
3From the perspective of variational inequality [FP07], the v∗ satisfying (37) is called the strong solution of the related variational
inequality problem about (∇l(v),V).
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Algorithm 2 Projected Accelerated Gradient Descent
1: Input: , w0,v0,w1,v1 defined in (32), the quadratic function l(v) with v ∈ V defined in (35), Ll, σl
in (36).
2: {bt}, {Bt} are sequences satisfying B0 = 0 and
B1 =
1
2Ll
, Bt = B1
(
1 +
√
σl
2Ll
)t−1
, bt = Bt −Bt−1.
3: v0 = u0 = v
1.
4: for t = 1, 2, . . . , T do
5: vˆt−1 =
Bt−1
Bt
vt−1 + btBtut−1.
6: vt=arg minv∈V
{〈∇l(vˆt−1),v〉+ Ll‖v − vˆt−1‖2}.
7: ut = arg minu∈V ϕt(u) with ϕt(u) in (39).
8: end for
9: For so computed set {(vt, vˆt−1)}t∈[T ], select:
v˜ = arg min
vt:t∈[T ]
‖vt − vˆt−1‖.
10: Let w˜ = w1 − c2(w0 +A(v˜ − v1)).
11: return zˆk =
[
w˜
v˜
]
.
Lemma 5 ∀t ≥ 0, we have
ϕt(ut) ≤ Btl(v∗) + 1
2
‖v∗ − v0‖2. (41)
Proof. See Section B.2.
Then we give a lower bound of ϕt(ut) in Lemma 6.
Lemma 6 ∀t ≥ 0, we have
Btl(vt) +
t∑
i=1
LlBi
2
‖vi − vˆi−1‖2 ≤ ϕt(ut). (42)
Proof. See Section B.3.
By Lemmas 1, 2 and the fact l(vt) ≥ l(v∗), we can give an upper bound for mini∈[t] ‖vi − vˆi−1‖. To
provide a bound for 〈∇l(vi),vi − v〉, according to the optimal condition of vi in the Step 6 of the i-th
iteration of Algorithm 2 and the optimal condition of v∗ for the problem minv∈V l(v), we have Lemma 7.
Lemma 7 ∀i ≥ 1, we have v ∈ V,
〈∇l(vi),vi − v〉 ≤ 3Ll‖vi − vˆi−1‖‖vi − v‖,
‖vi − v∗‖ ≤ 3Ll
σl
‖vi − vˆi−1‖. (43)
Proof. See Section B.4.
Combining Lemmas 5, 6 and 7, and using the definition of Ll, σl in (36), c in (31) and zˆk in (32), we
have Theorem 2.
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Theorem 2 (Iteration Complexity of Algorithm 2) With at most
t ≥
log
(
1+9
√
2L
3
2
l σ
− 3
2
l (σlc
2+1)2
)
log
(
1 +
√
σl
2Ll
) = O˜(σmax
σmin
log k
)
,
iterations, where k denotes the k-th iteration of Algorithm 1, and O˜ hides some log factors about σmin, σmax
and L, Algorithm 2 returns zˆk such that the condition (25) holds.
Proof. See Section B.5.
From Theorem 1 and Theorem 2, we have Corollary 1, which is the main result of this paper.
Corollary 1 With Algorithm 2 as the subsolver, Algorithm 1 will return an -accurate solution that satisfies
(13) with at most O˜
(
σmax
σmin
√
L
 log
1

)
number of accessing the extended first order oracle in (9), where O˜
hides certain logarithmic factors about σmin, σmax and L.
Proof. Simply combine the results of Theorem 1 and Theorem 2, with the extended oracle (9).
Remark 1 Compared with the BAXG method which uses the approximate backward Euler discretization, the
PAGD method in Algorithm 2 uses the forward Euler discretization. Thus, in each iteration of PAGD, only
one gradient∇l(vˆt−1) needs to be computed.
4 Problems with Linear System Structure
In our discussion above, our convergence results are given for the general problem class in (7). In practice,
many problems in this class may have additional structures, which may enable us to obtain even better
convergence guarantees. One subclass of the problem class (7) is that we restrict (7) with V = Rn. As we
have seen in Section 1.5, one example is the linear equality constrained smooth optimization problem in (17) .
Another example is the saddle point formulation of the empirical mean squared projected Bellman error in
reinforcement learning [DCL+17]. When V = Rn, the associated subproblem in Section 3 will be a strongly
convex quadratic minimization problem on Rn, which in turns is a problem of solving a linear system as
follows (
ATA+
4
c2
I
)
s = −
(2
c
v0 +ATw0
)
, (44)
where s = v − v1 and the other notations are the same as in Section 3.
Besides convex optimization tools such as the AGD method, we can also use the Krylov subspace methods
that are designed specifically for solving a linear system, by the well-known conjugate gradient (CG) descent
[Saa03]. Theoretically CG has the same worst time complexity with AGD, but it can be much faster than its
worst case in practice, due to the so called “superlinear convergence behavior” [BK01].
Meanwhile, in all the subproblems of the Step 6 in Algorithm 1, the corresponding linear system problems
in (44) differ by only a scaled identity matrix and the right hand side. This suggests that if it is not so expensive,
we can compute an eigenvalue decomposition of ATA beforehand with typically O(n3) cost. Then all
the subproblems of the Step 6 in Algorithm 1 can be solved with cost O(n2). That is, if the number of
iterations of Algorithm 1 is Ω(n), then the amortized complexity of solving each subproblem exactly is
O(n2 + nd) = O(nd) due to n ≤ d in our setting – the same cost as accessing the oracle (8). As a result, for
this subclass of problem (7) with V = Rn, we can essentially find an -accurate solution satisfying (13) with
(equivalent) O(1/
√
) number of accessing the extended first order oracle in (8).
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When n is large, it will be expensive to pre-compute the eigenvalue decomposition of ATA. In this
case, one can perform partial eigenvalue decomposition of ATA along the iterations of Algorithm 1 by the
Lanczos method for linear systems only with different scalar shifts and right hand sides [Saa87, SSX14].
This normally leads to complexity results not worse than pre-computing the eigenvalue decomposition of
ATA.
5 Experiments
In this section, we provide some preliminary experiments to verify the effectiveness of the proposed BAXG
algorithm. We test the performance of BAXG with Algorihm 2 as the subsolver on the two motivating
examples of Section 1.5: the linear equality constrained smoothed-`1 norm optimization problem in (17) and
(18), and the dense error correction problem in (20). For comparison, we also implement the extragradient
(EG) method [Kor76], the stochastic accelerated mirror prox (SAMP) method [CLO17] for the two problems
respectively. Both the EG and SAMP methods are assumed to access the first order oracle4 in (8), while the
BAXG method is assumed to access the extended first order oracle in (9).
5.1 Linear Equality Constrained Smoothed `1-Norm Minimization
Using Lagrange formulation, we have
min
w∈Rd
R(w) s.t. ATw = b
= min
w∈Rd
max
v∈Rn
λR(w) + 〈w,Av〉 − bTv, (45)
where R(w) .=
∑d
i=1
1
a(log(1 + exp(awi) + log(1 + exp(−awi)) with a = 106, λ > 0 is the param-
eter to balance the objective function R(w) and the constraint ATw = b. In our experiments, we set
A ∈ Rd×n with d = 1, 000 and n = 500 as a random Gaussian matrix with i.i.d. elements from
N (0, 1/√n), b = ATw∗ with w∗ is a sparse vector with random nonzero elements from {1,−1}, and
λ ∈ {10−6, 10−4, 10−2}. Although we can estimate the global Lipschitz constant of λR(w), it is too
pessimistic for practical use5. In our experiments, we search the best Lipschitz constant of λR(w) in
{10−5, 10−4, 10−3, 10−2, 10−1, 1, 10, 102, 103}.
As both oracle models in (8) and (9) have similar computational cost, we use the number of accessing
(extended) first order oracle as the x-axis, while we use the value λ|R(w) − R(w∗)| + ‖ATw − b‖ to
measure the progress of these algorithms. In Figure 1, we show the comparision of these algorithms for the
three settings λ ∈ {10−6, 10−4, 10−2}. For the two cases λ ∈ {10−6, 10−4} where the Lipschitz constant of
λR(w) is not so large, because of the accelerated rate O˜(σmaxσmin
√
L/ log 1 ), the BAXG method will overtake
the EG and SAMP methods after proper iterations. On the other hand, when λ = 10−2, the large Lipschitz
constant of λR(w) in the complexity bound of BAXG makes BAXG no longer faster than SAMP6, while
still has an edge over the EG method.
5.2 Dense Error Correction
In Section 5.1, we have conducted experiments on the first motivating example of linear equality constrained
problem (19) in Section 1.5. In this section, we consider the second motivating example of dense error
4We assume the SAMP method can access exact gradients.
5With a = 106 and λ > 0, the global Lipschitz constant of λR(w) will be 106λ. [SFR07]
6As shown in Table 1, SAMP reduces the effect of large Lipschitz constant by acceleration.
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(a) λ = 10−6 (b) λ = 10−4 (c) λ = 10−2
Figure 1: Comparison of the EG, SAMP, and BAXG algorithms for linear equality constrained smoothed `1-norm
minimization.
correction (22) and reformulate it as follows
min
w∈Rd
λR(w) + ‖ATw − b‖1 = min
w∈Rd
max
v:‖v‖∞≤1
λR(w) + 〈w,Av〉 − bTv, (46)
where R(w) is the smoothed version (18) of `1 norm with a = 106. The problem (46) is also called least
absolute deviation (LAD) in regression literature. Compared with (45), the only difference of the minimax
reformulation is that the dual variable v is constrained in a unit `∞ ball.
For the problem (46), in the experiments, we initialize A ∈ Rd×n with d = 1, 000 and n = 500 as a
random Gaussian matrix with i.i.d. elements from N (0, 1/√n), b is set as a random vector of values from
{1,−1} and λ ∈ {10−6, 10−4, 10−2}. The best Lipschitz constant of λR(w) in {10−5, 10−4, 10−3, 10−2,
10−1, 1, 10, 102, 103}.
Again we use the number of accessing the (extended) first order oracle as the x-axis. Meanwhile we use
the gap of objective function (λR(w)+‖ATw−b‖1)− (λR(w∗)+‖ATw∗−b‖1) to measure the progress
of the algorithms, where w∗ is found by running the BAXG method with enough iterations. In Figure 2, we
show the comparison of these algorithms for solving (46). As we see, for both settings of λ = 10−6 and
λ = 10−4, the proposed BAXG method will outperform the EG and BAXG methods, due to the accelerated
rate O˜(σmaxσmin
√
L/ log 1 ). For the setting λ = 10
−2, shown in Figure 2(c), because of the large Lipschitz
constant of λR(w), the constant in the complexity bound of BAXG will be very large such that in the low
accurate region, the performance of BAXG will not be better than the EG and SAMP methods. Nevertheless,
as shown in Figure 2(c), the performance of BAXG will eventually approach that of the EG method.
The experiments in the above and those given in Section 5.1 on the two optimization problems all conform
with the theoretical characterization of our algorithm, its accelerated convergence rate under the prescribed
working conditions.
6 Conclusion and Future Work
In this paper, we have studied an important class of bilinear convex concave minimax optimization problems
minw∈∈Rd maxv∈V f(w) + 〈w,Av〉 − h(v), where V is a closed convex set, both f(w) and h(v) are
convex and smooth, and A has full column rank. By assuming that we can access the extended first order
oracle in (9), we propose a bilinear accelerated extragradient (BAXG) method to solve this class of problems.
We have shown that, to find an -accurate solution that satisfies (13), the BAXG method needs at most
O(1/
√
 log 1 ) number of accessing the extended first order oracle in (9), which substantially improves the
previous lower bound complexity results O(1/) of methods that only allow to access the first order oracle in
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(a) λ = 10−6 (b) λ = 10−4 (c) λ = 10−2
Figure 2: Comparision of the EG, SAMP, and BAXG algorithms for dense error correction.
(8). Meanwhile, in the future it is also of interest to extend the BAXG method into the stochastic setting, the
finite sum setting, or the nonconvex-nonconcave setting, which are more pertinent to problems that arise in
contemporary machine/statistical learning.
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A Proof for Section 2
A.1 Proof of Lemma 1
Proof. By the optimality condition of zk, we have ∀y ∈ X ,
〈 k∑
i=1
ai(∇g(xi) +Qzˆi) + 2(zk − x0),y − zk
〉
≥ 0. (47)
Then
ψk(zk) =
k∑
i=1
ai(g(xi) + 〈∇g(xi), zk − xi〉+ 〈Qzˆi, zk − y〉) + ‖zk − x0‖2
≤
k∑
i=1
ai(g(xi) + 〈∇g(xi), zk − xi〉) +
〈 k∑
i=1
ai∇g(xi) + 2(zk − x0),y − zk
〉
+ ‖zk − x0‖2
≤
k∑
i=1
ai(g(xi) + 〈∇g(xi),y − xi〉) + 〈2(zk − x0),y − zk〉+ ‖zk − x0‖2
≤
k∑
i=1
aig(y) + ‖y − x0‖2
= Akg(y) + ‖y − x0‖2.
Lemma 1 is proved.
A.2 Proof of Lemma 2
Proof. First, in (24), by A0 = 0 and z0 = x0, we have
A0f(x0)− ψ0(z0) = 0. (48)
By our assumption, fˆ(x;xi, zˆi,y) is a linear function of x and ‖x− x0‖2 is 2-strongly convex. Therefore
for all x,y ∈ X , it follows that
ψi(x) ≥ ψi(y) + 〈∇ψi(y),x− y〉+ ‖x− y‖2. (49)
By the optimality condition zi, we have ∀x ∈ X , 〈∇ψi(zi),x− zi〉 ≥ 0. So it follows that
ψi(x) ≥ ψi(zi) + ‖x− zi‖2. (50)
Therefore applying (50) to ψi−1(x), we have
ψi(x) = ψi−1(x) + aifˆ(x;xi, zˆi,y)
≥ ψi−1(zi−1) + ‖x− zi−1‖2 + aifˆ(x;xi, zˆi,y)
= ψi−1(zi−1) + ‖x− zi−1‖2 + ai(g(xi) + 〈∇g(xi),x− xi〉+ 〈Qzˆi,x− y〉). (51)
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Meanwhile, we can give a lower bound of the last term of RHS of (51) as follows
ai(g(xi) + 〈∇g(xi),x− xi〉)
= Ai
(
g(xi) +
〈
∇g(xi), ai
Ai
x+
Ai−1
Ai
xi−1 − xi
〉)
−Ai−1(g(xi) + 〈∇g(xi),xi−1 − xi〉)
≥ Ai
(
g(xi) +
〈
∇g(xi), ai
Ai
x+
Ai−1
Ai
xi−1 − xi
〉)
−Ai−1g(xi−1)
= Aig(xi)−Ai−1g(xi−1) +Ai
〈
∇g(xi), ai
Ai
x+
Ai−1
Ai
xi−1 − xi
〉
,
and
ai〈Qzˆi,x− y〉 = ai〈Qzˆi,x− zˆi〉+ ai〈Qzˆi, zˆi − y〉. (52)
Therefore, it follows that
ψi(x) ≥ ψi−1(zi−1) + ‖x− zi−1‖2 +Aig(xi)−Ai−1g(xi−1)
+Ai
〈
∇g(xi), ai
Ai
x+
Ai−1
Ai
xi−1 − xi
〉
+ ai〈Qzˆi,x− zˆi〉+ ai〈Qzˆi, zˆi − y〉. (53)
By setting x .= zi and a simple arrangement of (53), we have
(Aig(xi)− ψi(zi))− (Ai−1g(xi−1)− ψi−1(zi−1)) + ai〈Qzˆi, zˆi − y〉
≤ Ai
〈
∇g(xi),xi − ai
Ai
zi − Ai−1
Ai
xi−1
〉
− ‖zi − zi−1‖2 + ai〈Qzˆi, zˆi − zi〉
= ai 〈∇g(xi), zˆi − zi〉 − ‖zi − zi−1‖2 + ai〈Qzˆi, zˆi − zi〉
= ai 〈∇g(xi) +Qzˆi, zˆi − zi〉 − ‖zi − zi−1‖2. (54)
By the monotone property of Q(x) and the definition of ai and zˆi, it follows that
k∑
i=1
ai〈Qzˆi, zˆi − y〉 ≥
k∑
i=1
ai〈Q(y), zˆi − y〉 =
〈
Qy,
k∑
i=1
ai(zˆi − y)
〉
= Ak〈Qy,xk − y〉. (55)
Summing (54) from i = 1 to k and by (55) and (48), it follows that
Ak(g(xk) + 〈Qy,xk − y〉)− ψk(zk)
≤ Akg(xk)− ψk(zk) +
k∑
i=1
ai〈Qzˆi, zˆi − y〉
≤ A0f(x0)− ψ0(z0) +
k∑
i=1
(
ai 〈∇g(xi) +Qzˆi, zˆi − zi〉 − ‖zi − zi−1‖2
)
=
k∑
i=1
(
ai 〈∇g(xi) +Qzˆi, zˆi − zi〉 − ‖zi − zi−1‖2
)
.
Hence, by the definition of Ei, Lemma 2 is proved.
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A.3 Proof of Lemma 3
Proof. According to the Step 7 and 8 of Algorithm 1, in the i-th iteration, we have
xi = xˆi−1 +
ai
Ai
(zˆi − zi−1). (56)
By the definition of Ei in Lemma 2, one has: ∀i ∈ [k],
Ei ≤ ai 〈∇g(xi) +Qzˆi, zˆi − zi〉 − ‖zi − zi−1‖2
≤ ai
〈
∇g(xi) +Qzˆi + 2
ai
(zˆi − zi−1), zˆi − zi
〉
− (‖zˆi − zi−1‖2 + ‖zˆi − zi‖2)
≤ ai〈∇g(xi)−∇g(xˆi−1), zˆi − zi〉+ ai
〈
∇g(xˆi−1) +Qzˆi + 2
ai
(zˆi − zi−1), zˆi − zi
〉
− (‖zˆi − zi−1‖2 + ‖zˆi − zi‖2)
≤ ai‖∇g(xi)−∇g(xˆi−1)‖‖zˆi − zi‖+ ai
〈
∇g(xˆi−1) +Qzˆi + 2
ai
(zˆi − zi−1), zˆi − zi
〉
− (‖zˆi − zi−1‖2 + ‖zˆi − zi‖2)
≤ aiL‖xi − xˆi−1‖‖zˆi − zi‖+ ai
〈
∇g(xˆi−1) +Qzˆi + 2
ai
(zˆi − zi−1), zˆi − zi
〉
− (‖zˆi − zi−1‖2 + ‖zˆi − zi‖2)
=
a2iL
Ai
‖zˆi − zi−1‖‖zˆi − zi‖+ ai
〈
∇g(xˆi−1) +Qzi−1 + (Q+ 2
ai
I)(zˆi − zi−1), zˆi − zi
〉
− (‖zˆi − zi−1‖2 + ‖zˆi − zi‖2)
≤ 1
2
((a2iL
Ai
)2 − 1)‖zˆi − zi−1‖2 + ai〈∇g(xˆi−1) +Qzi−1 + (Q+ 2
ai
I)(zˆi − zi−1), zˆi − zi
〉
−1
2
(‖zˆi − zi−1‖2 + ‖zˆi − zi‖2) . (57)
So by the Step 6 of Algorithm 1, in the i-th iteration, we have ∀z ∈ X ,
ai
〈
∇g(xˆi−1) +Qzi−1 + (Q+ 2
ai
I)(zˆi − zi−1), zˆi − z
〉
− 1
2
(‖zˆi − zi−1‖2 + ‖zˆi − z‖2) ≤ 0. (58)
Therefore, by combining (57) and (58), we have
Ei ≤ 1
2
((a2iL
Ai
)2 − 1)‖zˆi − zi−1‖2, (59)
and Lemma 3 is proved.
B Proof for Section 3
B.1 Proof of Lemma 4
Proof. In the Step 6 of the k-th iteration of Algorithm 1, by the definitions of {c,w0,v0,w1,v1, w˜, v˜} in
(31) and (32), we have
∇g(xˆk−1) +Qzk−1 + (Q+ 2
ak
I)(zˆk − zk−1) =
[
w0 +A(v˜ − v1) + 2c (w˜ −w1)
v0 −AT (w˜ −w1) + 2c (v˜ − v1)
]
. (60)
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So the condition (25) is equivalent to ∀w ∈ Rd,v ∈ X ,
c
〈
w0 +A(v˜ − v1) + 2
c
(w˜ −w1), w˜ −w
〉
+ c
〈
v0 −AT (w˜ −w1) + 2
c
(v˜ − v1), v˜ − v
〉
+
− 1
2
(‖w −w1‖2 + ‖v − v1‖2 + ‖w˜ −w‖2 + ‖v˜ − v‖2) ≤ 0. (61)
By setting
w0 +A(v˜ − v1) + 2
c
(w˜ −w1) = 0 ⇐⇒ w˜ = w1 − c
2
(w0 +A(v˜ − v1)), (62)
a sufficient condition for (61) is
c
〈
v0 −AT (w˜ −w1) + 2
c
(v˜ − v1), v˜ − v
〉
− 1
2
(‖v − v1‖2 + ‖v˜ − v‖2) ≤ 0. (63)
By setting ∀v ∈ V,
l(v)
.
=
1
2
(v − v1)T (ATA+ 4
c2
I
)
(v − v1) + (2
c
v0 +ATw0
)T
(v − v1), (64)
and by (62), (63) is equivalent to〈∇l(v˜), v˜ − v〉− 1
c2
(‖v˜ − v1‖2 + ‖v˜ − v‖2) ≤ 0, (65)
To guarantee (65), by the Cauchy-Schwarz inequality 2ab ≤ a2 + b2, a sufficient condition is ∀v ∈ V,〈∇l(v˜), v˜ − v〉 ≤ 2
c2
‖v˜ − v1‖‖v˜ − v‖. (66)
Lemma 4 is proved.
B.2 Proof of Lemma 5
Proof. It follows that ∀u ∈ V,
ϕt(u) =
t∑
i=1
bi(l(vˆi−1) + 〈∇l(vˆi−1),u− vˆi−1〉+ σl
2
‖u− vˆi−1‖2) + 1
2
‖u− v0‖2
≤
t∑
i=1
bil(u) +
1
2
‖u− v0‖2
= Btl(u) +
1
2
‖u− v0‖2.
So we have
ϕt(ut) = min
u∈V
ϕt(u) ≤ ϕt(v∗) ≤ Btl(v∗) + 1
2
‖v∗ − v0‖2. (67)
Lemma 5 is proved.
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B.3 Proof of Lemma 6
Proof. By our setting that B0 = 0,u0 = v0 in Algorithm 2, we have
B0l(v0)− ϕ0(u0) = 0. (68)
Meanwhile for all u,v ∈ V and 1 ≤ i ≤ k, it follows that
ϕi(u) ≥ ϕi(v) + 〈∇ϕi(v),u− v〉+ 1 + σlBi−1
2
‖u− v‖2. (69)
Then in the i-th iteration, by the optimality condition of ui, we have ∀u ∈ V, 〈∇ϕi(ui),u− ui〉 ≥ 0. So it
follows that
ϕi(u) ≥ ϕi(ui) + 1 + σlBi
2
‖u− ui‖2. (70)
Therefore by using (70) on ϕi−1(u), we have
ϕi(u) = ϕi−1(u) + bi(l(vˆi−1) + 〈∇l(vˆi−1),u− vˆi−1〉+ σl
2
‖u− vˆi−1‖2)
≥ ϕi−1(ui−1) + 1 + σlBi−1
2
‖u− ui−1‖2 + bi(l(vˆi−1) + 〈∇l(vˆi−1),u− vˆi−1〉+ σl
2
‖u− vˆi−1‖2)
≥ ϕi−1(ui−1) + 1 + σlBi−1
2
‖u− ui−1‖2 + bi(l(vˆi−1) + 〈∇l(vˆi−1),u− ui−1〉). (71)
Let v˜i
.
= Bi−1Bi vi−1 +
bi
Bi
ui. Then by the setting vˆi−1 =
Bi−1
Bi
vi−1 + biBiui−1, we have v˜i − vˆi−1 =
bi
Bi
(ui − ui−1).
By the definition of the sequences {bi} and {Bi}, we have (1+σlBi−1)Bib2i ≥ 2L. In (71), let u
.
= ui, then
we have
ϕi(ui)− ϕi−1(ui−1) ≥ 1 + σlBi−1
2
‖ui − ui−1‖2 + bi(l(vˆi−1) + 〈∇l(vˆi−1),ui − vˆi−1〉)
=
(1 + σlBi−1)B2i
2b2i
‖v˜i − vˆi−1‖2 + bi(l(vˆi−1) + 〈∇l(vˆi−1),ui − vˆi−1〉)
=
(1 + σlBi−1)B2i
2b2i
‖v˜i − vˆi−1‖2 +Bi(l(vˆi−1) + 〈∇l(vˆi−1), v˜i − vˆi−1〉)
−Bi−1(l(vˆi−1) + 〈∇l(vˆi−1),vi−1 − vˆi−1〉)
= Bi
(
l(vˆi−1) + 〈∇l(vˆi−1), v˜i − vˆi−1〉+ (1 + σlBi−1)Bi
2b2i
‖v˜i − vˆi−1‖2
)
−Bi−1(l(vˆi−1) + 〈∇l(vˆi−1),vi−1 − vˆi−1〉)
≥ Bi
(
l(vˆi−1) + 〈∇l(vˆi−1), v˜i − vˆi−1〉+ L‖v˜i − vˆi−1‖2
)
−Bi−1(l(vˆi−1) + 〈∇l(vˆi−1),vi−1 − vˆi−1〉)
≥ Bi
(
l(vˆi−1) + 〈∇l(vˆi−1),vi − vˆi−1〉+ L‖vi − vˆi−1‖2
)
−Bi−1(l(vˆi−1) + 〈∇l(vˆi−1),vi−1 − vˆi−1〉)
≥ Bi
(
l(vi) +
L
2
‖vi − vˆi−1‖2
)
−Bi−1(l(vˆi−1) + 〈∇l(vˆi−1),vi−1 − vˆi−1〉)
≥ Bi
(
l(vi) +
L
2
‖vi − vˆi−1‖2
)
−Bi−1l(vi−1)
≥ Bil(vi)−Bi−1l(vi−1) + LBi
2
‖vi − vˆi−1‖2. (72)
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Telescoping (72) from i = 1 to t, we have
ϕt(ut)− ϕ0(u0) ≥ Btl(vt)−B0l(v0) +
t∑
i=1
LBi
2
‖vi − vˆi−1‖2. (73)
Therefore, combining (68) and (73), we have
Btl(vt) +
t∑
i=1
LBi
2
‖vi − vˆi−1‖2 ≤ ϕt(ut), (74)
and Lemma 6 is proved.
B.4 Proof of Lemma 7
Proof. In the i-th iteration of Algorithm 2, by the optimality condition of vi, we have: ∀v ∈ V,〈
∇l(vˆi−1) + 2Ll(vi − vˆi−1),vi − v
〉
≤ 0. (75)
So it follows that ∀v ∈ V,
〈∇l(vi),vi − v〉 =
〈
∇l(vi)− (∇l(vˆi−1) + 2Ll(vi − vˆi−1)),vi − v
〉
+
〈
∇l(vˆi−1) + 2Ll(vi − vˆi−1),vi − v
〉
≤
〈
∇l(vi)− (∇l(vˆi−1) + 2Ll(vi − vˆi−1)),vi − v
〉
≤ ‖∇l(vi)−∇l(vˆi−1)‖‖vi − v‖+ 2Ll‖vi − vˆi−1‖‖vi − v‖
= Ll‖vi − vˆi−1‖‖vi − v‖+ 2Ll‖vi − vˆi−1‖‖vi − v‖
= 3Ll‖vi − vˆi−1‖‖vi − v‖. (76)
Let v .= v∗. Then by the optimality condition of v∗ such that 〈∇l(v∗),vi − v∗〉 ≥ 0 and the strong
convexity of l(v), we have
〈∇l(vi),vi − v∗〉 ≥ 〈∇l(v∗),vi − v∗〉+ σl‖vi − v∗‖2 ≥ σl‖vi − v∗‖2. (77)
So by (76) and (77), we have
‖vi − v∗‖ ≤ 3Ll
σl
‖vi − vˆi−1‖. (78)
Lemma 7 is proved.
B.5 Proof of Theorem 2
Proof. By combining Lemmas 6, 5, we have
Btl(vt) +
t∑
i=1
LBi
2
‖vi − vˆi−1‖2 ≤ ϕt(ut) ≤ Btl(v∗) + 1
2
‖v∗ − v0‖2. (79)
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By the fact l(vt) ≥ l(v∗), we have
t∑
i=1
LlBi
2
min
i∈[t]
‖vi − vˆi−1‖2 ≤
t∑
i=1
LlBi
2
‖vi − vˆi−1‖2 ≤ 1
2
‖v∗ − v0‖2. (80)
So in the t iterations, let i˜ .= arg mini∈[t] ‖vi − vˆi−1‖.
‖vi˜ − vˆi˜−1‖ = min
i∈[t]
‖vi − vˆi−1‖ ≤ ‖v
∗ − v0‖√
Ll
(∑t
i=1Bi
) . (81)
Combining (81) and Lemma 7, we have
‖v∗ − v0‖ − ‖vi˜ − v0‖ ≤ ‖vi˜ − v∗‖ ≤
3Ll
σl
‖vi˜ − vˆi˜−1‖ ≤
3
√
Ll
σl
‖v∗ − v0‖√∑t
i=1Bi
, (82)
and this gives
‖v∗ − v0‖ ≤ ‖vi˜ − v0‖
1− 3
√
Ll
σl
√∑t
i=1Bi
. (83)
Then combining (81) and (83) and with the setting v0 = v1 where v1 is defined in (32), we have
〈∇l(vi˜),vi˜ − v〉 ≤ 3Ll‖vi˜ − vˆi˜−1‖‖vi˜ − v‖
≤ 3Ll ‖v
∗ − v0‖√
Ll
(∑t
i=1Bi
)‖vi˜ − v‖ (84)
≤ 3
√
Ll√∑t
i=1Bi
· ‖vi˜ − v0‖‖vi˜ − v‖
1− 3
√
Ll
σl
√∑t
i=1Bi
=
3
√
Ll√∑t
i=1Bi
· ‖vi˜ − v
0‖‖vi˜ − v‖
1− 3
√
Ll
σl
√∑t
i=1Bi
. (85)
By (85), to have 〈∇l(vi),vi − v〉 ≤ 1c2 ‖vi − v0‖‖vi − v‖, it is easy to check that a sufficient condition is
t∑
i=1
Bi ≥
(3√Ll(σlc2 + 1)
σl
)2
. (86)
Meanwhile, with our setting of {bi}, {Bi} in Algorithm 2, we have
t∑
i=1
Bi =
1√
2Llσl
((
1 +
√
σl
2Ll
)t
− 1
)
. (87)
So for the sufficient condition (87) to be true, by (87) and the fact σl = σ2min +
1
c2
, Ll = σ
2
max +
1
c2
with
c = ak =
2k−1
L , we only need
t ≥
log
(
1 + 9
√
2L
3
2
l σ
− 3
2
l (σlc
2 + 1)2
)
log
(
1 +
√
σl
2Ll
) = O˜(σmax
σmin
log k
)
, (88)
iterations, where O˜ hides the logarithmic factors about σmin, σmax and L.
Theorem 2 is proved.
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