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Abstract.We consider the heat equation with Dirichlet boundary
conditions on the tubular neighborhood of a closed Riemannian sub-
manifold of a Riemannian manifold. We show that, as the tube
radius decreases, the semigroup of a suitably rescaled and renormal-
ized generator can be effectively described by a Hamiltonian on the
submanifold with a potential that depends on the geometry of the
submanifold and of the embedding.
1 Introduction
In this paper, we study the heat equation on tubular neighborhoods around
closed submanifolds of Riemannian manifolds. Let L be an l-dimensional closed
Riemannian manifold isometrically embedded into an m-dimensional Rieman-
nian manifold M , l < m. We denote by L(ε) the tubular neighborhood of L
of radius ε > 0. We investigate the behaviour of the heat semigroup on L(ε)
assuming Dirichlet boundary conditions on ∂L(ε). It turns out that for small
values of ε, the solution of the heat equation can be effectively described mainly
by the solution of a heat equation with potential on the submanifold alone. The
potential reflects geometric properties of the submanifold and of the embedding.
A proper formulation of this statement requires some modifications of the initial
problem. If the semigroups are suitably rescaled and renormalized, we obtain
an asymptotic perturbation problem on a fixed tube. As ε tends to zero, we
actually obtain convergence to a limit semigroup. Since the proper formulation
of the problem already requires some analysis, the main results are not stated
before Section 5.
The motivation to study this asymptotic problem grew out of work about Brow-
nian motion conditioned to tubes around submanifolds. We wanted to under-
stand the results of [17] in a different way, exploiting also another method of
proof which is more analytic than the proof for M = Rn given in [18] which
uses stochastic differential equations. Conditioned Brownian motion is inti-
mately connected with Brownian motion absorbed at the boundary of the tube.
The generator of absorbed Brownian motion is the Dirichlet Laplacian. This,
and how we use these results on the heat equation to prove an analogous result
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as in [18] about weak convergence of the path measures of conditioned Brownian
motion will be explained in [16].
This paper is the first one out of two. Here, we identify the limit semigroup and
show that the semigroups converge strongly in a suitable L2-space. Regarding
the application above, this is not sufficient since we will have to consider also the
restriction of these heat equation solutions to the zero set L ⊂M and this is not
well - defined without additional smoothness. Therefore, in the second paper [15]
we will prove some compactness property which will imply that the semigroups
actually converge strongly in Sobolev spaces of arbitrarily large Sobolev index.
Note that we have to exclude time t = 0 in both of these statements because
the limit ε to zero is not continuous with respect to the initial condition.
After some preliminaries about the Dirichlet Laplacian and the tube geometry in
Sections 2 and 3, we construct in Section 4 a perturbation problem for quadratic
forms associated to the generators that we actually want to investigate. In
Section 5 we formulate the main results of this paper, Theorem 1 and 2.
The idea of the proof is motivated by the geometry of the tube. We compare the
Laplacians of the induced metric on the tube with the Laplacians associated to
a reference metric induced by the so called Sasaki metric on the normal bundle.
If L(1) is equipped with the reference metric, the projection pi : L(1) → L
turns out to be a Riemannian submersion with totally geodesic fibers. The
Laplacian associated to this metric is therefore decomposable into a horizontal
and a vertical part and allows for quite explicit calculations. On the other hand,
the reference metric also provides the leading terms in the asymptotic expansion
of the of the induced metric as ε tend to zero and both degenerate in the same
way. That makes it natural to think of the one metric as a pertubation of the
other. This point of view is developed by calculations in local coordinates in
Section 6.
The limit dynamics takes place on a subspace of the full Hilbert space which can
be identified with the kernel of the renormalized vertical operator introduced in
Section 7. Here we also explain, why we may use the smallest eigenvalue of the
Dirichlet problem for the flat unit ball B ⊂ Rm−l to renormalize the quadratic
forms associated to the generators of the dynamics.
In Section 8, we finally collect some facts about epi-convergence and its relation
to strong resolvent convergence and convergence of the associated semigroups.
Then we prove epi-convergence for the quadratic forms associated to reference
and induced metric and conclude from that Theorem 1.
2 The Dirichlet laplacian on small tubes
We consider the Dirichlet Laplacian ∆ε on the Hilbert space L
2(L(ε), g) given by
∆εu := ∆u for all u in the domain D(∆ε) := H10 ∩H2(L(ε), g). ∆ := −divggrad
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denotes the Laplace - Beltrami operator on M and the definition is understood
in terms of Sobolev derivatives. By [12], Ch. 5.1, ∆ε is a positive and self adjoint
operator with discrete, semi-simple spectrum for whom all eigenfunctions belong
to C∞(L(ε)). Furthermore, by Friedrich’s construction ([6], VI.3), it is the
operator associated to the quadratic form
q(ε)(u) :=
∫
L(ε)
m(dp) ‖du‖2 (1)
with domain D(qε) = H10(L(ε), g). Here, m denotes the Riemannian volume
measure associated to g and ‖ − ‖ the norm induced by g.
Example. As a special case of this construction, we consider the case L =
{0} ∈ Rm−l and ε = 1. Then, L(1) = B is the unit ball B ⊂ Rm−l and we
denote the corresponding Dirichlet laplacian by ∆B , its spectral values by
spec∆B = {0 < λ0 < λ1 < λ2 < ...} (2)
and the corresponding eigenprojections by P0, P1, P2, .... Note that the eigen-
space associated to the smallest eigenvalue λ0 is one-dimensional.
3 Tube geometry and reference metric
First we collect some basic facts about the tubular neighborhood of L ⊂ M .
Let ϕ : L→M be an isometric embedding of the closed manifold L intoM . We
consider the normal bundle NL ⊂ TM |L. The exponential map expM : TM →
M restricted toNL thus yields a smooth map exp⊥ : NL→M . By compactness
of L, there is some r > 0, the injectivity radius, such that exp⊥ : Uε(0)→ L(ε)
is a diffeomorphism from the open ε-neighborhood Uε(0) of the zero section in
NL to the tubular ε-neighborhood of L ⊂ M for all ε < r. In the sequel, we
assume for simplicity that r > 1. The bundle projection piN : NL→ L induces
a submersion pi = ϕ◦piN ◦exp⊥−1 = exp⊥ ◦piN ◦exp⊥−1 : L(1)→ L. For q ∈ L,
the preimages pi−1(q) provide a decomposition of L(1) into relatively closed,
m− l-dimensional submanifolds. The decomposition F := ∪q∈Lpi−1(q) forms a
codimension-l-foliation of L(1) in the sense of [13], Ch. 1. The submanifolds
pi−1(q) are called the leaves.
On the tube, we consider the family of diffeomorphisms σε : L(ε)→ L(1) given
by
σε(p) := exp
⊥ ◦(ε−1 exp⊥−1(p)), (3)
ε > 0. These maps are called rescaling maps.
Apart from the metric g induced from M via the embedding, we will now con-
struct another metric, the reference metric g0 on the tubular neighborhood L(ε).
This is the metric induced by the Sasaki metric (cf. [11], (4.6), p. 55 and (4.11),
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p. 58). The covariant derivative on the normal bundle (cf. [3], 2.9. p. 89 f.)
associated to the embedding induces a connection map K⊥ : TNL→ NL, (cf.
[11], p. 58) and a decomposition of the tangent spaces TξNL, ξ ∈ NpL into
vertical and horizontal subspaces TξNL = Vξ ⊕Hξ where Vξ = kerpi∗ = TξNpL
and H = kerK⊥. Thus, every η = ηV + ηH can be decomposed into its vertical
and horizontal component. Furthermore, the tangent vector η ∈ TξNL can be
identified with (A,B) ∈ TpL⊕NpL where
A = pi∗(η), B = K
⊥(η). (4)
Definition 1 Identify η, η′ ∈ TξNL with (A,B), (A′, B′) ∈ TpL⊕NPL accord-
ing to (4). The Sasaki metric on NL is given by
〈η, η′〉0 = 〈A,A′〉L + 〈B,B′〉NL
where the first scalar product is computed with respect to the Riemannian metric
on L and the second with respect to the bundle metric on NL. The Sasaki metric
makes NL a Riemannian manifold. Via exp⊥, the restriction of the Sasaki
metric to U1(0) is transported to a Riemannian metric on L(1) which we denote
by g0. In the sequel, g0 will be referred to as the reference metric.
Remark. (i) If the tube is equipped with the reference metric, the projection
pi : L(1) → L turns out to be a Riemannian submersion (meaning that pi∗ :
Hξ → Tpi(ξ)L is an isometry for all ξ ∈ TNL) with totally geodesic fibers (cf.
[1], Example 2.5), a situation which is investigated in particular in the third
section of [14]. Furthermore, note that with respect to the reference metric,
the metric induced by the embedding of the leaves pi−1(q) makes the leaves
isometric to the flat unit ball B ⊂ Rm−l and the metric induced on the zero
section is the intrinsic metric gL on L. (ii) The decomposition η = ηV + ηH of
η ∈ TξNL is orthogonal with respect to g0, i.e. 〈ηV , ηH〉0 = 0. (iii) In contrast
to the situation for the induced metric, the Dirichlet Laplacian associated to the
reference metric can be decomposed into two independent parts, a vertical part
along the leaves and a horizontal part along the submanifold. This is proved
in [1], Theorem 1.5 for closed fibers. With slight modifications, the same holds
for the boundary problem considered above. We will use this in the subsequent
paper [15].
4 Rescaling and renormalization
Denote the Riemannian volume measure associated to the reference metric by
m0. First of all, m0 behaves under rescaling in the following way.
Lemma 1 We have σε ∗m0 = ε
l−mm0.
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Proof: The statement follows from the local coordinate expression (12) below
which is a consequence of Lemma 2.
Denote by
ρ :=
dm
dm0
∈ C∞(L(1)) (5)
the Radon-Nikodym density of the volume measures associated to g, g0, respec-
tively. The density ρ > 0 is strictly positive, hence pointwise multiplication
of functions f ∈ L2(L(ε), g0) by ρ−1/2 yields a unitary isomorphism between
L2(L(ε), g0) and L
2(L(ε), g) for all 1 ≥ ε > 0. This, together with the rescal-
ing map from (3) yields a unitary isomorphism Σε : L
2(L(1), g0)→ L2(L(ε), g)
given by
Σεu :=
σ∗εu√
ρεm−l
(6)
where we use the shorthand σ∗εu := u◦σε. The maps Σε restrict to isomorphisms
of the respective domains. To be precise,
√
ρ ∈ C∞(L(1)) together with the fact
that the rescaling maps σε are diffeomorphisms implies that for all ε > 0, the
maps
Σε : H
1
0(L(1), g0)→ H10(L(ε), g)
are topological isomorphisms mapping the boundary Sobolev space H10(L(1), g0)
homeomorphically onto the domains of the quadratic forms qε associated to the
respective Dirichlet operators.
To finally construct the perturbation problem that we will actually investi-
gate, we will rescale now the quadratic forms (1) to quadratic forms defined on
H10(L(1), g0) and renormalize them with the help of the lowest eigenvalue λ0 of
the Dirichlet laplacian for the flat euclidean ball (2).
Definition 2 Let α > 0, ε > 0 and λ0 > 0 be the smallest eigenvalue from (2).
The rescaled forms
Fε,α(u) : H
1
0(L(1), g0)→ R
are given by
Fε,α(u) :=
1
2
{
q(ε)(Σεu) + (α−
λ0
ε2
)〈Σεu,Σεu〉
}
(7)
where 〈−,−〉 denotes the scalar product on L2(L(1), g).
Remark. Note that the operators associated to the quadratic forms Fε,α are
given by ∆(ε) + α where ∆(ε) is given by
∆(ε) := Σ−1ε (∆ε − λ0/ε2)Σε (8)
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with domain D(∆(ε)) := H10∩H2(L(1), g0). But Σε : H10(L(1), g0)→ H10(L(ε), g)
is a unitary isomorphism and hence ∆(ε) is also self-adjoint with discrete semi-
simple spectrum
spec∆(ε) =
{
µ− λ0
ε2
: µ ∈ spec∆ε
}
.
The functionals Fε,α, the associated operators ∆(ε) and in particular their be-
havior as ε tends to zero will be what we will investigate in the remainder of
this paper. The two main statements that we will prove in this paper will be
formulated in the next subsection. As a preparation, we will first use partial
integration to represent the functionals Fε,α in a slightly different way, thereby
emphasizing the fact that they are actually functionals on a Hilbert space with
weight given by the Riemannian volume of the reference metric.
Proposition 1 The rescaled and renormalized form Fε,α is given by
Fε,α(u) =
1
2
∫
L(1)
m0(dp)
{
‖du‖2g(ε) +
(
Wε + α− λ0
ε2
)
u2
}
where Wε := σ
−1 ∗
ε W , ‖ − ‖g(ε) denotes the norm with respect to the metric
g(ε) := σ−1 ∗ε g and the smooth potential W is given by
W :=
1
2
∆ log ρ− 1
4
‖d log ρ‖2 ∈ C∞(L(1)).
Proof: Denote by 〈−,−〉 also the fiberwise scalar product associated to the
induced metric g and by ∇ the (vector field valued) gradient, i.e. ∇u := 〈du,−〉.
We denote the scalar product for forms and vector fields by the same symbol.
By
dΣεu = ε
l−m/2 ρ−1/2
(
dσ∗εu−
1
2
σ∗εu d log ρ
)
,
we have
Qε(u) = ε
l−m
∫
L(ε)
m(dp) ρ−1
(
〈dσ∗εu, dσ∗εu〉+
1
4
σ∗ε (u)
2‖d log ρ‖2
)
−1
2
εl−m
∫
L(ε)
m(dp)ρ−1〈dσ∗ε (u)2, d log ρ〉
= εl−m
∫
L(ε)
m(dp) ρ−1
(
〈∇σ∗εu,∇σ∗εu〉+
1
4
σ∗ε (u)
2‖∇ log ρ‖2
)
−1
2
εl−m
∫
L(ε)
m(dp)ρ−1〈∇σ∗ε (u)2,∇ log ρ〉.
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Note now that by ∇ log ρ = −ρ∇ρ−1 the second term is given by
−1
2
εl−m
∫
L(ε)
m(dp)ρ−1〈∇σ∗ε (u)2,∇ log ρ〉
=
εl−m
2
∫
L(ε)
m(dp)〈∇σ∗ε (u)2,∇ρ−1〉 =
εl−m
2
∫
L(ε)
m(dp) 〈∇v,X〉
where
v := σ∗ε (u)
2, X := ∇ρ−1.
By [12], Proposition 2.3, p. 128, we have for a smooth vector field X and a
smooth function u on the (possibly non - orientable) tube L(ε) that∫
L(ε)
m(dp) (v divX + 〈∇v,X〉) =
∫
∂L(ε)
m∂(dp)〈X, n〉
where m∂ denotes the Riemannian volume on the boundary of the tube and n
denotes the unit outward - pointing normal to ∂L(ε). Using the fact that we
consider Dirichlet boundary conditions which implies vanishing of the boundary
terms, we obtain
εl−m
2
∫
L(ε)
m(dp)〈∇σ∗ε (u)2,∇ρ−1〉 = −
εl−m
2
∫
L(ε)
m(dp)σ∗ε (u)
2 div(∇ρ−1).
Finally, again by ∇ log ρ = −ρ∇ρ−1, and by div∇u = ∆u, we obtain
div(∇ρ−1) = −div(ρ−1∇ log ρ) = −〈∇ρ−1,∇ log ρ〉 − ρ−1div(∇ log ρ)
= ρ−1‖∇ log ρ‖2 − ρ−1∆ log ρ.
Adding up the different contributions yields∫
L(ε)
m(dp)〈∇Σεu,∇Σεu〉 =
∫
L(ε)
m(dp)
εm−l
ρ−1(〈∇σ∗εu,∇σ∗εu〉+W (σ∗εu)2)
=
∫
L(ε)
m(dp)
εm−l
ρ−1(‖dσ∗εu‖2 +W (σ∗εu)2).
Then, by the transformation formula and Lemma 1∫
L(ε)
m(dp)ρ−1εl−m
(‖dσ∗εu‖2 +Wσ∗ε (u)2)
=
∫
L(1)
εl−mσε ∗m0(dp)
(
‖du‖2g(ε) + σ−1 ∗ε Wu2
)
=
∫
L(1)
m0(dp)
(
‖du‖2g(ε) +Wεu2
)
.
That implies the statement.
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5 The homogenization results
It will turn out that the dynamics associated to the generators ∆(ε) approach
a limit in L2(L(1), g0) as ε tends to zero.
The cornerstone of the proof of the homogenization result is the following the-
orem about the epi-limit of the rescaled functionals. It states that the limit
functional remains bounded only on a subspace of the whole domain. That
results in the effect that the limit of the semigroups generated by ∆(ε) is a
semigroup on the same subspace. This will be interpreted as homogenization
along the fibers of the tube L(1).
To state the first main result of this paper, we first have to introduce the sub-
space mentioned above. For that, consider again the Dirichlet problem on the
flat euclidean ball B ⊂ Rm−l. The eigenspace to the lowest eigenvalue λ0 > 0
is one-dimensional and the eigenfunctions are orthogonally invariant. Let thus
U0(|w|) denote a normalized eigenfunction of the flat Dirichlet Laplacian with
eigenvalue λ0. On the tube, we consider the function u0 ∈ C∞(L(1)) given by
u0(p) := U0(d(p, pi(p))). (9)
Definition 3 Let gL denote the induced metric on the submanifold L. Then
E0 ⊂ L2(L(1), g0) is given by
E0 := {u ∈ L2(L(1), g0) : u(p) = u0(p) v(pi(p)), v ∈ L2(L, gL)}.
Notation. (i) In the sequel, we will denote E0 and the L
2(L(1), g0)-orthogonal
projection onto it by the same symbol. (ii) For f ∈ L2(L, gL), we will frequently
write f = f ◦ pi and use the common notion basic functions for them.
Up to the renormalization, the operators ∆(ε) are basically unitary transforms
of the self-adjoint Dirichlet Laplacians ∆ε on the tube L(ε). Hence, the op-
erators ∆(ε) are self-adjoint on the space L2(L(1), g0). First of all, we need
equi-coercivity of the sequence of functionals.
Proposition 2 There are constants α0,K > 0 such that for all α ≥ α0 we have
Fε,α(u) ≥ 1
4
q0(u)
for all ε ≤ 1/2K. Here, q0 denotes the quadratic form of the Dirichlet laplacian
on L(1) associated to the reference metric, i.e.
q0(u) =
∫
L(1)
m0(dq)‖du‖20. (10)
Remark. Note that on the space H10(L(1), g0), q0(u) is equivalent to the 1-
Sobolev norm by Poincare´ inequality.
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That implies convexity of the Fε,α for the parameter values under consideration
and together with the fact that the quadratic forms Fε,α define the self-adjoint
operators ∆(ε) + α, we may also conclude that spec(∆(ε) + α) ⊆ [0,∞). Thus,
the operators are uniformly bounded below and generate therefore strongly con-
tinuous semigroups on L2(L(1), g0).
Our major aim is to prove convergence of the semigroups associated to the
operators ∆(ε), ε > 0 on the Hilbert space L2(L(1), g0). The way we proceed
is based on the following observations:
Theorem 1 There is some α0 > 0 such that for all α ≥ α0 the functionals
Fε,α : H
1
0(L(1), g0)→ R epi-converge to
Fα : H
1
0(L(1), g0)→ R = R ∪ {∞}
as ε→ 0 with respect to the weak topology on H10(L(1), g0). Here
Fα(u) :=
{
1
2
∫
L
mL(dq)(‖dv‖2L + (WL + α)v2) , u = u0v ∈ E0
∞ , else
where v = v ◦ pi, WL := W |L, W is the potential from Proposition 1 and u0 is
the eigenfunction to λ0 of the Dirichlet problem for the euclidean unit ball as in
(9).
From epi-convergence of the functionals, we can conclude strong convergence of
the resolvents and subsequently convergence of the semigroups.
Theorem 2 (i) Let α ≥ λ0+infq∈LW (q). For every u ∈ L2(L(1), g0), we have
lim
ε→0
(∆(ε) + α)−1u = E0 (∆L +WL + α)
−1E0u
strongly in L2(L(1), g0). (ii) For every u ∈ L2(L(1), g0), we have
lim
ε→0
e−
t
2
∆(ε)u = E0 e
− t
2
(∆L+WL)E0u
strongly in L2(L(1), g0) and uniformly for t ∈ K where K ⊂ (0,∞) is compact.
(iii) The statement of part (ii) still holds true if we substitute u by a sequence
uε, ε > 0 with limε→0 uε = u ∈ L2(L(1), g0), i.e. we have
lim
ε→0
e−
t
2
∆(ε)uε = E0 e
− t
2
(∆L+WL)E0u
strongly in L2(L(1), g0) and uniformly for t ∈ K where K ⊂ (0,∞) is compact.
An expression for the potential WL which is the restriction of the potential W
from Proposition 1 in terms of in- and extrinsic geometric quantities is given in
Corollary 4 in Section 6.3.
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6 An asymptotic formula for the metric
Recall that Proposition 1 implies that the functionals Fε,α are understood up
to the understanding of g(ε) and Wε and that Wε can be computed using the
Radon-Nikodym density ρ. To understand ρ and g(ε) explicitly requires much
more information about the geometry of the tube. This information will be
collected now.
We have to analyze the geometry of the tubular neighborhood more closely. We
will investigate the asymptotic behavior of the induced metric as the rescaling
parameter ε tends to zero. It turns out that we can think of the induced metric
as a perturbation of the reference metric, and, even more important, the two
metrics degenerate in the same way. Our investigation is thus based on the
comparison of induced and reference metric as the tube radius tends to zero.
The main work of this section is done in the proof of Theorem 3 where the
induced metric coefficients are calculated in suitable coordinates. In a series of
corollaries, local expression for the dual metric, the Radon - Nikodym density
ρ from (5) and the effective potential W from Proposition 1 are deduced from
this result without further complications.
The dynamical properties of the heat flow for the reference metric, namely
those that follow from the fact that the natural projection turns out to be a
Riemannian submersion with totally geodesic fibers, will be discussed in the
next section.
6.1 Fermi coordinates and the reference metric
To analyze the geometry of the tubular neighborhood more closely we will use
suitably chosen local coordinates. They are obtained as follows:
Let x = (xi)i=1,...,l be arbitrary local coordinates for L defined on an open
subset U ⊂ L with the additional property that NL|U is trivial. This is the
case for example if U is contractible. Let να , α=1,...,m−l denote orthonormal
sections of NL|U . The embedding of L into M is still denoted by ϕ : L ⊂ M .
Let now w = (wα)α=1,...,m−l ∈ B := {|w| < 1} ⊂ Rm−l. Then the map
τ(x,w) := ϕ(x) + wανα(x) provides a local trivialization of NL|U and
Φ(x,w) := ε⊥ ◦ τ(x,w) = expMϕ(x) (wανα(x)) (11)
(summation convention) yields local coordinates for L(1)|U , so called Fermi
coordinates. Fermi coordinates are foliated in the sense that the individual
leaves are given by sets {(x,w) : |w| < 1} with fixed x. Note that we use small
latin indices for the x-coordinates and small greek indices for the w-coordinates
in order to distinguish between parallel and transverse direction.
The rescaling maps σε : L(ε) → L(1) defined in (3) are given in Fermi coordi-
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nates by
σε(x,w) = (x,w/ε) : U × {|w| < ε} → U × {|w| < 1}.
Now we compute the reference metric in Fermi coordinates.
Lemma 2 In local Fermi coordinates (cf. (11)) we have
g0(x,w) =
(
gL,ij + w
µwνCαiµC
β
jνδαβ w
µCαiµ
wµCβjµ δαβ
)
where gL denotes the metric on Land C
µ
iα(x) := 〈νµ(x), Diνα(x)〉 denote the
connection coefficients of the induced connection D on the normal bundle.
Proof: By [11], p. 58, we have K⊥(∂i) = ∂i + w
µCνiµ∂ν , K
⊥(∂α) = ∂α,
where ∂i = Φ∗(∂/∂x
i), ∂α = Φ∗(∂/∂w
α). By Definition 1 that implies
g0(x,w) =
(
1 wµCβiµδαβ
0 1
)(
gij 0
0 δαβ
)(
1 0
wµCαjµδαβ 1
)
which yields the statement above.
In particular, this result implies the remark (i) above that with the metric
induced by the reference metric, the leaves (pi−1(q)) are isometric to the flat
unit ball and that the zero section (L, gL) are isometrically embedded. This
property corresponds to the usual properties of normal coordinates and will
allow us to compute the spectrum of the leaf operators which will be introduced
in the subsequent section. Furthermore, this result shows that in local Fermi
coordinates, the Riemannian volume is given by
m0(dxdw) =
√
det gL dxdw (12)
which is an alternative way to prove Lemma 1.
6.2 The metric in local coordinates
As explained above, the following proposition where the induced metric on the
tube is computed in local Fermi coordinates, is the basic result of this section.
Theorem 3 In local Fermi coordinates the metric tensor is given by
g(x,w) =
(
1 cb−1
0 1
) (
a 0
0 b
) (
1 0
b−1c+ 1
)
11
where
aij(x,w) = gL,ij(x)− 2wαgL,isAiα s
+wαwβ(gL,rsA
r
α iAβ js −Riαjβ) +O(|w|3),
ciσ(x,w) = w
αCσiα(x) +O(|w|2),
bµσ(x,w) = δµσ − 1
3
wαwβRµασβ(x) +O(|w|3).
Here, gL denotes the metric on L, Aα the Weingarten map of the embedding,
Cµiα(x) := 〈νµ(x), Diνα(x)〉 denote the connection coefficients of the induced
connection D on the normal bundle and R is the Riemannian curvature tensor
of M .
Remark. For the local calculations, we use the Einstein summation convention
in the sense that we sum over all indices occuring twice, even if they are both
lower or upper, i.e. the expression Rµαµβ means
∑
µRµαµβ – having still in
mind that greek indices run from 1, ...,m− l and small latin indices from 1, ..., l.
Note in particular that by gαβ(x, 0) = δαβ the coefficients with greek indices are
not affected by raising and lowering indices.
Proof: Let ξ ∈ NpL and η ∈ TξNL represented by (A,B) ∈ TpL ⊕ NpL as
before. By [11], Lemma 4.8, p. 59., we have that
Y (t) := Dtξ exp
⊥(A, tB)
is a Jacobi vector field along the geodesic γ given by γ(0) = q and γ˙(0) = ξ
with initial conditions Y (0) = A, ∇tY (0) = B + WξA and Wξ denotes the
Weingarten map. In particular, we obtain by
Y (1) = Dξ exp
⊥(A,B) = Dξ exp
⊥(η)
the desired tangent map. By Taylor expansion
Y (t) = τt
(
Y (0) + t∇tY (0) + t
2
2
∇2tY (0) +
t3
6
∇3tY (0) +O(t4)
)
where τt : TpM → Tγ(t)M denotes parallel translation. Now clearly
Y (0) = A, ∇tY (0) = B +WξA, ∇2tY (0) = −R(ξ, A)ξ.
It remains to compute the third derivative. We have by the Jacobi field equations
and the geodesic equation ∇γ˙ γ˙ = 0 in local coordinates
−∇3tY = ∇tR(γ˙, Y )γ˙
= ∇t
{
RKLMN (γ(t))γ˙
L YM γ˙N∂K
}
=
d
dt
{
RKLMN (γ(t))γ˙
L YM γ˙N
}
∂K +R
K
LMN (γ(t))γ˙
L YM γ˙N ∇t∂K .
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Hence at t = 0, we obtain
∇3tY (0) = −R(ξ, B +WξA)ξ +O(|ξ|3) = −R(ξ, B)ξ +O(|ξ|3).
Inserting t = 1 yields thus finally
Y (1) = τ1
(
A+B +WξA− 1
2
R(ξ, A)ξ − 1
6
R(ξ, B)ξ +O(|ξ|3)
)
.
We first compute the scalar product of general vectors η, η′ ∈ TξNL. Since the
values of these scalar products are not affected by parallel translation, we obtain
using the fact that the Weingarten map maps the tangent space into itself
〈Dξ exp⊥(η), Dξ exp⊥(η′)〉
= 〈A,A′〉+ 〈B,B′〉+ 〈A,WξA′〉+ 〈A′,WξA〉+ 〈WξA,WξA′〉
−(〈R(ξ, B)ξ, B′〉+ 〈B,R(ξ, B′)ξ〉+ 〈R(ξ, B)ξ, A′〉+ 〈A,R(ξ, B′)ξ〉)/6
−(〈A,R(ξ, A′)ξ〉+ 〈R(ξ, A)ξ, A′〉)/2 +O(|ξ|3).
Note that B might as well be O(|ξ|) as in the case of ∂i which leads to absorption
of the corresponding terms into the remainder.
Inserting now the respective decompositions of the coordinate vector fields
η = ∂i : A = ∂i, B = w
αCβiα∂β ,
η = ∂α : A = 0 B = ∂α.
yields for the induced metric on L(1)
gij(x,w) = gL,ij + w
µwνCαiµC
β
jνδαβ − 2wµgL,isAsµ i
+wµwν(gL,rsA
r
µ iA
s
ν j − 〈R(∂µ, ∂j)∂ν , ∂i〉) +O(|w|3),
giα(x,w) = w
µCβiµδαβ +O(|w|3)
gαβ(x,w) = δαβ − 1
3
wµwν 〈R(∂µ, ∂α)∂ν , ∂β〉+O(|w|3).
Note that we changed the sign when representing the Weingarten map by the
matrix A, namely we write in local coordinates WαX = −AiαjXj∂i. For the
components of the curvature tensor, we use the convention 〈R(∂µ, ∂α), ∂ν , ∂β〉 =
Rµανβ .
Letting finally bµσ = gµσ, ciσ = giσ and aij = gij − (cb−1c+)ij yields the
statement.
That implies for the dual metric
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Corollary 1 The dual metric is given by
g∗(x,w) = g∗0(x,w) +
1
3
wµwν
(
O(|w|) O(|w|2)
O(|w|2) Rµανβ +O(|w|3)
)
.
The expression O(|w|a) denotes smooth matrix valued functions such that all
matrix coefficients are of order O(|w|a) uniformly as |w| → 0.
Proof: By Lemma 2, the local expression for g0 is given by
g∗0(x,w) = g0(x,w)
−1 =
(
1 0
−wµCβjµ 1
)(
gL,ij 0
0 δαβ
)(
1 −wµCαiµ
0 1
)
Furthermore, from Proposition 3 we obtain
g∗(x,w) = g(x,w)−1 =
(
1 0
−b−1c+ 1
) (
a−1 0
0 b−1
) (
1 −cb−1
0 1
)
.
The statement follows by inserting the expressions for a, b and c from Proposi-
tion 3.
By this statement we may now finally compute the asymptotic difference be-
tween the induced and the reference metric.
Corollary 2 Let g(ε) := σ−1 ∗ε g be the rescaled metric. For the dual metric we
have g∗(ε) = g∗0(ε) +H
∗(ε) where
sup
p∈L(1)
‖H∗(ε)−H∗(0)‖ = O(ε)
as ε tends to zero. Furthermore, in local coordinates,
H∗(0) =
1
3
wαwβ
(
0 0
0 Rµανβ
)
.
Proof: By Corollary 1, we have in local coordinates
g∗(ε)− g∗0(ε)
=
(
σ−1 ∗ε (g − g0)(x,w)
)−1
=
(
1 0
0 1/ε
)
(g∗ − g∗0)(x, εw)
(
1 0
0 1/ε
)
=
1
3
wαwβ
(
0 0
0 Rµανβ
)
+O(ε).
The statement follows now again from the fact that all matrix coefficients in the
Taylor approximation are smooth functions on the compact manifold L.
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6.3 Logarithmic derivatives and the effective potential
In this subsections, we compute the asymptotic expressions for the density ρ
from (5) and an expression of the effective potential by ex- and intrinsic geo-
metric quantities. In the sequel, we denote by tr the trace of a matrix.
Corollary 3 In Fermi coordinates, the logarithmic Radon - Nikodym density
log ρ is given by
log ρ(x,w) = −wαtrAα − 1
2
wαwβ
(
trAαAβ +
1
3
Rµαµβ +Riαiβ
)
+O(|w|3).
Proof: By Proposition 3
det g = det
(
a 0
0 b
)
= det
(
gL 0
0 1
)(
g−1L a 0
0 b
)
= det g0 det b det g
−1
L a
which implies by (12)
log ρ(x,w) = log
√
det g/ det g0 =
1
2
tr
(
log(g−1L a) + log(b)
)
.
Inserting the expressions for a, b from Proposition 3 together with
log(1 + wαMα + w
αwβMαβ +O(|w|3))
= wαMα + w
αwβ(Mαβ − 1
2
MαMβ) +O(|w|3).
yields the statement.
Recall, that in local coordinates, the inverse rescaling map σ−1ε : L(ε)→ L(1) is
given by σ−1ε (x,w) = (x, εw) and therefore supp∈L(1) d(σ
−1
ε (p), pi(p)) < ε which
implies that σ−1ε converges uniformly to the projection map as ε tends to zero.
For the asymptotics of the logarithmic gradient of the density ρ we obtain the
following statement.
Lemma 3 As ε tends to zero, we have
sup
p∈L(1)
|ρ ◦ σ−1ε − ρ ◦ pi| = O(ε).
where ρ ◦ pi = 1, and
sup
p∈L(1)
|d log ρ ◦ σ−1ε − d log ρ ◦ pi| = O(ε).
Furthermore d log ρ ◦pi = −τ ◦pi, where τ denotes the tension vector field of the
embedding.
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Proof: Clearly ρ ∈ C∞(L(1)) and ρ > 0. Furthermore, all coefficients in
the expansion of log ρ in Corollary 3 are smooth functions on L. Thus, by
compactness of L, we obtain in local coordinates
log ρ ◦ σ−1ε = log ρ(x, εw) = O(ε),
which implies ρ ◦ σ−1ε = 1 +O(ε), and
d log ρ ◦ σ−1ε = d log ρ(x, εw) = −trAαdwα +O(ε),
which implies the second statement since τ := trAαdw
α with Weingarten map
Aα is the local expression for the tension field of the embedding (cf. [5], (8.1.14),
p. 319).
As the final result of this subsection, we express the effective potential from
Proposition 1 in terms of in- and extrinsic geometric quantities. Some of these
quantities are non-standard, they will be defined first.
Definition 4 Let p ∈ L and e1,p, ..., el,p be an orthonormal base of TpL ⊂ TpM .
Let RicM , RM be the Ricci- and the Riemannian curvature tensor of M . Then
we denote by
RicM/L(p) :=
l∑
i=1
RicM,p(ei, ei)
and
RM/L(p) :=
l∑
i,j=1
〈ei,RM,p(ei, ej)ej〉
the partial traces of Ricci- and curvature tensor with respect to the tangent space
of the submanifold.
The definition is independent of the special orthonormal base chosen. Now we
derive the geometric expression for the potential.
Corollary 4 As ε tends to zero, we have for the potential
sup
p∈L(1)
|W ◦ σ−1ε −WL ◦ pi| = O(ε).
Furthermore, the effective potential on the submanifold is given by
WL =
1
2
ScalL − 1
4
|τ |2 − 1
6
(ScalM +RicM/L +RM/L)
where τ is the tension vector field of the embedding, RicM/L and RM/L denote
the partial traces of Ricci- and curvature tensor defined above, and ScalM , ScalL
denote the respective scalar curvatures.
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Proof: Recall the description of the effective potential W in Proposition 1. By
Corollary 3 and Lemma 3, we have in local coordinates
∆ log ρ =
1√
det g
∂K(g
KL
√
det g ∂L log ρ)
= gKL∂KL log ρ+ (∂Kg
KL)∂L log ρ+ g
KL ∂K
√
det g√
det g
∂L log ρ
= gαβ(∂αβ log ρ+
∂α
√
det g√
det g
∂β log ρ)(0) +O(|w|)
= gαβ(∂αβ log ρ+
∂αρ
√
det gL
ρ
√
det gL
∂β log ρ)(0) +O(|w|)
= gαβ(∂αβ log ρ+ ∂α log ρ ∂β log ρ)(0) +O(|w|)
= tr(Aα)
2 − tr(A2α)−
1
3
Rµαµα −Riαiα +O(|w|)
where the convention that we sum over all indices occuring twice is still in force.
By Gauss equation (see [7], Prop. 4.1, p. 23
tr(Aα)
2 − tr(A2α) = ScalL −Rijij
we obtain
1
2
∆ log ρ =
1
2
(
tr(Aα)
2 − tr(A2α)−
1
3
Rµαµα −Riαiα
)
+O(|w|)
=
1
2
(
ScalL − 1
3
(Rµαµα + 3Riαiα + 3Rijij)
)
+O(|w|)
=
1
2
ScalL − 1
6
(ScalM +RicM/L +RM/L) +O(|w|)
since Rµαµα + 2Riαiα +Rijij = ScalM , Riαiα +Rijij = Ricii = trTLRicM , and
Rijij = trTLRM . Finally,
‖d log ρ‖2 ◦ pi = |τ |2 ◦ pi
follows directly from Lemma 3.
7 The vertical operator
Due to the renormalization, for the proof of epi-convergence we have to use
also some spectral properties of what we will for now call the vertical operator.
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Let pi : L(1) → L denote again the projection map. By Lemma 2, the fibers
pi−1(q) ⊂ L(1), equipped with the metric induced by g0, are all Riemannian
manifolds isometric to the euclidean unit ball B ⊂ Rm−l. Thus, we may consider
the associated Laplace-Beltrami operators Dq on the fiber pi
−1(q).
Definition 5 Let f ∈ C2(L(1)). The operator
∆V0 f(p) := Dpi(p)
(
f |pi−1(pi(p))
)
(p)
is called the vertical operator.
Remark. In the local Fermi coordinates considered above, the vertical operator
is given by ∆V0 = −δαβ ∂2/∂wα∂wβ .
In order to make use of the preceding discussion for the investigation of the
spectral properties of the vertical operator as an operator on L2(L(1), g0), we
consider the tube L(1) equipped with the reference metric g0. Note first that
due to (12), the Hilbert space with respect to g0 obeys the direct integral de-
composition ([10])
L2(L(1), g0) =
∫ ⊕
L
mL(dq)L
2(pi−1(q)).
Now we will construct an associated decomposable self-adjoint operator which
extends the vertical operator defined for functions f ∈ C(L(1))∩C2(L(1)) with
Dirichlet boundary conditions f |∂L(1) = 0.
Since the differential expression for the Laplacian depends smoothly on the
fibers, the family is measurable. All fibers can be isometrically mapped to the
Euclidean unit ball B ⊂ Rm−l. Hence, the operatorsDq are unitarily equivalent
to the Dirichlet Laplacian on B ⊂ Rm−l for all q ∈ L. Hence, they are self-
adjoint, their spectra spec(Dq) are semi-simple (i.e. consist only of eigenvalues
of finite multiplicity), and they are strictly positive with smallest eigenvalue
λ0 > 0. Hence, by [10], Theorem XIII.85, p. 284, the operator
∆V0 :=
∫ ⊕
L
mL(dq)Dq (13)
is self-adjoint and extends the operator ∆V0 defined on functions f ∈ C(L(1))∩
C2(L(1)) with Dirichlet boundary conditions f |∂L(1) = 0. It is therefore justified
to denote it by the same symbol. Again by [10], Theorem XIII.85, p. 284, the
renormalized vertical operator
∆V0 − λ0 :=
∫ ⊕
L
mL(dq) (Dq − λ0) (14)
is as well self-adjoint and
spec(∆V0 − λ0) := {λk − λ0 : k ≥ 1}
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where λk,k≥0 denotes the spectrum of the Dirichlet Laplacian on the Euclidean
unit ball B ⊂ Rm−l. The eigenspace of the Dirichlet Laplacian in B ⊂ Rm−l be-
longing to the smallest eigenvalue λ0 is one-dimensional, and the eigenfunctions
are orthogonally invariant. Let again u0(w) := U0(|w|) be a normalized eigen-
function generating this eigenspace. Recall, [10], XIII.16, Definition, p. 281,
that a bounded operator is called decomposable, if it can be written as a direct
integral of operators as above. Then the kernel coincides with the asymptotic
subspace from Definition 3.
Corollary 5 (i) The Dirichlet leaf operator ∆V0 −λ0 is non-negative with kernel
ker(∆V0 − λ0) = {u ∈ V : u(p) := u0(p) v(p), v ∈ L2(L, gL)}.
Here, u0(p) := U0(d(p, pi(p))), where d denotes the Riemannian distance on
L(1) and v(p) = v(pi(p)). (ii) The orthogonal projection E0 onto ker(∆
V
0 − λ0)
is decomposable.
Remark. (i) Note that in local Fermi coordinates p ≡ (x,w) we have
u0(p) = U0(d(p, pi(p))) = U0(|w|) = u0(w)
which justifies our slight abuse of notation. (ii) In particular, the corollary im-
plies that the kernel coincides with the asymptotic subspace E0 from Definition
3.
Proof: (i) A family uq,q∈L is contained in the kernel ker(∆
V
0 − λ0) if and only
if (Dq −λ0)uq = 0 for mL-almost all q ∈ L. The projection E0,q onto the kernel
ker(Dq − λ0) is given by the u0-weighted mean on the fiber, i.e.
E0,quq(p) = u0(p) 〈u0, uq〉q.
Hence, u(p) := upi(p)(p) is contained in the kernel of ∆
V
0 − λ0 if and only if
u(p) = E0,pi(p)upi(p)(p) = u0(p) 〈u0, upi(p)〉pi(p)
where the equation is understood in terms of equivalence classes in L2(L(1), g0).
By the Cauchy-Schwarz inequality, the function
v(q) := 〈u0, uq〉q
is contained in L2(L, gL) and u(p) = u0(p) v(pi(p)). (ii) The projection onto the
kernel is given by
E0 =
∫ ⊕
L
mL(dq)E0,q .
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A fortiori, by [10], Theorem XIII.85, p. 284, we may conclude analogous results
for all eigenspaces. We thus obtain the following spectral decomposition of
the operator ∆V0 : Let λk,k≥0 be the collection of eigenvalues of the Dirichlet
Laplacian on the euclidean unit ball B ⊂ Rm−l as above and Pk,k≥1 together
with P0 = E0 denote the corresponding eigenspaces. Again, we denote the
eigenspaces and the corresponding orthogonal projections by the same symbol.
Then, by mapping the euclidean unit ball B isometrically onto the fiber pi−1(q),
we obtain projections Ek,q on L
2(pi−1(q),mq) induced by Pk. Then, by [10],
Theorem XIII.85, p. 284, we can compute the spectral decomposition of ∆V0 .
Proposition 3 The operator ∆V0 is self - adjoint on L
2(L(1), g0) with spectral
decomposition
∆V0 = λ0E0 +
∑
k≥1
λkEk
where
Ek =
∫ ⊕
L
mL(dq)Ek,q .
Finally, note that there is an analogous notion of direct integral decomposition
for quadratic forms, and that the quadratic form associated to the vertical
operator is the direct integral of the respective quadratic forms on the leaves
given by
qV (u) :=
∫ ⊕
L
mL(dq) (‖dquq‖2q − λ0‖uq‖2q) (15)
with domain
D(qV ) :=
∫ ⊕
L
mL(dq)H
1
0(pi
−1(q)).
Here dq denotes the exterior derivative on the leaf pi
−1(q), the leaf is equipped
with the metric induced by the embedding, and ‖ − ‖q denotes the norms on
H10(pi
−1(q)) and L2(pi−1(q)), respectively.
Remark. Note that the spectral eigenspaces Ek are infinite-dimensional in gen-
eral. In the next subsection, we will show that they all consist of eigenfunctions
of the Dirichlet Laplacian ∆0 associated to g0.
8 Epi-convergence and convergence of the semi-
groups
In this section, we begin to discuss the case of the induced metric. We prove
first Theorem 6 and conclude from it the first part of our main result Theorem 2
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on the strong convergence of the family of semigroups in the space L2(L(1), g0).
This is achieved by first proving strong resolvent convergence of the correspond-
ing family of generators. Since the resolvents solve the Euler equations of a min-
imization problem associated to Fε,α, they represent the unique minimizers of
these variational problems. This is explained in detail in the proof of Theorem
2. Hence, convergence of these resolvents in L2(L(1), g0) can be concluded from
convergence of the minimizers of the functionals Fε,α with respect to the weak
topology in H10(L(1), g0) to the minimizer of the corresponding functional Fα as
ε tends to zero. The main tool to prove this is epi-convergence. This is due to
the following fact from [8], Corollary 7.24, p. 84 which we review in a simplified
form:
Proposition 4 Suppose that the sequence of functionals Fn,n≥1 : X → R =
R ∪ {∞} is equi-coercive and epi-converges to a function F : X → R with a
unique minimizer x ∈ X. Let, for every n ≥ 1, xn denote a minimizer of Fn.
Then xn converges to x and Fn(xn) converges to F (x) as n tends to infinity.
Hence, we will first prove equi-coercivity and epi-convergence of the functionals
Fε,α to Fα with respect to the weak topology of H
1
0(L(1), g0). That implies
convergence of the minimizers in this topology. By another topological argu-
ment using the Sobolev embedding theorem, we can conclude from this strong
convergence of the resolvents in L2(L(1), g0).
Before we come to the proofs, we summarize some definitions and facts about
epi-convergence for the convenience of the reader. They can all be found in the
textbook [8]. We begin with the notion of equi-coercivity.
Definition 6 A sequence Fn : X → R∪{∞} of functions on a topological space
X is called equi-coercive, if for every t ∈ R there exists a closed and countably
compact subset Kt ⊂ X such that {F ≤ t} ⊂ Kt.
According to Proposition 8.16 in [8], p. 97, and Proposition 8.1, p. 86, epi-
convergence in the weak topology of reflexive Banach spaces can be characterized
as follows.
Definition 7 Let Fn,n≥0 be a sequence of functionals on the reflexive Banach
space X, equi-coercive with respect to the weak topology. Then, Fn epi-converges
to the functional F on X with respect to the weak topology, iff
(i) For all u ∈ X there is a weakly convergent sequence un → u such that
lim
n
Fn(un) = F (u). (16)
(ii) For all u ∈ X and for all weakly convergent sequences un → u we have
lim inf
n
Fn(un) ≥ F (u). (17)
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Remark. Let the equi-coercive sequence Fn(u) ≥ ‖u‖X epi-converge to F with
respect to the weak topology of the reflexive Banach space X , and let φ ∈ X∗
be a linear functional. Then, by
Fn(u) + φ(u) ≥ Fn(u)− ‖φ‖X∗ ‖u‖X ≥ 1
2
(‖u‖2X − ‖φ‖2X∗)
the sequence Fn + φ is also equi-coercive and since weak convergence un → u
implies by definition that φ(un) converges to φ(u), Fn + φ epi-converges to
F + φ with respect to the weak topology on X . We will use this fact freely in
the sequel.
8.1 Equi-coercivity of the reference family
The basic idea to investigate the problem is to think of the family g(ε) of rescaled
induced metrics as a perturbation of the family g0(ε). Both degenerate in the
same way, their difference tends to H∗(0) as ε tends to zero. Since the Laplacian
is a nonlinear functional of the metric, we have to estimate the effect of the
perturbation g(ε)− g0(ε) on the final result. We will do this by comparing the
functionals associated to the different families. Therefore, we first prove some
properties of the unperturbed family of functionals F 0ε,α.
First of all, we will show that the rescaled an renormalized family F 0ε,α is uni-
formly bounded below by the norm on H10(L(1), g0)) provided α > 0 is large
enough.
As a preparation, we have to clarify the relation of 1-Sobolev norm, horizontal
and vertical operator. The quadratic form q0 defining the Dirichlet laplacian on
the tube associated to the metric g0 can be decomposed according to
q0(u) =
∫
L(1)
m0(dq)‖du‖20 = qV (u) + τ(u) + λ0〈u, u〉0 (18)
where qV is the form associated to the vertical operator (see (15)). We establish
first some properties of the quadratic form τ .
Lemma 4 In local Fermi-coordinates, we have
τ(u) =
∫
m0(dxdw) g
ij
L (∂iu−
1
2
CαiµL
µ
αu)(∂ju−
1
2
CβjνL
ν
βu)
where Lαµ = w
α∂µ − wµ∂α are Killing vector fields on the fibers. In particular
(i) τ ≥ 0 is non-negative,
(ii) under rescaling, τε = τ ◦ Σε does not depend on the parameter ε > 0.
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Proof: By Lemma 2, we have in local coordinates
σε ∗〈du, du〉0 = 1
ε2
δαβ∂αu ∂βu+ g
ij
L (∂iu− wµCαiµ∂αu)(∂ju− wνCβjν∂βu),
hence τ is given by
τ(u) =
∫
U×B(1)
dxdw
√
det gL g
ij
L (∂iu− wµCαiµ∂αu)(∂ju− wνCβjν∂βu).
Furthermore since D is a metric connection which implies Cµiα = −Cαiµ, we
obtain
wµCαiµ∂α =
1
2
(wµCαiµ∂α + w
αCµiα∂µ) =
1
2
Cαiµ(w
µ∂α − wα∂µ).
These vector fields generate orthogonal transformations of the fiber and there-
fore isometries. (i) follows from the positive definiteness of gL. For (ii), note
first that in the rescaling map we have ρ ≡ 1 and thus Σεu =
√
εl−m σ∗εu. Hence
in local coordinates(
∂i − 1
2
CνiµL
ν
µ
)
(Σεu) = ε
l−m
2
(
∂iu− 1
2ε
CνiµL
ν
µu
)
(x,w/ε)
and integration using Lemma 1 implies the statement.
Equi-coercivity of the reference family is now given by the following statement.
Lemma 5 Let α ≥ λ0. Then we have for all u ∈ H10(L(1), g0)
F 0ε,α(u) ≥
1
2
q0(u).
Proof: By Lemma 4, we have
F 0ε,α(u) =
1
2
{
ε−2qV (u) + τ(u) + α〈u, u〉0
}
.
Let now Ek,k=0,1,2... be the collection of eigenspaces of the operator ∆
V
0 with
corresponding eigenvalues λk,k=0,1,2.... Again, we denote the eigenspaces and
the orthogonal projections onto the eigenspaces by the same symbol. Then,
taking ε so small that ε2 ≤ 1− λ0/λ1, we obtain by
λk − λ0
ε2
= λk
1− λ0/λk
ε2
≥ λk 1− λ0/λ1
ε2
≥ λk
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that
1
2ε2
qV (u) =
∑
k≥1
λk − λ0
2ε2
〈u,Eku〉0
≥ 1
2
∑
k≥1
λk〈u,Eku〉0.
That implies by the assumption on α that
1
2
{
ε−2qV (u) + α 〈u, u〉0
} ≥ λ0〈u,E0u〉0 +
∑
k≥1 λk〈u,Eku〉0
2
=
1
2
(q0(u)− τ(u)) .
Thus
F 0ε,α(u) ≥
1
2
(q0(u)− τ(u)) + 1
2
τ(u) =
1
2
q0(u).
The next statement is the estimate for the limes inferior of the functionals F 0ε,α
as ε tends to zero.
Lemma 6 Let un,n≥1 be a weakly convergent sequence in H
1
0(L(1), g0) with limit
u. Let εn → 0 be sequence of numbers 0 < εn ≤ 1. Then
lim inf
n
F 0εn,α(un) ≥ F 0α(u),
where
F 0α(u) =
{
1
2
∫
L
mL(dp)
(〈dv, dv〉L + αv2) , u = u0v ∈ E0
∞ , else .
Proof: For ε ≤ 1− λ0/λ1, we have
λk − λ0
ε2
=
λk
ε
1− λ0/λk
ε
≥ λk
ε
1− λ0/λ1
ε
≥ λk
ε
and therefore
1
2ε2
qV (u) =
∑
k≥1
λk − λ0
2ε2
〈u,Eku〉0 ≥ 1
2ε
∑
k≥1
λk〈u,Eku〉0
=
1
2ε
{qV (u⊥) + λ0〈u⊥, u⊥〉0} (19)
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where u⊥ = (1−E0)u. Now rV (u) := qV (u)+λ0〈u, u〉0, τ(u) and 〈u, u〉0 are all
non-negative quadratic forms which are continuous in H10(L(1), g0). For instance
for the first quadratic form, rV ((un − u)⊥) ≥ 0 implies by polarization
rV (u
⊥
n ) ≥ 2rV (u⊥n , u⊥)− rV (u⊥) = 2rV (un, u⊥)− rV (u⊥)
where we denote the associated bilinear form rV (−,−) by the same symbol. By
weak convergence, we have lim rV (un, (1− E0)u) = rV (u, u⊥). Now by (15)
rV (u, u
⊥) =
∫
L
mL(dq)〈dquq, dqu⊥q 〉q =
∫
L
mL(dq)〈uq , Dqu⊥q 〉q.
By decomposability of the projection E0, we have
u⊥q = (u
⊥)q = ((1− E0)u)q = u⊥q − E0,quq
which implies rV (u, u
⊥) = rV (u
⊥, u⊥) = rV (u
⊥). Thus, we obtain
lim inf
n
rV (u
⊥
n ) ≥ rV (u⊥).
Essentially the same argument for the other two quadratic forms yields
lim inf
n
F 0εn,α(un) ≥
1
2
(
τ(u) + α〈u, u〉0 + lim inf
n
1
εn
rV (u
⊥
n )
)
For u ∈ E0, by rV (u⊥n ) ≥ 0 there is nothing more to prove. For u /∈ E0, we have
lim inf
n
rV (u
⊥
n ) = a > 0
and hence for some suitable a > δ > 0
lim inf
n
1
εn
rV (u
⊥
n ) > lim infn
1
εn
(a− δ) =∞.
It finally remains to show that for u = u0 v ∈ E0, τ(u) = 〈dv, dv〉L. This follows
immediately from the local representation of τ in Lemma 4 above and the fact
that eigenfunctions u ∈ E0 are invariant with respect to rotations of the fiber
and therefore annihilated by the Killing vector field, i.e. Lνµu = 0. That implies
finally
τ(u) + α〈u, u〉0 =
∫
L(1)
m0(dq)(u
2
0〈dv, dv〉L + αu20 v2)
=
∫
L
mL(dp)(〈dv, dv〉L + αv2) ‖u0‖2p
=
∫
L
mL(dp)(〈dv, dv〉L + αv2).
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8.2 A Kato type inequality for the induced metric
By the calculation of the induced metric in local coordinates, the family Fε,α
of quadratic forms associated to the rescaling of the induced metric can be
decomposed by
Fε,α(u) = F
0
ε,α(u) +
1
2
(〈du, du〉H + ε 〈du, du〉R(ε) + 〈u,Wεu〉0) (20)
where H is given by H(ε) = H + εR(ε) where H(ε) = g(ε) − g0(ε) from
Corollary 2, Wε is the potential in Proposition 1 and R(ε) is a symmetric 2-
tensor converging uniformly to some bounded R(0) on L(1) as ε tends to zero.
The central idea to prove convergence of the minimizers for the functionals
associated to the induced metric g is now to compare these functionals with
the functionals associated to the reference metric g0 asymptotically. To control
the difference of both functionals as ε tends to zero, we will use the following
Kato-type inequality. Recall that we write WL = WL ◦ pi in accordance with
the way to indicate basic functions.
Proposition 5 Let α ≥ λ0. Then there is a constant K > 0 such that∣∣∣∣Fε,α(u)− F 0ε,α(u)− 12〈u,WL, u〉0
∣∣∣∣ ≤ K εF 0ε,α(u).
for all ε ≤ 1− λ0/λ1.
To prove this, we establish the relevant inequalities by the two lemmas below.
Note that the first statement 〈du, du〉H = 0 for u ∈ E0 which holds due to the
fact that functions inE0 are invariant with respect to rotations of the fibers is the
crucial one. If the zero order contribution would not vanish on the asymptotic
subspace E0, we would not be able to establish the Kato bound above.
Lemma 7 There is a constant A > 0 such that
|〈du, du〉H | ≤ AεF 0ε,α(u)
for ε ≤ 1− λ0/λ1.
Proof: In local coordinates, we have
〈du, du〉H = 1
3
∫
L(1)
m0(dq)w
αwβRαµβν∂µu∂νu.
By the same idea as for the form τ in Lemma 4, we use the symmetry properties
Rαµβν = −Rµαβν = −Rαµνβ
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of the curvature to establish
wαwβRαµβν ∂µu ∂νu =
1
4
RαµβνL
α
µuL
β
νu
with the Killing vector fields Lαµ = w
α∂µ − wµ∂α. By Lαµu = 0 for all u ∈ E0,
that implies
〈du, du〉H = 〈du⊥, du⊥〉H .
One way to write the form 〈du, du〉H in an invariant way uses the fact that the
second fundamental form of the embedding of the fibers pi−1(q) vanishes at the
basepoint q ∈ L. Hence, by the Gauss equations, we can think of Rαµβν as the
coefficients of the fiber curvature Rq = Rpi−1(q) at q. Letting now Xu be the
vector field Xu(q) := 〈dquq,−〉q, we obtain at ξ ∈ NqL
〈du, du〉H = 1
3
∫
L(1)
m0(dp) 〈Rpi(p)(ξ,Xu)ξ,Xu〉.
That implies
|〈du, du〉H | = 1
3
∫
L(1)
m0(dp) 〈Rpi(p)(ξ,Xu)ξ,Xu〉
≤ A
∫
L
mL(dq) ‖Xu‖2q
= A
∫
L
mL(dq) ‖dquq‖2q
= ArV (u).
Now, by combining this estimate with(19), we obtain
〈du, du〉H = 〈du⊥, du⊥〉H ≤ ArV (u⊥) ≤ Aε 1
ε2
qV (u) ≤ AεF 0ε,α(u).
The second lemma is rather straightforward using no special knowledge on the
structure of the functionals under consideration.
Lemma 8 There are constants B,C > 0 such that for ε2 ≤ 1 − λ0/λ1 and
α ≥ λ0 we have
(i)
∣∣〈du, du〉R(ε)∣∣ ≤ B F 0ε,α(u),
(ii)
∣∣〈u, (Wε −WL)u〉0∣∣ ≤ CεF 0ε,0(u).
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Proof: (i) The first inequality follows from the fact that R(ε) converges uni-
formly to R(0) and thus by Lemma 5∣∣〈du, du〉R(ε)∣∣ ≤ 2B q0(u) ≤ B F 0ε,α(u).
(ii) By uniform convergence of Wε to W0 as ε tends to zero, Taylor expansion
in the normal Fermi coordinates yields by the fact that the Sobolev norm on
H10(L(1), g0) dominates the L
2-norm and can be equivalently described by q0
(Poincare - inequality)∣∣〈u, (Wε −WL)u〉0∣∣ ≤ D′′ε ‖u‖20 ≤ D′ε q0(u) ≤ DεF 0ε,0(u).
The proof of Proposition 5 is now
Proof: By Lemma 7 and 8, we have for ε > 0 small enough∣∣∣∣Fε,α(u)− F 0ε,α(u)− 12〈u,WLu〉0
∣∣∣∣
≤ 1
2
{|〈du, du〉H |+ ε ∣∣〈du, du〉R(ε)∣∣+ ∣∣〈u, (Wε −WL)u〉0∣∣}
≤ 1
2
{
AεF 0ε,α(u) +BεF
0
ε,α(u) + CεF
0
ε,0(u)
}
≤ K εF 0ε,0(u).
8.3 Equi-coercivity and the proof of Theorem 1
In this subsection, we prove Theorem 1 in the form of Proposition 6 below
and equi-coercivity of the corresponding sequence. These are the facts that
are necessary to conclude convergence of the associated semigroups in the next
section. We begin by proving Proposition 2, equi-coercivity of the sequence of
functionals Fε,α in the following slightly stronger form.
Lemma 9 Let α ≥ λ0 + supq∈L{−W (q) ∧ 0}. Then
Fε,α(u) ≥ 1
4
q0(u)
for all ε ≤ 1/2K.
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Proof: Let α = α1 + α2 with α1 ≥ λ0 and α2 ≥ supq∈L{−W (q) ∧ 0}. By
Proposition 5, we have
Fε,α(u)
= F 0ε,α1 (u) + Fε,α1(u)− F 0ε,α1(u)−
1
2
〈u,WLu〉g0 +
1
2
〈u, (WL + α2)u〉g0
≥ (1 −K ε)F 0ε,α1(u) +
1
2
〈u, (WL + α2)u〉g0
≥ (1 −K ε)F 0ε,α1(u)
and 1−Kε ≥ 1/2 for ε ≤ 1/2K. By Lemma 5, that implies the statement.
Now we prove condition (ii) from Definition 7 with an explicit bound for α0.
Lemma 10 Let α ≥ λ0+supq∈L{−W (q)∧0} and un,n≥1 be a weakly convergent
sequence in H10(L(1), g0). Let εn → 0 be a sequence of numbers 0 < εn ≤ 1.
Then
lim inf
n
Fεn,α(un) ≥ Fα(u),
where
Fα(u) =
{
1
2
∫
LmL(dq)
(〈dv, dv〉L + (WL + α)v2) , u = u0v ∈ E0
∞ , else .
Proof: Let α = α1 + α2 with α1 ≥ λ0 and α2 ≥ supq∈L{−W (q) ∧ 0}. By
Proposition 5 and Lemma 6 we have
lim inf
n
Fεn,α(u)
= lim inf
n
Fεn,α1(u)−
1
2
〈un,WLun〉0 + 1
2
〈un, (WL + α2)un〉0
≥ lim inf
n
(1−K εn)F 0εn,α1(u) + lim infn
1
2
〈un, (WL + α2)un〉0
≥ F 0α1(u) +
1
2
〈u, (WL + α2)u〉0
= Fα(u),
using
〈u,WLu〉0 =
∫
L
m(dp)WL v
2 ‖u0‖2p =
∫
L
m(dp)WL v
2.
for the last step.
The following proposition is the reformulation of Theorem 1 with the bound for
α0 from Lemma 10.
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Proposition 6 Let α ≥ α0 := λ0 + supq∈L{−W (q) ∧ 0}. Then the functionals
Fε,α epi-converge to Fα with respect to the weak topology on H
1
0(L(1), g0).
Proof: First of all, by Proposition 2 or likewise Lemma 9, the functionals
are uniformly bounded below by the 1-Sobolev norm. Since H10(L(1), g0) is a
reflexive Banach space, norm-bounded sets are relatively compact in the weak
topology by the Banach - Alaoglu theorem. Hence, by [8], Proposition 7.7, p.70,
the sequence Fεn,α is equi-coercive. By the preceding definition it remains to
prove:
(i) For all u ∈ H10(L(1), g0) there is a weakly convergent sequence un → u such
that
lim
n
Fεn,α(un) = Fα(u). (21)
This follows by pointwise convergence of the functionals. Hence we may take
un ≡ u.
(ii) For all u ∈ H10(L(1), g0) and for all weakly convergent sequences un → u we
have
lim inf
n
Fεn,α(un) ≥ Fα(u).
This is the statement of Lemma 10.
8.4 Proof of Theorem 2
Proof: (i) First of all, the right hand side of the equation is meant to be
E0 (∆L +WL + α)
−1 E0u = u0
{
(∆L +WL + α)
−1f
} ◦ pi
where we use that E0u = u0 f with f ∈ L2(L(1), g0). By Proposition 2 and the
remark following Definition 7, the functionals
Fε,α(u)− 〈w, u〉0 ≥ 1
8
q0(u)− 2‖w‖2H1(L(1),g0)∗
where H1(L(1), g0)
∗ denotes the dual Sobolev space, are uniformly bounded
below. That implies that for all r ∈ R the sets
Kr := {Fε,α(u)− 〈w, u〉0 ≤ r} ⊂⊂ H10(L(1), g0)
are norm bounded and therefore relatively compact in the weak topology of
the reflexive Banach space H10(L(1), g0). That means, the sequence is equi-
coercive. By Proposition 6, again together with the remark above, the function-
als Fε,α,w := Fε,α − 〈w,−〉0 epi-converge to Fα,w := Fα − 〈w,−〉0 with respect
to the weak topology on H10(L(1), g0).
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To compute the minimizers of Fε,α,w, note that these functions are strictly
convex and differentiable with a gradient
∇Fε,α,w : H10(L(1), g0)→ H10(L(1), g0)∗
which is at u ∈ H10(L(1), g0) given by
∇uFε,α,w[x] = ε−2 qV (u, x) + τ(u, x) + 〈u, (WL + α)x〉0 − 〈w, x〉0.
Hence the condition for u∗ε to be a minimizer (which by strict convexity implies
that it is in fact the minimizer of the functional), is given by ∇u∗
ε
Fε,α,w ≡ 0.
This is equivalent to ∇u∗
ε
Fε,α,w[x] = 0 for all x ∈ H10(L(1), g0) which implies
that u∗ε is a weak solution of
(∆(ε) + α)u∗ε = w.
Since ∆(ε) is basically the Laplace-Beltrami operator associated to the metric
g(ε), ∆(ε) + α is elliptic and the solution is indeed a strong solution. Fur-
thermore, by Friedrich’s construction, ∆(ε) + α is self-adjoint and positive
on L2(L(1), g0). Hence, it is invertible and the minimizer is given by u
∗
ε =
(∆(ε) + α)−1w.
The limit functional Fα,w is strictly proper convex, i.e. strictly convex on the
subspace E0 where it is finite. Hence there will be one minimizer u
∗
0 ∈ E0. By
Corollary 5, a function u ∈ E0 can be written u = u0 f and hence we may write
equivalently using E0w = u0 g
Fα,w(u) = Fα,E0w(u) =
1
2
∫
L
mL(dp)
(〈df, df〉L + (α+WL)f2)− 〈g, f〉L.
As gradient on the subspace E0 we therefore obtain
∇uF 0α,w[v] =
∫
L
mL(dp) (〈df, dh〉L + (α+WL)fh)− 〈g, h〉L
where v = u0 h ∈ E0. Hence, the minimizer of the limit functional is given by
u∗0 = u0 f
∗ where by the same arguments as above, f∗ is a weak solution of
(∆L +WL + α)f
∗ = g.
By ellipticity of the Laplace - Beltrami operator on a closed manifold, this is
again a strong solution and since the Laplace - Beltrami operator of a closed
manifold is self - adjoint and non-negative, ∆L +α is invertible on L
2(L(1), g0)
and we obtain u∗0 = u0 (∆L + α)
−1g or equivalently
u∗0 = E0(∆L + α)
−1E0w.
In particular, the minimizer of the limit functional is unique and by [8], Corollary
7.24, p. 84, each sequence of minimizers u∗εn of F
0
εn,α,w converges to u
∗
0 as n
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tends to infinity with respect to the weak topology of H10(L(1), g0). By [8],
Corollary 8.8, p. 92 (cf. in particular Example 8.9 on the same page), this is
equivalent to norm-convergence on L2(L(1), g0) since on bounded sets, the weak
topology on H10(L(1), g0) coincides with the one induced by the L
2-norm. That
implies the first statement.
(ii) By Proposition 2, the associated family of quadratic forms is non-negative
and thus the family of self-adjoint operators ∆(ε) + α0 is uniformly bounded
below, too. Thus the spectra spec∆(ε) + α0 are all contained in [0,∞). That
implies that the operators −(∆(ε) + α0) are sectorial in the sense of [4], 4.1
Definition, p. 96 and that they are even uniformly sectorial meaning that:
(i) There is a common sector (0 < δ ≤ pi/2)
Σpi/2+δ := {z ∈ C : | arg(z)| < pi/2 + δ} − {0}
which is contained in all the resolvent sets ρ(−(∆(ε) + α0)), ε > 0. (In
our case we can take for instance δ = pi/4.)
(ii) For all η ∈ (0, δ) there is some Mη > 0 such that
‖R(−(∆(ε) + α0),−z)‖ ≤ Mη|z|
for all 0 6= z ∈ Σpi/2+δ−η.
To prove the second assertion, note that by
‖R(−(∆(ε) + α0),−z)‖ ≤
√
2
|z|
independent of ε > 0, all these operators generate analytic semigroups in the
sense of [4], Ch. II, 4a, p. 96 ff. by the Dunford-integral
e−
t
2
(∆(ε)+α0)u :=
1
2pii
∫
γ
dz e
tz
2 R(−(∆(ε) + α0),−z)u
and
E0 e
− t
2
(∆L+WL+α0)E0u :=
1
2pii
∫
γ
dz E0 e
tz
2 R(−(∆L +WL + α0),−z)E0u,
respectively. Here, γ denotes a suitable curve contained in the uniform sector
Σ3pi/4 independent of ε > 0 (cf. [4], 4.2 Definition, p.96). Since the resolvents
are holomorphic functions on the common sector, the convergence result (i) for
the resolvents implies that for all u ∈ L2(L(1), g0)
lim
ε→0
R(−(∆(ε) + α0),−z)u = E0 R(−(∆L +WL + α0),−z)E0u
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for all z ∈ Σ3pi/4. By the choice of the curve and by the uniform estimate of the
resolvent norm above, we hence obtain using dominated convergence
lim
ε→0
1
2pii
∫
γ
dz e
tz
2 (R(−(∆(ε)+α0),−z)−E0R(−(∆L+WL+α0),−z)E0)u = 0
which yields (ii) after division by e−α0t/s.
(iii) As said above, the operators ∆(ε) are uniformly bounded below. Hence,
the operator norms of the semigroups
‖e− t2∆(ε)‖ < C
are uniformly bounded above and thus
‖e− t2∆(ε)uε − e− t2∆(ε)u‖ < c ‖uε − u‖ → 0
as ε→ 0.
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