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Abstrat
We onsider the formal prolate spheroid dierential operator on
a nite symmetri interval and desribe all its self-adjoint boundary
onditions. Only one of these boundary onditions orresponds to a
self-operator dierential operator whih ommutes with the Fourier
operator trunated on the onsidered nite symmetri interval.
4 Self-adjoint boundary onditions for
the prolate spheroid dierential operator.
The study of the spetral theory of the Fourier operator restrited on
a nite symmetri interval [−a, a]:
(FEx)(t) =
1√
2pi
a∫
−a
eitξx(ξ) dξ, t ∈ E, E = [−a, a],
FE : L
2(E)→ L2(E) , (4.1)
is losely related to study of the dierential operator generated by the
dierential expression (or formal dierential operator) L:
(Lx)(t) = −d
dt
(
1− t
2
a2
)
dx(t)
dt
+ t2x(t) . (4.2)
0
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The operator L is said to be the prolate spheroid dierential operator.
The relationship between the spetral theory theories of the integral
operator F
∗
EFE, E = [−a, a], and the prolate spheroid dierential op-
erator was disovered in the series of remarkable papers [SlPo℄, [LaP1℄,
[LaP2℄, where this relationship has been ingeniously used for develop-
ing the spetral theory of the operator F∗EFE. (See also [Sl2℄, [Sl3℄.)
Atually the reasoning of [SlPo℄, [LaP1℄, [LaP2℄ an be easily applied
to the spetral theory of the operator FE itself rather the operator
F
∗
EFE .
It should be emphasized that what was used in [SlPo℄, [LaP1℄,
[LaP2℄ this is a ertain system of eigenfuntions related to the dif-
ferential expression L, (4.2). These eigenfuntions are known as pro-
late wave funtions. The prolate wave funtions themselves were used
muh before the series of the papers [SlPo℄, [LaP1℄, [LaP2℄ was pub-
lished. These funtions naturally appears by separation of variables in
the Laplae equation in spheroidal oordinates. However this was the
work [SlPo℄, [LaP1℄, [LaP2℄ where the prolate funtions were rst used
for solving the spetral problem related to the Fourier analysis on a
nite symmetri interval. Until now, there is no lear understanding
why the approah used in [SlPo℄, [LaP1℄, [LaP2℄ works. This is a a
luky aident whih still waits for its explanation. (See [Sl3℄.)
Atually eigenfuntions are related not to the the dierential ex-
pression itself but to a ertain dierential operator generated by the
dierential expression. This dierential operator is generated not only
by the dierential expression but also by ertain boundary ondition.
In the ase E = (−∞,∞), the dierential operator generated by the
dierential expression − d2dt2 + t2 on the lass smooth nite funtions
(or the lass of smooth fast deaying funtions) is essentially selfad-
joint: the losure of this operator is a selfadjoint operator. Thus in the
ase E = (−∞,∞) there is no need to disuss the boundary ondition
beause there is no suh boundary onditions.
In ontrast to the ase E = (−∞,∞), in the ase E = [−a, a], 0 <
a < ∞ the minimal dierential operator −d
dt
(
1 − t
2
a2
)
dx
dt
+ t2 is
symmetri but is not self-adjoint. This minimal operator admits the
family of self-adjoint extensions. Eah of this selfadjoint extensions is
desribed by a ertain boundary onditions at the end points of the
interval [−a, a]. The set of all suh extensions an be parameterized
by the set of all 2× 2 unitary matries.
It turns out that only one of these extensions ommutes with the
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trunated Fourier operator FE , E = [−a, a]. To our best knowledge,
until now no attention was paid to this aspet. In the present paper, we
in partiular investigate the question whih extensions of the minimal
dierential operator generated by L, (4.2), ommute with L.
Analysis of solutions of the equation Lx = λx near singular points.
For the dierential equation
− d
dt
(
1− t
2
a2
)
dx(t)
dt
+ t2x(t) = λx(t), t ∈ C, (4.3)
onsidered in omplex plane, the points −a and a are the regular sin-
gular point. Let us investigate the asymptoti behavior of solutions of
this equation near these points. (Atually we need to know this be-
havior only for real t ∈ (−a, a), but it is muh easier to investigate this
question using some knowledge from the analyti theory of dierential
equation.) Conerning the analyti theory of dierential equation see
[Sm, Chapter 5℄.
Let us outline an analysis of solution of the equation near the point
t = −a. Change of variable
t = −a+ s, x(−a+ s) = y(s)
redues the equation (4.3) to the form
s
d2y(s)
ds2
+ p(s)
dy(s)
ds
+ q(s, λ)y(s) = 0 , (4.4)
where p(s) and q(s) are funtions holomorphi within the dis |s| < 2a,
moreover p(0) = 1:
p(s) = 1 +
∞∑
k=1
pks
k, q(s) =
∞∑
k=0
qk(λ)s
k . (4.5)
An expliit alulation with power series give:
p1 = − 1
2a
; q0 =
λa
2
− a
3
2
, q1 =
λ
4
+
3
4
a2 . (4.6)
Now we turn to the analyti theory of dierential equations. The
results of this theory whih we need are presented for example in [Sm,
Chapter 5℄, see espeially setion 98 there. We seek the solution of
the equation (4.4)-(4.5) in the form
y(s) = sρ
∞∑
k=0
cks
k .
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Substituting this to the left-hand side of the equation (4.4)-(4.5) and
equating the oeients of like powers of s to zero we obtain the equa-
tions for the determination of ρ and ck. In partiular, the equation
orresponding to the power s0 is of the form:
c0 ρ
2 = 0 .
The oeient c0 plays the role of a normalizing onstant, and we may
take
c0 = 1 . (4.7)
Equation for ρ, the so alled harateristi equation, is of the form
ρ2 = 0. (4.8)
This equation has the root ρ = 0, and this root is multiple. Aording
to general theory, the equation (4.4)-(4.5) has two solutions y1(s) and
y2(s) possessing the properties:
The solution y1(s) is a funtion holomorphi is the dis |s| < 2a
satisfying the normalizing ondition y1(0) = 1. The solution y2(s) is of
the form y2(s) = y1(s) ln s+z(s), where z(s) is a funtion holomorphi
in the dis |s| < 2a and satisfying the ondition z(0) = 0. WE may
alulate expliitly several rst oeients of power expansions
y1(s) = 1 +
∞∑
k=1
cks
k, z(s) =
∞∑
k=1
dks
k :
c1 =
a3
2
− λa
2
, d1 = λa− a3 + 1
2a
.
Returning to the variable t = −a+ s, we get the following result:
Lemma 4.1. Let L be the dierential expression dened by (4.2), and
λ ∈ C be arbitrary xed.
1.There exist two solutions x−1 (t, λ) and x
−
2 (t, λ) of
the equation Lx(t) = λx(t) possessing the properties:
a.The funtion x−1 (t, λ) is holomorphi in the dis |t + a| < 2a,
and satisfy the normalizing ondition x−1 (−a, λ) = 1 ;
b.The funtion x−2 (t, λ) is of the form
x−2 (t, λ) = x
−
1 (t, λ) ln (t+ a) + w
−(t, λ),
where the funtion w−(t, λ) is holomorphi in the dis |t+a| < 2a
and satisfy the ondition w−(−a, λ) = 0 .
4
2. There exist two solutions x+1 (t, λ) and x
+
2 (t, λ) of
the equation Lx(t) = λx(t) possessing the properties:
a.The funtion x+1 (t, λ) is holomorphi in the dis |t−a| < 2a, and
satisfy the normalizing ondition x+1 (a, λ) = 1 ;
b. The funtion x+2 (t, λ) is of the form
x+2 (t, λ) = x
+
1 (t, λ) ln (a− t) + w+(t, λ),
where the funtion w+(t, λ) is holomorphi in the dis |t+a| < 2a
and satisfy the ondition w+(a, λ) = 0 .
Given a xed λ, the solutions x−1 (t, λ), x
−
2 (t, λ) are linearly inde-
pendent, therefore arbitrary solution x(t, λ) of the equation (4.3) an
be expanded into a linear ombination
x(t, λ) = c−1 x
−
1 (t, λ) + c
−
2 x
−
2 (t, λ). (4.9a)
The solutions x+1 (t, λ), x
+
2 (t, λ) also are linearly independent, and the
solution x(t, λ) an be also expanded into the other linear ombination
x(t, λ) = c+1 x
+
1 (t, λ) + c
+
2 x
+
2 (t, λ). (4.9b)
Here c±1 , c
±
2 are onstants (with respet to t). The solution x
−
1 (t, λ) is
bounded and the solution x−2 (t, λ) grows logarithmially as t → − a.
Therefore the solution x(t, λ) is square integrable near the point t =
−a. For the same reason, the the solution x(t, λ) is square integrable
near the point t = a. Thus we prove the following result.
Lemma 4.2. Given λ ∈ C, then every solution x(t, λ) of the equation
(4.3) satisfy the ondition
a∫
−a
∣∣x(t, λ)∣∣2 dt <∞ . (4.10)
Dierential operators related to the dierential expression L, (4.11).
With the dierential expression (or, in other words, the formal
dierential operator) L,
L = −d
dt
(
1− t
2
a2
)
d
dt
+ t2 , (4.11)
various dierential operators may be related aording to whether
boundary onditions are posed on funtions from their domains of
denition.
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Denition 4.1. The set A is the set of omplex-valued funtions x(t)
dened on the open interval (−a, a) and satised the following ondi-
tions:
1. The derivative
dx(t)
dt
of the funtion x(t) exists at every point t of
the interval (−a, a);
2. The funtion
dx(t)
dt
is absolutely ontinuous on every ompat
subinterval of the interval (−a, a);
Denition 4.2. The set A˚ is the set of omplex-valued funtions x(t)
dened on the open interval (−a, a) and satised the following ondi-
tions:
1. The funtion x(t) belongs to the set A dened above;
2. The support suppx of the funtion x(t) is a ompat subset of the
open interval (−a, a): (supp x)⋐ (−a, a).
Denition 4.3. The dierential operator L
max
is dened as follows:
1. The domain of denition DL
max
of the operator L
max
is:
DL
max
= {x : x(t) ∈ L2((−a, a))∩A and (Lx)(t) ∈ L2((−a, a))},
(4.12a)
where (Lx)(t) is dened 1by (4.2).
2. The ation of the operator L
max
is:
For x ∈ DL
max
, L
max
x = Lx . (4.12b)
The operator L
max
is said to be the maximal dierential operator gen-
erated by the dierential expression L, (4.11).
The minimal dierential operator L
min
is the restrition of the max-
imal dierential operator L
max
on the set of funtions whih is some
sense vanish at the endpoint of the interval (−a, a). The preise de-
nition is presented below.
Denition 4.4. The operator L
min
is the losure
2
of the operator L˚:
L
min
= los
(L˚ ) , (4.13a)
where the operator L˚ is the restrition of the operator L
max
:
L˚ ⊂ L
max
, L˚ = L
max|D
L˚
, DL˚ = DL
max
∩ A˚ . (4.13b)
1
Sine x ∈ A, the expression (Lx)(t) is well dened.
2
Sine the operator L˚ is symmetri, it is losable.
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By 〈 , 〉 we denote the standard salar produt in L2((−a, a)):
For u, v ∈ L2((−a, a)), 〈u, v〉 =
a∫
−a
u(t)v(t) dt .
The properties of the operators L
min
and L
max
:
1. The operator L
min
is symmetri:
〈L
min
x, y〉 = 〈x,L
min
y〉 , ∀x, y ∈ DL
min
; (4.14)
In other words, the operator L
min
is ontained in its adjoint :
L
min
⊆ (L
min
)∗ ;
2. The operators L
min
and L
max
are mutually adjoint :
(L
min
)∗ = L
max
, (L
max
)∗ = L
min
; (4.15)
In 1930 John von Neumann, [Neu℄, has found a riterion for the
existene of a self-adjoint extension of a symmetri operator A0 and
has desribed all suh extensions. This riterion is formulated in terms
of deieny indies of the symmetri operator.
Denition 4.5. Let A0 be an operator in a Hilbert spae H. We
assume that the domain of denition DA0 is dense in H and that the
operator A0 is symmetri, that is
3
A0 ⊆ (A0)∗. (4.16)
For omplex number λ, onsider the subspae
Nλ = H⊖
(
(A0 − λI)DA0
)
, (4.17a)
or, what is equivalent,
Nλ = {x ∈ H : (A0)∗x = λx} . (4.18)
The dimension dimNλ is onstant in the upper half-plane Imλ > 0
and in the lower half-plane Imλ < 0:
dimNλ = n+ , Imλ > 0, (4.19a)
dimNλ = n− , Imλ < 0 . (4.19b)
3
The relation (4.16) means that DA0 ⊆ DA∗0 and A0x = A∗0x∀x ∈ DA0 .
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The numbers n+ and n− are said to be the deieny indies of the
operator A0, and the subspae Nλ is said to be the deieny subspae
orresponding to the value λ.
Theorem (von Neumann).
1. The densely dened symmetri operator admits selfadjoint expan-
sions is and only if its deieny indies are equal:
n+ = n− . (4.20)
2. Assume that a symmetri operator A0 is losed and its deieny
indies are equal. Choose a pair of non-real onjugated omplex
numbers, for example λ = i, λ = −i. The set of all selfadjoint
extensions of the operator A is in one-to-one orrespondene with
the set of all unitary operators ating from the deieny subspae
Ni into the deieny subspae N−i. In partiular, if n+ = n− = 0,
the operator A0 already is selfadjoint.
We apply the von Neumann Theorem to the situation where the
operator L
min
is taken as the operator A0. Then the equation
(A0)
∗x = λx
takes the form
L
max
x = λx ,
that is the dierential equation
− d
dt
(
1− t
2
a2
)
dx(t)
dt
+ t2x(t) = λx(t), t ∈ (−a, a), (4.21)
under the extra ondition x(t) ∈ L2(−a, a). In partiular, the dimen-
sion of the deieny spae Nλ oinides with the dimension of the
linear spae of the set of solutions of the equation (4.21) belongings
to L2(−a, a). Aording to Lemma 4.2, every solution of the equation
(4.21) belongs to L2(−a, a). Thus we prove the following
Lemma 4.3. For the operator L
min
, the deieny indies are:
n+(Lmin) = 2, n−(Lmin) = 2 . (4.22)
Thus, the operator L
min
is symmetri, but not selfadjoint. The set
of all its selfadjoint extensions an by parameterized by the set of all
2× 2 unitary operators ating from the two-dimensional Hilbert spae
8
Ni onto two-dimensional Hilbert spae N−i, where N±i are defet sub-
spaes of the operator L
min
.
Selfadjoint extensions of operators and self-orthogonal subspaes.
J. von Neumann, [Neu℄, redued the onstrution of a selfadjoint ex-
tension for a symmetri operator A0 to an equivalent problem of on-
strution of an unitary extension of an appropriate isometri operator
- the Caley transform of this symmetri operator. This approah was
also developed by M. Stone, [St℄, and then used by many others.
In some situations, it is muh more onvenient to use the onstru-
tion of extensions based on the so alled boundary forms. Espeially
onvenient is the usage of this onstrution for dierential operators.
The rst version of the extension theory based on abstrat symmetri
boundary onditions, was developed by J.W.Calkin, [Cal℄. Subse-
quently various versions of the extension theory of symmetri opera-
tors in terms of abstrat boundary onditions were developed. The
dual problem of the desriptions of extensions of symmetri boundary
relations was also onsidered. See [RoB℄, [Koh℄, [Br℄.
Considering the symmetri operator A0 (4.16) ating in a Hilbert
spae H, we introdue the bilinear form form Ω
Ω(x, y) =
〈A∗0x, y〉 − 〈x,A∗0y〉
i
, Ω : DA∗
0
×DA∗
0
→ C . (4.23a)
The bilinear form Ω is hermitian:
Ω(x, y) = Ω(y, x), ∀x, y ∈ DA∗
0
,
and possesses the property
Ω(x, y) = 0, ∀x ∈ DA∗
0
, y ∈ DA0 .
This property allows to onsider the form Ω as a form on the fator-
spae E :
E = DA∗
0
/DA0 . (4.24)
We use the same notation for the form indued on the fator spae E :
Ω(x, y) =
〈A∗x, y〉 − 〈x,A∗y〉
i
, Ω : E × E → C . (4.23b)
Denition 4.6. The form Ω, (4.23), is said to be the boundary form.
The fator spae E is said to be the boundary spae.
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It turns out that
dim E = n+ + n− , (4.25)
where n+ and n− are deieny indies of the operator A0, and that
the form Ω is not degenerate on E . The non-degeneray of the form
means:
For every non-zero x ∈ E , there exists y ∈ E suh that Ω(x, y) 6= 0 .
(4.26)
Let S be a subspae of the fator spae E :
S ⊆ E . (4.27a)
We identify S and its preimage with respet to the fator-mapping
DA∗
0
→ DA∗
0
/DA0 (= E) and use the same notation S for a subspae in
E and its preimage in DA0 :
DA0 ⊆ S ⊆ DA∗0 . (4.27b)
To every S satisfying (4.27b), an extension of the operator A0 is re-
lated. We denote this extension by AS :
DAS = S , A0 ⊆ AS ⊆ A∗0 .
The operator (AS)∗, whih is the operator adjoint to the the operator
AS , is related to the subspae S⊥:
(AS)∗ = AS⊥ , (4.28)
where S⊥Ω is the orthogonal omplement of the subspae S with re-
spet to the hermitiam form Ω:
S⊥Ω = {x ∈ E : Ω(x, y) = 0 ∀ y ∈ S} . (4.29)
In partiular we prove the following result:
Lemma 4.4. The extension AS of the symmetri operator A0 is a
selfadjoint operator: AS = (AS)∗, if and only if the subspae S whih
appears in (4.27b) possesses the property:
S = S⊥Ω . (4.30)
Denition 4.7. The subspae S of the spae E is said to be Ω-self-
omplementary if it possess the property (4.30).
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It turns out that self-omplementary subspaes exist if end only
if the form Ω, (4.23b), has equal numbers of positive and negative
squares. (Whih onditions is equivalent to the ondition n+ = n−.)
Thus, the problem of desription of all self-adjoint extension of a
symmetri operator A0 an be reformulate as the problem of desrip-
tion of subspaes of the spae E, (4.24), whih are self-omplementary
with respet to the (non-degenerated) boundary form Ω, (4.23b).
Selfadjoint extensions of symmetri dierential operators. The desrip-
tion of selfadjoint extensions of a symmetri operator A0 beomes es-
peially transparent in the ase when this symmetri operator is for-
mally selfadjoint ordinary dierential operator, regular or singular. In
this ase the hermitian form Ω, (4.23a), an be expressed in term of
boundary onditions of funtions from domain of denitions of the op-
erator A∗0. This justies the terminology introdued in Denition 4.6.
We illustrate the situation as applied to the ase where the symmet-
ri operator A0 is the minimal dierential operator Lmin generated by
the formal prolate spheroid dierential operator L. Then the adjoint
operator A∗0 is the maximal dierential operator Lmax (See Denitions
4.4 and 4.3.) The problem of desription of selfadjoint dierential op-
erators generated by a given formal dierential operator, has the long
history. See, for example, [Kr℄, [Nai, Chapter 5℄. The book of [DuSh℄
is the storage of wisdom in various aspets of the operator theory, in
partiular is self-adjoint ordinary dierential operators. See espeially
Chapter XIII of [DuSh℄.
In priniple we may inorporate the question of desription of self-
adjoint boundary ondition for the prolate spheroid dierential opera-
tors in one or other of the existing abstrat shemes whih is devoted
to suh a desription in one or other generality. However to adopt our
question to suh a sheme one need to agree the notation, the terminol-
ogy, et. This auxiliary work may obsure the presentation. To make
the presentation more transparent, we prefer to at independently on
the existing general onsiderations and to develop what we need from
the blank page.
We use the notations
p(t) = 1− t
2
a2
, q(t) = t2, −a < t < a.
In this notation, the formal dierential operator L introdued in (4.11)
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is:
(Lx)(t) = − d
dt
(
p(t)
dx(t)
dt
)
+ q(t)x(t), −a < t < a .
For every x, y ∈ A,
(Lx(t)) y(t) − x(t) (Ly(t)) = d
dt
[x(t), y(t)], −a < t < a ,
where
[x(t), y(t)] = −p(t)
(
dx(t
dt
y(t)− x(t)dy(t
dt
)
.
Therefore, for every x, y ∈ A and for every α, β : −a < α < β < a,
β∫
α
(
(Lx(t)) y(t) − x(t) (Ly(t))) dt = [x, y](β) − [x, y](α) . (4.31)
Lemma 4.5. For every x, y ∈ DL
max
, there exist the limits
[x, y]−a
def
= lim
α→−a+0[x, y](α), [x, y]
a def= lim
β→a−0
[x, y](β) . (4.32a)
Proof. Sine x(t), y(t), (Lx(t)), (Ly(t)) belongs to L2((−a, a)), then
a∫
−a
∣∣∣((Lx(t)) y(t) − x(t) (Ly(t))∣∣∣ dt <∞. Therefore
a∫
−a
(
((Lx(t)) y(t) − x(t) (Ly(t))) dt =
= lim
α→−a+0
β→ a−0
β∫
α
(
((Lx(t)) y(t) − x(t) (Ly(t))) dt.
Conerning this and related result see for example [HuPy, Chapter
10℄.
The boundary form Ω, onstruted from the operator A0 = Lmin
aording to (4.23a),
ΩL(x, y) =
〈L
max
x, y〉 − 〈x,L
max
y〉
i
12
an be expressed in the term of the generalized boundary values:
ΩL(x, y) =
[x, y]a − [x, y]−a
i
· (4.32b)
Aording to (4.25) and Lemma 4.3, the dimension of the boundary
spae EL: EL = DL
max
/DL
min
is:
dim EL = 4 . (4.33)
To make alulation expliit, we hoose a speial basis in the spae EL
in whih the bilinear form ΩL is redued to "sum of squares". The
asymptoti behavior of solutions of the equation Lx = 0 near the
endpoints of the interval (−a, a), desribed in Lemma 4.1, prompts us
the hoie of suh a basis. Let ϕ−(t), ψ−(t), ϕ+(t), ψ+(t) be smooth
funtions suh that
ϕ−(t) = 1, −a < t < −a/2, ϕ−(t) = 0, a/2 < t < a ,
ψ−(t) = ln(a+ t), −a < t < −a/2, ψ−(t) = 0, a/2 < t < a ,
ϕ+(t) = 0, −a < t < −a/2 , ϕ+(t) = 1, a/2 < t < a ,
ψ+(t) = 0, −a < t < −a/2 , ψ+(t) = ln(a− t), a/2 < t < a .
(4.34)
It is leat that if χ is an arbitrary smooth real valued funtion,
then ΩL(χ, χ) = 0). In partiular,
ΩL(χ, χ) = 0, if χ is one of the funtions ϕ−, ψ−, ϕ+, ψ+ . (4.35a)
It is lear that
ΩL(χ−, χ+) = 0, if χ± is one of the funtions ϕ±, ψ± . (4.35b)
Diret alulation shows that
ΩL(ϕ−, ψ−) = −2
a
, ΩL(ϕ+, ψ+) = −2
a
. (4.35)
Thus, the Gram matrix (with respet to the hermitian form ΩL) of the
vetors ϕ−, ψ−, ϕ+, ψ+ is:
a
2
·


ΩL(ϕ−, ϕ−) ΩL(ϕ−, ψ−) ΩL(ϕ−, ϕ+) ΩL(ϕ−, ψ+)
ΩL(ψ−, ϕ−) ΩL(ψ−, ψ−) ΩL(ψ−, ϕ+) ΩL(ψ−, ψ+)
ΩL(ϕ+, ϕ−) ΩL(ϕ+, ψ−) ΩL(ϕ+, ϕ+) ΩL(ϕ+, ψ+)
ΩL(ψ+, ϕ−) ΩL(ψ+, ψ−) ΩL(ψ+, ϕ+) ΩL(ψ+, ψ+)

 = J,
(4.36)
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where
J =


0 i 0 0
−i 0 0 0
0 0 0 i
0 0 −i 0

 . (4.37)
The rank of the Gram matrix is is equal to the dimension of the
spae EL:
rankJ = dimEL = 4 .
Therefore, the vetors ϕ−, ψ−, ϕ+, ψ+ generate the spae EL =
DL
max
/DL
min
. In partiular, the domain of denition DL
min
of the
minimal dierential operator L
min
an be haraterized by means of
the boundary onditions:
DL
min
=
{
x(t) : x(t) ∈ DL
max
, and
[x, ϕ−]−a = 0, [x, ψ−]−a = 0, [x, ϕ+]a = 0, [x, ψ+]a = 0
}
, (4.38)
where the forms [ , ]−a, [ , ]a were introdued in (4.5).
Lemma 4.6. Let ΩL be a bilinear form in the spae E dened by (4.5),
and J be the matrix (4.37).
The vetor x1 = α1−ϕ− + β1−ψ− + α1+ϕ+ + β1+ψ+ ∈ EL is ΩL -
orthogonal to the vetor x2 = α2−ϕ− + β2−ψ− + α2+ϕ+ + β2+ψ+ ∈ EL,
that is
ΩL(x
1, x2) = 0, (4.39a)
if and only if the vetor-row vx1 = [α
1−, β1−, α1+, β1+] ∈ V is J-orthogonal
to the vetor-row vx2 = [α
2−, β2−, α2+, β2+] ∈ V, that is
vx1J v
∗
x2 = 0 , (4.39b)
where V is the spae C4 of vetor-rows equipped by the standard her-
mitian metri, and the star ∗ is the Hermitian onjugation.
Thus, the problem of desription of self-omplementary extensions
of the operator L
min
is equivalent to the problem of desription of ΩL-
self-omplementary
4
subspaes in E , whih in its turn is equivalent
to the problem of desription of J-self-omplementary subspaes in
4
As soon as the notion of J-orthogonality of two vetors is introdued, (4.39b), the
notions of J-orthogonal omplement and J-self-orthogonal subspaes an be introdued
as well.
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C
4
. The last problem is a problem of the indenite linear algebra and
admits an expliit solutions. We set
P+ =
1
2
(I + J), P− =
1
2
(I − J) , (4.40a)
More expliitly,
P+ =
1
2


1 i 0 0
−i 1 0 0
0 0 1 i
0 0 −i 1

 , P− = 12


1 −i 0 0
i 1 0 0
0 0 1 −i
0 0 i 1

 . (4.40b)
The matrix J , (4.37), possesses the properties
J = J∗, J2 = I.
Therefore the matries P+, P−, (4.40a), possess the properties
P 2+ = P+, P
2
− = P−, P+ = P
∗
+ , P− = P
∗
− , (4.41)
P+P− = 0, P+ + P− = I . (4.42)
In other words, the matries P+, P− are orthogonal projetor matries.
These matries projet the spae V onto subspaes V+ and V−:
V+ = VP+, V− = VP− . (4.43)
These subspaes are orthogonally omplementary:
V+ ⊕ V− = V . (4.44)
The vetor rows
e1+ = [1, i, 0, 0], e
2
+ = [0, 0, 1, i] (4.45a)
and
e1− = [1,−i, 0, 0], e2− = [0, 0, 1,−i] (4.45b)
form orthogonal
5
bases in V+ and V− respetively.
It turns out that J-self-orthogonal subspaes of the spae V are in
one-to-one orrespondene with unitary operators ating from V+ onto
V−.
5
In the standard salar produt on V = C4.
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Denition 4.8. Let U be an unitary operator ating from V+ onto
V−. As the vetor-row v runs over the whole subspae V+, the vetor
v + vU runs over a subspae of the spae V. This subspae is denoted
by SU :
SU =
{
v + vU
}
, where v runs over the whole V+ . (4.46)
Lemma 4.7.
1. Let U be an unitary operator ating from V+ onto V−. Then the
subspae SU is J-self-omplementary, that is
SU = S⊥JU .
2. Every J-self-omplementary subspae S of the spae V is of the
form SU :
S = SU
for some unitary operator U : V+ → V+−.
3. The orrespondene between J-self-omplementary subspaes and
unitary operators ating from V+ onto V− is one-to-one;
(U1 = U2)⇔ (SU1 = SU2) .
Proof. 1. The mapping v → v+Uv is one-to-one mapping from V+ onto
SU . Indeed, this mapping is surjetive by denition of the subspae
SU . This mapping is also injetive. The equality v + Uv = 0 implies
that v = Uv = 0 sine 6 v⊥Uv. In partiular, dimSU = dimV+ (= 2).
If v1 and v2 are two arbitrary vetors from V+, then the vetors
w1 = v1 + v1U and w2 = v2 + v2U are J-orthogonal: w1Jw
∗
2 = 0.
Indeed, sine J = P+ − P− and vk = vkP+, vkU = vkUP− , k = 1, 2,
then, using the properties (4.41) of P+ and P−, we oobtain
w1Jw
∗
2 = (v
1P+ + v
1UP−)(P+ − P−)(P ∗+v∗2 + P ∗−U∗v∗2) =
= v1v
∗
2 − v1UU∗v∗2 .
Sine the unitary operator U preserves the salar produt, then v1v
∗
2 =
v1UU
∗v∗2, hene w1Jw∗2 = 0. Thus, SU ⊆ (SU )⊥J . (The symbol ⊥J
means J-orthogonal omplement.) Sine the Hermitian form (v1, v2)→
v1Jv
∗
2 is non-degenerate on V, then dim(S⊥JU ) = dimV − dimSU . Be-
ause dimV −dimSU = dimSU , we have dimSU = dim(S⊥JU ). Hene,
SU = (SU )⊥J , i.e. the subspae SU is J-self-omplementary.
6
Reall that v ∈ V+, Uv ∈ V−, and V+⊥V−.
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2. Let S be a J-self-orthogonal subspae. If
v ∈ S, v = v+ + v−, v± ∈ V± ,
then the ondition v⊥Jv = 0, that is the ondition vJv∗ = 0 means
that v1v
∗
1 = v2v
∗
2 . Therefore, if v1 = 0, then also v = 0. This means
that the projetion mapping v → vP+, onsidered as a mapping from
S → V+, is injetive. For J-self-orthogonal subspae S of the spae
V, the equality dimS = dimV − dimS holds. Hene dimS = dimV+.
Therefore, the injetive linear mapping v → P+ is surjetive. The
inverse mapping is dened on the whole subspae V+ and an by pre-
sented in the form v = v1 + v1U , where U is a linear operator ating
from V+ into V−. This mapping v1 → v1+ v1U maps the subspae V+
onto the subspae S.
Sine vJv∗ = 0, then v1v∗1 = v2v
∗
2 , where v2 = v1U . Sine v1 ∈
V+ is arbitrary, this means that the operator U is isometri. Sine
dimV+ = dimV−, the operator U is unitary. Thus, the originally
given J-self-omplementary subspae S is of the form SU , where U is
an unitary operator ating from V+ to V−.
The oinidene SU1 = SU2 means that every vetor of the form
v1+ v1U1, where v1 ∈ V+ an also be presented in the form v2+ v2U12
with some v2 ∈ V+:
v1 + v1U1 = v2 + v2U2 .
Sine v1, v2 ∈ V+, v1U1, v1U2 ∈ V−, then v1 = v2, and v1U1 = v1U2.
The equality v1U1 = v1U2 for every v1 ∈ V+ means that U1 = U2.
Thus, (SU1 = SU2)⇒ (U1 = U2).
Choosing the orthogonal bases (4.45) in the subspaes V+ and V+,
we represent an unitary operator U by the appropriate unitary matrix:
e1+U = e
1
−u11 + e
2
−u21,
e2+U = e
1
−u12 + e
2
−u22.
The following result is a reformulation of Lemma 4.7:
Lemma 4.8. Let V be the spae C4 of four vetor-rows, J be a matrix
of the form (4.37). With every 2 × 2 matrix U = ‖upq‖1≤p,q≤2, we
assoiate the pair of vetors v1(U), v2(U):
v1(U) = e1++ e
1
−u11 + e
2
−u21, (4.47a)
v2(U) = e2++ e
1
−u12 + e
2
−u22, (4.47b)
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where e k±, k = 1, 2, are the vetor-rows of the form (4.45), and the
subspae SU of V whih is the linear hull of the vetors v1(U), v2(U),
SU = hull(v1(U), v2(U)) .
1. If the matrix U is unitary, then the vetors v1(U), v2(U)
are linearly independent, and the subspae SU is J-self-
omplementary.
2. Let S be a J-self-omplementary subspae of the spae V. Then
S = SU for some an unitary matrix U .
3. For unitary matries U1, U2,
(SU1 = SU2)⇔ (U1 = U2) .
The "oordinate" form of the vetors v1(U), v2(U) is:
v1(U) =
[
1 + u11, i(1− u11), u21 , −iu21
]
,
v2(U) =
[
u12 , −iu12 , 1 + u22, i(1− u22)
]
. (4.48)
Remembering, see Lemma 4.6, how J-self-omplementary subspaes of
the spae V are related to ΩL-self-omplementary subspaes the spae
EL = DL
max
/DL
min
we formulate the following result
Lemma 4.9. Let us assoiate with every 2×2 matrix U = ‖upq‖1≤p,q≤2
the pair of vetors d1(U), d2(U) of the spae EL:
d1(U) = (1 + u11)ϕ− + i(1− u11)ψ− + u21ϕ+ − iu21ψ+ , (4.49a)
d2(U) =u12ϕ− − iu12ψ− + (1 + u22)ϕ+ + i(1− u22ψ+ , (4.49b)
where the funtions ϕ±, ψ± are dened in (4.34). The subspae GU of
the spae EL is dened as the linear hull of the vetors d1(U), d2(U):
GU = hull (d1(U), d2(U)) . (4.50)
1. If the matrix U is unitary, then the subspae S = GU is ΩL-
self-omplementary.
2. Let S be a ΩL-self-omplementary subspae of the spae EL.
Then S = GU for some an unitary matrix U .
3. For unitary matries U1, U2,
(GU1 = GU2)⇔ (U1 = U2) .
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It is lear that a subspae S ⊆ EL is an ΩL-self-omplementary
subspae if and only if its ΩL-orthogonal omplement S⊥ΩL is an ΩL-
self-omplementary subspae. The subspae (SU )⊥ΩL an be desribed
as:
(SU )⊥ΩL =
{
x ∈ EL : ΩL(x, d1(U)) = 0, ΩL(x, d2(U)) = 0
}
,
where d1, d2 are dened in (4.49), (4.34). Thus Lemma 4.9 an be
reformulated in the following way:
Lemma 4.10. Let us assoiate the pair of vetors d1(U), d2(U) with
every 2 × 2 matrix U = ‖upq‖1≤p,q≤2 by (4.49), (4.34). The subspae
OU is dened as
OU =
{
x ∈ EL : ΩL(x, d1(U)) = 0, ΩL(x, d2(U)) = 0
}
. (4.51)
1. If the matrix U is unitary, then the subspae S = OU is ΩL-
self-omplementary.
2. Let S be a ΩL-self-omplementary subspae of the spae EL.
Then S = OU for some an unitary matrix U .
3. For unitary matries U1, U2,
(OU1 = OU2)⇔ (U1 = U2) .
Thus there is one-to-one orrespondene between the set of all
2 × 2 unitary matries U = ‖upq‖1≤p,q≤2 and the set of all ΩL-self-
omplementary subspaes S of the spae EL = DL
max
/DL
min
. This
orrespondene is desribed as
S = OU , (4.52)
where OU is dened in (4.51), (4.49), (4.34).
On the other hand, the subspaes of the spae EL = DL
max
/DL
min
whih are self-omplementary with respet to the Hermitian form ΩL,
(4.5), are in one-to-one orrespondene to self-adjoint dierential op-
erators generated by the formal dierential operator L, (4.11). Every
self-adjoint dierential operators L generated by the formal dieren-
tial operator L is the restrition of the maximal dierential operator
L
max
, (4.3), on the appropriate domain of denition. Aording to
Lemma 4.4, as applied to the operators A0 = Lmin, A∗0 = Lmax, the
domains of denition of a selfadjoint extension L of the operator L
min
are those subspaes S:
DL
min
⊆ S ⊆ DL
max
(4.53)
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whih are self-omplementary with respet to the Hermitian form ΩL,
(4.5). Aording to Lemma 4.10, ΩL-self-omplementary subspaes S
an be desribed by means of the onditions
S = {x(t) ∈ DL
max
: ΩL(x, d
1(U)) = 0, ΩL(x, d
2(U)) = 0
}
, (4.54)
where d1(U), d2(U) are the same that in (4.49), (4.34), U is an unitary
2× 2 matrix.
The onditions ΩL(x, d
1(U)) = 0, ΩL(x, d
2(U)) = 0 may be inter-
preted as a boundary onditions posed on funtions x ∈ DL
max
. Let us
present these onditions in more traditional form.
Let as introdue the following notations:
b−a(x) = lim
t→−a+0
(t+ a)
dx(t)
dt
, ba(x) = lim
t→a−0
(t− a)dx(t)
dt
,
c−a(x) = lim
t→−a+0
(
(t+ a) ln(a+ t)
dx(t)
dt
− x(t)
)
, (4.55)
ca(x) = lim
t→a−0
(
(t− a) ln(a− t)dx(t)
dt
− x(t)
)
.
Remark 4.1. The values b−a(x), c−a(x) and ba(x), ca(x) may be on-
sidered as generalized boundary values related to the funtion x(t) ∈
DL
max
at the endpoints −a and a of the interval (−a, a).
Remark 4.2. The solutions x−1 , x
−
2 , (x
+
1 , x
+
2 of the equation Lx = λx,
whih appears in Lemma 4.1, satisfy the onditions
b−a(x−1 ) = 0, c−a(x
−
1 ) = −1; b−a(x−2 ) = 1, c−a(x−2 ) = 0 ,
ba(x
+
1 ) = 0, ca(x
+
1 ) = −1; ba(x+2 ) = 1, ca(x+2 ) = 0 .
Lemma 4.11. For x(t) ∈ DL
max
, the limits (4.55) exist, are nite,
and
b−a(x) =
ia
2
ΩL(x, ϕ−), c−a(x) =
ia
2
ΩL(x, ψ−), (4.56a)
ba(x) =
ia
2
ΩL(x, ϕ+), ca(x) =
ia
2
ΩL(x, ψ+), (4.56b)
where the funtions ϕ±, ψ± are dened in (4.34), and the form ΩL is
dened by (4.5).
Proof. The existene of the limits in (4.56) follows from Lemma 4.5
applied to the funtions x(t) and y(t) = ϕ±(t) or y(t) = ψ±(t). The
equalities (4.56) an be obtained by the diret omputation using the
expliit expressions (4.34) for the funtions ϕ±(t), ψ±(t).
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Due to (4.56), the equality (4.36) an be rewritten as

b−a(ϕ−) c−a(ϕ−) b−a(ϕ−) ca(ϕ−)
b−a(ψ−) c−a(ψ−) b−a(ψ−) ca(ψ−)
b−a(ϕ+) c−a(ϕ+) b−a(ϕ+) ca(ϕ+)
b−a(ψ+) c−a(ψ+) b−a(ψ+) ca(ψ+)

 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 .
(4.57)
Remark 4.3. The haraterization (4.38) of the domain of denition
DL
min
of the minimal operator L
min
an be presented as:
DL
min
=
{
x(t) : x(t) ∈ DL
max
, and
b−a(x) = 0, c−a(x) = 0, ba(x) = 0, ca(x) = 0
}
, (4.58)
In view of (4.56), the equalities ΩL(x, d
1(U) = 0, ΩL(x, d
2(U) = 0)
take the form
(1 + u11) b−a(x)− i(1− u11) c−a(x) + u12 ba(x) + iu12 ca(x) = 0 ,
(4.59a)
u21 b−a(x) + iu21 c−a(x) + (1 + u22) ba(x)− i(1− u22) ca(x) = 0
(4.59b)
Remark 4.4. Sine the form ΩL(x, y) is antilinear with respet to
the argument y: ΩL(x, µy) = µΩL(x, y) for µ ∈ C, the numbers i,−i
whih ours in (4.49) must be replaed with the numbers −i, i in ap-
propriate positions in the equality (4.59). For the same reason, the
numbers upq whih ours in (4.49) must be replaed with the numbers
upq in (4.59). However to simplify the notation, we replae the number
upq with the number uqp rather with the numbers upq. This orresponds
to that in (4.49) we use the matrix U∗ rather than U as a matrix whih
parameterizes the set of all ΩL-self-orthogonal subspaes. The matrix
U∗ is an arbitrary unitary matrix as well the matrix U .
Denition 4.9. Let U be a 2× 2 matrix. The operator LU is dened
in the following way:
1. The domain of denition DLU of the operator LU is the set of all
x(t) ∈ DL
max
whih satisfy the onditions (4.59a)-(4.59b), (4.55).
2. For x ∈ DLU , the ation of the operator LU is: LUx = Lmaxx.
Remark 4.5. In view of (4.59) and (4.59), for any matrix U ,
DL
min
⊆ DLU .
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Thus for any matrix U , the operator LU is an extension of the operator
L
min
:
L
min
⊆ LU ⊆ Lmax . (4.60)
The equalities (4.59a) whih determine the domain of denition of the
extension LU an be onsidered as boundary onditions posed on fun-
tions x ∈ DL
max
. (See Remark 4.1.)
The following Theorem is a reformulation of Lemma 4.10 in the
language of extensions of operators.
Theorem 4.1.
1. If U is an unitary matrix, then the operator LU is a selfadjoint
dierential operator whih is an extension of the minimal dier-
ential operator L
min
: L
min
⊂ LU ⊂ Lmax .
2. Every dierential operator L whih is a selfadjoint extension of
the minimal dierential operator L
min
, is of the form L = LU
for some unitary matrix U .
3. For unitary matries U1, U2,
(U1 = U2)⇔ (LU1 = LU2) .
Commutator of the operator F[−a,a] and LU .
Let us alulate the dierene F[−a,a]Lmaxx − LmaxF[−a,a]x for x ∈
DL
max
. Notie that L
max
x ∈ L2([−a, a]), so F[−a,a](Lmaxx) is dened.
Sine x ∈ L2([−a, a], the funtion F[−a,a]x(t) is smooth on the losed
interval [−a, a]. (In fat this funtion is analyti in the whole real axis.)
All the more, F[−a,a]x ∈ DL
max
. Thus for x ∈ DL
max
, the dierene
F[−a,a]Lmaxx− LmaxF[−a,a]x is well dened.
Assuming that x ∈ DL
max
and that −a < α < β < a, we integrate
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by parts twie
7
:
β∫
α
(
− d
dξ
((
1− ξ
2
a2
))
dx(ξ)
dξ
)
eitξdξ =
= −
(
1− ξ
2
a2
)
dx(ξ)
dξ
eitξ
∣∣∣∣
ξ=β
ξ=α
+ it
(
1− ξ
2
a2
)
x(ξ)eitξ
∣∣∣∣
ξ=β
ξ=α
−
− it
β∫
α
x(ξ)
d
dξ
((
1− ξ
2
a2
)
eitξ
)
dξ . (4.61)
For x ∈ DL
max
, both limits lim
t→±a(1 − t
2/a2)
dx(t)
dt
exist, are nite,
and
lim
t→−a(1− t
2/a2)
dx(t)
dt
=
2
a2
b−a(x) , (4.62a)
lim
t→+a(1− t
2/a2)
dx(t)
dt
= − 2
a2
b a(x) . (4.62b)
where b−a(x), ba(x) are dened in (4.55) and also appear in the bound-
ary onditions (4.59). Sine the limits in (4.62) are nite, we onlude
that |x(t)| = O(ln(a2 − t2)) as t → ±a, |t| < a. All the more, for
x ∈ DL
max
lim
t→−a+0
(
1− t
2
a2
)
x(t) = 0 . (4.63)
Passing to the limit in (4.61) and taking into aount (4.63) and (4.62),
we obtain
a∫
−a
(
− d
dξ
((
1− ξ
2
a2
)
dx(ξ)
dξ
))
eitξdξ =
2
a
(
b+(x)e
iat+ b−(x)e−iat
)
−
− it
a∫
−a
x(ξ)
d
dξ
((
1− ξ
2
a2
)
eitξ
)
dξ . (4.64)
Transforming the last summand of the right hand side of (4.64), we
7
Like it is done in (2.31) of the manusript [KaMa℄.
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obtain
− it
a∫
−a
x(ξ)
d
dξ
((
1− ξ
2
a2
)
eitξ
)
dξ =
= t2
a∫
−a
x(ξ)eitξ dξ +
it
a2
a∫
−a
x(ξ)
d
dξ
(ξ2eitξ) dξ =
(
sine
d
dξ
(ξ2eitξ) =
d
dξ
(
− d
2
dt2
eitξ
)
= −d
2
dt2
(
iteitξ
) )
= t2
a∫
−a
x(ξ)eitξ dξ +
t
a2
d2
dt2
(
t
a∫
−a
x(ξ)eitξ dξ
)
=
= t2
a∫
−a
x(ξ)eitξ dξ +
d
dt
(
t2
a2
d
dt
a∫
−a
x(ξ)eitξ dξ
)
=
= t2
a∫
−a
x(ξ)eitξ dξ− d
dt
((
1− t
2
a2
)
d
dt
a∫
−a
x(ξ)eitξ dξ
)
−
a∫
−a
ξ2x(ξ) eitξ dξ .
(4.65)
Unifying (4.64) and (4.65), we obtain the equality
a∫
−a
((
− d
dξ
(
1− ξ
2
a2
)
d
dξ
+ ξ2
)
x(ξ)
)
eitξ dξ =
=
2
a
(
b+(x)e
iat+b−(x)e−iat
)
+
(
−d
dt
(
1− t
2
a2
)
d
dt
+t2
) a∫
−a
x(ξ)eitξ dξ .
(4.66)
We summarize the above alulation as
Lemma 4.12. Let F[−a,a] be the Fourier operator trunated on the
nite symmetri interval [−a, a]. Let L
max
be the maximal dieren-
tial operator with domain of denition DL
max
generated by the formal
dierential operator L = −d
dt
(
1− t
2
a2
)
d
dt
+ t2. (See Denition 4.3.)
If x ∈ DL
max
, then F[−a,a]x ∈ DL
max
, and the equality holds
(F[−a,a]Lmaxx)(t)− (LmaxF[−a,a]x)(t) =
2
a
(
b+(x)e
iat + b−(x)e−iat
)
.
(4.67)
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Every selfadjoint dierential operator generated by the formal dif-
ferential operator L is a restrition of the maximal dierential operator
L
max
on the appropriate domain of denition. Aording to Theo-
rem 4.1, the set of suh self-adjoint operators oinides with the set
of operators LU , where U is an arbitrary 2 × 2 unitary matrix. The
domain of denition DLU of the operator LU is distinguished from the
domain DL
max
by the boundary onditions (4.59) onstruted from U .
The next theorem answers the question whih operators LU ommute
with the trunated Fourier operator F[−a,a].
Theorem 4.2.
1. If U = I, where I is 2×2 identity matrix, then the dierential op-
erator
8 LI ommutes with the trunated 9 Fourier operator F[−a,a]:
F[−a,a]LI x = LIF[−a,a] x ∀x ∈ DLI . (4.68)
2. If U 6= I, then the operator LU do not ommute with the operator
F[−a,a]:
a. There exist vetors x ∈ DLU suh that F[−a,a] ∈ DLU , so both
operators F[−a,a]LU and LUF[−a,a] are appliable to x, but
F[−a,a]LUx 6= LUF[−a,a]x ; (4.69)
b. There exist vetors x ∈ DLU suh that F[−a,a]x 6∈ DLU , so the
operator LUF[−a,a] even an not be applied to suh x.
Proof.
1. For U = I, the boundary onditions (4.59) take the form
b−a(x) = 0, ba(x) = 0 . (4.70)
Thus, the domain of denition DLI of the operator LI is:
DLI =
{
x : x ∈ DL
max
, b−a(x) = 0, ba(x) = 0
}
. (4.71)
Every smooth funtion x(t) on (−a, a) whih derivative is bounded:
supt∈(−a,a) |x′(t)| < ∞, belongs to DLmax . Moreover, aording to
(4.55), every suh a funtion satises the boundary ondition (4.71),
i.e. b−a(x) = 0, ba(x) = 0. Hene every smooth funtion on (−a, a)
whih derivative is bounded on (−a, a), belongs to domain of denition
8 LI = LU for U = I.
9
F[−a,a] = FE for E = [−a, a].
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DLI of the operator LI . In partiular, if x ∈ L2((−a, a) and y =
F[−a,a]x, then y ∈ DLI . Thus for x ∈ DLI both summands in the
expression F[−a,a]LIx−LIF[−a,a]x are well dened. Sine the operator
LI is a restrition of the operator Lmax, then
F[−a,a]LIx− LIF[−a,a]x = F[−a,a]Lmaxx− LmaxF[−a,a]x for x ∈ DLI .
In view of (4.67) and (4.70), the equality (4.68) holds.
2. Let U 6= I. Then at least of one value u11 − 1 or u22 − 1 diers
from zero. For deniteness, let u11 − 1 6= 0. Set
γ =
1 + u11
i(1− u11) , x(t) = ψ−(t) + γϕ−(t) + x0(t), (4.72)
where x0(t) is a smooth funtion whih support is a ompat subset
of the open interval (−a, a):
suppx0 ⋐ (−a, a) . (4.73)
The funtion x0 will be hosen later. Aording to (4.57), (4.73) and
the hoie of γ, for any hoie of x0(t), the funtion x(t) from (4.72)
satisfy the boundary onditions (4.59). Thus,
x(t) ∈ DLU . (4.74)
for any hoie of x0. Moreover
b−a(x) = 1, ba(x) = 0 . (4.75)
For the funtion y(t) = (F(−a,a)x)(t), the boundary onditions (4.59)
either hold, or does not hold. This depends on the hoie of the fun-
tion x0. If (4.59) hold for this y, then F(−a,a)x ∈ DLU and the equality
(4.67) an be interpreted as the equality
(F(−a,a)LUx)(t)− (LUF(−a,a)x)(t) =
2
a
(
b+(x)e
iat + b−(x)e−iat
)
.
(4.76)
In view of (4.75), (F(−a,a)LUx)(t)− (LUF(−a,a)x)(t) 6= 0.
Let us show that both of the possibilities F(−a,a)x ∈ DLU and
F(−a,a)x 6∈ DLU are realizable. Sine the funtion y(t) = (F(−a,a)x)(t)
is smooth on [−a, a],
b−a(y) = 0, ba(y) = 0, c−a(y) = −y(−a), c−a(y) = −y(a) .
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Thus as applied to the funtion y, the boundary onditions (4.59) take
the form
(1− u11)y(−a)− u12y(a) = 0 , (4.77a)
u21y(−a)− (1− u22)y(a) = 0 . (4.77b)
If, using the freedom of hoie of the funtion x0(t) in (4.72), we an
arbitrary presribe the values y(−a) and y(a), then we an either sat-
isfy the boundary onditions (4.77) (presribing y(−a) = 0, y(a) = 0),
or violate them (if u11 6= 1, we presribe y(−a) = 1, y(a) = 0, if
u11 6= 1, we presribe y(−a) = 0, y(a) = 1.) The referene to Lemma
below nishes the proof.
Lemma 4.13. Given omplex numbers y1 and y2, there exists a smooth
funtion x0(t) on [−a, a] whih possesses the properties:
1. supp x0 ⋐ (−a, a) .
2. y0(−a) = y1, y0(a) = y2, where y0 = F[−a,a](x0).
Proof. The evaluations y(−a) and y(−a) are linearly independent lin-
ear funtionals on the spae of funtions on (−a, a) whih are smooth
and ompatly supported:
y(−a) = 1√
2pi
a∫
−a
x(ξ)e−iaξ dξ, y(a) =
1√
2pi
a∫
−a
x(ξ)eiaξ dξ ,
and the funtions e−iaξ , eiaξ generating these linear funtionals are
linearly independent on any non-empty open subinterval of the interval
(−a, a).
Properties of the operator LI . As we have established, Theorems 4.1
and 4.2, the only selfadjoint dierential operator whih is generated by
the formal operator L and whih ommutes with the trunated Fourier
operator F[−a,a] is the operator LI . Let as disuss properties of the
operator LI .
The following lemma gives an alternative denition of the do-
main DLI .
Lemma 4.14. Let a funtion x(t) belong to DL
max
. Then the funtion
x(t) belong to DLI if and only if both limits
x(−a) = lim
t→−a+0 x(t), x(a) = limt→a−0x(t) . (4.78)
exist and are nite.
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Proof. 1. Funtions x(t) belonging to DLI possess the properties
lim
t→±a(a
2 − t2)dx(t)
dt
= 0, (4.79)
a∫
−a
∣∣∣∣ ddξ
(
(a2 − ξ2)dx(ξ)
dξ
)∣∣∣∣
2
dξ = C2 <∞, C > 0. (4.80)
From (4.80) and the Shwarz inequality it follows that
t2∫
t1
∣∣∣∣ ddξ
(
(a2 − ξ2)dx(ξ)
dξ
)∣∣∣∣ dξ ≤ C√t2 − t1 , −a < t1 < t2 < a .
All the more,
∣∣∣∣∣(a2 − ξ2)dx(ξ)dξ
∣∣∣∣
ξ=t2
ξ=t1
∣∣∣∣∣ ≤ C√t2 − t1 .
We use the last inequality for t1 = −a+ 0, t2 = t, where −a < t < a.
Taking into aount (4.79), we dedue that
∣∣∣∣(a2 − t2)dx(t)dt
∣∣∣∣ ≤ C√a+ t , −a ≤ t ≤ 0 .
Analogously, ∣∣∣∣(a2 − t2)dx(t)dt
∣∣∣∣ ≤ C√a− t , 0 ≤ t ≤ a .
From two last inequalities it follows that
∣∣∣∣(a2 − t2)dx(t)dt
∣∣∣∣ ≤ 1√a
√
a2 − t2, −a < t < a .
Finally, from (4.79) and (4.80) we dedued the inequalities
∣∣∣∣dx(t)dt
∣∣∣∣ ≤ C√a 1√a2 − t2 , −a < t < a . (4.81)
and
|x(t2)− x(t1)| ≤ C√
a
t2∫
t1
dξ√
a2 − ξ2 , −a < t1 < t2 < a . (4.82)
28
Sine
a∫
−a
dt√
a2−t2 <∞, the funtion x(t) is uniformly ontinuous on the
interval (−a, a). Therefore the limits (4.78) exist end are nite.
2. Aording to Lemma 4.11, both limits limt→±(a−0)(t±a)dx(t)dt exist
and are nite. If x 6∈ DLI , them at least one of these limits is not zero.
If for example limt→a−0(t− a)dx(t)dt 6= 0, then the funtion x(t) grows
logarithmially as t→ a− 0.
Theorem 4.3.
1. The selfadjoint operator LI is an operator with disrete spetrum.
2. The spetrum of the operator LI is a sequene of positive eigenval-
ues of multipliity one whih tends to +∞.
3. The number λ is an eigenvalue of the dierential operator LI if
and only if there exists the non-zero solution e(t, λ) of the boundary
value problem for the dierential equation
− d
dt
((
1− t
2
a2
)
de(t, λ)
dt
)
+ t2e(t, λ) = λe(t, λ) (4.83a)
with the boundary onditions
e(−a, λ) is nite , e(a, λ) is nite. (4.83b)
This solution e(t, λ) is an eigenvetor of the operator LI orre-
sponding to the eigenvalue λ.
Remark 4.6. The solutions of the boundary value problem (4.83) are
known as the prolate spheroidal wave funtions. There is a litera-
ture where these funtions are disussed and studied. See for example
[ChSt℄, [Fl℄, [KPS℄, [MSh℄, [SMCLC℄.
If A is a symmetri operator in a Hilbert spae H whih domain of
denition DA is dense in H and M is a bounded selfadjoint operator
dened everywhere in H , then the operators A and B = A+M (DB =
DA) are selfadjoint or not simultaneously, and spetra of A and B are
disrete or not simultaneously.
We use this fat in the ase when H = L2((−a, a)), A = LI ,
Mx(t) = x(t) − t2x(t), so the operator B is a dierential operator
Λ of the form
(Λx)(t) = −d
dt
((
1− t
2
a2
)dx(t)
dt
)
+ x(t) . (4.84)
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whih domain of denition DΛ oinides with the domain of denition
DDLI of the operator LI . (See (4.71) and (4.12a).)
Lemma 4.15. Eah of the operators LI and Λ is non-negative, and
for every x ∈ DLI = DΛ the equalities hold:
〈LIx, x〉 =
a∫
−a
(
1− ξ
2
a2
)∣∣∣∣dx(ξ)dξ
∣∣∣∣
2
dξ +
a∫
−a
ξ2|x(ξ)|2dξ , (4.85)
〈Λx, x〉 =
a∫
−a
(
1− ξ
2
a2
)∣∣∣∣dx(ξ)dξ
∣∣∣∣
2
dξ +
a∫
−a
|x(ξ)|2dξ . (4.86)
Proof. Let −a < α < β < a. Integrating by parts we obtain
β∫
α
(
− d
dξ
(
1− ξ
2
a2
)
dx(ξ)
dξ
)
x(ξ) dξ =
= −
(
1− ξ
2
a2
)
dx(ξ)
dξ
· x(ξ)
∣∣∣∣
ξ=β
ξ=α
+
β∫
α
(
1− ξ
2
a2
)
dx(ξ)
dξ
· dx(ξ)
dξ
dξ .
Aording to the boundary onditions (4.70),
lim
t→±(a−0)
(
1− t
2
a2
)
dx(t)
dt
= 0 ,
Aording to Lemma 4.14,
|x(t)| = O(1) as |t| → a− 0 .
Passing to the limit as α→ −a+0, β → a− 0, we obtain the equality
a∫
−a
(
− d
dξ
(
1− ξ
2
a2
)
dx(ξ)
dξ
)
x(ξ) dξ =
a∫
−a
(
1− ξ
2
a2
)∣∣∣∣dx(ξ)dξ
∣∣∣∣
2
dξ ,
for every x ∈ DLI = DΛ . (4.87)
Proof of Theorem 4.3. Let
B =
{
x ∈ DΛ : 〈Λx,Λx〉L2(−a,a) ≤ 1
}
. (4.88)
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be a preimage of the unit ball of the spae L2(−a, a) with respet to
the mapping x → Λx. To prove that the spetrum of Λ is disrete it
is enough to prove that the set B is preompat in L2(−a, a). The
ondition 〈Λx,Λx〉L2(−a,a) ≤ 1 for a funtion x ∈ DΛ means that
∫ a
−a
∣∣∣∣− ddξ
((
1− ξ
2
a2
)dx(ξ)
dξ
)
+ x(ξ)
∣∣∣∣
2
dξ ≤ 1 (4.89)
In view of (4.87),
∫ a
−a
∣∣∣∣− ddξ
((
1− ξ
2
a2
)dx(ξ)
dξ
)∣∣∣∣
2
dξ +
a∫
−a
|x(ξ)|2 dξ ≤
∫ a
−a
∣∣∣∣− ddξ
((
1− ξ
2
a2
)dx(ξ)
dξ
)
+ x(ξ)
∣∣∣∣
2
dξ .
Therefore from (4.89) it follows that
a∫
−a
|x(ξ)|2 dξ ≤ 1 (4.90)
and
∫ a
−a
∣∣∣∣− ddξ
((
1− ξ
2
a2
)dx(ξ)
dξ
)∣∣∣∣
2
dξ ≤ 1 . (4.91)
Inequality (4.91) the inequality (4.80) for C = a2. Aording to (4.82),
the funtion x satisfy the inequality
|x(t2)− x(t1)| ≤ a3/2
t2∫
t1
dξ√
a2 − ξ2 , −a < t1 < t2 < a . (4.92)
Thus, the set of the funtions x belonging to B is uniformly bounded,
(4.90), and equiontinuous, (4.92). Therefore, the set B is preompat
in L2([−a, a]).
Thus the spetra of the operators Λ and LI is disrete, i.e. onsists
of isolated eigenvalues. Aording to (4.85), the eigenvalues of the
operator LI are positive. If λ is an eigenvalue of the operator LI and
e(t, λ) is an eigenfuntion whih orresponds to this λ, then, sine
e(t, λ) ∈ DLI , the funtion e(t, λ) is ontinuous in t at the points t = a
and t = −a. (Lemma 4.14.)
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Moreover the funtion e(t, λ) is the solution of the dierential equa-
tion Lx = λx. As any solution of this equation, the funtion e(t, λ)
is a linear ombination of the solutions x−1 (t, λ) and x
−
2 (t, λ). (The
solutions x±1 (t, λ), x
±
2 (t, λ) were introdued in Lemma 4.1). From the
behavior of the funtions e(t, λ), x−1 (t, λ), x
−
2 (t, λ) by t→ − a+ 0 we
dedue that the funtion e(t, λ) is proportional to x−1 (t, λ):
e(t, λ) = C−x−1 (t, λ), C− 6= 0 is a onstant .
Analogously,
e(t, λ) = C+x
+
1 (t, λ), C+ 6= 0 is a onstant .
Thus, up to the proportionality, there is only one eigenfuntion orre-
sponding to the eigenvalue λ.
Remark 4.7. Thus if λ is an eigenvalue of LI , then C−x−1 (t, λ) =
C+x
+
1 (t, λ). Sine the dierential equation Lx = λx is invariant with
respet to the hange of variable t → −t, then the funtions e(−t, λ),
e(t, λ) ± e(−t, λ) are eigenfuntions as well. Sine there in only on
eigenfuntion up to proportionality, then either e(t, λ) = e(−t, λ), or
e(t, λ) = −e(−t, λ). Thus, either C+ = C−, or C+ = −C−.
Remark 4.8. The spetral analysis of the operator Λ an be done
expliitly. Its eigenfuntions are essentially the Legandre polynomials,
the spetrum also an by found expliitely. The property of the spetrum
of Λ to be disrete may be derived from this analysis. However we
prefer to present less expliit but more general reasoning.
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