Abstract. This paper addresses the assessment of MCNPX-2.5.0 criticality calculations using continuous energy cross section libraries based on JEF-2.2, JENDL-3.3, ENDF/B-6.8, and the recently released JEFF-3.1 data files. For this purpose, validation calculations were performed for a suite of benchmarks from the International Handbook of Evaluated Criticality Safety Benchmark Experiments. The benchmarks were selected on the basis of their similarity to designs found in today's Light Water Reactor (LWR) compact storage pools and transport casks, including MOX fuel rod assemblies, and in total comprised as much as 149 cases. In order to define the ranges of applicability of the used calculational methods and to detect possible trends, the spectrum-related characteristics of the modeled critical experimental configurations were analysed. It is found that the recently released JEFF-3.1 library improves the older JEF-2.2 compilation and leads to a value for the weighted average of the normalized eigenvalues k calc eff /k exp eff very close to unity. All libraries have in common that any evidence of a statistically significant trend in the normalized eigenvalues versus both spectrum-related characteristics and experimental design parameters could not be found.
Introduction
A methodology for criticality safety evaluations (CSE) using the Monte Carlo radiation transport code MCNPX is currently under development within the STARS project at LRS/PSI. Following nuclear criticality safety practices the validity of a calculational method (consisting of the computer code and the cross section data) must be established by correlating the experimental results of a suitable set of critical experiments with the calculational results obtained for these same systems [1] . In this context (and as a first step) an analysis of the MCNPX-2.4.0/JEF-2.2 and JENDL-3.3 results for a suite of 15 low-enriched thermal compound uranium benchmarks was already performed at PSI [2] , which, in total, comprised the evaluation of 105 cases representing wet storage and transport casks. Recently (as a second step) the first analysis has been enhanced by also applying the ENDF/B-6.8 neutron data library, studying spectrum related trends, and, furthermore, employing the most recent official release of the code (MCNPX-2.5.0 [3] ) with an improved S(α, β) thermal neutron scattering treatment [4] . In the work presented here the former analyses are extended by: -including a cross section library based on the recently released JEFF-3.1 [5] data files, -adding 17 more cases in order to include the structural materials that could be employed in dry and wet storage pools, -adding 27 MOX cases.
The data obtained form a basis for the establishment of the PSI CSE methodology.
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Methodology
All results presented in this paper have been calculated with the latest official version of MCNPX, which is MCNPX-2.5.0 [3] , released in April 2005. The four continuous energy neutron data libraries (ENDF/B-6.8 [6] , JEF-2.2 [7] , JEFF-3.1 [5] , and JENDL-3.3 [8] ) that were applied are distributed by the NEA/OECD Data Bank Computer Program Service. In the perspective of assessing possible changes by new releases of a specific library, we also applied the somewhat older JEF-2.2 library.
All critical experiments were extracted from the "International Handbook of Evaluated Criticality Safety Benchmark Experiments" [9] . The selection of the benchmark configurations was based on their similarity to designs found in today's LWR compact dry storage pools and transport casks. The original suite of 15 low-enriched thermal compound (LCT) uranium benchmarks obtained in ref. [2] comprised the evaluation of 105 cases representing wet storage and transport casks. This set was extended by 44 additional cases in order to include both the structural materials (boral, boroflex) that could be employed in dry storage pools (17 cases) and MOXfuel (27 cases). The list of the added benchmark configurations with indication of some experimental design characteristics is presented in table 1.
In the first studies [2] a deviation of the distribution of the normalized eigenvalues (i.e., the ratio k calc eff /k exp eff of the calculated to experimental results) from a Gaussian distribution was observed, particularly, if very accurate Monte Carlo criticality calculations had been performed. It was conjectured that the non-normality could be caused by nonspecified experiment/evaluation-related biases in the k exp eff values. Thus the question arose whether an analysis based on the assumption of normality of the k calc eff /k exp eff distribution (which is frequently used for practical CSE due to its easiness and flexibility of application) is really reliable. Because of such concerns, we will apply in the present study also the distribution-free estimates for k eff lower tolerance bounds (LTB) and will compare them with the LTBs based on the normality of the calculated results. Fortunately, the differences between these two approaches will turn out to be insignificant from a practical point of view.
Results and analysis

Statistical description
In the (statistical) evaluations the normalized eigenvalues k c,i = k calc eff,i /k exp eff,i will be used, and the following formulas from statistics were applied to analyse the k calc eff /k exp eff sample:
Equations (1) and (2) give, respectively, the weighted average k c -value and its standard deviation σ . The weights w i are proportional to 1/σ 2 i , where σ i (eq. (3)) is the uncertainty of a single observation and incorporates the uncertainty from both the benchmark (σ (4)) denotes the sample standard deviation and will be used later on to evaluate the LTB based on the assumption of normality of the k calc eff /k exp eff population. Therefore we applied equation (4), which gives the best estimate of the standard deviation when a Gaussian distribution is assumed (see ICSBEP Guide to the Expression of Uncertainties from ref. [9] ).
The statistical analysis was first separately applied to the two samples consisting of the 17 additional LCT-cases and the 27 MCT-cases listed in table 1. The values obtained for in table 2 and table 3 , respectively, and should both be compared with the corresponding results calculated for the set of 105 benchmarks used in the previous study [4] and shown in table 4. The comparisons show that although the weighted averages obtained for the additional 27 MCT-cases are slightly greater, they yet are in good agreement with the weighted averages obtained for the original suite of benchmarks. But, for all libraries, the weighted averages obtained for the additional 17 LCT-cases are notably smaller than the weighted averages calculated for the set of 105 benchmarks before. At first glance one may take this difference as an indication that something is wrong with cross sections related to boron, which is contained in the separation material of the additional cases. However, this would have to apply to all libraries in equal measure, which is unlikely. Studying the calculated eigenvalues separately for all independently evaluated experiments shows a general trend: the k calc eff values for many of the cases belonging to LCT-11 and LCT-51 (both performed at the same facility) lie relatively low in comparison to all other calculated eigenvalues. The original set of 105 benchmarks contained only 12 cases from LCT-11 and LCT-51 [2] . Contrary, 10 of the additional 17 LCT cases belong to LCT-51, which is a significantly higher fraction. The difference in the weighted average of the 17-LCT and the original 105 benchmarks is simply explained by this fact. Thus, as significant differences between the three k calc eff /k exp eff samples could not be found, a statistical analysis was performed for the combined set (comprising 149 cases). Results are listed in table 5. 
Comparison of Libraries
The bias, i.e., the systematic differences between calculational method results and experimental data is given by b = 1.0 -k c and was calculated for each of the cross section libraries. The results are listed in the last column of 5 show that the bias may change by as much as ∼300 pcm (but the standard deviation stays roughly constant).
Analysis of trends
The relationship between the normalized eigenvalues k calc eff /k exp eff and the following experimental benchmark design parameters were investigated: fuel enrichment, moderation ratio, fuel rod pitch size and fuel pellet diameter. Statistically significant trends could not be found for all parameters studied. The spectrum-related trends we studied included (as recommended in ref. [9] ) the observables: the energy corresponding to the average neutron lethargy causing fission (EALF), Al) over the core region, and the number of average fission neutrons produced per neutron absorbed in the core (νΣ f /Σ a ). For all four cross section libraries, no significant trends could be identified.
The ranges of the observables, as calculated with the different libraries, are generally found to be in good agreement, except for captures on 16 O. Here the range calculated with the JENDL-3.3 library does not overlap with the ranges obtained with ENDF/B-6.8, JEF-2.1 and JEFF-3.1. However, this does not have a significant effect on the calculated k eff -eigenvalues. For other applications, the situation can be quite different: the consequences of notably less captures on 16 O using JENDL-3.3 resulting in higher fast neutron fluence is discussed in ref. [10] .
Estimation of a lower tolerance bound for k eff
According to ref. [11] the (one-sided) LTB to be exceeded by at least a proportion p of a normal k calc eff /k exp eff population is:
where the coverage factork 1 depends on the confidence level (1-α), the proportion of the population p, and the sample size N. It can be found in statistical data tables [11] . The LTBs calculated following equation (5) are listed in table 6 for different values of proportion p and confidence α.
To determine the LTB for the k calc eff /k exp eff sample based on a distribution-free approach, order statistics must be applied [11] . Accordingly the LTB is given by the endpoint (k calc eff,L /k exp eff,L ) of the ordered sample with size N, and L chosen as the largest integer such that:
The correspondingly calculated LTBs are given in table 7, again for different values of the proportion p and the confidence α. [12] , before the JEFF-3.1 and ENDF/B-7.0 releases [13] . Also an analysis of trends related to experimental design parameters and of spectrum-related trends has been performed. As statistically significant trends could not be found, there is no need to include trends in future determinations of an upper subcriticality limit (USL) using MCNPX-2.5.0 and the assessed libraries.
Due to the absence of trends, moderate extrapolations outside the range of validation of the sets of Monte Carlo Code/cross section libraries may be well justifiable. The absence of statistical significant trends further supports the statement that the described calculational method appears to be a reliable tool to analyse critical configurations relevant to LWR CSE.
The comparison of the results obtained with four cross section libraries showed that the weighted average k c calculated with the recently released JEFF-3.1 [5] data files was in closest agreement with the benchmarks. Finally we also confirmed the findings from previous analyses [2, 4] that the differences between the LTBs derived based on a distributionfree approach and those estimated based on the assumption of normality of the k calc eff /k exp eff population turn out to be small for all 4 libraries used. Thus, the usual practice of basing CSE on the assumption of normality of the k calc eff /k exp eff distribution appears to be acceptable. This work has been partly supported by swissnuclear, the organization of the Swiss nuclear utilities.
