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Anthony P. Metcalfe
ABSTRACT. A standard Gelfand-Tsetlin pattern of depth n is a configuration of particles in {1, . . . , n} × R.
For each r ∈ {1, . . . , n}, {r} × R is referred to as the rth level of the pattern. A standard Gelfand-Tsetlin
pattern has exactly r particles on each level r, and particles on adjacent levels satisfy an interlacing constraint.
Probability distributions on the set of Gelfand-Tsetlin patterns of depth n arise naturally as distributions
of eigenvalue minor processes of random Hermitian matrices of size n. We consider such probability spaces
when the distribution of the matrix is unitarily invariant, prove a determinantal structure for a broad subclass,
and calculate the correlation kernel.
In particular we consider the case where the eigenvalues of the random matrix are fixed. This corresponds
to choosing uniformly from the set of Gelfand-Tsetlin patterns whose nth level is fixed at the eigenvalues of the
matrix. Fixing qn ∈ {1, . . . , n}, and letting n → ∞ under the assumption that qnn → α ∈ (0, 1) and the
empirical distribution of the particles on the nth level converges weakly, the asymptotic behaviour of particles
on level qn is relevant to free probability theory. Saddle point analysis is used to identify the set in which these
particles behave asymptotically like a determinantal random point field with the Sine kernel.
1. Introduction
The spectrum of projections of random Hermitian matrices is an important object of study, both in free
probability and in random matrix theory. For each n ∈ N, let Hn ⊂ Cn×n be the set of n × n Hermitian
matrices, and let An ∈ Hn be a random matrix whose distribution is unitarily invariant. For each r ∈
{1, . . . , n}, let pir ∈ Cn×n be the diagonal projection of rank r with the diagonal (1, 1, . . . , 1, 0, 0, . . . , 0).
Fix qn ∈ {1, . . . , n}, and let n → ∞ under the assumption that qnn → α ∈ (0, 1) and the empirical
eigenvalue distribution of An converges weakly to a compactly supported probability measure, µ. The
asymptotic behaviour of the non-trivial eigenvalues of piqnAnpiqn is of interest. In free probability, the
asymptotic behaviour can be used to study the free additive convolution semi-group of µ (see Section 1.3
for a brief introduction, and Nica and Speicher, [22], for a more comprehensive reference). In this paper
we identify the set in which the eigenvalues behave asymptotically like a determinantal random point field
with the Sine kernel.
The non-trivial eigenvalues of projections can be considered as particles in a random interlaced sys-
tem. For each r ∈ {1, . . . , n}, let Cr := {(y(r)1 , · · · , y(r)r ) ∈ Rr : y(r)1 > · · · > y(r)r }, and λ(r) :=
(λ
(r)
1 , · · · , λ(r)r ) ∈ Cr be the non-trivial eigenvalues of pirAnpir. Theorem 4.3.15 of Horn and Johnson,
[14], then gives
(1.1) λ(r+1)1 ≥ λ(r)1 ≥ λ(r+1)2 ≥ λ(r)2 ≥ · · · ≥ λ(r)r ≥ λ(r+1)r+1 ,
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FIGURE 1. A Gelfand-Tsetlin pattern, (y(1), y(2), y(3), y(4)), of depth 4.
for all r ∈ {1, . . . , n− 1}. We write λ(r+1)  λ(r) for all r, and say that the eigenvalues are symmetrically
interlaced. Thus (λ(1), . . . , λ(n)) ∈ GTn where
(1.2) GTn :=
{
(y(1), . . . , y(n)) ∈ C1 × · · · × Cn : y(n)  y(n−1)  · · ·  y(1)
}
.
This is referred to as the set of standard Gelfand-Tsetlin patterns of depth n. Figure 1 gives an example of
such a pattern.
The interlaced n-tuple (λ(1), . . . , λ(n)) ∈ GTn is referred to as the eigenvalue minor process of An.
Letting µn be the distribution of λ(n) ∈ Cn (i.e. the eigenvalue distribution of An), and assuming that µn
is supported on Cn, it follows from Baryshnikov, [2], that (λ(1), . . . , λ(n)) has distribution
(1.3) dνn[y(1), . . . , y(n)] =

∏
i<j
(
j−i
y
(n)
i −y(n)j
)
dµn[y
(n)]dy(n−1) . . . dy(1) ; y(n) ∈ Cn,
0 ; otherwise,
for all (y(1), . . . , y(n)) ∈ GTn, where dy(r) is Lebesgue measure on Rr for each r. In the language of
Baryshnikov, νn is the uniform lift of µn to GTn.
In Section 2 we consider the case where νn can be written in the form
(1.4) dνn[y(1), . . . , y(n)] :=
1
Zn
det
[
φi(y
(n)
j )
]n
i,j=1
dy(n)dy(n−1) . . . dy(1),
for all (y(1), . . . , y(n)) ∈ GTn, where φ1, . . . , φn : R → R, and Zn > 0 is a normalisation constant.
Assuming integrability conditions on φ1, . . . , φn, we prove that (GTn, νn) is a determinantal random point
field and calculate the correlation kernel (see Section 1.1 for an introduction to determinantal random point
fields). Perhaps the best studied example of such distributions is the eigenvalue minor process of the Gauss-
ian unitary ensemble (GUE), which we discuss in more detail in Section 1.2. In this case, as we shall see,
φi(y) = Hn−i(y)e−
1
2y
2
for all i ∈ {1, . . . , n} and y ∈ R, where Hi : R → R is the Hermite polynomial
of degree i.
Fixing a, b ∈ R with a < b, and x(n) ∈ Cn ∩ [a, b]n for all n ∈ N, consider the case where φi = δx(n)i
for all i ∈ {1, . . . , n}. Then, the measure in equation (1.4) is the distribution of the eigenvalue minor
process of UnBnU∗n, where Bn ∈ Hn is a fixed Hermitian matrix with eigenvalues x(n), and Un ∈ Cn×n
is a random Unitary matrix chosen according to Haar measure. We are interested in the behaviour of λ(qn)
in the above asymptotic limit (i.e. n → ∞ under the assumption that qnn → α ∈ (0, 1) and the empirical
distribution of x(n) converges weakly to µ).
In Section 1.3 we recall known results about the global asymptotic behaviour of λ(qn). It follows from
the interlacing constraint that the empirical distribution of λ(qn) is supported on [a, b]. As we shall see, the
expectation of the empirical distribution converges weakly to a measure µα on [a, b] in the above asymptotic
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limit. An expression for µα in terms of the free additive convolution semi-group of µ follows from the work
of Voiculescu, [29], and a Lebesgue decomposition of µα can be characterised from the work of Belinschi,
[3], [4].
In this paper we consider the local asymptotic behaviour of λ(qn). The main result of this paper,
described in detail in Section 1.4, can be summarised as follows:
Theorem 1.1. For each n ∈ N, let Kn : R2 → C be the correlation kernel associated with λ(qn). Then
for all c ∈ (a, b) contained in that subset of the support of µα on which µα is absolutely continuous with
respect to Lebesgue measure,
lim
n→∞
1
nρα(c)
Kn
(
c+
u
nρα(c)
, c+
v
nρα(c)
)
=
sin(pi(v − u))
pi(v − u) ,
where ρα(c) is the density of µα at the point c.
The limiting correlation kernel given above is referred to as the Sine kernel. This has been observed
asymptotically in the spectrum of other ensembles of random matrices and in related systems (see, for
example, [9], [15], [25]). Thus locally, as long as we avoid points where the non-trivial eigenvalues accu-
mulate (i.e. atoms of µα), the eigenvalues are asymptotically distributed as a determinantal random point
field with the Sine kernel. The strength of the above Theorem is that the asymptotic behaviour can be ob-
served without needing specific information about µ. This is a generalisation of Collins, [8], who took Bn
to be a projection of rank q˜n with q˜nn → β ∈ (0, 1) as n → ∞. In this case µ = (1 − β)δ0 + βδ1. This
result is recovered in Section 1.5.2.
Random systems with no obvious connection to random matrices sometimes give rise to related mea-
sures. Examples include the bead model (see Boutillier, [5]), random tilings (see, for example, [10], [17],
[24]) and polynuclear growth (see Johansson, [16]). These models have subtle connections. For example
Johansson and Nordenstam, [17], [23], consider random tilings of a hexagon with lozenges. Lozenges are
shown to interlace, and, in the large hexagon limit, lozenges close to the boundary behave asymptotically
like the eigenvalue minor process of the GUE.
The paper is structured as follows: Sections 1.1 and 1.2 motivate this topic by giving an introduction
to determinantal random point fields, and by discussing the GUE case in greater detail. Section 1.3 recalls
the known results regarding the global behaviour of λ(qn) in the above asymptotic limit. The main result is
stated in Section 1.4. Section 1.5 considers special cases of the measure µ.
Section 2 contains the initial results on the determinantal structure of the space (GTn, νn) when νn can
be written in the form given in equation (1.4). We also calculate the correlation kernel. Though the main
result of this section, Theorem 2.1, follows from the more general results of Defosseux, [19], we give a
simplified account. We obtain useful contour integral expressions for the correlation kernel in Proposition
2.4.
Section 3 contains a proof of the main result, Theorem 1.6. The asymptotic behaviour of the correlation
kernel is obtained by performing a saddle point analysis on the contour integral expression for the kernel
given in Proposition 2.4. Finally, in Section 4 we consider the case where the measure on the Gelfand-
Tsetlin patterns is induced by the eigenvalue minor process of a Unitary invariant ensemble. In Section 4.1
we specialise to classical ensembles that satisfy a Rodrigues formula. We recover the correlation kernel of
the eigenvalue minor process of the GUE obtained by Johansson and Nordenstam, [17] (see equation (1.9)).
1.1. Determinantal random point fields. The following is a brief introduction to determinantal ran-
dom point fields. For a more complete treatment see Johansson, [18], and Soshnikov, [27].
Let E be a Polish space. Fix N ∈ N ∪ {∞}, and let Ω ⊂ EN be a space of configurations of N -
particles of E. The case N =∞ gives countable configurations. Denote each ω ∈ Ω by (ω1, . . . , ωN ). We
allow for multiple points, i.e., ωi = ωj for i 6= j.
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Given ω ∈ Ω, and a Borel setB ⊂ E, defineNB(ω) := #{i : ωi ∈ B}, the number of particles from ω
contained inB. We call ω locally finite ifNK(ω) is finite for every compact setK ⊂ E. Assume Ω consists
entirely of locally finite configurations. Givenm ≤ N , defineCmB ⊂ Ω by CmB := {ω ∈ Ω : NB(ω) = m}.
This is called a cylinder set. Let F be the σ-algebra generated by the cylinder sets.
Definition 1.1. A random point field is a triplet (Ω,F ,P), where P is a probability measure on (Ω,F).
Let (Ω,F ,P) be a random point field. For each m ≤ N define a measure,Mm, on Em by
(1.5) Mm[B] := E
 ∑
1≤i1 6=···6=im≤N
1{ω∈Ω:(ωi1 ,...,ωim )∈B}
 ,
for any Borel subset B ⊂ Em. We assume thatMm is well-defined for all m, andMm[B] <∞ whenever
B is bounded. For each m ≤ N , and each Borel subset B ⊂ Em, Mm[B] is the expected number of
m-tuples of particles from Ω that are contained in B. Also, for all m ≤ N , and all disjoint bounded Borel
sets B1, . . . , Bm ⊂ E,
Mm[B1 × · · · ×Bm] = E
[
m∏
k=1
NBk
]
.
Letting µ be a reference measure on E, for example Lebesgue on R, we make the following definition:
Definition 1.2. For any m ≤ N , the Radon-Nikodym derivative of Mm with respect to µm (if it exists) is
referred to as the mth correlation function of the random point field. That is, the mth correlation function is
the integrable function ρm : Em → R which satisfies
Mm[B] =
∫
B
ρm(y1, . . . , ym)dµ
m[y],
for all Borel subsets B ⊂ Em.
This property is useful, for example, when calculating last particle distributions. That is, the distribu-
tion of the rightmost particle of random point fields over R. See Johansson, [18], for more details.
Definition 1.3. A random point field is called determinantal if all correlation functions exist and there
exists a function K : E2 → C for which
ρm(y1, . . . , ym) = det[K(yi, yj)]
m
i,j=1,
for all y1, . . . , ym ∈ E and m ≤ N . K is called the correlation kernel of the field.
Remark 1.1. When F and µ are ‘obvious’ they are not usually mentioned. For example when E ⊂ R, F
is the Borel sigma-algebra and µ is Lebesgue measure. When E ⊂ Z×R, F = {A×B : A ⊂ Z and B ⊂
R is Borel } and µ is the direct product of the counting measure and Lebesgue measure.
Remark 1.2. Correlation kernels are not necessarily unique. For example when E ⊂ R, another corre-
lation kernel J : E2 → C can be defined by J(u, v) := w(u)w(v)K(u, v) for all u, v ∈ R, where w is any
non-zero complex function.
1.2. The eigenvalue minor process of the GUE. The GUE is the probability measure on Hn given
by
dξGUEn [H] :=
1
Zn
e−
1
2TrH
2
dH,
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where Zn > 0 is a normalisation constant, and dH is the Lebesgue measure
dH :=
(
n∏
i=1
d(Hii)
)∏
j<k
d(ReHjk)d(ImHjk)
 .
A typical matrix chosen according to the GUE has diagonal elements given by independent standard Gaus-
sians, and the real and imaginary part of the non-diagonal elements given by independent Gaussians with
variance 12 .
Let (λ(1), . . . , λ(n)) ∈ GTn be the eigenvalue minor process of the GUE, as discussed in Section 1.
The distribution of λ(n) ∈ Cn (i.e. the distribution of the eigenvalues of the GUE) is given by (see for
example Mehta, [20])
(1.6) dµGUEn [y] =
1
Z ′n
∆n(y)
2
(
n∏
i=1
e−
1
2y
2
i
)
dy,
for all y ∈ Cn, whereZ ′n > 0 is a normalisation constant, dy is Lebesgue measure onRn, and ∆n : Rn → R
is the Vandermonde determinant
(1.7) ∆n(y) :=
∏
1≤i<j≤n
(yi − yj) = det
[
yn−ji
]n
i,j=1
.
Equation (1.3) thus implies that (λ(1), . . . , λ(n)) has distribution
dνGUEn [y
(1), . . . , y(n)] =
1
Z ′′n
∆n(y
(n))
(
n∏
i=1
e−
1
2 (y
(n)
i )
2
)
dy(n)dy(n−1) . . . dy(1),
for all (y(1), . . . , y(n)) ∈ GTn, where Z ′′n > 0 is a normalisation constant, and dy(r) is Lebesgue measure
on Rr for each r.
Definition 1.1 implies that (Cn, µGUEn ) is a random point field on R. Let {Hi}i≥0 be the sequence of
monic Hermite polynomials, i.e., for each i, j ≥ 0, Hi and Hj have degree i and j respectively and satisfy∫ ∞
−∞
Hi(y)Hj(y)e
− 12y2dy =
√
2pii!j! δij .
Equations (1.6) and (1.7) then give
dµGUEn [y] =
1
Z ′n
(
det
[
Hn−j(yi)e−
1
4y
2
i
]n
i,j=1
)2
dy,
for all y ∈ Cn. Proposition 2.11 of Johansson, [18], then shows that this field is determinantal with correla-
tion kernel KGUEn : R2 → R given by
(1.8) KGUEn (u, v) =
n−1∑
i=0
1√
2pi i!
Hi(u)Hi(v)e
− 14 (u2+v2),
for all u, v ∈ R.
More recently Johansson and Nordenstam, [17], showed a determinantal structure for (GTn, νGUEn ). For
simplicity of notation identify GTn with a space of configurations of 12n(n+1) particles on {1, . . . , n}×R
using the natural map from GTn to ({1, . . . , n} × R) 12n(n+1) given by
(y(1), . . . , y(n)) 7→
(
(1, y
(1)
1 ), (2, y
(2)
1 ), (2, y
(2)
2 ), (3, y
(3)
1 ), (3, y
(3)
2 ), (3, y
(3)
3 ), . . .
)
,
for all (y(1), . . . , y(n)) ∈ GTn. In words, the first particle of each configuration is contained in {1} × R,
the next 2 particles are contained in {2} × R, next 3 in {3} × R etc. Definition 1.1 thus implies that
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(GTn, νGUEn ) is a random point field on {1, . . . , n} × R. Johansson and Nordenstam, [17], show that this
field is determinantal with correlation kernel JGUEn : ({1, . . . , n} × R)2 → R given by
JGUEn ((r, u), (s, v)) =
−1∑
i=−∞
1√
2pi(i+ s)!
Hi+r(u)Hi+s(v)e
− 14 (u2+v2)(1.9)
+ 1s>re
1
4 (u
2−v2)
(−r−1∑
i=−s
Hi+s(v)√
2pi(i+ s)!
∫ ∞
u
dx
(x− u)−i−r−1
(−i− r − 1)! e
− 12x2 − (v − u)
s−r−1
(s− r − 1)! 1v>u
)
,
for all r, s ∈ {1, . . . , n} and u, v ∈ R. Similar correlation kernels have been obtained for the eigenvalue
minor processes of Jacobi and Laguerre ensembles (see equation (4.15) of Forrester and Nagao, [12]).
Section 4.1 provides an alternative method for calculating these kernels.
As a final note we would like to point out some interesting asymptotics that are of relevance to our
problem. For more information, see Anderson, Guionnet and Zeitouni, [1]:
Theorem 1.2. Let µsc be the semicircle distribution, i.e., the distribution on R with density ρsc : R → R
given by
(1.10) ρsc(c) :=
1
2pi
√
4− c21|c|≤2,
for all c ∈ R. Then as n→∞,
1
n
n∑
j=1
δ
λ
(n)
j /
√
n
→ µsc almost surely,
in the sense of weak convergence of measures.
Theorem 1.3. For any c ∈ (−2, 2), and any sequence {cn}n≥1 ⊂ R with cn√n → c,
lim
n→∞
1
ρsc(c)
√
n
KGUEn
(
cn +
u
ρsc(c)
√
n
, cn +
v
ρsc(c)
√
n
)
=
sin(pi(v − u))
pi(v − u) ,
for all u, v ∈ R.
For each r ∈ {1, . . . , n}, JGUEn ((r, ·), (r, ·)) : R2 → R is the correlation kernel for the particles on level
r of the interlaced pattern (i.e. the eigenvalues of the sub-matrix of size r). Equations (1.8) and (1.9) give
JGUEn ((r, ·), (r, ·)) = KGUEr , and so the particles on level r are distributed as the eigenvalues of a randomly
chosen GUE matrix of size r. Therefore, properly rescaled, the particles in the bulk on each level of the
interlaced pattern behave asymptotically like a determinantal random point field with the Sine kernel.
Related systems of interlaced particles often display similar asymptotic behaviour. For example Boutil-
lier, [5], studies the bead model, a probability measure on systems of interlaced particles on Z × R. The
particles on each thread (i.e. on {r} × R for each r) form a determinantal random point field with the Sine
kernel. In Metcalfe, O’Connell and Warren, [21], a circular analogue of this model is constructed.
1.3. Global asymptotic behaviour of the eigenvalues of random projections. Fix a, b ∈ R with
a < b. For each n ∈ N, fix qn ∈ {1, . . . , n}, x(n) ∈ Cn ∩ [a, b]n and Bn ∈ Hn with eigenvalues x(n). Let
Un ∈ Cn×n be a random Unitary matrix chosen according to Haar measure, and let (λ(1), . . . , λ(n)) ∈ GTn
be the eigenvalue minor process of UnBnU∗n, as discussed in Section 1. In this section we recall known
results about the behaviour of the empirical distribution of λ(qn) under the following asymptotic limit:
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Hypothesis 1.1. Let µ be a probability measure onRwhich is not a point mass and with support, Supp(µ) ⊂
[a, b]. Assume that, as n→∞,
1
n
n∑
i=1
δ
x
(n)
i
→ µ,
in the sense of weak convergence of measures. Also assume that there exists an α ∈ (0, 1) for which qnn → α
as n→∞.
It follows from the interlacing constraint (see equation (1.1)) that λ(qn) ∈ [a, b]qn . Let M(n)1 be the
measure on [a, b] of size qn for which, for any B ⊂ [a, b] measurable, M(n)1 [B] is the expected number
of eigenvalues from {λ(qn)1 , . . . , λ(qn)qn } that are contained in B (see equation (1.5)). The following is a
consequence of Voiculescu, [29]. For more information see Xu, [30], and Collins, [6], [7], [8]:
Lemma 1.4. Assuming hypothesis 1.1, 1nM
(n)
1 converges weakly to µα, the measure on [a, b] of size α given
by
(1− α)δ0 + µα = ((1− α)δ0 + αδ1) µ,
where  represents free multiplicative convolution.
For more information on free multiplicative convolution see Nica and Speicher, [22], lecture 14. Exer-
cise 14.21 of this book gives an alternative expression for µα:
(1.11) µα = α Dα(µα
−1
),
where Dα is the dilation operator that satisfies Dαδa := δαa for all a ∈ R,  represents free additive
convolution, and {µt}t≥1 is the free additive convolution semi-group of µ (i.e. µ1 = µ, µ(s+t) =
(µs) (µt) for all s, t ≥ 1, and the mapping t 7→ µt is continuous with respect to the weak∗ topology
on probability measures).
A Lebesgue decomposition of µα follows from Belinschi, [3] (Theorem 4.1), [4] (Theorem 1.36):
Lemma 1.5. µα = µatα + µacα + µscα where
(1) µatα is an atomic measure with support Supp(µ
at
α) = {c ∈ [a, b] : µ[{c}] > 1 − α}. Moreover
µatα[{c}] = µ[{c}]− (1− α) for all c ∈ Supp(µatα).
(2) µacα is a non-zero measure which is absolutely continuous with respect to Lebesgue measure, and
its density is analytic outside a closed set of Lebesgue measure zero.
(3) µscα is singular continuous with respect to Lebesgue measure. Moreover the support of µ
sc
α has
zero Lebesgue measure, and is included in the support of µacα .
1.4. Statement of the main result. Fix a, b ∈ R with a < b. For each n ∈ N, fix qn ∈ {1, . . . , n},
x(n) ∈ Cn ∩ [a, b]n and Bn ∈ Hn with eigenvalues x(n). Let Un ∈ Cn×n be a random Unitary matrix
chosen according to Haar measure, and let (λ(1), . . . , λ(n)) ∈ GTn be the eigenvalue minor process of
UnBnU
∗
n. Assume hypothesis 1.1. In this section we consider the local asymptotic behaviour of λ
(qn) as
n→∞.
Equation (1.3) implies that (λ(1), . . . , λ(n)) has distribution
(1.12) dνn[y(1), . . . , y(n)] :=
1
Zn
δx(n)(y
(n))dy(n)dy(n−1) . . . dy(1),
for all (y(1), . . . , y(n)) ∈ GTn, where Zn > 0 is a normalisation constant and dy(r) is Lebesgue measure
on Rr for each r. As in the GUE case (see Section 1.2), we identify GTn with a space of configurations of
1
2n(n+ 1) particles on {1, . . . , n} × [a, b]. Note, we restrict our attention to [a, b] since x(n) ∈ [a, b]n, and
so λ(r) ∈ [a, b]r (for each r) by the interlacing constraint (see equation (1.1)). Definition 1.1 implies that
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(GTn, νn) is a random point field on {1, . . . , n} × [a, b]. Theorem 2.1 and remark 2.1 show that this field
is determinantal with correlation kernel Kn : ({1, . . . , n} × [a, b])2 → C given by
Kn((r, u), (s, v)) =
n∑
j=1
1
v≤u<x(n)j
(x
(n)
j − u)n−r−1
(n− r − 1)!
∂n−s
∂vn−s
∏
i 6=j
(
v − x(n)i
x
(n)
j − x(n)i
)
(1.13)
−
n∑
j=1
1
v>u>x
(n)
j
(x
(n)
j − u)n−r−1
(n− r − 1)!
∂n−s
∂vn−s
∏
i 6=j
(
v − x(n)i
x
(n)
j − x(n)i
)
,
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ [a, b].
For each n ∈ N, Kn((qn, ·), (qn, ·)) : [a, b]2 → C is the correlation kernel for λ(qn), or equivalently
the particles on level qn of the Gelfand-Tsetlin pattern chosen according to the measure νn. We wish to
establish a natural subset of (a, b) under which this kernel behaves asymptotically like the Sine kernel as
n→∞. We define
(1.14) Aα := {c ∈ (a, b) : ∃ w ∈ C \ R with wGµ(w + c) = 1− α},
where Gµ : C \ R→ C is the Cauchy transform of µ (also known as the Stieltjes transform) given by
(1.15) Gµ(w) :=
∫ ∞
−∞
1
w − xµ[dx],
for all w ∈ C \ R. Proposition 1.7 gives a natural interpretation of Aα.
The main result (shown in section 3) can now be stated as follows:
Theorem 1.6. Assume hypothesis 1.1. Then, given c ∈ Aα, there exists a wα,c ∈ C with Im(wα,c) > 0 and
{w ∈ C \ R : wGµ(w + c) = 1− α} = {wα,c, wα,c}.
Moreover for all c ∈ Aα, and compact sets U, V ⊂ R,
lim
n→∞ supu∈U,v∈V
∣∣∣∣ (Cα,c)v−unρα(c) Kn
((
qn, c+
u
nρα(c)
)
,
(
qn, c+
v
nρα(c)
))
− sin(pi(v − u))
pi(v − u)
∣∣∣∣ = 0,
where ρα(c) := − 1−αpi Im
(
w−1α,c
)
and Cα,c := exp
(
pi
Re(w−1α,c)
Im(w−1α,c)
)
.
Natural interpretations exist for Aα and ρα : Aα → (0,∞). Let µα be the measure on [a, b] of size α
given in Lemma 1.4, and let µatα be its atomic part (see Lemma 1.5). Then, letting Supp represent support
and ◦ represent interior:
Proposition 1.7. Assume hypothesis 1.1. Then Aα is open, Aα ∩ Supp(µatα) = ∅, Aα ⊂ Supp(µα)◦, and
Supp(µα)◦\Aα has Lebesgue measure zero. Moreover there exists an open subset ofAα, of equal Lebesgue
measure, in which µα is absolutely continuous with respect to Lebesgue measure, and ρα(c) is the density
of µα at c for each c in this set.
To show this we consider the Cauchy transform and theR-transform of µα. Letting ν be a probability
measure on R with compact support, theR-transform of ν is the function,Rν : C→ C, given by
Rν(w) :=
∑
n≥0
κn+1w
n
for all w ∈ C, where {κn}n≥1 are the free cumulants of ν (see Nica and Speicher, [22], lecture 12, for
more information). The following properties will be of use:
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Lemma 1.8. For any two probability measure ν, ξ on R with compact support, and any s ≥ 1, we have
Rνs = sRν andRνξ = Rν +Rξ. Moreover, Gν : C \ R→ C \ R is invertible with inverse
G−1ν (w) = Rν(w) +
1
w
,
for all w ∈ C \ R.
Lemma 1.8 gives
w = Gµ
(
α(Gµα−1 )
−1(w) +
1− α
w
)
,
for all w ∈ C \ R. Then, replacing w by Gµα(w), and noting that Gµα(w) = Gµα−1
(
w
α
)
(see equation
(1.11)),
Gµα(w) = Gµ
(
w +
1− α
Gµα(w)
)
,
for all w ∈ C \ R.
Lemma 1.5 implies that there exists an open subset of Supp(µα)◦, of equal Lebesgue measure, in
which µα is absolutely continuous with respect to Lebesgue measure and the density of µα is continuous.
We extend the Cauchy transform, Gµα : C \ R→ C, to this set by defining
(1.16) Gµα(c) := lim
→0+
Gµα(c− i),
for all c in the set. This is well-defined with 1pi Im(Gµα(c)) equal to the density of µα at c. Therefore
(1.17) Gµα(c) = Gµ
(
c+
1− α
Gµα(c)
)
,
for all such c.
PROOF OF PROPOSITION 1.7: For each c ∈ (a, b), define fα,c : C \ R→ C by
(1.18) fα,c(w) = Gµ(w + c)− 1− α
w
,
for all w ∈ C \ R. Then fα,c is analytic and c ∈ Aα if and only if roots of fα,c exist (see equation (1.14)).
Moreover, given c ∈ Aα, there exists a wα,c ∈ C with Im(wα,c) > 0 and {w ∈ C \ R : fα,c(w) = 0} =
{wα,c, wα,c} (see Theorem 1.6).
Fix c ∈ Aα. Since fα,c is a non-constant analytic function in C \ R with fα,c(wα,c) = 0, there exists
an  ∈ (0, Im(wα,c)) with fα,c(w) 6= 0 for all w ∈ B¯(wα,c, ) \ {wα,c}. Thus, letting ∂B(wα,c, ) be the
boundary of B(wα,c, ), the Bolzano-Weierstrass Theorem gives
inf
w∈∂B(wα,c,)
|fα,c(w)| > 0.
Rouche´’s Theorem (see Rudin, [26]) and equation (1.18) thus imply that there exists a δ > 0 for which fα,c
and fα,y have the same number of roots inB(wα,c, ) for all y ∈ (c−δ, c+δ). Therefore (c−δ, c+δ) ⊂ Aα,
and so Aα is open. Also equations (1.15) and (1.18) give
1− α =
∫
wα,c
wα,c + c− xdµ[x].
Comparing real and imaginary parts gives
1− α =
∫ |wα,c|2
|wα,c + c− x|2 dµ[x] = µ[{c}] +
∫
[a,b]\{c}
|wα,c|2
|wα,c + c− x|2 dµ[x].
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Thus, since µ is not a point mass (see hypothesis 1.1), µ[{c}] < 1−α. Lemma 1.5 thus gives c 6∈ Supp(µatα),
and so Aα ∩ Supp(µatα) = ∅.
We now show that Aα ⊂ Supp(µα)◦. Fix c ∈ Aα. Then, since Aα is open and Aα ∩ Supp(µatα) = ∅,
[c− δ, c+ δ] is a continuity set of µα for all δ > 0 sufficiently small. Therefore Lemma 1.4 implies that
µα[c− δ, c+ δ] = lim
n→∞
1
n
M(n)1 [c− δ, c+ δ],
for all δ > 0 sufficiently small, whereM(n)1 is the measure on [a, b] of size qn for which, for any B ⊂ [a, b]
measurable, M(n)1 [B] is the expected number of eigenvalues from {λ(qn)1 , . . . , λ(qn)qn } that are contained in
B (see equation (1.5)). Then, since Kn((qn, ·), (qn, ·)) : [a, b]2 → C is the correlation kernel for λ(qn),
definitions 1.2 and 1.3 give
µα[c− δ, c+ δ] = lim
n→∞
∫ c+δ
c−δ
1
n
Kn((qn, y), (qn, y))dy,
for all δ > 0 sufficiently small. Also, a slight extension of Theorem 1.6 (shown in the same way) gives
lim
n→∞ supy∈[c−δ,c+δ]
∣∣∣∣ 1nρα(y)Kn((qn, y), (qn, y))− 1
∣∣∣∣ = 0,
for all δ > 0 sufficiently small, where ρα(y) = − 1−αpi Im
(
w−1α,y
)
, and so
µα[c− δ, c+ δ] =
∫ c+δ
c−δ
ρα(y)dy.
Thus, since ρα(y) > 0 for all y, µα[c− δ, c+ δ] > 0 for all δ > 0 sufficiently small, and so c ∈ Supp(µα).
This is true for all c ∈ Aα, and Aα is open, and so Aα ⊂ Supp(µα)◦.
We now show that Supp(µα)◦ \Aα has Lebesgue measure zero. Lemma 1.5 implies that there exists an
open subset of Supp(µα)◦, of equal Lebesgue measure, in which µα is absolutely continuous with respect
to Lebesgue measure and the density of µα is continuous. For all c in this set, Gµα(c) is well-defined and
1
pi Im(Gµα(c)) is the density of µα at c (see equation (1.16)). For all such c, equations (1.17) and (1.18)
show that fα,c has a root in C \ R given by
1− α
Gµα(c)
.
Thus all such c are in Aα, and so Supp(µα)◦ \ Aα has Lebesgue measure zero. It remains to show that
ρα(c) equals 1pi Im(Gµα(c)) for all such c, the density of µα at c. This follows by noting that wα,c =
1−α
Gµα (c)
(recall that there exists a wα,c ∈ C with Im(wα,c) > 0 and {w ∈ C \ R : fα,c(w) = 0} = {wα,c, wα,c})
and ρα(c) = − 1−αpi Im
(
w−1α,c
)
. 
1.5. Examples. In this section we examine Theorem 1.6 in some special cases:
1.5.1. Semicircle distribution. Fix α ∈ (0, 1) and let µ be the semicircle distribution given in equation
(1.10). Using the well known formula for the Cauchy transform of this distribution (see, for example,
Anderson, Guionnet and Zeitouni, [1]), it follows from equation (1.14) that
Aα =
{
c ∈ (−2, 2) : ∃ w ∈ C \ R with 1− 2(1− α)
w(w + c)
=
√
1− 4(w + c)−2
}
,
where we define
√
reiθ :=
√
rei
θ
2 for all r ≥ 0 and θ ∈ (−pi, pi]. Then Aα = (−2
√
α, 2
√
α) and
{w ∈ C \ R : 1− 2(1−α)w(w+c) =
√
1− 4(w + c)−2} = {wα,c, wα,c} for all c ∈ (−2
√
α, 2
√
α), where
wα,c =
(1− α)c+ (1− α)√4α− c2 i
2α
.
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The density in Theorem 1.6 is given by
ρα(c) =
√
α ρsc
(
c√
α
)
,
for all c ∈ (−2√α, 2√α), where ρsc is the density of the semi-circle distribution.
1.5.2. A measure with two atoms. Fix α ∈ (0, 1), β ∈ (0, 1) and µ := (1 − β)δ0 + βδ1. It follows
from equations (1.14) and (1.15) that
Aα = {c ∈ (0, 1) : ∃ w ∈ C \ R with α(w + c)2 + (β − α− c)(w + c) + (1− β)c = 0}.
The discriminant of the quadratic polynomial is (c− c−α,β)(c− c+α,β), where
c±α,β :=
(√
(1− α)β ±
√
α(1− β)
)2
.
Note that 0 < c−α,β < c
+
α,β < 1, and so Aα = (c
−
α,β , c
+
α,β). Moreover {w ∈ C \R : α(w + c)2 + (β − α−
c)(w + c) + (1− β)c = 0} = {wα,c, wα,c} for all c ∈ (c−α,β , c+α,β), where
wα,c := −c+
−β + α+ c± i
√
(c− c−α,β)(c+α,β − c)
2α
.
The density in Theorem 1.6 is given by
ρα(c) =
√
(c− c−α,β) (c+α,β − c)
2pic(1− c) ,
for all c ∈ (c−α,β , c+α,β). This recovers the result of Collins, [8], who tookBn ∈ Hn to be a projection of rank
q˜n with q˜nn → β ∈ (0, 1) as n → ∞. Collins computed the asymptotics by showing that piqnUnBnU∗npiqn
is distributed according to a Jacobi ensemble of parameters (qn, n − q˜n − qn, q˜n − qn), and employing
known asymptotic properties of Jacobi polynomials. Another example in which similar asymptotics arise
is the discrete planar bead model examined by Fleming, Forrester, and Nordenstam, [11].
1.5.3. A measure with three atoms. Fix α ∈ (0, 1) and µ := 13 (δ−1 + δ0 + δ1). It follows from
equations (1.14) and (1.15) that
Aα =
{
c ∈ (−1, 1) : ∃ w ∈ C \ R with α(w + c)3 − c(w + c)2 +
(
2
3
− α
)
(w + c) +
c
3
= 0
}
.
The discriminant of the cubic polynomial is 43 (c
2 − c−α )(c2 − c+α ), where
c±α :=
3
8
gα ±
√
(gα)2 +
64
3
(
2
3
− α
)3
α
 , gα := 3α2 + 6(2
3
− α
)
α−
(
2
3
− α
)2
.
Note that 0 < c−α < c
+
α < 1 when α ∈ ( 23 , 1), c−α = 0 and c+α = 1 when α = 23 , and c−α < 0 < c+α < 1
when α ∈ (0, 23 ). It thus follows that Aα = (−
√
c+α ,−
√
c−α )
⋃
(
√
c−α ,
√
c+α ) for all α ∈ [ 23 , 1), and
Aα = (−
√
c+α ,
√
c+α ) for all α ∈ (0, 23 ). Moreover, {w ∈ C \R : α(w+ c)3 − c(w+ c)2 +
(
2
3 − α
)
(w+
c) + c3 = 0} = {wα,c, wα,c} for all c ∈ Aα, where wα,c is the root of the cubic in the upper half complex
plane.
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2. Determinantal structure of Gelfand-Tsetlin patterns
Define a probability measure on GTn, the set of Gelfand-Tsetlin patterns of depth n, by
(2.1) dνn[y(1), . . . , y(n)] :=
1
Zn
det
[
φi(y
(n)
j )
]n
i,j=1
dy(n)dy(n−1) . . . dy(1),
for all (y(1), . . . , y(n)) ∈ GTn, where Zn > 0 is a normalisation constant, dy(r) is Lebesgue measure on
Rr for each r, and φ1, . . . , φn : R → R are such that the integrals in Theorem 2.1 are well-defined and
finite. In this section we prove a determinantal structure for the space (GTn, νn). Though the main result
of this section, Theorem 2.1, can be deduced from the more general results of Defosseux, [19], we give a
simplified proof with an alternative expression for the correlation kernel.
Remark 2.1. The measure in equation (1.12) can be written in the above form by taking φi = δx(n)i for
all i ∈ {1, . . . , n}. As we shall see in Section (4), the measure induced by the eigenvalue minor process of
UIEs can also be written in this form.
For technical reasons we consider a subset ofGTn on which the measure in equation (2.1) is supported.
We say that a pair (y(r), y(r+1)) ∈ Cr × Cr+1 is asymmetrically interlaced if
y
(r+1)
1 > y
(r)
1 ≥ y(r+1)2 > y(r)2 > · · · > y(r)r ≥ y(r+1)r+1 .
We denote this by y(r+1)  y(r). Also, for each n ≥ 1, define GTn ⊂ C1 × · · · × Cn by
GTn :=
{
(y(1), . . . , y(n)) ∈ C1 × · · · × Cn : y(n)  y(n−1)  · · ·  y(1)
}
.
Comparing with GTn (see equation (1.2)), GTn ⊂ GTn is the set of Gelfand-Tsetlin patterns of depth
n with distinct particles and for which particles on neighbouring levels satisfy the asymmetric interlacing
constraint. It is easy to see that νn is supported on GTn.
As in Section 1.2, we identify GTn with a space of configurations of 12n(n+1) particles on {1, . . . , n}×
R. Definition 1.1 thus implies that (GTn, νn) is a random point field on {1, . . . , n}×R. We shall prove the
following:
Theorem 2.1. Define Φn : Rn → R by
(2.2) Φn(y) :=
(
n∏
k=1
φk(yk)
)
∆n(y),
for y ∈ Rn. Also define Bn :=
∫
Rn dy Φn(y). Finally, letting Sn be the set of permutations of {1, . . . , n},
define SnCn :=
⋃
σ∈Sn σ(Cn). Then Bn 6= 0, and the random point field (GTn, νn) is determinantal with
correlation kernel Kn : ({1, . . . , n} × R)2 → R which satisfies
Kn((r, u), (s, v)) =
1
Bn
∫
SnCn
dy Φn(y)
n∑
j=1
1v≤u<yj
(yj − u)n−r−1
(n− r − 1)!
∂n−s
∂vn−s
∏
i 6=j
(
v − yi
yj − yi
)
− 1
Bn
∫
SnCn
dy Φn(y)
n∑
j=1
1v>u≥yj
(yj − u)n−r−1
(n− r − 1)!
∂n−s
∂vn−s
∏
i 6=j
(
v − yi
yj − yi
)
,
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R.
In order to show this we consider a related measure on systems of interlaced particles with the same
number of indistinguishable particles on each level. Given z, z′ ∈ SnCn with z ∈ σ−1(Cn) and z′ ∈
τ−1(Cn) some σ, τ ∈ Sn, we say that the pair (z, z′) is interlaced if
z′τ(1) > zσ(1) ≥ z′τ(2) > zσ(2) ≥ · · · ≥ z′τ(n) > zσ(n).
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Let Fn ⊂ (SnCn)2 be the set of all interlaced pairs. A nice characterisation of this type of interlacing is
given in Warren, [31]: Given z, z′ ∈ SnCn with z ∈ σ−1(Cn) and z′ ∈ τ−1(Cn) some σ, τ ∈ Sn,
(2.3) 1(z,z′)∈Fn = det
[
1z′
τ(k)
>zσ(j)
]n
j,k=1
.
Fix n ∈ N, M > 0 and (c1, . . . , cn) ∈ Cn with c1 = −M . Consider the space (Rn)n, interpreted as
the set of configurations of n2 particles in Rn with exactly n particles in each R. Denoting elements of this
space by z¯ := (z(1), . . . , z(n)), let E ⊂ (Rn)n be the set of configurations for which
• M ≥ z(n)j ≥ −M for all j ∈ {1, . . . , n},
• z(1)τ(j) = cj for all j ∈ {2, . . . , n} whenever z(1) ∈ τ−1(Cn) some τ ∈ Sn,
• (z(r), z(r+1)) ∈ Fn for all r ∈ {1, . . . , n− 1}.
Choosing M > 0 sufficiently large, we can define the measure, ξn, on (Rn)n by
(2.4) dξn[z¯] :=
1
(n!)nZ
det
[
φi(z
(n)
σ(j))
]n
i,j=1
dz(n)dz(n−1) . . . dz(1) ; z¯ ∈ E with z(n) ∈ σ−1(Cn),
0 ; z¯ ∈ (Rn)n \ E.
where Z > 0 is a normalisation constant, and dz(r) is the Lebesgue measure on Rn for each r.
We identify (Rn)n with a space of configurations of n2 particles on {1, . . . , n} × R using the natural
map from (Rn)n to ({1, . . . , n} × R)n2 given by
(z(1), . . . , z(n)) 7→
(
(1, z
(1)
1 ), . . . , (1, z
(1)
n ), (2, z
(2)
1 ), . . . , (2, z
(2)
n ), (3, z
(3)
1 ), . . . , (3, z
(3)
n ), . . . . . .
)
,
for all (z(1), . . . , z(n)) ∈ (Rn)n. In words, the first n particles of each configuration are contained in
{1}×R, the next n particles are contained in {2}×R, the next n in {3}×R etc. Definition 1.1 thus implies
that ((Rn)n, ξn) is a random point field on {1, . . . , n} × R. We now show this field is determinantal and
calculate the correlation kernel.
Lemma 2.2. Define φ0,1 : {1, . . . , n} × R → R, φ1,2, φ2,3, . . . , φn−1,n : R × R → R and φn,n+1 :
R× {1, . . . , n} → R by
φ0,1(i, v) :=
{
1M≥v≥−M ; i = 1,
δci(v) ; i ∈ {2, . . . , n},
φr,r+1(u, v) := 1M≥v>u≥cn for all r ∈ {1, . . . , n− 1},
φn,n+1(u, j) := φj(u)1M≥u≥−M .
Also define z(0)j = z
(n+1)
j := j for all j ∈ {1, . . . , n}. Then for all z¯ ∈ (Rn)n,
(2.5) dξn[z¯] =
1
(n!)nZ
n∏
r=0
det[φr,r+1(z
(r)
j , z
(r+1)
k )]
n
j,k=1dz
(n)dz(n−1) . . . dz(1).
PROOF. Fixing z¯ ∈ (Cn)n, it follows from the definition E that,
1E(z¯) = 1M≥z(1)1 ≥−M
 n∏
j=2
δcj (z
(1)
j )
(n−1∏
r=1
1(z(r),z(r+1))∈Fn
)(
n∏
i=1
1
M≥z(n)i ≥−M
)
.
The interlacing formula of Warren (see equation (2.3)) thus gives
1E(z¯) = 1M≥z(1)1 ≥−M
 n∏
j=2
δcj (z
(1)
j )
(n−1∏
r=1
det
[
1
M≥z(r+1)k >z
(r)
j ≥cn
]n
j,k=1
)(
n∏
i=1
1
M≥z(n)i ≥−M
)
.
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The required result in this case follows from equation (2.4). The result when z¯ ∈ (SnCn)n follows since
the expressions given in equations (2.4) and (2.5) are invariant under permutations. Finally, the result is
trivially true when z¯ ∈ (Rn)n \ (SnCn)n, since both expressions are identically 0. 
Equation (2.5) gives
Z =
1
(n!)n
∫
(Rn)n
n∏
r=0
det[φr,r+1(z
(r)
j , z
(r+1)
k )]
n
j,k=1dz
(n)dz(n−1) . . . dz(1).
The Cauchy-Binet identity (Proposition 2.10 of Johansson, [18]) then gives Z = detA, where A ∈ Cn×n
is given byAij := φ0,n+1(i, j) for all i, j ∈ {1, . . . , n}, and φ0,s : {1, . . . , n}×R→ R, φr,s : R×R→ R
and φr,n+1 : R× {1, . . . , n} → R are defined by
φr,s(u, v) := 1s>r
∫
R
dz1 · · ·
∫
R
dzs−r−1 φr,r+1(u, z1)φr+1,r+2(z1, z2) . . . φs−1,s(zs−r−1, v),
for all r, s ∈ {1, . . . , n}. Therefore
φr,s(u, v) =
(v − u)s−r−1
(s− r − 1)! 1M≥v>u≥cn1s>r,(2.6)
φ0,s(i, v) =
(v − ci)s−2+1i=1
(s− 2 + 1i=1)! 1M≥v>ci ,(2.7)
φr,n+1(u, j) =
∫ M
−M
dz φj(z)
(z − u)n−r−1
(n− r − 1)! 1z>u≥cn1r≤n−1 + φj(u)1M≥u≥−M1r=n,(2.8)
Aij =
∫ M
−M
dz φj(z)
(z − ci)n−2+1i=1
(n− 2 + 1i=1)! ,(2.9)
for all r, s, i, j ∈ {1, . . . , n} and u, v ∈ R.
Proposition 2.3. Letting Φn : Rn → R be that given in equation (2.2), andM > 0 be that given in equation
(2.4), define B(M)n :=
∫
[−M,M ]n dz Φn(z). Then B
(M)
n > 0, and the random point field ((Rn)n, ξn) is
determinantal with correlation kernel Jn : ({1, . . . , n} × R)2 → R, which satisfies
Jn((r, u), (s, v)) =
1
B
(M)
n
∫
SnC(M)n
dz Φn(z)
n∑
j=1
1v≤u<zj
(zj − u)n−r−1
(n− r − 1)!
∂n−s
∂vn−s
∏
i 6=j
(
v − zi
zj − zi
)
− 1
B
(M)
n
∫
SnC(M)n
dz Φn(z)
n∑
j=1
1v>u≥zj
(zj − u)n−r−1
(n− r − 1)!
∂n−s
∂vn−s
∏
i 6=j
(
v − zi
zj − zi
)
,
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ (−M,M), where C(M)n := Cn ∩ [−M,M ]n.
PROOF. The fact that ((Rn)n, ξn) is determinantal follows from Lemma 2.2 and Proposition 2.13 of
Johansson, [18]. A correlation kernel is given by
(2.10) Jn((r, u), (s, v)) = −φr,s(u, v) + J˜n((r, u), (s, v)),
for all r, s ∈ {1, . . . , n} and u, v ∈ R, where
J˜n((r, u), (s, v)) =
n∑
i,j=1
(−1)i+jφ0,s(i, v)detA(i, j)
detA
φr,n+1(u, j),
and A(i, j) ∈ C(n−1)×(n−1) is the sub-matrix of A obtained by removing row i and column j.
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Fix r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ (−M,M). First note equation (2.6) gives
(2.11) φr,s(u, v) = 1v>u
∂n−s
∂vn−s
(v − u)n−r−1
(n− r − 1)! = 1v>u
∂n−s
∂vn−s
n∑
j=1
(zj − u)n−r−1
(n− r − 1)!
∏
i 6=j
(
v − zi
zj − zi
)
,
for any z ∈ SnCn, where the last step follows from Lagrange interpolation. Also equations (2.7) and (2.8)
give
(2.12) J˜n((r, u), (s, v)) =
∂n−s
∂vn−s
n∑
j=1
detA(j,v)
detA
∫ M
−M
dzj φj(zj)
(zj − u)n−r−1
(n− r − 1)! 1zj>u,
where A(j,v) ∈ Cn×n is A with column j replaced by (φ0,n(1, v), . . . , φ0,n(n, v))T . This can be verified
by taking a cofactor expansion of detA(j,v) along column j. Moreover equation (2.9) gives
detA =
∫
[−M,M ]n
dz
n−1∑
l1=0
n−2∑
l2,...,ln=0
(
n∏
k=1
φk(zk) (−ck)n−2+1k=1−lk
(lk)! (n− 2 + 1k=1 − lk)!
)
det
[
(zj)
li
]n
i,j=1
.
The only non-zero terms in the above sum are those for which l1, . . . , ln are distinct. Equation (1.7) then
gives
detA =
1
(n− 1)!
(
n−2∏
k=0
1
k!
)2
∆n−1(c2, . . . , cn) B(M)n ,
where B(M)n is defined in the statement of the Proposition. Therefore B
(M)
n > 0, since (c1, . . . , cn) ∈ Cn
and detA = Z, where Z > 0 is the normalisation constant in equation (2.4). Similarly
detA(j,v) =
1
(n− 1)!
(
n−2∏
k=0
1
k!
)2
∆n−1(c2, . . . , cn)
∫
[−M,M ]n−1
∏
k 6=j
φk(zk) dzk
∆n(z(j,v)),
for all j ∈ {1, . . . , n}, where z(j,v) := (z1, . . . , zj−1, v, zj+1, . . . , zn). Equations (1.7), (2.2) and (2.12)
thus give
J˜n((r, u), (s, v)) =
1
B
(M)
n
∂n−s
∂vn−s
∫
SnC(M)n
dz Φn(z)
∑
j;zj>u
(zj − u)n−r−1
(n− r − 1)!
∏
i6=j
(
v − zi
zj − zi
)
.
Equations (2.10) and (2.11) then give the required result. 
We are now in a position to give a proof of Theorem 2.1:
PROOF OF THEOREM 2.1. For each (c1, . . . , cn) ∈ Cn with c1 = −M < 0, using superscripts to em-
phasise the dependence on (c1, . . . , cn), Proposition 2.3 implies that ((Rn)n, ξ(c1,...,cn)n ) is a determinantal
random point field with correlation kernel J (c1,...,cn)n : ({1, . . . , n} × R)2 → R. When restricted to the
domain ({1, . . . , n− 1}× (−M,M))× ({1, . . . , n}× (−M,M)), this kernel depends on M and does not
depend on c2, . . . , cn. Also it follows from equations (2.1) and (2.4) that ξ
(c1,...,cn)
n induces the probability
measure on GTn given by
ν(M)n [A] :=
νn[A ∩ (C(M)1 × · · · × C(M)n )]
νn[GTn ∩ (C(M)1 × · · · × C(M)n )]
,
for allA ⊂ GTn measurable, where C(M)r = Cr∩[−M,M ]r for all r ∈ {1, . . . , n}. Therefore (GTn, ν(M)n )
is a determinantal random point field with correlation kernelK(M)n : ({1, . . . , n}×(−M,M))2 → Rwhich
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satisfies K(M)n = J
(c1,...,cn)
n in the domain ({1, . . . , n− 1}× (−M,M))× ({1, . . . , n}× (−M,M)). The
required result follows by letting M →∞. 
We finish this section by obtaining useful contour integral expressions for the kernel in Theorem 2.1:
Proposition 2.4. For all r ∈ {1, . . . , n− 2}, s ∈ {1, . . . , n}, and u, v ∈ R,
Kn((r, u), (s, v)) =
1
(2pi)2
(n− s)!
(n− r − 1)!
1
Bn
∫
SnCn
dy Φn(y)×
×
∫
γ(u,v,y)
dw
∫
Γ(u,v,y)
dz
(z − u)n−r−1
(w − v)n−s+1
1
w − z
n∏
i=1
(
w − yi
z − yi
)
.
Here γ(u, v, y) is a counter-clockwise simple closed contour around v. Whenever v ≤ u, Γ(u, v, y) is a
clockwise simple closed contour which passes through u, contains {yj : yj > u} and does not contain
{yj : yj < u}. Whenever v > u, Γ(u, v, y) is a counter-clockwise simple closed contour which passes
through u, contains {yj : yj < u} and does not contain {yj : yj > u}. Finally the contours do not
intersect. This holds with the understanding that (z − u)n−r−1∏i( 1z−yi ) = (z − u)n−r−2∏i 6=k( 1z−yi )
whenever u = yk for some k ∈ {1, . . . , n}.
Also for all r ∈ {1, . . . , n− 1} and u, v ∈ R,
Kn((r, u), (r, v)) =
1
(2pi)2
1
Bn
∫
SnCn
dy Φn(y)×
×
∫
γ
dw
∫
Γ(u,v,y)
dz
(
(z + v − u)n−r − zn−r
(v − u)wn−r+1
) n∑
j=1
v − yj
(z + v − yj)2
∏
i 6=j
(
w + v − yi
z + v − yi
)
.
Here γ is a counter-clockwise simple closed contour around 0. Whenever v ≤ u, Γ(u, v, y) is a clockwise
simple closed contour in C \ {y1 − v, . . . , yn − v} which contains {yj − v : yj > u} and does not
contain {yj − v : yj ≤ u}. Whenever v > u, Γ(u, v, y) is a counter-clockwise simple closed contour in
C \ {y1 − v, . . . , yn − v} which contains {yj − v : yj ≤ u} and does not contain {yj − v : yj > u}. This
holds with the understanding that (z+v−u)
n−r−zn−r
v−u = (n− r)zn−r−1 whenever u = v.
PROOF. For all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R, Theorem (1.6) gives
(2.13) Kn((r, u), (s, v)) =
1
(2pi)2
(n− s)!
(n− r − 1)!
1
Bn
∫
SnCn
dy Φn(y) G
(u,v)
r,s (y),
where G(u,v)r,s : SnCn → R is given by
G(u,v)r,s (y) := (2pi)
2
n∑
j=1
1v≤u<yj (yj − u)n−r−1es−1
(
v − y1, . . . , v̂ − yj , . . . , v − yn
)∏
i 6=j
(
1
yj − yi
)
− (2pi)2
n∑
j=1
1v>u≥yj (yj − u)n−r−1es−1
(
v − y1, . . . , v̂ − yj , . . . , v − yn
)∏
i 6=j
(
1
yj − yi
)
,(2.14)
for all y ∈ SnCn. Here es−1 is the elementary symmetric polynomial of degree s − 1. Then, whenever
r ≤ n− 2, the residue Theorem gives the first part of the result. To see the second part note that the residue
Theorem alternatively gives
G(u,v)r,r (y) =
∫
γ(u,v,y)
dw
∫
Γ(u,v,y)
dz
(z + v − u)n−r−1
wn−r+1
1
w − z
n∏
i=1
(
w + v − yi
z + v − yi
)
,
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for all r ∈ {1, . . . , n − 1}, u, v ∈ R, and y ∈ SnCn, where we choose the contours so that they do
not intersect, γ(u, v, y) is not in the interior of Γ(u, v, y), γ(u, v, y) is a counter-clockwise simple closed
contour around 0, and Γ(u, v, y) is chosen as in the second part of the result. Fixing r ∈ {1, . . . , n − 1},
u, v ∈ R, and y ∈ SnCn, write
(2.15) G(u,v)r,r (y) =
n−r∑
m=1
(
n− r
m− 1
)
(v − u)m−1Fm,
where
Fm :=
∫
γ(u,v,y)
dw
∫
Γ(u,v,y)
dz
zn−r−m
wn−r+1
1
w − z
n∏
i=1
(
w + v − yi
z + v − yi
)
.
Note, for all b ∈ R sufficiently close to 1, the residue Theorem implies that γ(u, v, y) and Γ(u, v, y) can be
replaced by b γ(u, v, y) and b Γ(u, v, y) respectively, and so
Fm = b
−m
∫
γ(u,v,y)
dw
∫
Γ(u,v,y)
dz
zn−r−m
wn−r+1
1
w − z
n∏
i=1
(
bw + v − yi
bz + v − yi
)
.
Differentiate both sides with respect to b and set b = 1 to get
Fm =
1
m
∫
γ(u,v,y)
dw
∫
Γ(u,v,y)
dz
zn−r−m
wn−r+1
n∑
j=1
v − yj
(z + v − yj)2
∏
i 6=j
(
w + v − yi
z + v − yi
)
.
The residue Theorem implies that γ(u, v, y) can be replaced by any counter-clockwise simple closed con-
tour around 0, γ. Equation (2.15) then gives
G(u,v)r,r (y) =
n−r∑
m=1
(
n− r
m
)
(v − u)m−1
n− r
∫
γ
dw
∫
Γ(u,v,y)
dz
zn−r−m
wn−r+1
n∑
j=1
v − yj
(z + v − yj)2
∏
i 6=j
(
w + v − yi
z + v − yi
)
.
This holds for all r ∈ {1, . . . , n − 1}, u, v ∈ R, and y ∈ SnCn. Equation (2.13) gives the required
result. 
3. Proof of Theorem 1.6
In this section we prove Theorem 1.6. Fix a, b ∈ R with a < b. For each n ∈ N, choose qn ∈
{1, . . . , n} and x(n) ∈ Cn ∩ [a, b]n as in sections 1.3 and 1.4, and equip GTn with the measure given in
equation (1.12). This satisfies equation (2.1) with φi = δx(n)i
for all i ∈ {1, . . . , n}. LetKn : ({1, . . . , n}×
[a, b])2 → C be the associated correlation kernel given equation in (1.13).
Assume hypothesis 1.1. Fix c ∈ Aα and U, V ⊂ R compact, where Aα ⊂ (a, b) is given in equation
(1.14). Proposition 2.4 gives
4pi2
n
Kn
((
qn, c+
u
n
)
,
(
qn, c+
v
n
))
=(3.1) ∫
γn
dw
∫
Γn
dz
(
(z + v−un )
n−qn − zn−qn
(v − u)wn−qn+1
) n∑
j=1
c+ vn − x(n)j
(z + c+ vn − x(n)j )2
∏
i6=j
(
w + c+ vn − x(n)i
z + c+ vn − x(n)i
)
,
for all n sufficiently large, u ∈ U and v ∈ V , where γn is a counter-clockwise simple closed contour around
0, and Γn is a simple closed contour in C \ {x(n)1 − vn − c, . . . , x(n)n − vn − c} which satisfies
• Whenever v ≤ u, Γn is clockwise, contains {x(n)j − vn − c : x(n)j > un + c} and does not contain
{x(n)j − vn − c : x(n)j ≤ un + c}.
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• Whenever v > u, Γn is counter-clockwise, contains {x(n)j − vn − c : x(n)j ≤ un + c} and does not
contain {x(n)j − vn − c : x(n)j > un + c}.
We examine the asymptotics of this kernel via saddle point analysis. First note, for all n sufficiently
large, u ∈ U , v ∈ V , and z, w ∈ C \ R, the integrand can be rewritten as
(3.2) n
(
(1 + v−unz )
n−qn − 1
v − u
)
gn,v(w, z) e
n(hn,v(w)−hn,v(z)),
where, using the principal value of the logarithm, hn,v : C \R→ C and gn,v : (C \R)2 → C are given by
hn,v(w) :=
∫
log(w + c− x)µn,v[dx]− n− qn
n
log(w),(3.3)
gn,v(w, z) :=
{
h′n,v(w)−h′n,v(z)
w−z +
h′n,v(w)
w ; w 6= z,
h′′n,v(w) +
h′n,v(w)
w ; w = z,
(3.4)
and µn,v is the empirical probability measure
(3.5) µn,v :=
1
n
n∑
i=1
δ
x
(n)
i − vn
.
The following Lemma proves the existence of appropriate saddle points of hn,v for the analysis, and the
first part of Theorem 1.6.
Lemma 3.1. Define h : C \ R→ C by
(3.6) h(w) :=
∫
log(w + c− x)µ[dx]− (1− α) log(w),
for all w ∈ C\R. Then there exists a w0 ∈ C with Im(w0) > 0 and {w ∈ C\R : h′(w) = 0} = {w0, w0}.
Also h′′(w0) 6= 0. Moreover, given v ∈ V and n sufficiently large, there exists a wn,v ∈ C with Im(wn,v) >
0 and {w ∈ C \ R : h′n,v(w) = 0} = {wn,v, wn,v}. Finally
lim
n→∞ supv∈V
|wn,v − w0| = 0.
PROOF. Since roots of h′ and h′n,v occur in complex conjugate pairs, we shall restrict our attention to
{w ∈ C : Im(w) > 0}. Equations (3.3) and (3.5) give
nw
n∏
i=1
(w + c+
v
n
− x(n)j )h′n,v(w) = w
n∑
j=1
∏
i6=j
(w + c+
v
n
− x(n)i )− (n− qn)
n∏
i=1
(w + c+
v
n
− x(n)j ),
for all n sufficiently large, v ∈ V and w ∈ C with Im(w) > 0. The right hand side, a polynomial of
degree n with real coefficients, has at least n − 2 roots in R. Thus h′n,v has at most one root (counting
multiplicities) in {w ∈ C : Im(w) > 0}.
Since c ∈ Aα, equations (1.14) and (3.6) imply that h′ has at least one root in {w ∈ C : Im(w) > 0}.
Denoting this by w0, we now show that, for any  ∈ (0, Im(w0)) and j ≥ 0
(3.7) lim
n→∞ supv∈V
sup
w∈B¯(w0,)
|h(j)n,v(w)− h(j)(w)| = 0.
We use the method of contradictions to prove the result for j = 0. Assume that this does not hold for some
 ∈ (0, Im(w0)). Thus there exists some ξ > 0 for which, for all n ≥ 1, there exists some mn ≥ n and
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zn ∈ B¯(w0, ) with ξ ≤ supv∈V |hmn,v(zn)−h(zn)|. Also the Bolzano-Weierstrass Theorem implies that
we can choose {zn}n≥1 to be convergent. Denoting the limit by z0,
ξ ≤ sup
v∈V
|hmn,v(zn)− hmn,v(z0)|+ sup
v∈V
|hmn,v(z0)− h(z0)|+ |h(z0)− h(zn)|,
for all n sufficiently large. Finally note equation (3.3) gives sup{|h′mn,v(w)| : v ∈ V and w ∈ B¯(w0, )} ≤
2(|Im(w0)| − )−1 for all n sufficiently large, and so
sup
v∈V
|hmn,v(z0)− h(z0)| ≥
ξ
2
for all n sufficiently large. However, since qnn → α and µn,0 → µweakly (see equation (3.5) and hypothesis
1.1), equations (3.3) and (3.6) imply that this is false. Thus equation (3.7) is true when j = 0. The result
for j ≥ 1 follows from Cauchy estimates.
Now, since h′ is a non-constant analytic function on {w ∈ C : Im(w) > 0} with h′(w0) = 0, then
h′(w) 6= 0 for all w ∈ B(w0, ) \ {w0} and all  > 0 sufficiently small. Thus, letting ∂B(w0, ) be the
boundary of B(w0, ), the Bolzano-Weierstrass Theorem gives
inf
w∈∂B(w0,)
|h′(w)| > 0,
for all  > 0 sufficiently small. It thus follows from equation (3.7) and Rouche´’s Theorem that there exists
a function N : R+ → N for which h′ and h′n,v have the same number of roots in B(w0, ) (counting
multiplicities) for all  > 0 sufficiently small, v ∈ V and n ≥ N(). Since this can be done for any  > 0
sufficiently small, the required results follow from the above observation that h′n,v has at most one root
(counting multiplicities) in {w ∈ C : Im(w) > 0}. 
For notational purposes set w+0 := w0, w
−
0 := w0, w
+
n,v := wn,v and w
−
n,v := wn,v .
Remark 3.1. Some useful observations: Equations (3.3) and (3.6), and Lemma 3.1, give∫
w±n,v
w±n,v + c− x
µn,v[dx] =
n− qn
n
and
∫
w±0
w±0 + c− x
µ[dx] = 1− α,
for all n sufficiently large and v ∈ V . Comparing real and imaginary parts,∫
c− x
|w±n,v + c− x|2
µn,v[dx] = 0,
∫
c− x
|w±0 + c− x|2
µ[dx] = 0,(3.8) ∫ |w±n,v|2
|w±n,v + c− x|2
µn,v[dx] =
n− qn
n
,
∫ |w±0 |2
|w±0 + c− x|2
µ[dx] = 1− α,(3.9)
for all n sufficiently large and v ∈ V .
We now fix the contours γn and Γn of equation (3.1). We define them to pass through w±n,v so that a
saddle point asymptotic analysis can be performed, i.e., the integral can be estimated using small sections
of the contours around w±n.v . Equation (3.2) implies that we need to choose them so that w 7→
∣∣ehn(w)∣∣ and
z 7→ ∣∣e−hn(z)∣∣, for all w on γn and z on Γn, are both maximised at w±n,v .
Lemma 3.1 and equation (3.7) show that h′′(w+0 ) 6= 0 and
(3.10) lim
n→∞ supv∈V
∣∣h′′n,v(w±n,v)− h′′(w±0 )∣∣ = 0.
Thus we can define θn,v := − 12 Arg(h′′n,v(w+n,v)) for all n sufficiently large and v ∈ V , where Arg(w) ∈
(−pi, pi] is the argument of w. Then, fixing δ ∈ ( 13 , 12 ), and defining ε0 := (−1)1C0≥0 where C0 ∈ R is
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given in equation (3.27), define
(3.11)
γ+n,1(s) := |w+n,v − iε0 n−δeiθn,v | eis, s ∈ [0, 1n ),
γ+n,2(s) := |w+n,v − iε0 n−δeiθn,v | eis, s ∈ [ 1n ,Arg(w+n,v − iε0 n−δeiθn,v )),
γ+n,3(s) := w
+
n,v + iε0 n
−δeiθn,vs, s ∈ [−1, 1],
γ+n,4(s) := |w+n,v + iε0 n−δeiθn,v | eis, s ∈ (Arg(w+n,v + iε0 n−δeiθn,v ), pi − 1n ],
γ+n,5(s) := |w+n,v + iε0 n−δeiθn,v | eis, s ∈ (pi − 1n , pi].
Take γn :=
∑5
j=1(γ
+
n,j + γ
−
n,j), where γ
−
n,j is the contour with counter-clockwise orientation obtained by
reflecting γ+n,j through the real line. Also define Γ : {z ∈ C : Im(z) > 0}×(0,∞)→ {z ∈ C : Im(z) > 0}
by
(3.12) Γ(w, s) := s|w| exp
(
i arccos
(
cos(Arg(w))
2s log(s)
s2 − 1
))
,
for all w ∈ C with Im(w) > 0 and s > 0, where arccos : (−1, 1) → (0, pi) is the principal value of the
inverse cosine function. Note, for any fixed w ∈ C with Im(w) > 0, the contour Γ(w, ·) : (0,∞) → {z ∈
C : Im(z) > 0} is well-defined and continuous and satisfies Γ(w, 1) = w and lims→0 Arg(Γ(w, s)) =
lims→∞ Arg(Γ(w, s)) = pi2 . Then, for all n sufficiently large, u ∈ U and v ∈ V , define
(3.13)
Γ+n,1(s) := (1− s)yn,u,v + s Γ(w+n,v − ε0 n−δeiθn,v , t0), s ∈ [0, 1),
Γ+n,2(s) := Γ(w
+
n,v − ε0 n−δeiθn,v , s), s ∈ [t0, 1),
Γ+n,3(s) := w
+
n,v + ε0 n
−δeiθn,vs, s ∈ [−1, 1],
Γ+n,4(s) := Γ(w
+
n,v + ε0 n
−δeiθn,v , s), s ∈ (1, T0),
where t0 ∈ (0, 1), T0 > 1, and yn,u,v ∈ (x(n)j − vn − c, x(n)j−1 − vn − c) for that value of j which satisfies
c + un ∈ [x(n)j , x(n)j−1). These quantities will be fixed in Lemma 3.2. Finally define Γ+n,5 to be the contour
that spans the segment of the circle centered at the origin, starting at Γ(w+n,v + ε0 n
−δeiθn,v , T0), ending on
the real line, with clockwise orientation when v ≤ u and counter-clockwise orientation when v > u. Take
Γn :=
∑5
j=1(Γ
+
n,j + Γ
−
n,j), where Γ
−
n,j is the contour obtained by reflecting Γ
+
n,j through the real line.
Let γ : [0, pi] → C be the contour given by γ(s) := |w+0 |eis for all s ∈ [0, pi]. It follows from Lemma
3.1 and equation (3.11) that this can be regarded as the ‘limit contour’ in the upper half complex plane of
{γn}n≥1. Also equations (3.12) and (3.13) show that Γ(w+0 , ·) : (0,∞) → {z ∈ C : Im(z) > 0} can be
regarded as the ‘limit contour’ in the upper half complex plane of {Γn}n≥1. As we shall see in Lemmas
3.3 and 3.4, the functions given by w 7→ ∣∣eh(w)∣∣ and z 7→ ∣∣e−h(z)∣∣, for all w on γ and z on Γ(w+0 , ·), are
both maximised at w+0 . Using this fact, the properties of γn and Γn that make them suitable for saddle point
analysis are shown in Lemmas 3.3 and 3.4. As we shall see, for n sufficiently large, the only significant
contributions come from γ±n,3 and Γ
±
n,3.
For all n sufficiently large, u ∈ U , v ∈ V andA,B ⊂ {1, 2, 3, 4, 5}, define γAn :=
∑
j∈A
(
γ+n,j + γ
−
n,j
)
,
ΓBn :=
∑
j∈B
(
Γ+n,j + Γ
−
n,j
)
, and
(3.14)
KA,Bn,u,v :=
∫
γAn
dw
∫
ΓBn
dz
(
(z + v−un )
n−qn − zn−qn
(v − u)wn−qn+1
) n∑
j=1
c+ vn − x(n)j
(z + c+ vn − x(n)j )2
∏
i 6=j
(
w + c+ vn − x(n)i
z + c+ vn − x(n)i
)
.
For all n sufficiently large, u ∈ U and v ∈ V , equation (3.1) then gives
4pi2
n
Kn
((
qn, c+
u
n
)
,
(
qn, c+
v
n
))
= K3,3n,u,v + K
{1,2,4,5},3
n,u,v + K
{1,2,3,4,5},1
n,u,v + K
{1,2,3,4,5},{2,4}
n,u,v + K
{1,2,3,4,5},5
n,u,v .
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Lemmas 3.2, 3.3 and 3.4 imply that there exists constants c > 0 and C > 1 for which
sup
u∈U,v∈V
∣∣∣K{1,2,3,4,5},1n,u,v +K{1,2,3,4,5},5n,u,v ∣∣∣ ≤ C−n,
sup
u∈U,v∈V
∣∣∣K{1,2,4,5},3n,u,v +K{1,2,3,4,5},{2,4}n,u,v ∣∣∣ ≤ n3 e−cn1−2δ ,
for all n sufficiently large. We now give a proof of Theorem 1.6:
PROOF OF THEOREM 1.6: The first part of this Theorem was shown in Lemma 3.1 (note, in Lemma
3.1 we denoted wα,c by w0 for simplicity of notation). It remains to show the asymptotic limit. Since
δ ∈ ( 13 , 12 ), the above equation and bounds imply that the result follows if and only if
(3.15) lim
n→∞ supu∈U,v∈V
∣∣∣∣K3,3n,u,v − 4pi(Cα,c)−ρα(c)(v−u) sin (piρα(c)(v − u))v − u
∣∣∣∣ = 0,
where ρα(c) = − 1−αpi Im
(
w−10
)
and Cα,c = exp
(
pi
Re(w−10 )
Im(w−10 )
)
.
Equations (3.2) and (3.14) give
(3.16) K3,3n,u,v = K
++
n,u,v +K
−−
n,u,v +K
+−
n,u,v +K
−+
n,u,v,
for all n sufficiently large, u ∈ U and v ∈ V , where for b, d ∈ {−,+},
Kbdn,u,v := n
∫
γdn,3
dw
∫
Γbn,3
dz
(
(1 + v−unz )
n−qn − 1
v − u
)
gn,v(w, z) e
n(hn,v(w)−hn,v(z)),
and hn,v, gn,v are defined in equations (3.3) and (3.4). Also, recalling that h′n,v(w
±
n,v) = 0 (see Lemma
3.1), equations (3.7), (3.11) and (3.13) and Taylor expansions give
(3.17)
hn,v(γ
b
n,3(s)) = hn,v(w
b
n,v)− 12n−2δ
∣∣h′′n,v(w+n,v)∣∣ s2 +Rbn,v(s),
hn,v(Γ
d
n,3(t)) = hn,v(w
d
n,v) +
1
2n
−2δ ∣∣h′′n,v(w+n,v)∣∣ t2 + T dn,v(t),
for all n sufficiently large, v ∈ V , b, d ∈ {−,+} and s, t ∈ [−1, 1], where the remainders satisfy
(3.18) sup
(s,t)∈[−1,1]2
∣∣Rbn,v(s)∣∣+ ∣∣T dn,v(t)∣∣ ≤ Cn−3δ,
for some constant C > 0. Therefore equations (3.11) and (3.13) give
Kbdn,u,v = n
1−2δ Cbdn,ve
n(hn,v(w
b
n,v)−hn,v(wdn,v))
∫ 1
−1
ds
∫ 1
−1
dt Abdn,u,v(s, t) e
− 12n1−2δ|h′′n,v(w+n,v)|(s2+t2),
for all n sufficiently large, u ∈ U , v ∈ V and b, d ∈ {−,+}, where
Cbdn,v :=
{
b ie−iArg(h
′′
n,v(w
b
n,v)) ; b = d,
−b i ; b 6= d,
Abdn,u,v(s, t) :=
 (1 + v−unΓdn,3(t) )n−qn − 1
v − u
 gn,v(γbn,3(s),Γdn,3(t))en(Rbn,v(s)−Tdn,v(t)),
for all s, t ∈ [−1, 1]. Then, letting
Abdn,u,v :=
(
e(1−α)(v−u)(w
d
0 )
−1 − 1
v − u
)
gn,v(w
b
n,v, w
d
n,v),
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and noting that |Cbdn,v| = |en(hn,v(w
b
n,v)−hn,v(wdn,v))| = 1,∣∣∣∣∣Kbdn,u,v − 2piCbdn,vAbdn,u,v|h′′n,v(w+n,v)| en(hn,v(wbn,v)−hn,v(wdn,v))
∣∣∣∣∣
≤ n1−2δ
(
sup
(x,y)∈[−1,1]2
∣∣Abdn,u,v(x, y)−Abdn,u,v∣∣
)∫ 1
−1
ds
∫ 1
−1
dt e−
1
2n
1−2δ|h′′n,v(w+n,v)|(s2+t2)
+
∣∣Abdn,u,v∣∣
∣∣∣∣∣n1−2δ
∫ 1
−1
ds
∫ 1
−1
dt e−
1
2n
1−2δ|h′′n,v(w+n,v)|(s2+t2) − 2pi|h′′n,v(w+n,v)|
∣∣∣∣∣ ,
for all n sufficiently large, u ∈ U , v ∈ V and b, d ∈ {−,+} (note, it follows from equation (3.10) and
Lemma 3.1 that h′′n,v(w
+
n,v) 6= 0 for all n sufficiently large and v ∈ V , and so these expressions are
well-defined). A change of variables and equation (3.4) then gives∣∣∣∣∣Kbdn,u,v − b 2pii
(
e(1−α)(v−u)(w
b
0)
−1 − 1
v − u
)
δbd
∣∣∣∣∣ ≤ 2pi|h′′n,v(w+n,v)| sup(x,y)∈[−1,1]2 ∣∣Abdn,u,v(x, y)−Abdn,u,v∣∣
+ δbd
∣∣∣∣∣e(1−α)(v−u)(w
+
0 )
−1 − 1
v − u
∣∣∣∣∣
2pi − ∫ |h′′n,v(w+n,v)| 12 n 12−δ
−|h′′n,v(w+n,v)|
1
2 n
1
2
−δ
ds
∫ |h′′n,v(w+n,v)| 12 n 12−δ
−|h′′n,v(w+n,v)|
1
2 n
1
2
−δ
dt e−
1
2 (s
2+t2)
 ,
for all n sufficiently large, u ∈ U , v ∈ V and b, d ∈ {−,+}, where δbd = 1 if b = d and δbd = 0 otherwise.
Recalling that δ ∈ ( 13 , 12 ) and h′′(w0) 6= 0 (see Lemma 3.1), equations (3.4), (3.7), (3.10) and (3.18) give
lim
n→∞ supu∈U,v∈V
∣∣∣∣∣Kbdn,u,v − b 2pii
(
e(1−α)(v−u)(w
b
0)
−1 − 1
v − u
)
δbd
∣∣∣∣∣ = 0,
for all b, d ∈ {−,+}. Equation (3.15) then follows from equation (3.16), as required. 
3.1. Calculations. In this section we omit superscripts when no confusion is possible. Also we denote
the range of a contour γ by γ∗. Moreover recall that θn,v = − 12 Arg(h′′n,v(w+n,v)) for all n sufficiently large
and v ∈ V , and ε0 := (−1)1C0≥0 , where C0 is given in equation (3.27). Finally note equations (3.11),
(3.13) and Lemma 3.1 give
(3.19) 0 = lim
n→∞ supv∈V
sup
w∈γ∗n
||w| − |w0|| = lim
n→∞ supv∈V
sup
w∈γ∗n,3
|w − w0| = lim
n→∞ supv∈V
sup
z∈Γ∗n,3
|z − w0|.
Lemma 3.2. There exists a constant C > 1, and a choice of yn,u,v , t0 and T0 in equation (3.13) for which∣∣∣K{1,2,3,4,5},1n,u,v +K{1,2,3,4,5},5n,u,v ∣∣∣ ≤ C−n,∣∣∣K{1,2,4,5},3n,u,v ∣∣∣ ≤ sup
(w,z)∈(γ2,4n )∗×(Γ3n)∗
n3
∣∣∣en(hn,v(w)−hn,v(z))∣∣∣ ,∣∣∣K{1,2,3,4,5},{2,4}n,u,v ∣∣∣ ≤ sup
(w,z)∈(γ2,3,4n )∗×(Γ2,4n )∗
n3
∣∣∣en(hn,v(w)−hn,v(z))∣∣∣ ,
for all n sufficiently large, u ∈ U and v ∈ V .
PROOF. Consider K{1,2,3,4,5},5n,u,v . Equation (3.14) gives
K{1,2,3,4,5},5n,u,v
=
∫
γn
dw
∫
Γ5n
dz
(
(z + v−un )
n−qn − zn−qn
(v − u)wn−qn+1
) n∑
j=1
c+ vn − xj
(z + c+ vn − xj)2
∏
i 6=j
(
w + c+ vn − xi
z + c+ vn − xi
)
,
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for all n sufficiently large, u ∈ U and v ∈ V . Recall that, for all n sufficiently large and v ∈ V , Γ5n spans
a segment of the circle centered at the origin, with radius T0|wn,v + ε0 n−δeiθn,v |, where T0 > 1 (see
equations (3.12) and (3.13)). It thus follows from equation (3.19) that there exists a constant C > 0, and a
function N : (0,∞)→ N for which
(3.20)
∣∣∣K{1,2,3,4,5},5n,u,v ∣∣∣ ≤ CnT−qn0 ,
for all T0 sufficiently large, n ≥ N(T0), u ∈ U and v ∈ V .
Consider K{1,2,3,4,5},{2,4}n,u,v . Equation (3.14) gives
K{1,2,3,4,5},{2,4}n,u,v
=
∫
γn
dw
∫
Γ2,4n
dz
(
(z + v−un )
n−qn − zn−qn
(v − u)wn−qn+1
) n∑
j=1
c+ vn − xj
(z + c+ vn − xj)2
∏
i 6=j
(
w + c+ vn − xi
z + c+ vn − xi
)
,
for all n sufficiently large, u ∈ U and v ∈ V . Recall that, for all n sufficiently large and v ∈ V , Γ+n,2(s) =
Γ(wn,v − ε0 n−δeiθn,v , s) for all s ∈ [t0, 1) and Γ+n,4(s) = Γ(wn,v + ε0 n−δeiθn,v , s) for all s ∈ (1, T0),
where Γ is given in equation (3.12). Equations (3.12) and (3.19) imply that there exists an  > 0 for which
inf
v∈V
inf
x∈R,z∈(Γ2,4n )∗
|z − x| ≥ t0,
for all t0 sufficiently small and n sufficiently large (chosen independently). Therefore we can choose the
constant C > 0, and the function N : (0,∞)→ N, so that∣∣∣K{1,2,3,4,5},{2,4}n,u,v ∣∣∣
≤ CT
2
0
t0
(
1 + eCt
−1
0
)
sup
(w,z)∈γ∗n×(Γ2,4n )∗
|z|n−qn
|w|n−qn
n∑
j=1
1
|z + c+ vn − xj |
∏
i 6=j
∣∣∣∣w + c+ vn − xiz + c+ vn − xi
∣∣∣∣ ,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Equations (3.3), (3.11) and (3.19) then show
that we can choose C and N so that
(3.21)
∣∣∣K{1,2,3,4,5},{2,4}n,u,v ∣∣∣ ≤ Cn2 T 20t0
(
1 + eCt
−1
0
)
sup
(w,z)∈(γ2,3,4n )∗×(Γ2,4n )∗
∣∣∣en(hn,v(w)−hn,v(z))∣∣∣ ,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Similarly we can choose C so that
(3.22)
∣∣∣K{1,2,4,5},3n,u,v ∣∣∣ ≤ Cn2 sup
(w,z)∈(γ2,4n )∗×(Γ3n)∗
∣∣∣en(hn,v(w)−hn,v(z))∣∣∣ ,
for all n sufficiently large, u ∈ U and v ∈ V .
Consider K{1,2,3,4,5},1n,u,v . Recall that Γ+n,1(s) = (1 − s)yn,u,v + s Γ(wn,v − ε0 n−δeiθn,v , t0) for all
s ∈ [0, 1), where yn,u,v ∈ (xj − vn − c, xj−1− vn − c) for that value of j which satisfies c+ un ∈ [xj , xj−1)
(see equation (3.13)). Also recall that |G(w, s)| = s|w| for all s > 0 and w ∈ C with Im(w) > 0. It thus
follows from equation (3.19) that we can choose yn,u,v so that
(3.23) sup
u∈U,v∈V
sup
z∈(Γ1n)∗
|z| ≤ 2t0|w0|,
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for all n sufficiently large. Thus there exists a choice of N : (0,∞) → N for which the following is
well-defined for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V :∫
γn
dw
∫
Γ1n
dz
(z + v−un )
n−qn−1
wn−qn+1
1
w − z
n∏
i=1
(
w + c− vn − xi
z + c− vn − xi
)
.
Using Cauchy’s Theorem to perturb the contours in a similar manner to that described in Proposition 2.4,
this quantity can be related to K{1,2,3,4,5},1n,u,v in the following way:
K{1,2,3,4,5},1n,u,v =
(
n− qn
n
)∫
γn
dw
∫
Γ1n
dz
(z + v−un )
n−qn−1
wn−qn+1
1
w − z
n∏
i=1
(
w + c− vn − xi
z + c− vn − xi
)
−
∫
γn
dw
(
(Γ−n,1(0) +
v−u
n )
n−qn − Γ−n,1(0)n−qn
(v − u)wn−qn+1
)
Γ−n,1(0)
w − Γ−n,1(0)
n∏
i=1
(
w + c− vn − xi
Γ−n,1(0) + c− vn − xi
)
+
∫
γn
dw
(
(Γ+n,1(1) +
v−u
n )
n−qn − Γ+n,1(1)n−qn
(v − u)wn−qn+1
)
Γ+n,1(1)
w − Γ+n,1(1)
n∏
i=1
(
w + c− vn − xi
Γ+n,1(1) + c− vn − xi
)
,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Therefore we can choose C and N so that∣∣∣K{1,2,3,4,5},1n,u,v ∣∣∣ ≤ Cn sup
z∈(Γ1n)∗
∣∣∣∣z + v − un
∣∣∣∣n−qn−1 n∏
i=1
1
|z + c− vn − xi|
,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . It thus follows from equation (3.23) that, for
any fixed  > 0, we can choose C and N so that∣∣∣K{1,2,3,4,5},1n,u,v ∣∣∣ ≤ Cn sup
z∈(Γ1n)∗
∣∣∣∣z + v − un
∣∣∣∣n−qn−1 ∏
i;|xi−c|<
1
|z + c− vn − xi|
,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Recalling that c ∈ Aα, and so µ[{c}] < 1 − α
(see the proof of Proposition 1.7), we fix  > 0 so that 1n#{i : |xi − c| < } < 12 (1− α+ µ[{c}]) for all n
sufficiently large (which is always possible by hypothesis 1.1). Write∣∣∣K{1,2,3,4,5},1n,u,v ∣∣∣ ≤ Cn sup
z∈(Γ1n)∗
∣∣∣∣z + v − un
∣∣∣∣n−qn−1−#{i:|xi−c|<} ∏
i;|xi−c|<
∣∣∣∣ z + v−unz + c− vn − xi
∣∣∣∣ ,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Equation (3.23) then shows that we can choose
C and N so that∣∣∣K{1,2,3,4,5},1n,u,v ∣∣∣ ≤ Cn (t0)n2 (1−α−µ[{c}]) sup
z∈(Γ1n)∗
∏
i;|xi−c|<
(
1 +
∣∣∣∣ v−un − (c− vn − xi)z + c− vn − xi
∣∣∣∣) ,
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Moreover, for any fixed ξ > 0, equations (3.12)
and (3.13) imply that we can choose N so that supv∈V |Arg(Γ+n,1(1))− pi2 | ≤ ξ for all t0 sufficiently small
and n ≥ N(t0). It thus follows that we can choose N so that∣∣∣K{1,2,3,4,5},1n,u,v ∣∣∣ ≤ Cn (t0)n2 (1−α−µ[{c}]) ∏
i;|xi−c|<
(
1 + 2
∣∣∣∣ v−un − (c− vn − xi)yn,u,v + c− vn − xi
∣∣∣∣)
≤ Cn (t0)n2 (1−α−µ[{c}])
∏
i;|xi−c|<
(
1 + 2
(
1 +
∣∣∣∣ yn,u,v + v−unyn,u,v + c− vn − xi
∣∣∣∣)) ,
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for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . Finally, choosing yn,u,v sufficiently close to
u−v
n (recall that yn,u,v ∈ (xj − vn − c, xj−1− vn − c) for that value of j which satisfies c+ un ∈ [xj , xj−1)),
(3.24)
∣∣∣K{1,2,3,4,5},1n,u,v ∣∣∣ ≤ (5C)n(t0)n2 (1−α−µ[{c}]),
for all t0 sufficiently small, n ≥ N(t0), u ∈ U and v ∈ V . The required result follows from equations
(3.20), (3.21), (3.22) and (3.24) by fixing t0 sufficiently small and T0 sufficiently large. 
Lemma 3.3. For n all sufficiently large and v ∈ V ,
sup
w∈(γ3n)∗
Re(hn,v(w)− hn,v(wn,v)) = 0.
Moreover, letting δ ∈ ( 13 , 12 ) be that used in equations (3.11) and (3.13), there exists a constant c > 0 for
which
lim
n→∞ supv∈V
sup
w∈(γ2,4n )∗
n2δRe(hn,v(w)− hn,v(wn,v)) ≤ −c.
PROOF. Consider γ3n. For all n sufficiently large and v ∈ V define fn,v : [−1, 1] → R by fn,v(s) :=
Re(hn,v(γ+n,3(s))) for all s ∈ [−1, 1]. Equation (3.11) gives f ′n,v(0) = 0 for all n sufficiently large and
v ∈ V . Also Lemma 3.1 and equation (3.7) give h′′(w0) 6= 0 and
sup
s∈[−1,1]
sup
v∈V
f ′′n,v(s) ≤ −n−2δ sup
v∈V
sup
w∈B(wn,v,n−δ)
Re
(
h′′n,v(w)e
−iArg(h′′n,v(wn,v))
)
≤ −1
2
n−2δ|h′′(w0)|,
for all n sufficiently large, as required.
Now consider γ2,4n . Define z
±
n,v := wn,v ± in−δeiθn,v for all n sufficiently large and v ∈ V , where
θn,v = − 12 Arg(h′′n,v(wn,v)). Also define f, f±n,v : (0, pi)→ R by
(3.25) f(s) := Re
(
h
(|w0|eis)) and f±n,v(s) := Re (hn,v (|z±n,v|eis)) ,
for all n sufficiently large, v ∈ V and s ∈ (0, pi). Equations (3.3) and (3.6) give
f(s) =
1
2
∫
log
∣∣|w0|eis + c− x∣∣2 µ[dx]− (1− α) log |w0|,
f±n,v(s) =
1
2
∫
log
∣∣|z±n,v|eis + c− x∣∣2 µn,v[dx]− n− qnn log |z±n,v|,
for all n sufficiently large, v ∈ V and s ∈ (0, pi). It is easy to see that f ′′(s) < 0 for any s ∈ (0, pi) with
f ′(s) = 0. Also equation (3.8) gives f ′(Arg(w0)) = 0. Thus f has a unique critical point in (0, pi), a global
maximum at Arg(w0). Similarly, for all n sufficiently large and v ∈ V , f±n,v has at most one critical point in
(0, pi) which, if it exists, must be a global maximum. To demonstrate it’s existence, fix φ0 ∈ (0, pi2 ). Since
qn
n → α and µn,0 → µ weakly as n→∞ (see equation (3.5) and hypothesis 1.1), Lemma 3.1 implies that
lim
n→∞ supv∈V
sup
s∈[φ0,pi−φ0]
|f±n,v(s)− f(s)| = 0.
Thus, for all n sufficiently large and v ∈ V , since the unique critical point of f in (0, pi) is a global
maximum at Arg(w0), f±n,v must have a unique critical point in (0, pi). Denoting by s
±
n,v , it also follows
that supv∈V |s±n,v − Arg(w0)| → 0 as n→∞.
Equation (3.8) gives
(f±n,v)
′(Arg(z±n,v)) = Im(z
±
n,v)
∫ (
c− x
|wn,v + c− x|2 −
c− x
|z±n,v + c− x|2
)
µn,v[dx],
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for all n sufficiently large and v ∈ V . Then, since µn,0 → µ weakly as n → ∞ (see equation (3.5) and
hypothesis 1.1),
(3.26) lim
n→∞ supv∈V
∣∣nδ(f±n,v)′(Arg(z±n,v))∓ C0∣∣ = 0,
where
(3.27) C0 := 2Im(w0)
∫
(c− x)Im((w0 + c− x)e i2Arg(h′′(w0)))
|w0 + c− x|4 µ[dx].
Also equation (3.8) gives
(f±n,v)
′′(s) =
∫ (
(c− x)|z±n,v| cos(s)
|wn,v + c− x|2 −
(c− x)|z±n,v| cos(s)
||z±n,v|eis + c− x|2
− 2
(
(c− x)|z±n,v| sin(s)
||z±n,v|eis + c− x|2
)2)
µn,v[dx],
for all n sufficiently large, v ∈ V and s ∈ (0, pi). Thus there exists a constant C > 0 for which∣∣∣∣(f±n,v)′′(s) + 2Im(w0)2 ∫ (c− x)2|w0 + c− x|4µn,v[dx]
∣∣∣∣ ≤ C(|s− Arg(w0)|+ |wn,v − w0|+ n−δ),
for all n sufficiently large, v ∈ V and s sufficiently close to Arg(w0). Thus, since µn,0 → µ weakly as
n → ∞ (see equation (3.5) and hypothesis 1.1), Lemma 3.1 implies that there exists an  > 0 for which
(f±n,v)
′′(s) < − for all n sufficiently large, v ∈ V and s sufficiently close to Arg(w0).
Consider the case C0 > 0. Then ε0 = −1 (recall ε0 = (−1)1C0≥0 ) and, for all n sufficiently large and
v ∈ V , equations (3.11) and (3.25) give
sup
w∈(γ2n)∗
Re(hn,v(w)− hn,v(γ+n,3(−1))) = sup
s∈[ 1n ,Arg(z+n,v)]
(f+n,v(s)− f+n,v(Arg(z+n,v))),
sup
w∈(γ4n)∗
Re(hn,v(w)− hn,v(γ+n,3(1))) = sup
s∈[Arg(z−n,v),pi− 1n ]
(f−n,v(s)− f−n,v(Arg(z−n,v))).
Also equation (3.26) gives (f−n,v)
′(Arg(z−n,v)) < 0 < (f
+
n,v)
′(Arg(z+n,v)) for all n sufficiently large and
v ∈ V . Recall that the unique critical point of f±n,v in (0, pi) is a global maximum at s±n,v . Thus for all n
sufficiently large and v ∈ V , Arg(z+n,v) < s+n,v , Arg(z−n,v) > s−n,v , and
sup
w∈(γ2n)∗
Re(hn,v(w)− hn,v(γ+n,3(−1))) = 0 = sup
w∈(γ4n)∗
Re(hn,v(w)− hn,v(γ+n,3(1))).
It thus follows that
sup
w∈(γ2,4n )∗
Re(hn,v(w)− hn,v(wn,v)) = Re(hn,v(γ+n,3(±1))− hn,v(wn,v)),
for all n sufficiently large and v ∈ V . Thus, since δ ∈ ( 13 , 12 ) and h′′(w0) 6= 0 (see Lemma 3.1), equations
(3.10), (3.17) and (3.18) give the required result. Similarly for C0 < 0.
Now suppose C0 = 0. Recall that there exists an  > 0 for which (f±n,v)
′′(s) < − for all n suffi-
ciently large, v ∈ V and s sufficiently close to Arg(w0). Thus, since supv∈V |s±n,v − Arg(w0)| → 0 and
supv∈V |z±n,v − w0| → 0 as n→∞,
|s±n,v − Arg(z±n,v)| ≤ |(f±n,v)′(Arg(z±n,v))|,
for all n sufficiently large and v ∈ V . Moreover
f±n,v(s
±
n,v)− f±n,v(Arg(z±n,v)) ≤ |s±n,v − Arg(z±n,v)|
∣∣(f±n,v)′(Arg(z±n,v))∣∣ ,
for all n sufficiently large and v ∈ V , and so
f±n,v(s
±
n,v)− f±n,v(Arg(z±n,v)) ≤ −1
∣∣(f±n,v)′(Arg(z±n,v))∣∣2 .
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Thus, since C0 = 0, equation (3.26) gives
lim
n→∞ supv∈V
n2δ
(
f±n,v(s
±
n,v)− f±n,v(Arg(z±n,v))
)
= 0.
Then, recalling that s±n,v is the global maximum of f
±
n,v , equation (3.25) gives
lim
n→∞ supv∈V
sup
s∈(0,pi)
n2δRe
(
hn,v
(|z±n,v|eis)− hn,v(z±n,v)) = 0.
The required result follows from equations (3.11) and (3.17) in a similar way to before. 
Lemma 3.4. For all n sufficiently large and v ∈ V ,
sup
z∈(Γ3n)∗
Re(hn,v(wn,v)− hn,v(z)) = 0.
Moreover, letting δ ∈ ( 13 , 12 ) be that used in equations (3.11) and (3.13), there exists a constant c > 0 for
which
lim
n→∞ supv∈V
sup
z∈(Γ2,4n )∗
n2δRe(hn,v(wn,v)− hn,v(z)) ≤ −c.
PROOF. The result for Γ3n follows in a similar way to that for γ
3
n given in Lemma 3.3. Consider Γ
2,4
n .
For all n sufficiently large and v ∈ V , define z±n,v := wn,v ± n−δeiθn,v , and p, p±n,v : (0,∞)→ R by
p(s) := −Re(h(Γ(w0, s)) and p±n,v(s) := −Re(hn,v(Γ±n,v(z±n,v, s)),
for all s > 0, where Γ is defined in equation (3.12). Equations (3.3) and (3.6) give
p(s) = −1
2
∫
log |Γ(w0, s) + c− x|2µ[dx] + (1− α) log |Γ(w0, s)|,
p±n,v(s) = −
1
2
∫
log |Γ(z±n,v, s) + c− x|2µn,v[dx] +
n− qn
n
log |Γ(z±n,v, s)|,
for all n sufficiently large, v ∈ V and s > 0.
Consider p. Recalling that |Γ(w0, s)| = s|w0| for all s > 0 (see equation (3.12)), equations (3.8) and
(3.9) give
p′(s) =
∫ (
−s|w0|
2 + (c− x) ddsRe(Γ(w0, s))
|Γ(w0, s) + c− x|2 +
|w0|2 + (c− x)g(s)
s|w0 + c− x|2
)
µ[dx],
for all s > 0, where g : (0,∞) → R is arbitrary. Taking g(s) := s ddsRe(Γ(w0, s)) for all s > 0, equation
(3.12) gives
p′(s) =
∫
q(s)(c− x)2
s|Γ(w0, s) + c− x|2|w0 + c− x|2µ[dx],
for all s > 0, where
q(s) := (1− s2)Im(w0)2 + 1
1− s2
(
1 + s2 +
4s2
1− s2 log(s)
)2
Re(w0)2.
Note that q(s) > 0 for all s ∈ (0, 1), q(1) = 0, q(s) < 0 for all s > 1, and q′(1) = −2Im(w0)2. Therefore
p is strictly increasing in (0, 1), strictly decreasing in (1,∞), and has a global maximum at 1.
Consider p±n,v . Proceeding in a similar way to that given above,
(3.28) (p±n,v)
′(s) =
∫
r±n,v(s)(c− x) + q±n,v(s)(c− x)2
s|Γ(z±n,v, s) + c− x|2|wn,v + c− x|2
µn,v[dx],
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for all n sufficiently large, v ∈ V and s > 0, where
r±n,v(s) := 2s
2|z±n,v|2Re(z±n,v − wn,v) +
2s2
s2 − 1
(
1− 2s
2 log(s)
s2 − 1
)
Re(z±n,v)(|z±n,v|2 − |wn,v|),
q±n,v(s) := (1− s2)Im(z±n,v)2 +
1
1− s2
(
1 + s2 +
4s2
1− s2 log(s)
)2
Re(z±n,v)
2
+ |wn,v|2 − |z±n,v|2 +
4s2
(s2 − 1)2 (2 log(s)− s
2 + 1)Re(z±n,v)Re(wn,v − z±n,v).
These are well-defined and continuous with
(3.29)
r±n,v(1) = 2|z±n,v|2Re(z±n,v − wn,v)− Re(z±n,v)(|z±n,v|2 − |wn,v|2),
q±n,v(1) = |wn,v|2 − |z±n,v|2 + 2Re(z±n,v)Re(z±n,v − wn,v),
for all n sufficiently large and v ∈ V . Also there exists a constant C > 0 for which∣∣∣∣(p±n,v)′′(s) + 2Im(w0)2 ∫ (c− x)2|w0 + c− x|4µn,v[dx]
∣∣∣∣ ≤ C (|s− 1|+ |wn,v − w0|+ n−δ) ,
for all n sufficiently large, v ∈ V and s sufficiently close to 1. Thus, since µn,0 → µweakly as n→∞ (see
equation (3.5) and hypothesis 1.1), Lemma 3.1 implies that there exists an  > 0 for which (p±n,v)
′′(s) < −
for all n sufficiently large, v ∈ V and s sufficiently close to 1. Also note, since qnn → α and µn,0 → µ
weakly as n→∞, Lemma 3.1 gives
lim
n→∞ supv∈V
sup
s∈[t0,T0]
|p±n,v(s)− p(s)| = 0.
Thus for all n sufficiently large and v ∈ V , since the unique critical point of p in (0,∞) is a global
maximum at 1, and since t0 < 1 < T0, p±n has a unique critical point in [t0, T0] and this point is a local
maximum. Denoting by s±n,v , it also follows that supv∈V |s±n,v − 1| → 0 as n→∞.
Since µn,0 → µ weakly as n→∞, equations (3.28) and (3.29) give
lim
n→∞ supv∈V
∣∣nδ(p±n,v)′(1)∓ C0∣∣ = 0,
where C0 ∈ R is defined in equation (3.27). The required result then follows from a similar argument to
that given in Lemma 3.3. 
4. Unitary invariant ensemble
In this section we consider measures on GTn induced by the eigenvalue minor process of a Unitary
invariant ensemble (UIE). As in the introduction, for each n ∈ N, let Hn ⊂ Cn×n be the set of n × n
complex Hermitian matrices. Let An ∈ Hn be a random Unitary matrix with eigenvalue distribution
dµn[y] =
1
Zn
∆n(y)
2
(
n∏
i=1
e−V (yi)
)
dy,
for all y ∈ Cn, where Zn > 0 is a normalisation constant, V : R → R is a continuous function, and dy is
Lebesgue measure on Rn. Then An is called a UIE with potential V . For more information on UIEs see
Anderson, Guionnet and Zeitouni, [1], and Mehta, [20]. It follows from equation (1.6) that the GUE is the
UIE with potential V (x) = 12x
2 for all x ∈ R.
Equations (1.3) and (1.7) imply that the eigenvalue minor process of An has distribution
dνn[y
(1), . . . , y(n)] =
1
Z ′n
∆n(y
(n))
(
n∏
i=1
e−V (y
(n)
i )
)
dy(n)dy(n−1) . . . dy(1),
UNIVERSALITY PROPERTIES OF GELFAND-TSETLIN PATTERNS 29
for all (y(1), . . . , y(n)) ∈ GTn, whereZ ′n > 0 is a normalisation constant, and dy(r) is Lebesgue measure on
Rr for each r. We now use Theorem 2.1 to show that (GTn, νn) is a determinantal random point field, and
obtain an expression for the correlation kernel in terms of polynomials which are orthogonal with respect
to the weight e−V (·) : R→ R+. We specialise to classical ensembles in Section 4.1.
Proposition 4.1. For each i, j ≥ 0, let ψi, ψj be the monic polynomials of degree i and j (respectively)
which satisfy
(4.1)
∫ ∞
−∞
dx ψi(x)ψj(x)e
−V (x) = cicjδij ,
for some ci, cj ∈ R. Then the random point field (GTn, νn) is determinantal with correlation kernel
Kn : ({1, . . . , n} × R)2 → C given by
Kn((r, u), (s, v)) = 1v≤u
n−1∑
j=n−s
c−2j ψ
(n−s)
j (v)
∫ ∞
u
dx
(x− u)n−r−1
(n− r − 1)! ψj(x)e
−V (x)
− 1v>u
n−1∑
j=n−s
c−2j ψ
(n−s)
j (v)
∫ u
−∞
dx
(x− u)n−r−1
(n− r − 1)! ψj(x)e
−V (x),
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R, where ψ(i)j is the ith derivative of ψj for each i, j.
PROOF. It follows from equation (1.7) that
dνn[y
(1), . . . , y(n)] =
1
Z ′n
det
[
ψn−l
(
y(n)m
)
e−V (y
(n)
m )
]n
l,m=1
dy(n) . . . dy(1),
for all (y(1), . . . , y(n)) ∈ GTn. This is written in the form of equation (2.1) with φi(x) = ψn−i(x)e−V (x)
for all i ∈ {1, . . . , n} and x ∈ R. The fact that (GTn, νn) is determinantal follows immediately from
Theorem 2.1. The correlation kernel Kn : ({1, . . . , n} × R)2 → C is given by
Kn((r, u), (s, v))
=
1
Bn
∂n−s
∂vn−s
n∑
j=1
∫
Rn
dy
(
n∏
k=1
ψn−k(yk)e−V (yk)
)
1v≤u<yj
(yj − u)n−r−1
(n− r − 1)! ∆n(yj,v)
− 1
Bn
∂n−s
∂vn−s
n∑
j=1
∫
Rn
dy
(
n∏
k=1
ψn−k(yk)e−V (yk)
)
1v>u≥yj
(yj − u)n−r−1
(n− r − 1)! ∆n(yj,v),
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R, where yj,v := (y1, . . . , yj−1, v, yj+1, . . . , yn) and
Bn =
∫
Rn
dy
(
n∏
k=1
ψn−k(yk)e−V (yk)
)
∆n(y).
Then, writing ∆n(y) = det[ψn−l(ym)]nl,m=1 (see equation (1.7)), equation (4.1) gives Bn =
∏n−1
k=0 c
2
k.
Similarly, writing ∆n(yj,v) = det[ψn−l(ym)1m6=j+ψn−l(v)1m=j ]nl,m=1, equation (4.1) gives the required
result. 
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Alternatively the correlation kernel in the previous Proposition can be written as a contour integral.
Using the choice of φi : R→ R given in the previous Proposition, it follows from Proposition 2.4 that
Kn((r, u), (s, v)) =
1
(2pi)2
(n− s)!
(n− r − 1)!
∫
γu,v
dw
∫
Γu,v
dz
(z − u)n−r−1
(w − v)n−s+1
1
w − z ×
× 1
Bn
∫
Rn
dy
(
n∏
k=1
ψn−k(yk)e−V (yk)
)
∆n(y)
n∏
i=1
(
w − yi
z − yi
)
,
for all r ∈ {1, . . . , n − 2}, s ∈ {1, . . . , n}, and u, v ∈ R with u 6= v. Here γu,v is a counter-clockwise
simple closed contour around v. Also Γu,v : R → C is a piecewise smooth contour which satisfies
Γu,v(0) = u, Im(Γu,v(s)) > 0 for all s > 0, Im(Γu,v(s)) < 0 for all s < 0, and lims→±∞ |Γu,v(s)| =∞.
Moreover the contours are chosen not to intersect. Then, recalling that ∆n(y) = det[ψn−l(ym)]nl,m=1 for
all y ∈ Rn,
Kn((r, u), (s, v)) =
1
(2pi)2
(n− s)!
(n− r − 1)!
∫
γu,v
dw
∫
Γu,v
dz
(z − u)n−r−1
(w − v)n−s+1
1
w − z ×
× 1
n!Bn
∫
Rn
dy
(
n∏
k=1
e−V (yk)
)
∆n(y)
2
n∏
i=1
(
w − yi
z − yi
)
,
for all r ∈ {1, . . . , n − 2}, s ∈ {1, . . . , n}, and u, v ∈ R with u 6= v. Then, recalling that Bn =
∏n−1
k=0 c
2
k
(see proof of Proposition 4.1), Fyodorov and Strahov, [13], gives
Kn((r, u), (s, v)) =
1
(2pi)2
(n− s)!
(n− r − 1)!
∫
γu,v
dw
∫
Γu,v
dz
(z − u)n−r−1
(w − v)n−s+1
1
w − z ×
× c−2n−1
∫ ∞
−∞
dx e−V (x)
ψn−1(x)ψn(w)− ψn(x)ψn−1(w)
z − x ,
for all r ∈ {1, . . . , n− 2}, s ∈ {1, . . . , n}, and u, v ∈ R with u 6= v.
4.1. The classical ensembles. We end this paper by showing that the expression for the correlation
kernel obtained in Proposition 4.1 in the special case of classical UIEs, agrees with the expression obtained
by Johansson and Nordenstam, [17], for the GUE (see equation (1.9)). By classical UIEs we mean those
that satisfy the generalised Rodrigues formula:
Hypothesis 4.1. There exists a function α : R→ R \ {0} for which limx→±∞ xjα(x)ke−V (x) = 0 for all
j, k ∈ N. Also there exists and a sequence, {aj,k}j,k∈N ⊂ R \ {0}, for which
ψ
(k)
j (x) = aj,k α(x)
−keV (x)
dj−k
dxj−k
(
α(x)je−V (x)
)
,
for all x ∈ R and j, k ∈ N with j ≥ k.
First note an alternative expression for the correlation kernel in Proposition 4.1 can be obtained using
equation (3.1.12) of Szego¨, [28]. This gives
1s>r
(v − u)s−r−1
(s− r − 1)! =
∂n−s
∂vn−s
∫ ∞
−∞
dx
(x− u)n−r−1
(n− r − 1)!
n−1∑
j=0
c−2j ψj(x)ψj(v)e
−V (x)
 ,
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R. Proposition 4.1 then implies that
Kn((r, u), (s, v)) =
n−1∑
j=n−s
c−2j ψ
(n−s)
j (v)
∫ ∞
u
dx
(x− u)n−r−1
(n− r − 1)! ψj(x)e
−V (x) − (v − u)
s−r−1
(s− r − 1)! 1v>u1s>r,
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for all r ∈ {1, . . . , n − 1}, s ∈ {1, . . . , n} and u, v ∈ R. Applying the Rodrigues formula inside the
integral, and integrating by parts gives
Kn((r, u), (s, v)) = (−1)n−r
n−1∑
j=−∞
(
c−2j
aj,0
aj,n−r
)
ψ
(n−r)
j (u)ψ
(n−s)
j (v)α(u)
n−re−V (u)
+ 1s>r
n−r−1∑
j=n−s
(−1)jc−2j aj,0ψ(n−s)j (v)
∫ ∞
u
dx
(x− u)n−r−1−j
(n− r − 1− j)!α(x)
je−V (x) − (v − u)
s−r−1
(s− r − 1)! 1v>u
 ,
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R.
In the special cases of the GUE, Laguerre and Jacobi ensembles, the above correlation kernel agrees
with that given in equation (4.15) of Forrester and Nagao, [12]. In particular, in the GUE case, recall that
(see, for example, Anderson, Guionnet and Zeitouni, [1]) for all j ∈ N and x ∈ R, ψj = Hj (the monic
Hermite polynomial of degree j), cj =
√√
2pi j!, α(x) = 1, and aj,k = (−1)j−k j!(j−k)! for all k ≤ j.
Also H ′j+1(x) = (j + 1)Hj(x) for all j ∈ N and x ∈ R. Therefore
Kn((r, u), (s, v)) =
−1∑
j=−∞
1√
2pi(j + s)!
Hj+r(u)Hj+s(v)e
− 12u2
+ 1s>r
−r−1∑
j=−s
1√
2pi(j + s)!
Hj+s(v)
∫ ∞
u
dx
(x− u)−r−1−j
(−r − 1− j)! e
− 12x2 − (v − u)
s−r−1
(s− r − 1)! 1v>u
 ,
for all r ∈ {1, . . . , n− 1}, s ∈ {1, . . . , n} and u, v ∈ R. This agrees with the kernel given in equation (1.9)
(see remark 1.2), and with equation (4.15) of Forrester and Nagao, [12]. Similarly for Jacobi and Laguerre
ensembles.
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