The open-source library, irbasis, provides easy-to-use tools for two sets of orthogonal functions named intermediate representation (IR). The IR basis enables a compact representation of the Matsubara Green's function and efficient calculations of quantum models. The IR basis functions are defined as the solution of an integral equation whose analytical solution is not available for this moment. The library consists of a database of pre-computed high-precision numerical solutions and computational code for evaluating the functions from the database. This paper describes technical details and demonstrates how to use the library.
Introduction
In condensed matter physics, Matsubara Green's function techniques are powerful tools to study many-body physics in strongly correlated systems. Examples include diagrammatic expansions such as the random phase approximation (RPA), the dynamical mean-field theory (DMFT) [1, 2] , GW method [3] [4] [5] ), continuous-time quantum Monte Carlo (QMC) methods [6] [7] [8] [9] [10] .
In practical calculations, the data of the Green's function is stored in computer memory. When the Green's function is represented in the Matsubarafrequency domain as G(iω n ), it exhibits a powerlaw decay at high frequencies. Thus, the number of Matsubara frequencies required for representing G(iω n ) grows rapidly with decreasing temperature. Especially when the Green's function has other indices as spin, orbit, and wavenumber, the data of G(iω n ) becomes huge at low temperatures. Therefore, there is a high demand for a compact representation of the imaginary-time dependence of the Green's function in practical calculations. Orthogonal polynomial representations of the Green's function are a common way to represent the data compactly [11, 12] .
Recently, it was found that there is a physical complete basis set which yields a much more com-pact representation of the Green's function [13] [14] [15] than the conventionally used classical orthogonal polynomials such as Legendre/Chebyshev polynomials. This physical representation was named the intermediate representation (IR). As illustrated in Fig. 1 , the IR has been applied to a stable analytical continuation of QMC data to real frequencies in conjunction with sparse modeling techniques in data science [16] , fast QMC sampling of the single-/two-particle Green's function [13] , and the analysis of the self-energy computed by DMFT calculations with exact-diagonalization techniques [17] . The use of the IR basis functions thus will open up new and interesting research applications in condensed matter physics. Figure 2 shows a typical example of the IR basis functions. The basis consists of a pair of two complete and orthogonal basis sets {u α l (x)}, {v α l (y)} (x, y correspond to imaginary time and real frequency as described later). They depend on the statistics α (fermions or bosons) and a dimensionless parameter Λ > 0 (the definition is given later). They involve Legendre polynomials as a special limit of Λ = 0. The IR basis functions share favorable mathematical properties (e.g., orthogonality) with classical orthogonal polynomials. Thus, the IR basis can be used in many applications. However, one practical problem remains to be solved as described below.
There exist many numerical libraries for evaluating classical orthogonal polynomials. The evaluation is immediate thanks to their recurrence relations. On the other hand, the IR basis functions are the solution of an integral equation whose analytical solution is not available for the moment. For applications ranging from QMC to diagrammatic calculations, the basis functions must be determined typically within a relative error of 10 −8 . Recently, some of the authors developed a method for computing a precise numerical solution of the integral equation [15] . To reach such precision, however, the algorithm must be implemented in arbitrary-precision arithmetic because the integral equation is ill-conditioned. This makes the computation very expensive and requires the use of a arbitrary-precision library such as GMP. Furthermore, a special care must be taken to avoid discretization errors in representing the rapidly oscillating basis functions (see Fig. 2 ).
Thus, there is still missing an easy-to-use and computationally cheap numerical library for evaluating the IR basis functions. Our irbasis library eliminates this bottleneck by providing a database of pre-computed precise numerical solutions and a simple and fast tool for interpolating basis functions. The library is implemented in C++ and Python with minimal dependencies on external libraries to ensure its portability. The interpolation is performed in double-precision arithmetic but with a controlled accuracy, being computationally inexpensive. These features will enable to use IR basis functions as easily as classical orthogonal polynomials in many practical applications without technical difficulties.
The remainder of this paper is organized as follows. In Section 2, we review the definition of IR basis functions and establish notations. We describe the structure of irbasis library in Section 3. The installation and basic usage are described in Sections 4 and 5, respectively.
Step-by-step examples in Section 6 provide an explanation of how to use the library for many-body calculations. Section 7 presents a summary.
Intermediate representation (IR) basis function

Definition
We briefly introduce the definition of the IR basis functions following the previous studies with a slight modification of notations. We start with the spectral (Lehmann) representation of the singleparticle Green's function G α (τ ) in the imaginarytime domain
where β is the inverse temperature and we assume = 1. The superscript α specifies statistics: α = F for fermion and α = B for boson. The spectral function is defined as
We assume that the spectrum ρ α (ω) is bounded in the interval [−ω max , ω max ], where ω max is a cutoff frequency. The kernel K α (τ, ω) reads
for 0 ≤ τ ≤ β. Here, the +(−) sign is for fermions and bosons, respectively. The extra ω's for boson in Eqs. (2) and (3) was introduced to avoid a singularity of the kernel at ω = 0.
For given ω max and β, the IR basis functions are defined through the decomposition
where 
The basis functions and singular values can be computed by solving the integral equation
The imaginary-time Green's function and the corresponding spectral function can be expanded as
where
The orthogonality of basis functions yields the inverse transform of Eqs. (6) and (7) as
Note that a constant term in G B (τ ) is not represented by the IR basis compactly, and thus should be treated separately (refer to Appendix D and Ref. [15] ).
A striking feature of this decomposition is the exponential decay of S α l . Although there is no available analytic proof, extensive numerical investigation in previous studies supports the exponential decay regardless of ω max and β [13, 15] . This guarantees that G α l decay fast no matter how fast ρ α l decay.
The Matsubara-frequency representation of the Green's function can be obtained by the Fourier transformations
with
where U l (iω n ) is the Fourier transformation of U (τ ). F is the Fourier transformation operator. Equation (1) can be reformulated as
The decomposition of K α (iω n , ω) reads
Dimensionless representation
In practical implementation, it is convenient to use the dimensionless form of IR basis function u α l (x) and v α l (y) proposed in Ref. [13] . The dimensionless form of the basis functions u 
in the intervals of x ∈ [−1, 1] and y ∈ [−1, 1]. The basis functions u α l (x) and v α l (y) are orthonormalized in these intervals, respectively. Here, the dimensionless form of the kernels is defined as
where Λ is a dimensionless parameter. We take u α l (1) > 0, which also fixes the sign of v
We should note that the dimensionless form of the basis functions depend on only one parameter, Λ. Comparing Eqs. (5) and (18) establishes the relations between the two representations
Solution of integral equation
One can solve the integral equation in Eq. (21) to an arbitrary precision using the procedure described in the previous study [15] . This is done by representing u α l (x) and v α l (y) as piece-wise polynomials and converting the original continuous problem to a discrete problem using the Galerkin method. We refer the interested reader to Ref. [15] for more technical details.
Structure of the library
The irbasis library consists of the following three files:
• irbasis.h5 : database file in HDF5 format The database has been created in the following procedure. First, we solved the integral equation (21) in arbitrary-precision arithmetic using a Python library, irlib, developed by some of the authors [18] . This implements the method proposed in the previous study [15] . Here, all the basis functions that satisfy s When using irbasis.hpp and irbasis.py, the basis functions are interpolated in double-precision arithmetic but with sufficient numerical accuracy. To be specific, we have confirmed that |∆u 
Installation
The latest version of the source code, samples and the database file can be downloaded from the public repository SpM-lab/irbasis in GitHub [20] . The Python library irbasis.py depends a few standard packages: numpy, h5py, future (future is used to support both Python 2 and Python 3). After putting irbasis.py and irbasis.h5 into the working directory, we can import irbasis from our Python project. It is noted that irbasis libraries are included in a public repository of software for the Python programming language (PyPI) [21] . Thus, if only the python library is needed, it can be easily installed by executing the following command (the $ sign designates a shell prompt):
$ pip install irbasis
On the other hand, to use irbasis.hpp, the HDF5 C library [19] is required. After installing it, we can use the irbasis library in our C++ project just by including irbasis.hpp. We note that the HDF5 C library must be linked to the executable at compile time. We also provide unit tests for confirming the functionality of the irbasis library. They can be run via CTest and CMake. More information on the usage is found on the official wiki page for irbasis [20].
Basic usage
To use the irbasis library, we first specify the dimensionless parameter Λ ≡ βω max and the statistics. In practical calculations, the inverse temperature β is usually given. Thus, Λ can be selected by setting the cutoff frequency ω max to a sufficiently large value such as the spectrum is bounded in [−ω max , ω max ]. After setting these parameters, the data is loaded into memory from irbasis.h5. The following pseudo code demonstrates the usage of the interface of irbasis.py and irbasis.hpp. You can load pre-computed data from a HDF5 file and evaluate basis functions. We include implementations in Python (api.py) and C++ (api.cpp) in the software package. Figure 2 shows the IR basis functions u α l (x) and v α l (y) for Λ = 1000 and α = F. This figure was plotted by running the Python script uv.py included in the software package. One can see that the basis functions are even/odd functions for even/odd l.
Step-by-step examples
This section provides step-by-step examples of how to perform typical operations in many-body calculations using the irbasis library. For the sake of simplicity, we show only pseudocode and plot typical data. Please refer to the sample Python/C++ codes included in the library. Hereafter, we omit the subscript α and consider only fermions (α=F) unless otherwise stated.
As a simple but practical example, we consider the two models defined by the spectral functions
respectively. We take β = 100.
How to compute G l
In this subsection, we explain how to compute the expansion coefficients of the Green's function G l . Since the actual procedure depends on what kind of data is available, we discuss typical different cases below.
Case 1: ρ(ω) is given.
The following pseudocode demonstrates how to compute ρ l from a given spectral function ρ(ω). What we have to do is just evaluating the integral in the right-hand side of Eq. (11) . If the spectrum consists of delta peaks, the integral can be performed analytically (see Appendix D). For a continuous spectral function, one can use an appropriate numerical integration method such as Gauss-Legendre quadrature. Once ρ l are computed, one can readily evaluate G l using Eq. (8) . Figure 3 shows the expansion coefficients ρ l and G l computed for the two models. (10) ) # " i n t e g r a t e " denotes n u m e r i c a l # i n t e g r a t i o n over omega . for l from 0 to b . dim () -1: rhol = integrate ( rho ( omega ) * V (l , omega ) ) Gl = -S ( l ) * rhol 6.1.2. Case 2: Computing G l from G(τ ) by numerical integration We now consider cases where ρ(ω) is unknown but G(τ ) is given. If G(τ ) can be evaluated at arbitrary τ either numerically or analytically, one can compute G l by evaluating the integral in Eq. (9) numerically. Any numerical integration scheme will suffice. In practice, one can evaluate the integral very accurately using composite Gauss-Legendre quadrature with a small number of nodes even for large Λ where U F l (τ ) oscillates rapidly. See Appendix C for more technical details of the composite Gauss-Legendre quadrature.
# T r a n s f o r m a t i o n from u_l ( x ) to U_l ( tau ) def U (l , tau ) : return sqrt (2/ beta ) * b . ulx (l ,2* tau / beta -1)
# Compute e x p a n s i o n c o e f f i c i e n t s G_l # from G ( tau ) G_l = integrate ( G ( tau ) * U (l , tau ) )
In general, ω max must be sufficiently large so that the spectrum function is bounded in [−ω max , ω max ]. If the exact spectrum width is unknown and only G(τ ) is given, one may have to verify whether this condition is met. Figure 5 shows G l obtained by numerical integration for ω max = 0.1, 1, 10 and the insulating model. For ω max = 0.1, G l decays much more slowly than the singular values with increasing l, which is an indication of the violation of the condition. When the spectrum function is well bounded (i.e., ω max ≥ 1), G l decays as fast as the singular values. As shown in the previous study [15] , the number of coefficients increases only logarithmically with respect to ω max .
Case 3:
Computing G l from G(τ ) by least squares fitting We now consider the cases where numerical values of G(τ ) are given on a predefined fine grid of τ . In such cases, one can compute G l by using linear least squares fitting techniques.
We assume that the values of G(τ ) are given on a discrete grid {τ n } (n = 1, 2, · · · , N fit ). Equation (6) can be written in the matrix form
Our task is now to compute the solution of this equation. This can be done by minimizing
with respect to g. Here, || · · · || denotes the Frobenius norm. This procedure is stable if N fit is sufficiently large so that the coefficient matrix U is well-conditioned. Let us demonstrate how the accuracy of the solution is improved as N fit is increased. In particular, we consider a uniform grid from τ = 0 to β. Figure 4 shows the results computed for the insulating model. It is clearly seen that the fit reproduces the exact results within numerical accuracy for N Fit = 50. Note that larger N Fit is required to reconstruct accurate G l as β increases (not shown).
Reconstructing G(τ ) and G(iω
Once G l are computed, one can evaluate G(τ ) and G(iω n ) at an arbitrary τ or ω n . It should be noted that the basis functions included in this library are given in dimensionless form. Thus, one have to use Eqs. (23)-(27) to convert the basis functions in dimensionless form to U F l (τ ) and U F (iω n ). The following pseudocode describes how to use the irbasis to perform this transformation. For simplicity, we take τ = β/2, n = 0, · · · , 4 in the pseudocode. reconstructed values with exact ones. Note that the analytic form of G(iω n ) is given by
where ω n = (2n+1)π/β. One can see perfect agreement for both of G(iω n ) and G(τ ).
Summary
The IR basis yields an extremely compact representation of the Matsubara Green's function. To obtain the IR basis, however, we need to solve an integral equation, which prevents the IR basis from coming into practical use in many applications. The library, irbasis, includes pre-computed high-precision numerical solutions. The database contains numerical solutions for typical values of the dimensional parameter Λ, which will be sufficient for most of practical applications. 
where f sk is a coefficient of this piece-wise polynomial. N s is a total number of points where f (x ∈ [0, 1]) = 0. The set {x 0 (= 0), x 1 , · · · , x Ns (= 1)} is ascending order and f (x) is equal to be 0 at each points. Here, N p is the degree of the piece-wise polynomial and W (x, a, b) is the window function defined as The file format of the database used in irbasis is HDF5. IR basis sets for different parameter sets are stored in different HDF5 groups. Each group must have the structure given in Table A.1.
Appendix B. Fourier transformation
Equation (27) is evaluated by means of numerical integration over x or a high-frequency expansion for low and high frequencies, respectively.
The high frequency expansion of u α nl is given as
where u (m),α l (x) is the m-th derivative function of u α l (x). The evaluation of these equations for high frequencies is efficient and stable as long as the expansion is well converged with respect to m.
At low frequencies, we evaluate Eq. (27) by means of numerical integration for each segment (domain) of the piece-wise polynomials as
where Ω α n = π(n + (1/2)δ α,F ), N s is the number of segments of the piece-wise polynomials for u α l (x). The end points of segments are denoted by x s (x s < x s+1 ). To simplify the equation, we also define
Each term is evaluated using either of the two different methods described below. For Ω α n (x s+1 − x s ) < cπ (c is a constant of O(1)), Equation (B.4) is evaluated precisely by means of numerical integration using a high-order Gauss Legendre quadrature formula. For Ω α n (x s+1 − x s ) > cπ, we use the following recursion relation
There are several useful relations between the matrix elements of u α nl :
Appendix C. Computing expansion coefficients using numerical integration
For given G(τ ), the expansion coefficients in terms of IR G l can be computed by means of numerical integration as Here, the integrand functions G(β(x + 1)/2)u F l (x) are rapidly oscillating functions around x = ±1. There integrals can be evaluated precisely by means of composite Gauss-Legendre quadrature as detailed below.
Let us first introduce Gauss-Legendre quadrature. An n-point Gauss-Legendre quadrature rule reads In the present case, the basis functions u In practice, this integral can be computed efficiently by a matrix multiplication as
where G and u are matrices of size (1, nN s ) and (nN s , N l ) defined as We consider the Green's function with a single pole at :
From Eq. (17), we obtain
for α = F and B, respectively. Comparing these two equations with Eq. (12), we obtain the expansion coefficients of the Green's function in terms of IR as
In the case of = 0 for bosons, the inverse transformation of G B (iω n ) = 1/iω n yields G B (τ ) = −1. Such constant terms in the τ domain are not represented compactly in the IR basis for bosons and should be treated separately. Please refer to Ref. [15] for a more detailed discussion.
