We propose a family of robust nonparametric estimators for regression function based on the kernel method. We establish the almost complete convergence rate of these estimators under the α-mixing assumption and on the concentration properties on small balls of the probability measure of the functional regressors. Some applications to physics real data have been made. These results are extensions to dependent data of the results given by Azzedine et al. (2008) .
Introduction
Let (X 1 , Y 1 ), . . . , (X n , Y n ) be n strongly mixing random variables, identically distributed as (X, Y ) which is a random pair valued in F × IR, where F is a semi-metric space, d denoting the semi-metric. Our purpose is to study the covariation between X i and Y i via the robust estimation of the regression function. Noting that, in nonparametric modeling, robust regression is a very important regression analysis tool because it is less sensitive to outliers in the data compared with the classical regression.
The robust method used to study the links between X i and Y i belongs to the class of M-estimates introduced by Huber (1964) . Specifically, for a given function ρ(·, ·) on IR with the unique minimizer at the origin with respect to (w.r.t.) the second component, define θ x such that it minimizes w.r.t. t
Γ(x, t) = IE[ρ(Y, t) | X = x],
that is θ x = arg min This definition covers and includes many important nonparametric models, for example, ρ(y, t) = (y − t) 2 yields the classical regression, ρ(y, t) = |y − t| leads to the conditional median function m(x) = med(Y | X = x), the αth conditional quantile is obtained by setting ρ(y, t) = |y−t|+(2α−1) (y−t) . We return to Stone (2005) for others examples of the function ρ. This model has received extensive attention in the literature when the data takes values in finite dimensional space. Among the lot of papers dealing with the robust nonparametric estimates of regression function in finite dimension, one can refer for example to key works of Robinson (1984) , Collomb and Härdle (1986) , Fraiman (1989, 1990) , Fan et al. (1994) for previous results and Laïb and Ould Saïd (2000) , Boente et al. (2009) for recent advances and references. Here we will focus on the case where the covariate X is of infinite dimension. In this case, natural estimator of θ x denoted by θ x , is θ x = arg min t∈IR Γ(x, t)
where
with K is a kernel function and h := h n (to simplify the notations) is a sequence of positive real numbers which goes to zero as n goes to infinity.
The study of statistical models adapted to infinite dimensional data has been the subject of several works in the recent statistical literature. We refer to Bosq (2000) , Silverman (2002, 2005) in the parametric model and to the monograph of Ferraty and Vieu (2006) in the nonparametric case. In the parametric robust case, Cardot et al. (2004) studied the linear model of regression on quantiles with the explanatory variable taking values in Hilbert space. They built a linear estimator by the regularization method and they established the L 2 -convergence rate of this estimator. Cadre (2001) studied the estimation of the L 1 -median of a Banach valued random variable as a robust functional model. In the nonparametric context, Azzedine et al. (2008) obtained, a rate of the almost complete convergence of the robust nonparametric regression estimation when the regressors is functional and the observations are independent. Crambes et al. (2008) stated the convergence in L q norm in both cases (i.i.d. and strong mixing). The asymptotic normality of this last model has been established by Attouch et al. (2010) , under the concentration properties on small balls of the probability measure of the underlying functional variable. Among the recent lot of papers concerning the modelization of variable taking values in infinite dimensional spaces, we only refer to the papers by Dabo-Niang and Rhomari (2009), Ferraty et al. (2010) and Ezzahrioui and Ould Saïd (2010) .
The principal aim of this paper is to generalize, to the dependant case, the results obtained by Azzedine et al. (2008) in the i.i.d. case. We discuss how this asymptotic results is required to obtaining the results stated by Crambes et al. (2008) or Attouch et al. (2010) . To illustrate the importance of this work in practice, we clarify how this asymptotic results can be applied to the functional time series prediction which provides natural prediction tool to outlier diagnostics. We note that, our study highlight the structural axes of this subject, namely the "dimensionality" and the correlation of the observations, the "dimensionality" and the robustness of the model. The paper is organized as follows: the next section is dedicated to fixing notations and hypotheses. We state our main result in Section 3. In Section 4 we emphasize the impact of our result. An application to time series prediction problem is given in Section 5. All proofs are given in the appendix.
Notations and hypotheses
We begin by recalling the definition of the strong mixing property. For this we introduce the following notations. Let A k i (Z) denote the σ-algebra generated by {Z j , i ≤ j ≤ k}. Definition 1. Let {Z i , i = 1, 2, . . .} be a strictly stationary sequence of random variables. Given a positive integer n, set
The sequence is said to be α-mixing (strong mixing) if the mixing coefficient
There exist many processes fulfilling the strong mixing property. We quote, here, the usual ARMA processes (with innovations satisfying some existing moment conditions) are geometrically strongly mixing, i.e., there exist ρ ∈ (0, 1) and C > 0 such that, for any n ≥ 1, α(n) ≤ Cρ n (see, e.g., Jones (1978) ). The threshold models, the EXPAR models (see, Ozaki (1979) ), the simple ARCH models (see Engle (1982) ), their GARCH extension (see Bollerslev (1986) ) and the bilinear Markovian models are geometrically strongly mixing under some general ergodicity conditions. For more details we refer the reader to the monographs of Bradley (2007) or Dedecker et al. (2007) .
In the remainder of the paper, we suppose that (X n , Y n ) n≥1 is strongly mixing whose coefficient α(n), x is a fixed point in F and when no confusion is possible, we will denote by C and C some strictly positive generic constants.
We need the following hypotheses which gathered here together to easy ref-
The function Γ is such that:
where N x is a fixed neighborhood of x.
the function Γ(·, t) is continuous at the point x.
(H3) ρ is a strictly convex function, continuously differentiable w.r.t. the second component, and its derivative, ψ(y, t) = ∂ρ (y,t) ∂t , such that
(H6) There exists η > 0, such that
where χ x (r) = max(φ 2 x (r), ϕ x (r)) and a > max(5/2,
Comments on the hypotheses. Hypothesis (H1) is checked for several continuous time processes (see for instance Bogachev (1999) for a Gaussian measure and Li and Shao (2001) for a general Gaussian process). More precisely, even if φ x (r) depends strongly on the center ball x, but this function can be asymptotically explicated for several well-known continuous time processes. Indeed, in many examples of continuous time processes, the function φ x (r) can be written approximatively as the product of two independent functions g(x) and φ(r). For instance, it is shown in Corollary 4.7.8 in Bogachev (1999, page 186) , that the expression of the Onsager-Machlup function of the couple (x, z), for the Gaussian measures on a semi-normed space (F, · ), is given by:
where · H is the Hilbert norm on the Cameron-Martin space of F associated to a Gaussian measure, denoted by H, and π(·) is the orthogonal projection onto the orthogonal complement of the set {a ∈ H, such that a = 0}. So, in this case, the small ball probability function φ x (r) can be written as
It is well known that, the latter can be quantified for several continuous time processes such as a Gaussian processes, Diffusion processes where the function φ(r) has the following general form
Condition (H2) is a regularity condition that characterize the functional space of our model and are needed to evaluate the bias term in our asymptotic properties. Conditions (H3) on the score function is a quite lower than that considered in Crambes et al. (2008) or Attouch et al. (2010) where ψ is assumed to be continuously differentiable. Our robustification condition is verified for the usual functions (Huber, Hample, Tuckey, . . . ) which gives more flexibility in the practical choice. Moreover, unlike to Azzedine et al. (2008) or Attouch et al. (2010) , here the score function ψ(·) is not necessarily bounded, which permits to consider the nonparametric regression studied by Ferraty and Vieu (2006) as a particular case of our study. Hypothesis (H4) is a standard condition in nonparametric analysis under mixing condition. (H5) is technical condition whereas (H6) is needed to deal with the covariance terms.
Results
Our main first result is given in the following theorem which deals with pointwise almost complete (a.co.) 1 convergence. Theorem 1. Assume that (H1), ((H2) (i), (ii)) and (H3)-(H6) are satisfied , then θ x exists and is unique a.s. for all sufficiently large n. Furthermore, if Γ (x, θ x ) = 0 we have
If we replace ((H2) (ii)) by ((H2) (ii)'), we get the following corollary
Corollary 1. Assume that (H1), ((H2) (i), (ii)') and (H3)-(H6) are satisfied then θ x exists and is unique a.s. for all sufficiently large n. Furthermore, we have
Remark 1. We point out that if the (X i , Y i ) are independent, we obtain the same convergence rate given by Azzedine et al. (2008) and we give, also the same convergence result of Ferraty and Vieu (2006) 
Discussions • On the robust analysis in functional time series
In practice, it is rarely that we have an independent identically distributed observations and of functional nature. The functional time series presents the more realistic situation. Thus it is really necessaries to study the asymptotic behavior of our approach when the usual independence condition on the statistical sample is relaxed. From a practical point of view, as in all conditional nonparametric functional modeling, our approach can be used 
The prediction aims is to evaluate a real characteristic denoted Y given X N . The definition (1.1) shows that the random variable θ X N , defined by (1.2), is the best approximation of this characteristic with respect to the loss function ρ, where (1.2) is given by using the N − 1 pairs of r.v.
..,N −1 with G is the function which describes this characteristic. This alternative approach to the regression analysis provides natural outlier diagnostics. Recall that, in time series data, the outliers observations behave in several ways (see, Martin (1979) ), such as the innovation or additive outliers. In particular, for functional time series, the cutting method used previously to construct the functional variables can generates several outliers types and the main step of each functional robust time series analysis, is to precise the kind of time series outliers, in order to give the robust model adapted to this outliers. For example, it is shown Norbret and Rudolf (1987) that the M-estimator is no very appropriate in the presence of additive outliers but it is efficiency robust if the given time series is contaminated by innovation outliers.
• On the almost complete convergence in robust nonparametric functional statistic
In our context nonparametric robust model, the kind of the stochastic convergence such the probability, the almost sure or the almost completely are essential to proof the existence of the estimator θ x for n large enough (see the proof of Lemma 4). As the almost complete convergence is stronger one, this can be interpreted in practice that this convergence mode gives a large existence domain of the estimator θ x compared with the other consistency modes.
It is well known, that for a theoretical point of view, the almost complete convergence is not comparable to the convergence in L q -norm studied by Crambes et al. (2008) or the asymptotic normality given by Attouch et al. (2010) . Thus, we can say that the asymptotic result of the present work is new in the robust nonparametric statistics for functional time series. We point out that, our result is a basic tool to obtain the results of Crambes et al. (2008) and Attouch et al. (2010) . Indeed, the expression of the convergence rate in L q -norm of Crambes et al. (2008) is based on the distribution convergence of the estimate (see, hypothesis (13) in Crambes et al. (2008) ). The latter has been studied by Attouch et al. (2010) which in itself is based on the probability convergence (or the almost complete convergence) of the estimator of θ x to θ x (see, the proof of Lemma 5 of Attouch et al. (2010) ). In addition, a several hypotheses considered by Crambes et al. (2008) are automatically satisfied if the estimate θ x converge almost completely to θ x (see, for instance, Assumptions (15) and (17)- (19)). In conclusion, we can say that our asymptotic result is not a simple bibliography complement of the previous results in robust nonparametric statistics for functional time series but, it is an available asymptotic result for the existence of the estimator and for obtaining others asymptotic results.
A real data application
The purpose of this section is to apply the described method to some physics real data. More precisely, our main aim is to predict the monthly sunspot number of the years 2005 and 2006 by using the robust conditional location model defined as the robust regression with ψ(·, ·) = ϕ(
is a robust measure of conditional scale and med x is the conditional median of Y given X = x. Note that, the sunspots can be used to predict the space weather, the state of the ionosphere and can help predict conditions of radio short-wave propagation or satellite communications. The data come from the Solar Influences Data Analysis Center web site "http://www.sidc.be" and it concerns the monthly sunspot number from January, 1749 up to December 2006.
According to the notation of the previous section, Z t designs the monthly sunspot number (Fig. 1) knowing in 3096 months. We cut this time series in 258 years. These yearly curves can be viewed as a sample of 258 dependent functional curves which is given in Fig. 2 .
Using the depth measures test adapted by Febrero et al. (2007) in the functional case, we observe that our data is infected by the presence of some outliers, see Fig. 3 .
It is well known that in this case where the data contains some outliers, the robust regression show better behavior than that of the classical regression (see Attouch et al. (2010) , for some comparison examples). We point out that there is not the purpose of this study. Noting that, there are several statistical techniques to clean the effect of the problem of the presence of outliers. For example, we can use the logarithmic transformation or a logarithmic difference transformation. However, to illustrate the main feature of our approach (not sensitive to outliers or heteroscedasticity problems), we predict the monthly sunspot number one year given the curve of the preceding year by using the initial data without transformation. In order to do that, we consider the robust conditional location functional model associated to ϕ(t)
function respects the fundamental constraints of the robustness properties of the M-estimators, namely, bounded and increasing. The first propriety is important in order to reduce the influence of large errors, while the second is important for the unicity of the estimator.
In is the sunspot number of jth months in the (i + 1)th year and we repeat our estimation procedure for all j = 1, . . . , 12. We simulate by a quadratic kernel defined by:
and we choose the optimal bandwidth h by the cross-validation method. Another important point for insuring a good behavior of the method, is to use a semi-metric that is well adapted to the kind of data we have to deal with. Here, we use the semi-metric based on the m first eigenfunctions of the empirical covariance operator associated to the m greatest eigenvalues (see Ferraty and Vieu (2006) ). Table 1 gives, for each monthly predicted values j (j = 1, . . . , 12), the optimal m retained to build the semi-metric by the cross-validation method.
In order to examine the performance of our approach in the prediction problem we estimate Y j k knowing X k (k = 256, 257) by
where X k * is the nearest curve to X k in the training sample. The results are given in the Fig. 4 where we draw two curves corresponding to the observed values (solid curve) and the predicted values (dashed curve). Clearly, Fig. 4 shows the good behavior of our functional forecasting procedure. This is illustrated by mean absolute error (2.985648) which is equal 5.6% total mean of the data which is 52.60019. 
Appendix: Auxiliary results and proofs
For the proofs of the theorem and Corollary 1, we use the fact that ρ is a strictly convex function and continuously differentiable w.r.t. the second component, then ψ is strictly monotone and continuous w.r.t. the second component. We give the proof for the case of a increasing ψ(Y, ·), decreasing case being obtained by considering −ψ(Y, ·) . Therefore, we can write, under this consideration, for all > 0
and
Hence, for all > 0, we have
So, it suffices to show that
Moreover, under ((H2) (i)), we get that
where ξ n is between θ x and θ x . As long as we could be able to check that
we would have
Therefore, all what is left to do, is to study the convergence rate of
To do that, we write
and we consider the following decomposition
Thus, the theorem and Corollary 1 are a consequence of the following intermediates results, where their proofs are given at the end. (H1) and (H4)-(H6) , we have,
Lemma 1. Under Hypotheses
Corollary 2. Under Hypotheses of Lemma 1, we have,
Lemma 2. Under Hypotheses (H1), ((H2) (i), (ii)), (H5) and (H6), we have, sup
If we replace ((H2) (ii)) by ((H2) (ii)'), we have
Lemma 3. Under Hypotheses (H1) and (H3)-(H6), we have,
Lemma 4. Under Assumptions (H1), ((H2) (i), (ii)') and (H3)-(H6), θ x exists and unique a.s. for all sufficiently large n and there exists ζ 1 > 0 such that
Remark 2. The proof of the first part of this last Lemma is similar to the Proposition 1 in Attouch et al. (2010) , while the second part is a direct consequence of the regularity assumption ((H2) (i)) on Γ(x, ·).
Then, it can be seen that
So, we apply the Fuck-Nagaev exponential inequality (Rio (2000) p. 87) to get for all > 0 and ε > 0, we have
Next, we evaluate the asymptotic behavior of S 2 * n . For this we use the technique of Masry (1986) . We define the sets
where m n → ∞, as n → ∞. Let J 1,n and J 2,n be the sum of covariance over S 1 and S 2 respectively. Then
Because of (H1), (H5) and (H6) we can write
Concerning the summation over S 2 , we use Davydov-Rio's inequality (Rio (2000) , p. 87) for mixing processes. This leads, for all i = j, to
The choice m n = (χ x (h)) −1/a , motivated by the over bound given by (H6), permits to get
Concerning the variance term, we deduce from (H1) that
Finally, as a > 2 x) ] and = C(log n) 2 . It follows that
Next, using the left side of (H6) we obtain
So, it exists some real ν > 0 such that
By means of (A.6), we show that
= C exp − /2 log 1 + λ 2 log n because of = C(log n) 2 , we get
Thus, for λ large enough:
Now, Lemma 1 can be easily deduced from (A.7) and (A.8).
Proof of Corollary 2. Observe that
It is obvious that the previous Lemma allows us to get
] which gives the result.
Proof of Lemma 2. The equiprobability of the couples (X i , Y i ) and (H5) implies
Under ((H2) (ii)), we get, for all t
By ((H2) (ii)') we obtain that, for all t
Proof of Lemma 3. Using the compactness of [θ x − δ, θ x + δ], we can write
with l n = n −1/2 and d n = O(n 1/2 ). We consider the intervals extremities grid
Now, from (H4) we have, for any
So, we deduce from (A.9)-(A.12) that sup t∈ [θx−δ,θx+δ] 
Under (H6) we have
As ψ is not necessarily bounded, we employ a truncation method by introducing the following quantity
where ψ * (·, t) = ψ(·, t)1I (ψ(·,t)<γn) with γ n = n a/p . Now, clearly we have
and the claimed result is a consequence of the three intermediates results
We begin by proving (A.16): For this, we have, for all z ∈ G n
Now, we apply Holder inequality, for α = p 2 with β such that
Finally, we use the fact that a > p, to conclude (A.16). Let us derive (A.17): For that, we use the Markov's inequality to show that ∀z ∈ G n , ∀ > 0
In particular, for = 0 ( χ 1/2
x (h) log n nφ 2 x (h)
) and thanks to a > 5/2, we have We now proceed to prove (A.18): Denotes, for any z ∈ G n ,
Therefore, for all > 0
Analogously to Lemma 1, we must calculate the asymptotic behavior of the following quantity
To do that, we split the sum into two sets defined by S 1 = {(i, j) such that 1 ≤ i − j ≤ u n } and S 2 = {(i, j) such that u n + 1 ≤ i − j ≤ n − 1}.
We note by J 1,n and J 2,n be the sum of covariance over S 1 and S 2 respectively. On S 1 , we have, under (H4)
Because of (H1), (H5) and (H6) we have On the other hand, under (H3), we have
Because of (H6), we get 
