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Abstract. In the paper we prove an explicit formula for the central values of certain Rankin
L-functions. These L-functions are L-functions of Hilbert newforms over a totally real field F,
twisted by unitary Hecke characters of a totally imaginary quadratic extension of F. The formula
generalizes our former result on L-functions twisted by finite characters. It also eliminates the
restriction on ramifications of Popa’s paper.
1. Introduction
In this paper we will prove an explicit formula for central values of certain Rankin L-functions.
The setting is as follows. Let f be a Hilbert newform over a totally real field F with trivial
central character and has weight (2k1, 2k2, · · · , 2kd). Suppose the level of f is N . Let χ be a
unitary character on A×K/K
×A×F of conductor c(χ). Here K is a totally imaginary quadratic
extension of F , A×F and A
×
K are the idele groups of F and K respectively. Let π and πχ be
the automorphic representations of GL2(AF ) associated to f and χ respectively, then we use
1
2L(s, π × πχ) to denote the Rankin-Selberg convolution of L(s, π) and L(s, πχ). The L-function
L(s, π × πχ) has a functional equation of the form L(s, π × πχ) = ǫ(s, π × πχ)L(1− s, π × πχ).
Assumption. We assume that 2, N and dK/F (the absolute relative discriminant of K/F ) are
co-prime to each other.
Under this assumption the sign ǫ(1/2, πf × πχ) is given by (−1)|Σ|, and Σ is the following set
of places of F
Σ = Σ1 ∪ {v|N such that ωv(N) = −1},
where Σ1 is a set of archimedean places determined by weights of χ and f (see the following
paragraph), ω is the quadratic character of F×\A× associated to K/F . In this paper we will find
an explicit formula for L(1/2, π × πχ) when the sign of the functional equation is +1, namely
when |Σ| is even.
To determine Σ1 we assume that the character χ has the infinity type
χ∞ =
∑
τ∈Φ
rττ +
∑
ρτ
rρτρτ,(1.0.1)
where Φ is a fixed CM type of K, ρ is the complex conjugation. Since χ is unitary we have and
assume −rτ = rρτ > 0. Let rv = rρτ if v is the infinite place of F under τ , then Σ1 is the set of
v’s such that rv < kv. The rest subset of infinite places of F is denoted by Σ2.
If |Σ| is even there is a unique (up-to isomorphism) quaternion algebra B over F such that B is
ramified exactly over Σ. The CM field K can be embedded in B and the embedding will be fixed
from now on. It is well-known that there is exactly one irreducible automorphic representation
πB of B×(A)/A×, such that πB and π are related by Jacquet-Langlands correspondence.
We now state a short version of our main theorem. For the complete statement and notations
see Theorem 2 in Section 4.
Theorem 1. The central value of L(s, π × πχ) is given by
L(1/2, π × πχ) = C · (ϕ
∗, ϕ∗)
(ϕB , ϕB)
·
∣∣∣∣∣
∫
K×A×
F
\A×
K
ϕB(t)χ(t)−1dt
∣∣∣∣∣
2
,
where C is an explicitly determined positive constant, ϕ∗ is a certain automorphic form in the
representation space of π, and ϕB is a certain automorphic form in the representation space of
πB.
Our paper is devoted to the proof of this theorem. When χ is a finite character we have
obtained such a formula in [11] by using a geometric argument following [12] (initiated by Gross
[2]). In [4], whose approach will be taken in our paper, a similar formula over real quadartic fields
is proved under the assumption that N is squarefree and χ is unramified. The goal of our paper
is to obtain a similar result over CM fields and remove the restriction on conductors.
We would like to thank Shouwu Zhang for his encouragement and help.
31.1. Notations. We use F to denote either a totally real number field or a non-archimedean
local field, depending on the context. When F is a non-archimedean local field, we write ̟, O,
and U to denote its fixed uniformizer, ring of integers and group of units respectively. The letter
K denotes either a totally imaginary quadratic extension of F when F is a number field, or a
quadratic extension (split or not) of F when F is a local field. If S is an algebraic object defined
over F , for instance if S is a vector field or an algebraic group over F , then we use SA to denote
its adelic points over the adele ring A = AF . The space of Schwartz functions on a topological
space V is denoted by S(V ). For a subset A of V its characteristic function is denoted by 1A.
The notation U0(1) represents the standard maximal compact subgroup GL2(OˆF ) of GL2(A),
while U0(N) denotes the matrices in U0(1) with lower left entries divisible by N . Similar notations
hold in local situation. We denote by Z, B and N the center, the standard Borel and unipotent
subgroup of GL2 respectively. The notion n(x) denotes a unipotent matrix with x in the upper
right. Sometimes we also denote GL2 by G. We let T1 be the diagonal subgroup of GL2 with
lower right entry equal to 1, and let t(a) be the matrix in T1 with a in the upper left.
We fix an additive character ψ of A/F by the formula ψ(a) = ψQ(trF/Q(a)), here ψQ is the
standard additive character of AQ and trF/Q denote the trace map from A/F to AQ/Q. Therefore
the conductor δ of ψ is the relative discriminant of F/Q. Locally we also fix an unramified
additive character ψ0 of Fv. The character ψ
0 and ψv (the restriction of ψ on Fv) are related by
the identity ψ(x) = ψ0(δvx), where δv is the discriminant of Fv over Qv.
We will use N and tr (with or without the subscript V ) to denote the reduced norm and
trace of elements in a quadratic or quaternion algebra V/F . We use ωV to denote the quadratic
character associated to a quadratic space V and use ω especially to denote the quadratic character
of the quadratic extension K/F . Finally we use c(π) (or c(ω)) to denote the conductor of the
representation π (or the character ω).
2. Preliminaries
In this section we will first recall some facts on Weil representations of SL2 and theta kernels.
Then we will construct some special local Schwartz functions associated to these representations.
2.1. Weil representations and theta kernels. First let F be a local field of characteristic 0.
Let ψ be a fixed nontrivial additive character of F . Let V be a 2n-dimensional space over F with
a non-degenerate quadratic form q. Let GO(V ) be the group of similitudes of the quadratic space
V defined by
GO(V ) = {σ ∈ GLF (V ) : q(σv) = ν(σ)q(v)with ν(σ) ∈ F× for v ∈ V },
where ν is called the similitude factor. We write
R(GO(V ), GL2) = {(h, g) ∈ GO(V )×GL2 : ν(h) = det(g)}.
4Note that R(GO(V ), GL2) is isomorphic to the semidirect product GO(V )⋉ SL2 by the map
(h, g) 7→
(
h,
(
1 0
0 det(g)−1
)
· g
)
.
Since dim(V ) is even, one can construct a Weil representation rq defines a representation of
SL2(F ) on the space S(V ) of Bruhat-Schwartz functions on V by the following rule
rq
((
1 a
0 1
))
f(x) = ψ(aq(x))f(x),
rq
((
a 0
0 a−1
))
f(x) = |a|nωV (a)f(ax),
rq
((
0 1
−1 0
))
f(x) = γfˆ(x),
here γ is an eighth root of unity, ωV is the quadratic character of F
× associated to the quadratic
space V . The measure on V is taken to be self-dual with respect to the Fourier transform
fˆ(x) =
∫
V f(y)ψ(q(x, y))dy, where q(x, y) = q(x+ y)− q(x)− q(y).
If r′ = rλ is the Weil represnetation attached to (V, λq) then
ω′ = ω, γ′ = ω(λ)γ, dx′ = |λ|dx.
If r′q is the Weil representation attached to (V, q) but with respect to ψ
′(x) = ψ(δx), then
(2.1.1) r′(g) = r(t(δ)gt(δ)−1).
The representation rq can be extended to a representation rq of R(GO(V ), GL2) on the same
space S(V ) by letting
rq(h, g)f(x) = L(h)rq(g1)f(x),
where g1 =
(
1 0
0 det(g)−1
)
· g ∈ SL2(F ) and L(h)f(x) = |ν(h)|−nf(h−1x).
In this paper we only consider two types of V . The first type is V = K for a quadratic algebraK
over F (split or not), equipped with a quadratic form q(x) = ΛNK for certain Λ ∈ F . The group
K× is a subgroup of index 2 of GO(V ) whose action on K = V is given by multiplication. The
similitude factor is given by ν(t) =NK(t). The whole group GO(V ) is the semi-direct product of
K× and the involution group of K/F . The other type is (V, q) = (B,NB), where B is a quaternion
algebra over F . The similitude group GO(V ) is the semi-direct product of its connected identity
component GSO(V ) and the standard involution of B. Also, one has GSO(V ) = B× × B×/F×
through the map (g1, g2) 7→ g1bg−12 for b ∈ B. Under this identification the similitude factor on
GSO(B) is given by NB(g1g
−1
2 ).
Now suppose F is totally real number field. Let (V, q) be an anisotropic quadratic space of
dimension 2n over F . A similar global construction as the above gives the Weil representation of
the group R(GO(VA), GL2(A)) for a fixed addtive character ψ of A/F .
5The theta kernel on R(GO(VA), GL2(A)) is defined by
(2.1.2) θ(h, g;φ) =
∑
x∈VF
rq(h, g)φ(x)
for any φ ∈ S(VA).
There are three global quadratic spaces to be considered. The first one is (K,NK) for the CM
field K, and it corresponds to the construction of theta series associated to χ, see Section 4.1.
Anothe one is (K,ΛNK) and corresponds to the construction of an Eisenstein series (Section 4.1).
The third one is (B,NB) for the quaternion algebra B over F and corresponds to the theta lift
between GSO(B) and GL2 (Section 4.3).
2.2. Special vectors. For later applications we need to find some special vectors φ in the space
S(VA) for various quadratic spaces V . We choose and fix a global embedding K → B such that
B = K +Kj, where j is an element in B with j2 = −Λ ∈ OF and jι = −j (ι is an involution of
B with respect to the fixed embedding of K). As quadratic spaces over F one has an orthogonal
decomposition (B,NB) = (K,NK)⊕ (K,ΛNK).
Let K = F +Fi, where iι = −i and i2 = nK . So the quaternion algebra B has a decomposition
B = F ⊕Fi⊕ Fj ⊕ Fk, where i2 = nK , j2 = −Λ, and ij = −ji = k. By the assumption we have
ǫ(Bv) = (nK ,−Λ)v, where (·, ·)v is the local Hilbert symbol of K at v.
Lemma 2.2.1. Let c = Max(v(c(π)), v(c(πχ)) = Max(v(N), v(D)) with D = c(χ)
2c(ω), then we
can choose j ∈ B such that Λ = N(j) falls in one of the following five cases for m ∈ Z+:
(1) c = 0, with v inert in K, then v(Λ) = 2m;
(2) c = 0, with v split in K, then v(Λ) = m;
(3a) c = 2t+ 1, with v inert in K, then v(Λ) = 1;
(3b) c = 2t ≥ 2, with v inert in K, then v(Λ) = 0;
(4) c ≥ 1, v is split in K, then v(Λ) = m = 0, 1;
(5) c = 1, v is ramified in K, then v(Λ) = 0.
Proof. We first show that one can remove all the even positive prime powers in Λ at places where c
is nonzero. Let p be a prime such that p2t|Λ for a maximal t ≥ 1. By Chebotarev density theorem
one can find an odd prime q (which is coprime to every ramified place) such that pq−1 = xOF
with x ∈ F . If we let j′ = j/xt and Λ′ = −(j′)2, then the new Λ′ has the power less than 2 at the
prime p. Obviously K +Kj′ equals B.
If K/F is inert at a place v (or equivalently, at a prime p), then ǫ(Bv) = (nK ,Λ)v = (−1)v(Λ).
But by our construction we have (−1)c = ǫ(Bv), so v(Λ) and c have the same parity.So we have
got the first 4 cases.
Now we assume that c = 1 and Kv/Fv is ramified. By the above argument we may also assume
v(Λ) = 0, 1. By Chebotarev we find a good prime Q of K and an x ∈ K such that xOK = QP−1,
where P is the prime ideal of K which divides p (the prime of v). If we take j′ = x−1j and
Λ′ = −j′2 = −NK(x−1)j2, then B = K +Kj′ and v(Λ′) = 0. 
6Note that the case v(N) 6= 0 corresponds to Cases 3 and 4, and the case v(c(χ)) 6= 0 corresponds
to Cases 3b and 4.
The theta series and Eisenstein series to be studied later on depend on the choice of φ ∈ S(VA).
There are three cases. The first one is the theta lift from GSO(K)\GSO(AK) to G(F )\G(A).
The second one occurs in the definition of the Eisenstein series f(s, g;φ). The third one is the
theta lift from G(F )\G(A) to GSO(B)\GSO(BA) (see Section 4).
Nonarchimedean case. Now we construct special Schwartz functions at a finite place v
according to the above three cases. Let K = Kv and F = Fv.
N1. Let V = K be the fixed quadratic extension of F = Fv equipped with NK/F as the
quadratic form. If v 6 |c(χ) then we take φ1(x) = 1OK (x), if v|c(χ) then we take φ1(x) = χ(x)1O×
K
.
N2. We let φ2 ∈ S(K) be the characteristic function 1L of a lattice L constructed as follows
(according to the five cases discussed in Lemma 2.2.1):
(1): L = ̟−mOK ,
(2): L = O ⊕̟−mO,
(3a) and (3b): L = ̟tOK ,
(4): L = O ⊕̟c−mO, where v(Λ) = m for m = 0, 1
(5): L = OK , where v(Λ) = 0.
Actually in Case 2, if we take ̟K = (1,̟) be a uniformizer of K = F ⊕F then L = ̟−mOK ,
so Case 2 and Case 1 can be treated together. The remark also applies to Case 4, which can be
treated similarly as Case 3.
Let R = OK + Lj, a simple calculation shows the following.
Lemma 2.2.2. The lattice R is an (Eichler) order of reduced discriminant ̟c in B.
N3. Let V = B be a quaternion algebra with its norm NB as the quadratic form. Under the
orthogonal decomposition B = K+Kj we take φ(x1+x2j) = φ1(x1)φ2(x2), where φ1 and φ2 are
constructed in N1 and N2 respectively. So the function φ is given by
φ(x) =
1R if v 6 |c(χ),χ(x1)1R× if v|c(χ) and x = x1 + x2j.
The last line is valid at v|c(χ) as we can write Lj = OKj′ such that j′2 is a unit multiple of c(χ)2.
In the seond case we also denote φ by χ, which is a character on R×.
If K/F is ramified we let R˜ denote the following maximal order of M2(Fv)
R˜ = {a+ bj : a, b ∈ δ−1K/F such that a− bu ∈ OKv},(2.2.1)
where δ is the different of K/F , and u ∈ UK is such that j2 = NKu. Here such an u exists
because (nK , j
2)v = (nK ,−Λ)v = 1, i.e, j2 is a norm in K. We write φ′ = 1R˜.
7Now back to the global setting. Let ψ be a fixed additive character of A/F of conductor δ. We
form a compact subgroup of B×Af
R̂× =
∏
v 6|c(ω)
R×v
∏
v|c(ω)
R˜×v ,
and define a character χ (by abuse of language) on R̂× by χ(k) =
∏
v|c(χ) χv(kv), where Rv, R˜v
and χv are defined as above. For x =
∏
v 6|∞ xv ∈ BAf , we define
φ′f (x) =
∏
v 6|c(ω)
φv(xv) ·
∏
v|c(ω)
φ′v(xv).
Now we determine the level structure of φ′f in the Weil representation rB attached to (B,NB).
Proposition 2.2.3 (Level structure). For κ ∈ t(δ)−1U0(Nc(χ)2)t(δ) and k1, k2 ∈ R̂× such that
detκ = NB(k1k
−1
2 )
rB((k1, k2), κ)φ
′
f = χ(k
−1
1 k2)φ
′
f ,
where (k1, k2) is regarded as an element in GSO(BAf ) = A
×
f \B×Af ×B
×
Af
.
Proof. As rB((k1, k2), κ)φ
′(x) = rB(κ1)φ
′(k−11 xk2) and φ
′(k−11 xk2) = χ(k
−1
1 k2)φ
′, we are reduced
to check
(2.2.2) rB(κ)φ
′ = φ′,
for any κ ∈ t(δ)−1U0(Nc(χ)2)t(δ) ∩ SL2(Af ). It suffices to check (2.2.2) locally. At a finite place
v, by (2.1.1) we may assume ψv is unramified and check (2.2.2) for generators of U0(Nc(χ)
2).
If v(Nc(χ)2) = 0, then φv (or φ
′
v) is the characteristic function for a maximal Ov-order of Bv
and the check of (2.2.2) is simple (or see [10]).
We assume now v(Nc(χ)2) = c > 0.
Lemma 2.2.4. Let rλ as usual be the Weil representation associated to (Kv, λN). Assume Kv/Fv
is unramified (split or not). If φv = 1̟c−M
Kv
OKv
and v(λ) = M , then rλ(κ)φv = φv for any
κ ∈ U0(̟c) ∩ SL2(Fv).
If φv = χ(x)1O×
K
for v(c(χ)) 6= 0, then r1(κ)φv = φv for any κ ∈ U0(c(χ)2) ∩ SL2(Fv).
Proof. The subscript v will be suppressed during the proof. The group U0(̟
c) ∩ SL2(F ) is
generated by matrices of the type
l(a) =
(
a 0
0 a−1
)
, n(b) =
(
1 b
0 1
)
, m(u̟c) =
(
1 0
u̟c 0
)
,
where a, u ∈ O×, b ∈ O. It is clear that rλ(l(a))φ = φ and rλ(n(b))φ = φ. For m(u̟c) we note
that
m(u̟c) = −wn(−u̟c)w, for w =
(
0 1
−1 0
)
.
8Now rλ(w)φ = γφˆ, here φˆ is the Fourier transform with respect to the self-dual measure dx. So
φˆ = const · 1̟−M̟−c+M
K
, where ̟K is the conjugate of ̟K over F . It is easy to see rλ(n(−u̟c))
fixes φˆ, hence (γ = 1 in our case)
rλ(m(u̟
c))φ(x) = rλ(w)φˆ(x) = φ(−x) = φ(x)
by the Fourier inversion formula.
See [4] Proposition 2.5.1 for the proof of the second statement. 
Consider the following decomposition of rB via (Bv,NBv ) = (Kv,NKv)⊕ (Kv ,ΛNKv)
rBv (κ)φ(x1 + x2j) = r1(κ)φ1,v(x1)rΛ(κ)φ2,v(x2),
for κ ∈ U0(̟c)∩SL2(Fv). The proof of Proposition 2.2.3 is completed by applying the lemma to
both r1(κ) and rΛ(κ). 
Archimedean case. Assume that we have fixed the global decomposition of B = K + Kj
induced by the chosen embedding of K into B, such that NB(j) = Λ. At an archimedean place
v there are two cases about the sign of Λ. If kv > rv, Bv is definite, then Λv has to be positive;
if kv ≤ rv, Bv is split and Λv is negative. If we let jv =
(
0
√
Λv
−√Λv 0
)
then we have the
identification H ∼= Kv ⊕Kvjv by(
u v
−v¯ u¯
)
7→
(
u 0
0 u¯
)
+
(
v/
√
Λv 0
0 v¯/
√
Λv
)
jv.
If Bv ∼=M2(R), and jv =
(
0
√|Λv|√|Λv| 0
)
, the identification becomes
(
u v
v¯ u¯
)
7→
(
u 0
0 u¯
)
+
(
v/
√
|Λv| 0
0 v¯/
√
|Λv|
)
jv.
In the following we will construct φ’s on the spaces in the left side of the above identifications. In
other words, we will construct Schwartz functions on the quadratic spaces C with the standard
norm N (or −N, see Case A2), or H and M2(R) with the standard reduced norms. See Remark
2.2.1 for the general case.
Now let the additive character ψ be defined by ψv(x) = e
2πix.
A1. Let V = C be the quadratic space equipped with q(z) = x2 + y2 over Fv = R, where
z = xiy ∈ V . Suppose the character χ(z) is given by z¯
r
zr
, where r is a non-negative integer. Let
us define φ1(z) = 2z¯
2re−2π|z|
2 ∈ S(C, χ), where S(C, χ) represents the χ-isotypic subspace of the
whole Schwartz space. Let X+ =
(
0 1
0 0
)
and X− =
(
0 0
1 0
)
be two vectors in the Lie algebra
sl2 of SL2(R). In order to check the weights of φ’s in the Weil representation we need to check
the action of X+ −X− on these vectors.
9The effects of these two vectors on S(C) are well-known (see [10]):
r(X+)φ = 2πi(z · z¯)φ,
r(X−)φ = − 1
2πi
(
∂
∂z
· ∂
∂z¯
)φ.
It is easy to check that
r(X+ −X−)φ1 = i(2r + 1)φ1,
therefore φ1(z) = 2z¯
2re−2π|z|
2
or the corresponding theta lift has weight 2r + 1.
A2. For the Eisenstein series, there are two cases. The first case is when the quadratic space is
C with the standard norm q. Then we take φ2(z) = pl(4π|z|2)e−2π|z|2 ∈ S(C, 1), where l = k−r−1
(when k > r) and pl(t) is the Laguerre polynomial of degree l:
pl(t) =
l∑
j=0
(
l
j
)
(−t)j
j!
.
Using the formulas for X+ and X− we can see that:
r(X+ −X−)φ2 = i(2l + 1)φ2.
This is because pl satisfies the differential equation:
p′′l (t)t+ (1− t)p′l(t) + lpl = 0.
Therefore the weight of the corresponding Eisenstein series is 2l + 1 = 2(k − r) − 1. Laguerre
polynomials have very nice orthogonal properties:∫ ∞
0
pl(t)pm(t)e
−tdt = δlm,(2.2.3)
where δlm = 1 or 0 depending on l = m or not.
The other case is when the quadratic space is (C,−q). We let φ2(z) = pl(4π|z|2)e−2π|z|2 , where
l = r − k (r ≥ k). Now the formulas for r(X+) and r(X−) on S(C) become:
r(X+)φ = −2πi(z · z¯)φ,
r(X−)φ =
1
2πi
(
∂
∂z
· ∂
∂z¯
)φ.
It is easy to check that φ2 has weight 2(k − r)− 1 = 2k − 2r − 1.
Remark 2.2.1. In Case A2 (and Case A3 below) we have used the standard quadratic form on
C, i.e, we have used j2 = ±1. To get the corresponding φ2 for quadratic form Λq(z) = Λ|z|2 we
only need to take φ2(z) = pl(4π|Λ||z|2)e−2uπ|Λ||z|2. It is not hard to see that all the statements
remain true because the map z 7→ z/
√
|Λ| gives an isomorphism between (C, q) and (C,Λq).
10
A3. First we let V = H, which is viewed as C⊕ Cj. Then we have on S(H):
r(X+)φ = 2πi(xx¯+ yy¯)φ,
and
r(X−)φ = − 1
2πi
(
∂
∂x
· ∂
∂x¯
+
∂
∂y
· ∂
∂y¯
)φ.
Here x and y are variables on the two copies of C respectively. Let φ(z) = φ1(x)φ2(y) ∈ S(H),
then φ and thus the corresponding theta lift has weight 2r + 2l + 2 = 2k (which comes from a
similar computation as in case A1 or A2).
Now we let V = M2(R), the real matrix algebra of order 2. It is also viewed as V = C + Cj.
On S(M2(R)) we have:
r(X+)φ = 2πi(xx¯− yy¯)φ,
and
r(X−)(φ) = − 1
2πi
(
∂
∂x
· ∂
∂x¯
− ∂
∂y
· ∂
∂y¯
)φ.
Let φ still be the product of φ1 and φ2, then the corresponding theta lift has weight 2r− 2l = 2k.
Proposition 2.2.5 (Archimedean weight structure). For κ = eiα ∈ SL2(R), k1 = eiα1 , k2 =
eiα2 ∈ K×v ⊂ B×R we have
rB((k1, k2), κ, φ) = e
2ri(α1−α2)e2kiαφ.
Proof. It is clear from the above discussions. 
3. Rankin-Selberg convolution
We will study the Rankin-Selberg convolution integral which involves certain Eisenstein series
arising from a Weil representation. Here the Weil representation is associated to the quadratic
space (K,ΛN) and a fixed additive character ψ. Let δ be the conductor of ψ, i.e., ψ(x) = ψ0(δx)
for an unramified additive character ψ0 of A (but not of A/F ). Let t(δ) =
(
δ 0
0 1
)
. As before
the quadratic character associated to K/F is denoted by ω. For g ∈ G(A), s ∈ C, φ ∈ S(VA) we
define a function
f(s, g;φ) = (rΛ(g1)φ)(0)|aδ(g)|2s−1|det(g)|−1/2ω−1(det(g)),(3.0.4)
where aδ(g) = |a/b|1/2 if g =
(
a x
0 b
)
k′ for k′ in the twisted maximal compact subgroup
U ′ = t(δ)−1Ut(δ) of G(A), where U is the standard maximal compact subgroup (as one has
a twisted Iwasawa decomposition G(A) = ANU ′). The function f(s, g;φ) belongs to the induced
representation B(| |s/2, ω−1| |−s/2). The related Eisenstein series is given by
E(s, g;φ) =
∑
γ∈B(F )∩SL2\SL2(F )
f(s, γg;φ) =
∑
γ∈B(F )\G(F )
f(s, γg;φ).
This series converges for ℜ(s)≫ 0 and has an analytic continuation to the whole s-plane.
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If a(g) denotes the function with respect to the standard U , then we have the following
(3.0.5) aδ(g) = a(t(δ
−1)gt(δ)).
3.1. Non-archimedean case. Let F = Fv be a nonarchimedean field. We first consider an
unramified additive character ψ0 of F . Let π be an irreducible (infinite) representation of G(F ) =
GL2(F ) of central character ωπ. For every W in the Whittaker model W(π, ψ0) of π we define
its Mellin transform by
Ψ(s,W ) =
∫
F×
W
((
t 0
0 1
))
|t|s−1/2d×t.
A Whittaker function W 0π ∈ W(π, ψ0) is called a Whittaker newform if it takes value 1 at the
unit matrix and is right invariant under U1(c(π)), where c(π) denotes the conductor of π. By
results of Casselman [1] and Zhang [12] it is known that the Whittaker newform exists uniquely
and satisfies
Ψ(s,W 0π ) = L(s, π).
The Whittaker newform W 0π has a functional equation. Let g0 =
(
0 1
−c(π) 0
)
and let W 0π˜ be
the Whittaker newform of the contragredient π˜, then (see [12])
(3.1.1) W 0π (gg0) =W
0
π˜ (g)ωπ(det g)ǫ(π, ψ
0),
where ǫ(π, ψ0) = ǫ(1/2, π, ψ0) is the local ǫ-factor of π with respect to ψ0.
Now we assume π1 = πv, π2 = πχ,v and let W
0
i be the Whittaker newform of πi for i = 1, 2.
Let (K,ΛNK) be a quadratic space (splitting or not) over F .
For φ2 ∈ S(K) we define
f0(s, g;φ2) = r
0
Λ(g1)φ2(0)|a(g)|2s−1 |det(g)|−1/2ω(det(g)),
where a(g) = |a/b|1/2 if g =
(
a x
0 b
)
k with k in the standard maximal subgroup U0(1). The
modified Rankin-Selberg convolution of W 01 and W
0
2 given by
(3.1.2) W+(s,W 01 ,W
0
2 , φ2) =
∫
Z(F )N(F )\G(F )+
W 01 (ǫg)W
0
2 (g)f
0(s, g;φ2)dg,
where G(F )+ = {g ∈ GL2(F ) : det g ∈ N(K)}. Here the measure of Z(F )N(F )\G(F )+ is taken
to be
(3.1.3) dg = |t|−1d×tdk
under the decomposition G(F )+ = Z(F )N(F )T1(F )U0(1)
+, where d×t is the measure on T1(F ) =
F× such that µ(NK(UK)) = 1, and dk on U0(1)
+ = U0(1) ∩G+ is such that µ(U0(1)+) = 1.
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Proposition 3.1.1. Let c = Max(v(c(π1)), v(c(π2))). Let W
0
1 ∈ W(π1, ψ0) and W 02 ∈ W(π2, ψ0)
be the Whittaker newforms of π1 and π2 respectively, then
L(s, π1 × π2) =
L(2s, ω)Ψ+(s,W 01 ,W 02 , φ2) in cases (1) and (2),L(1,ω)
µ(U0(̟c)+)
Ψ+(s,W 01 ,W
0
2 , φ2) in cases (3), (4), (5).
where ω as usual denotes the quadratic character of F associated to K/F , and the five cases are
divided according to Lemma 2.2.1.
Proof. Most of the claims are already proved in [4] (for squarefree N). We will supply a simpler
proof for some cases. The method, which is first used in [12], can also treat non-squarefree N .
Cases 1, 2 and 5 can be proved using Corollary 3.1.4 Cases 1,2 and 5 respectively. Since the
proof is the same as the one used in Cases A1, A1’ and A3 of [4], so is omitted.
Case 3a occurs when c = v(c(π1)) = 2t+1 and v(Λ) = 1. AsW
0
1 has the minimum level U1(̟
c)
and π1 has conductor ̟
c, so ∑
γ∈U1(̟c−1)/U1(̟c)
W 01 (gγ) = 0.
Then
(3.1.4)
∫
W 01 (ǫg)W (g)dg =
1
|U1(̟c−1)/U1(̟c)|
∑
γ∈U1(̟c−1)/U1(̟c)
∫
W 01 (ǫg)W (gγ
−1)dg = 0
for any function W invariant under U1(̟
c−1).
By Lemma 3.1.5 f0(s, k;φ2) is the sum of (1 + |̟|)1U0(̟c) and a function which is invariant
under U0(̟
c−1), so
Ψ+(s,W 01 ,W
0
2 , φ2) =(1 + |̟|)
∫
T+1 (F )×U0(1)
W 01 (−tk)W 02 (tk)1U0(̟c)|t|s−1dkdt
=
µ(U0(̟
c))
L(1, ω)
∫
T
(
1F )
W 01 (−t)W 02 (t)|t|s−1dt
=
µ(U0(̟
c))
L(1, ω)
L(s, π1 × π2),
where the last equality is a well-known fact. Since U0(̟
c) = U0(̟
c)+ the proof of case 3a is
complete.
Case 3b occurs when either v(c(π1)) = c = 2t or v(c(π2)) = c = 2t. This case can be treated in
the same way as case 3a.
Case 4 shows up when v(c(π2)) = c. As L(1, ω)
−1 = (1− |̟|) the above argument for Case 3a
moves parallelly to this case (also using Lemma 3.1.5 for Case 4). 
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Lemma 3.1.2. If K/F is a quadratic field extension of different πCKOK , and α ∈ F×, then
∫
πt
K
OK
ψ0(αyy¯)dy =

|π|ftµ(OK) if v(α) ≥ −ft,
0 if −ft > v(α) > −C − ft,
γ|α|−1ω(α)−1 if v(α) ≤ −C − ft,
here f is the residue degree of K/F .
If K = F ⊕ F is split, then∫
πsO×πtO
ψ0(αxy)dxdy =
|π|s+t if v(α) ≥ −s− t,|α|−1 if v(α) ≤ −s− t.
Proof. This is Lemma 2.5.2 in [4]. 
Lemma 3.1.3. Let k =
(
a b
c d
)
∈ U0(1) and v(Λ) =M . If K/F is inert and φ2 = 1̟ℓ
K
OK
, then
f0(s, k;φ2) =
1 if k ∈ U0(̟M+2ℓ),|Λc−1̟2ℓ|ω(Λc−1) otherwise.
If K = F ⊕ F and φ2 = 1O×̟ℓO, then
f0(s, k;φ2) =
1 if k ∈ U0(̟M+ℓ),|Λc−1̟ℓ| otherwise.
If K/F is ramified of ramification index 1 and φ2 = 1̟−M
K
OK
, then
f0(s, k;φ2) =
ω(d) if k ∈ U0(̟),γµ(OK)|̟−MΛc−1|ω(−Λc−1) otherwise.
Proof. The claims can be proved through direct computations using explicit formulae in Section
2.1, Lemma 3.1.2 and the Bruhat decomposition
G = B
∐
B
(
0 1
−1 0
)
N.
More precisely, if c 6= 0 and a 6= 0 we have(
a b
c d
)
= −
(
c−1 a
0 c
)(
0 1
−1 0
)(
1 ba−1 + c−1a−1
0 1
)
,
while if c 6= 0 and a = 0 we have(
0 b
c d
)
=
(
0 1
−1 0
)(
−c −d
0 b
)
.
The detail is omitted. 
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Corollary 3.1.4. According to the five cases of Proposition 3.1.1:
(1): φ2 = 1̟−mOK , then f
0(s, k;φ2) = 1;
(2): φ2 = 1O × 1̟−mO, then f0(s, k;φ2) = 1;
(3): φ2 = 1̟tOK , then
f0(s, k;φ2) =
1 if k ∈ U0(̟c),|Λc−1|ω(Λc−1) otherwise;
(4): φ2 = 1O × 1̟c−mO for m = 0, 1, then
f0(s, k;φ2) =
1 if k ∈ U0(̟c),|Λc−1| otherwise;
(5): φ2 = 1OK , then
f0(s, k, φ2) =
ω(d) if k ∈ U0(̟),γµ(OK)|Λ|ω(−Λc−1) otherwise.
here the norm | · | is the norm in F , and in case (5) we have assumed the residue characteristic
of F is odd.
Therefore, f0(s, g;φ2) is right invariant under U0(̟
c) in the first 4 cases and is right invariant
under U0(̟
c)+ in Case 5.
Lemma 3.1.5. Let k ∈ U0(1). In Case 3, one has
f0(s, k;ϕ2) = (1 + |̟|)1U0(̟2t) − |̟|(1 + |̟|)1U0(̟2t−1) + f(s, k; |̟|21̟t−1OK ).
In Case 4, one has
f0(s, k;φ2) = (1− |̟|)1U0(̟c) + |̟|f0(s, k; 1O×̟c−m−1O).
Proof. For Case 3 by Lemma 3.1.3
f0(s, k, 1̟t−1OK − |̟|−21̟tOK ) = (|̟|ω(̟)− |̟|2)1U0(̟2t−1) − (1− |̟|ω(̟))1U0(̟2t),
hence the conclusion.
For Case 4 Lemma 3.1.3 again implies
f0(s, k;φ2 − |̟|1O×̟c−m−1) = (1− |̟|)1U0(̟c),
from which the result follows. 
When v divides c(χ)2 = c(π2), or equivalently in Cases 3b and 4, we need a stronger result
similar to Proposition 2.5.1 in [12].
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Proposition 3.1.6. Assume 0 ≤ j ≤ 2t− 1 = 2c(π2)− 1, then
Ψ+
(
s, ρ
(
̟−j 0
0 1
)
W 01 ,W
0
2 ;φ2
)
= |̟|j(s−1/2)αj µ(U0(̟
c)
L(1, ω)
L(s, π1 × π2),
where αj is defined by
L(s, π2) =
∞∑
j=0
αj |̟|js = 1.
Proof. As π2 has conductor ̟
2t, ∑
γ∈U1(̟2t−1)/U1(̟2t)
ρ(γ)W 02 = 0.
If j < 2t, then ρ(t(̟−j))W 01 is invariant under U1(̟
2t−1). By Lemma 3.1.5 f0(s, k;φ2) is the
sum of L(1, ω)−11U0(̟c) and a function which is invariant under U0(̟
c−1). So, by (3.1.4) one has
Ψ+(s, ρ(t(̟−j)W 01 ,W
0
2 , φ2) =
µ(U0(̟
c))
L(1, ω)
∫
T+1
W 01 (t(−a̟−j))W 02 (t(a))|a|s−1da×
= |̟|(s−1/2)j µ(U0(̟
c))
L(1, ω)
αj
∫
T+1
W 01 (t(−a))W 02 (t(a̟j))|a|s−1da×
= |̟|j(s−1/2)αj µ(U0(̟
c))
L(1, ω)
L(s, π1 × π2),
where we have used the fact that W 02 (t(a̟
j)) = |̟|j/2αjW 02 (t(a)) for any integral a. 
We assume now j = 2t = c. This time it is hard to prove a similar result above, but one can
still obtain the information on the convolution at s = 1/2, which is sufficient for later applications.
First, the functional equations (3.1.8) for W 01 and W
0
2 imply that (as π1 = π˜1, ωπ1 = 1 and ω is
unramified)
W 01 (gt(̟
−2t)) = ǫ(π1, ψ
0)W 01
(
gt(̟−2t)
(
0 1
−1 0
))
= ǫ(π1, ψ
0)W 01
(
g
(
0 1
−̟2t 0
))
,
W 02
(
g
(
0 1
−̟2t 0
))
= ǫ(π2, ψ
0)W˜ 02 (g)ω(det g) = ǫ(π2, ψ
0)W 02 (g),
where W˜ 02 is the Whittaker newform for π˜2. Write g0 =
(
0 1
−̟2t 0
)
and C = ǫ(π1, ψ
0)ǫ(π2, ψ
0),
then
Ψ+(s, ρ(t(̟−2t)W 01 ,W
0
2 , φ2)(3.1.5)
=ǫ(π1, ψ
0)Ψ+
(
s, ρ(g0)W
0
1 ,W
0
2 , φ2
)
=C
∫
Z(F )N(F )\G(F )+
W 01 (ǫg)W
0
2 (g)f
0(s, gg0;φ2)dg.
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Lemma 3.1.7. Let h ∈ K such that N(h) = det g0 = ̟2t and define
(3.1.6) φ′2 = r
0
Λ(h, g0)φ2,
then
f0(1/2, g;φ′2) = f
0 (1/2, gg0;φ2) ,(3.1.7)
and f0(s, g;φ′2) is right invariant under U0(1).
Proof. The identity (3.1.7) is easily verified through a simple calculation. To ease the computation
we take h = ̟t in Case 3b and take h = (̟2t, 1) in Case 4. By definition
r0Λ (h, g0)φ2(x) = L(h)r
0
Λ(w)φ2(x).
In Case 3b, φ2 = 1̟tOK , since v(Λ) = 0 and K/F is unramified, we get
r0Λ(w)φ2 = 1̟−tO.
Hence r0Λ (h, g0)φ2 = L(h)1̟−tO = |̟t|1O.
In Case 4, K = F ⊕ F , φ2 = 1O×̟2t−mO and v(Λ) = m, so
r0Λ(w)φ2 = |Λ|1̟−2tO×̟−mO.
Therefore, r0Λ (h, g0)φ2 = L(h)1̟−2tO×̟−mO = |Λ|1O×̟−mO.
The claim now follows from Corollary 3.1.4 and Lemma 3.1.4. 
Proposition 3.1.8. We have
Ψ+(s,W 01 ,W
0
2 , φ
′
2) = 0,
Proof. As both W 01 and f
0(s, g;φ′) are invariant under U0(1), thus the claim is clear by (3.1.4)
and (3.1.5). 
We now assume that ψ is a general additive character given by ψ(x) = ψ0(δx). Let rΛ be the
Weil representation associated to (K,ΛN) with respect to ψ. It is related to r0Λ for g1 ∈ SL2(F )
through
(3.1.8) rΛ(g1) = r
0
Λ
(
t(δ)g1t(δ)
−1
)
.
Let W1(g) = W
0
1 (t(δ)gt(δ
−1)) and W2(g) = W
0
2 (t(δ)gt(δ
−1)), so they are in W(π1, ψ) and
W(π2, ψ) respectively. The modified Rankin-Selberg convolution between W1 and W2 is given by
(3.1.9) W+(s,W1,W2, φ2) =
∫
Z(F )N(F )\G+(F )
W1(ǫg)W2(g)f(s, g;φ2)dg,
where f(s, g;φ2) = rΛ(g1)φ2(0)|aδ(g)|2s−1|det(g)|−1/2ω(det(g)). Here, the measure dg on Z(F )N(F )\G+(F )
is induced by that of (3.1.3) through the automorphism g → t(δ−1)gt(δ), and it is easy to see
they are the same.
By (3.0.5) and (3.1.8)
(3.1.10) f(s, t(δ)−1gt(δ);φ2) = f
0(s, g;φ2).
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Proposition 3.1.9. Let Wi(g) =W
0
i (t(δ)gt(δ
−1)) for i = 1, 2. For ℜ(s)≫ 0
(3.1.11) Ψ+(s,W1,W2, φ2) = Ψ
+(s,W 01 ,W
0
2 , φ2).
For 1 ≤ j < 2t = 2v(c(χ))
(3.1.12) Ψ+
(
s, ρ(t(̟−j))W1,W2, φ2
)
= 0.
Proof. Let g′ = t(δ)gt(δ−1), then
Ψ+(s,W1,W2, φ2)
=
∫
Z(F )N(F )\G+(F )
W1(ǫt(δ
−1)g′t(δ))W2(t(δ
−1)g′t(δ))f(s, t(δ−1)g′t(δ);φ2)dg
′
=
∫
Z(F )N(F )\G+(F )
W 01 (ǫg
′)W 02 (g
′)f0(s, g′;φ2)dg
′,
which is exactly the right hand side of (3.1.11).
The proof of (3.1.12) is similar and uses Proposition 3.1.6. 
Proposition 3.1.10. For j = 2v(c(χ)) > 0 and C = ǫ(π1, ψ
0)ǫ(π2, ψ
0)
(3.1.13)
Ψ+
(
s, ρ(t(̟−j))W1,W2, φ2
)
= C
∫
Z(F )N(F )\G(F )+
W1(ǫg)W2(g)f(s, gt(δ
−1)g0t(δ);φ2)dg,
and for φ′2 in (3.1.6)
(3.1.14) f(1/2, gt(δ−1)g0t(δ);φ2) = f(1/2, g;φ
′
2).
Moreover,
(3.1.15) Ψ+(s,W1,W2, φ
′
2) = 0.
Proof. Let g′ = t(δ)gt(δ−1). The left side of (3.1.13) becomes∫
Z(F )N(F )\G(F )+
W1(ǫgt(̟
−j))W2(g)f(s, g;φ2)dg
=
∫
Z(F )N(F )\G(F )+
W 01 (ǫg
′t(̟−j))W 02 (g
′)f0(s, g′;φ2)dg
′
=C
∫
Z(F )N(F )\G(F )+
W 01 (ǫg
′)W 02 (g
′)f0(s, g′g0;φ2)dg
′,
where in the last step we have used (3.1.5). The right side of (3.1.13) becomes
C
∫
Z(F )N(F )\G(F )+
W1(ǫg)W2(g)f(s, gt(δ
−1)g0t(δ);φ2)dg
=C
∫
Z(F )N(F )\G(F )+
W 01 (ǫg
′)W 02 (g
′)f(s, t(δ−1)g′g0t(δ);φ2)dg
′
=C
∫
Z(F )N(F )\G(F )+
W 01 (ǫg
′)W 02 (g
′)f0(s, g′g0;φ2)dg
′.
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By (3.1.7)
f(1/2, gt(δ−1)g0t(δ);φ2) = f
0(1/2, t(δ)gt(δ−1)g0t(δ)t(δ
−1);φ2)
= f0(1/2, t(δ)gt(δ−1);φ′2).
The proof of (3.1.15) is the same as that of (3.1.11). 
Over a finite place v|c(χ) we now pick a special vector in W(π1, ψ). The space W(π1, ψ) is
equipped with an inner product, denoted by ( , ). Let W1 ∈ W(π1, ψ) be the Whittaker function
defined in Proposition 3.1.9. By newform theory (see Lemma 3.1.11 below for a proof in our twisted
situation), the subspace of vectors in W(π1, ψ) which are invariant under t(δ−1)U1(c(χ)2)t(δ) is
generated by ρ(t(̟−j))W1 for j = 0, · · · , 2v(χ).
We define W ∗1 to be a vector invariant under t(δ
−1)U1(c(χ)
2)t(δ), such that
1. (W ∗1 ,W1 −W ∗1 ) = 0,
2.
(
W ∗1 , ρ
(
̟−j 0
0 1
)
W1
)
= 0 for 0 < j ≤ v(c).
Such a vector is called a local quasi-newform in [12]. Note thatW ∗1 is unique and does not depend
on the choice of inner product.
Lemma 3.1.11. We have W ∗1 (1) = 1.
Proof. Let W˜ ∗1 = W
∗
1 (t(δ)
−1gt(δ)), so W˜ ∗1 ∈ W(π1, ψ0) and is invariant under U1(c(χ)2). By
newform theory ([1] [12]) W˜ ∗1 is of the form
W˜ ∗1 =
2t∑
j=0
cjρ(t(̟
−j))W 01 .
Conjugating back by t(δ)
W ∗1 =
2t∑
j=0
cjρ(t(̟
−j))W1.
So
W ∗1 (1) =
2t∑
j=0
cjW
0
1 (t(̟
−j)) = c0,
and
(W ∗1 ,W
∗
1 ) = (W
∗
1 , c0W1 +
∑
j 6=0
cjρ(t(̟
−j))W1)) = c¯0(W
∗
1 ,W1),
therefore W ∗1 (1) = c0 = 1. 
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3.2. Archimedean case. Assume now that F = R and let ψ be the standard additive character
of F defined by ψ(x) = e2πix. We write π1 = πv and π2 = πχ,v.
The representation π1 is a discrete series of weight 2k = 2kv and π2 is a discrete series of weight
2r + 1 = 2rv + 1. Let π be a discrete series of lowest weight k, then W
0 ∈ W(π, ψ) is called a
standard Whittaker function of weight k if its weight is k, W 0(t(a)) = 0 for a < 0 and∫
R
W 0(t(a))|a|s−1/2d×a = L(s, π).
Such a Whittaker function satisfies
W 0(t(a)) =
2ak/2e−2πa if a > 0,0 if a < 0.
Similarly, we say W 0 is a standard Whittaker function of weight −k if its weight is −k, and
W 0(t(a)) =
2|a|k/2e2πa if a < 0,0 if a > 0.
The definition of L(s, π) will be recalled during the proof of the following proposition.
Locally at v (we drop v occasionally in the rest of this section):
f(s, g;φ2) = rΛ(g1)φ2(0)|a(g)|2s−1|det(g)|−1/2ω(det(g)),
where φ2 is defined in Remark 2.2.1. Note that φ2(0) = 1, so f(s, 1, φ2) = 1. In the following we
take l = k− r−1 if k > r and l = r−k if r ≥ k. As in Section 1 we write Σ1 for the set of infinite
v with kv > rv and Σ2 for the set of v with rv ≥ kv > 0.
Lemma 3.2.1 (Barnes’ Lemma). Assume f1, f2 are smooth functions on R+, such that∫
R+
f1(a)|a|s−1/2d×a = G1(s+ r1)G1(s + r2)
∫
R+
f2(a)|a|s−1/2d×a = G1(s+ t1)G1(s+ t2),
then ∫
R+
f1(a)f2(a)|a|s−1d×a =
∏2
i,j=1G1(s+ ri + tj)
G1(2s + r1 + r2 + t1 + t2)
.
Proposition 3.2.2. Let W1 be the standard Whittaker function of weight −2k in π1 and let W2
be the standard Whittaker function of weight 2r in π2. Then
L(s, π1 × π2) =
2s+k+r+1/2G2(s+ k − r − 1/2) ·Ψ+(s,W1,W2, φ2), if v ∈ Σ1,2s+k+r+1/2G2(s+ r − k + 1/2) ·Ψ+(s,W1,W2, φ2), if v ∈ Σ2.
Here the measure is taken such that the total measure of SO2(R) is 1.
20
Proof. By the Iwasawa decomposition and invariance of the triple product under SO2(R) from
the weight computation
Ψ+(s) =Ψ+(s,W1,W2, φ2) =
∫
Z(R)N(R)\G(R)+
W1(ǫg)W2(g)f(s, g;φ2)dg
=
∫
R+
W1
((
a 0
0 1
))
W2
((
a 0
0 1
))
|a|s−1f(s, 1, φ2)d×a.
Recall that
G1(s) = π
−s/2Γ(s/2), G2(s) = 2(2π)
−sΓ(s).
If v is in Σ1, i.e. k > r, then the local L-factors are given by
L(s, π1) = G2(s+ k − 1
2
), L(s, π2) = G2(s+ r),
and
L(s, π1 × π2) = G2(s+ k + r − 1/2) ·G2(s+ k − r − 1/2)
Now we let r1 = k − 1/2, r2 = k + 1/2, t1 = r, t2 = r + 1 and apply the Barnes’ formula:
Ψ(s) =
G1(s+ k + r − 1/2)G1(s+ k + r + 1/2)G1(s+ k + r + 1/2)G1(s+ k + r + 3/2)
G1(2s + 2k + 2r + 1)
.
So the difference between Ψ and the Rankin-Selberg convolution is given by
L(s, π1 × π2) = Ψ(s) · G2(s+ k − r − 1/2)G1(2s + 2k + 2r + 1)
G2(s+ k + r + 1/2)
= 2s+k+r+1/2G2(s+ k − r − 1/2) ·Ψ(s),
where we have used the formula
G1(2s) = 2
s−1G2(s) = 2
s−1G1(s)G1(s+ 1).
The case when v ∈ Σ2 can be treated exactly in the same way. 
3.3. Global case. Let π1 = π =
∏
v πv and π2 = πχ =
∏
v πχ,v. We take the measure on G(A)
+
to be the product of the local ones used in previous sections, and define
W =
∏
v
W1,v, W
∗ =
∏
v 6|c(χ)
W1v
∏
v∈c(χ)
W ∗1,v, Wχ =
∏
v
W2,v,
where these local Whittaker functions are given in Sections 3.1 and 3.2. The corresponding
automorphic forms on G(A) are constructed as follows
ϕ(g) =
∑
ξ∈F×
W
((
ξ 0
0 1
)
g
)
,(3.3.1)
ϕ∗(g) =
∑
ξ∈F×
W ∗
((
ξ 0
0 1
)
g
)
,(3.3.2)
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ϕχ(g) = Cχ(g) +
∑
ξ∈F×
Wχ
((
ξ 0
0 1
)
g
)
,(3.3.3)
where Cχ(g) is the (possibly zero) constant term of ϕχ. For a nonempty set T of places dividing
c(χ) we let gT0 =
∏
v∈T g0,v, where g0,v =
(
0 1
−c(χv)2 0
)
. We also write
φ2 =
∏
v
φ2,v, φ
′
2,T =
∏
v 6∈T
φ2,v
∏
v∈T
φ′2,v,
where φ2,v ∈ S(Kv) is given in Propositions 3.1.1 and 3.2.2, and φ′2,v is defined in Lemma 3.1.7.
The Eisenstein series associated to φ2 is defined by
E(s, g;φ2) =
∑
γ∈B(F )\G(F )
f(s, γg;φ2),(3.3.4)
and the Eisenstein series attached to φ′2 is given by
E(s, g;φ′2,T ) =
∑
γ∈B(F )\G(F )
f(s, γg;φ′2,T ),(3.3.5)
where f(s, g;φ) = rΛ(g1)φ(0)|aδ(g)|2s−1|det g|−1/2ω(det g) for any φ ∈ S(KA). Both Eisenstein
series have analytic continuation over the whole s-plane. By (3.1.14) and analytic continuation
(3.3.6) E(1/2, gt(δ−1)gT0 t(δ);φ2) = E(1/2, g;φ
′
2,T ).
Lemma 3.3.1. Let a|c(χ)2 = c(πχ) be a non-unit integral idele and let ϕa = ρ(t(a−1))ϕ, then
(3.3.7)
∫
Z(A)G(F )+\G(A)+
ϕa(g)ϕχ(g)E(1/2, g;φ2)dg = 0.
Proof. We write Wa = ρ(t(a
−1))W . If v(a) < c(πχ) for all v, then∫
Z(A)G(F )+\G(A)+
ϕa(g)ϕχ(g)E(s, g;φ2)dg
=
∫
Z(A)N(A)\G(A)+
Wa(ǫg)Wχ(g)f(s, g;φ2)dg = 0.
If v(a) = v(c(πχ)) for v ∈ T , then by Proposition 3.1.9∫
Z(A)G(F )+\G(A)+
ϕa(g)ϕχ(g)E(1/2, g;φ2)dg =
∫
Z(A)N(A)\G(A)+
ϕa(g)ϕχ(g)E(1/2, g;φ
′
2,T )dg,
which is zero by (3.1.15) through analytic continuation. 
We say ψ ∈ π is holomorphic (or anti-holomorphic) if its Whittaker function
Wψ(g) =
∫
F\A
ψ
((
1 x
0 1
)
g
)
dx
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satisfies
Wψ
((
a∞af 0
0 1
))
= ψ̂(af )W∞(t(a∞)) (or ψ̂(af )W∞(t(a∞))),
where ψ̂ is a function of finite ideles af , W∞ =
∏
v|∞Wv (or W∞) is the standard holomorphic
(or anti-holomorphic) Whittaker function of weight (2k1, · · · , 2kd) (or (−2k1, · · · ,−2kd)) defined
in Section 3.2. The number ψ̂(af ) is called the af -th Fourier coefficient of ψ.
Proposition 3.3.2. For any anti-holomorphic form ψ ∈ π of level t(δ−1)U0(Nc(χ)2)t(δ)
(ψ,ϕ∗) = ψ̂(1)(ϕ∗, ϕ∗).
Proof. By newform theory such a ψ has the form
ψ = c0ϕ+
∑
a|c(χ)2
caϕa,
where a is a nontrivial class modulo local units. AsWa(1) = 0 for nontrivial a, so ψ̂(1) = c0ϕ̂(1) =
c0, and
(ψ,ϕ∗) = (ψ̂(1)ϕ +
∑
a|c(χ)2
caϕa, ϕ
∗) = ψ̂(1)(ϕ∗, ϕ∗).
Here we have used the facts that (ϕ∗, ϕa) = 0 for non-unit a|c(πχ), and (ϕ∗, ϕ∗) = (ϕ∗, ϕ) (from
the local definition). 
Proposition 3.3.3. Let us retain the above notations, then
L(1/2, π × πχ) = M · Lf (1, ω)2
|S|
µ(ND)+
∫
Z(A)G(F )+\G(A)+
ϕ∗(g)ϕχ(g)E(1/2, g;φ2)dg,(3.3.8)
where Lf (1, ω) denotes the finite part of the L-function, D = c(χ)
2c(ω), µ(ND)+ = µ(U0(ND)
+),
S is the set of finite places dividing c(ω), and M is given by
M =
∏
v|∞
2kv+rv+1
∏
v∈Σ1
G2(kv − rv)
∏
v∈Σ2
G2(1 + rv − kv).(3.3.9)
Proof. By Lemma 3.1.11 and newform theory we know that ϕ∗ = ϕ +
∑
a|c(χ)2 caϕa, where the
sum is over non-unit integral a modulo the local units. Now (3.3.8) follows from Proposition 3.1.9,
Proposition 3.2.2 and Lemma 3.3.1. 
4. Theta correspondence and main formula
In this section we first realize the terms ϕχ and E(1/2, g;φ2) in (3.3.3) as theta lifts. Then
we apply a seesaw duality to express the the central value as a double torus integral. At last we
use the Shimizu correspondence to determine the integrand explicitly. The main central value
formula is therefore obtained.
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4.1. Theta series and Eisenstein series. Let K as before be the quadratic CM extension of
F . Let φ1 =
∏
v φ1,v ∈ S(KA), where φ1,v are defined in Section 2.2. The theta lift of χ from
GSO(KA) to G(A)
+ is defined by
θ(g, χ;φ1) =
∫
SO(K)\SO(AK)
θ(th, g;φ1)χ(th)dt,(4.1.1)
where h is any element of GSO(AK) = A
×
K such that NK(h) = det(g), and θ(h, g;φ1) is the theta
kernel defined in (2.1.2) attached to (K,NK). We normalize the measure on SO(AK) = A
1
K such
that K1v ∩ UKv is of measure 1 for any finite place v, and K1v = SO(2) is of measure 1 for any
archimedean v. The total measure of SO(K)\SO(AK) is 2Lf (1, ω) (Waldspurger [9] Section 1.5).
Proposition 4.1.1. Let φ2 ∈ S(Kv) be a Schwartz function in S(Kv) defined by
φ1,v(z) =

1OKv (z) if v is finite and χv is unramified,
χv(z)1O×
Kv
(z) if χv is ramified,
2z¯2re−2π(|z|
2) if v is archimedean.
(1) Let U0(D)
+
v = U0(D) ∩ G(Fv)+ and let δv be the conductor of ψ at a finite place v. For
k′ ∈ t(δv)−1U0(D)+v t(δv) and g ∈ G(A)+ we have
θ(χ, gk′;φ1) = θ(χ, g;φ1)
if v is unramified in K, and
θ(χ, gk′;φ1) = ω(k
′)θ(χ, g;φ1)
if v is ramified in K. Here in the last identity ω(k′) = ω(d) if k′ = t(δ−1v )
(
a b
c d
)
t(δv). Recall
that t(δ) =
(
δ 0
0 1
)
.
At an archimedean v the function θ(χ, g;φ1) has weight 2rv + 1.
(2) For all places v not dividing D and g ∈ G(Fv)+, the local Whittaker function Wv(χ, g;φ1)
of θ(χ, g;φ1) equals Wχ,v(g) (defined in Section 3). At v|D we have Wv(χ, g;φ1) = Wχ,v(g) for
g ∈ T1(Fv)+.
Proof. (1) The conclusion is already proved in [4] Proposition 4.1.2 for a finite v. The weight at
an infinite v is given in Proposition 2.2.5.
(2) By [4] Proposition 4.1.2 we only need to check g = t(a) =
(
a 0
0 1
)
for a > 0 at an
archimedean place v.
We quote a formula for the Whittaker function of θ(χ, g;φ) (see [6])
Wv(χ, g;φ1) =
∫
C1
L(h)r1(g1)φ1(σ
−1)χ(σh)dσ,
where h ∈ C is any number such that N(h) = det(g). We will simply take h = √a.
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As φ1(z) = 2(x− iy)2re−2π(x2+y2), so we have
Wv (χ, t(a);φ1) =a
1/2
∫
C1
φ1(at
−1h−1)χ(th)dt
=a1/2
∫
R/2πZ
2(
√
ae−iθ)2re−2πae−2riθda
=2a(2r+1)/2e−2πa,
which is exactly Wχ,v(t(a)). 
Let θ(h, g;φ2) be the theta kernel attached to the quadratic space (K,ΛNK) (Section 2.1). The
theta lift of 1 from GSO(KA) to G(A)
+ is given by
I(g;φ2) = θ(1, g;φ2) =
∫
SO(K)\SO(KA)
θ(th, g;φ2)dt,
where h ∈ A×K with NK(h) = det g, and the measure on SO(K)\SO(KA) is the same as that
used in defining the theta series θ(g, χ;φ1).
Proposition 4.1.2 (Siegel-Weil). For any g ∈ G(A)+ one has
E(1/2, g;φ2) = Lf (1, ω)
−1I(g;φ2).
Proof. For g ∈ SL2(A) and the Eisenstein series defined through the standard maximal compact
subgroup, the above formula is proved in Proposition 31 of [8]. At s = 1/2 the standard Eisenstein
series and our twisted one coincide as |a(g)|2s−1 = |aδ(g)|2s−1 for s = 1/2.
The extension to G(A)+ now follows from Theorem 4.2 of [3]. 
Proposition 4.1.3. Let us retain the notations, then
L(1/2, π × πχ) = 2
|S|M
µ(ND)+
∫
Z(A)G(F )+\G(A)+
ϕ∗(g)θ(χ, g;φ1)I(g;φ2)dg.(4.1.2)
Proof. The same argument as [4] Proposition 4.3.1 shows the following identity for ℜ(s)≫ 0∫
Z(A)G(F )+\G(A)+
ϕ′(g)ϕχ(g)E(s, g;φ2)dg =
∫
Z(A)G(F )+\G(A)+
ϕ′(g)θ(χ, g;φ1)E(s, g;φ2)dg,
for any automorphic form ϕ′ in π. By analytic continuation and Propositions 3.3.3
L(1/2, π × πχ) = 2
|S|MLf (1, ω)
µ(ND)+
∫
Z(A)G(F )+\G(A)+
ϕ∗(g)θ(χ, g;φ1)E(1/2, g;φ2)dg.
Now Proposition 4.1.2 gives the desired formula. 
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4.2. Seesaw identity. We fix an embedding of K into B and j ∈ B as in Section 2.2, such that
B = K +Kj with j2 = −Λ. Therefore (B,NB) = (K,NK)⊕ (Kj,NK) = (K,N) ⊕ (K,ΛN).
In Proposition 4.1.3 we find that the central value is an integral which involves two theta lifts
θ(χ, g;φ1) and I(g;φ2). To place these theta lifts together we use the following seesaw dual pair
([5]):
(4.2.1) R(G(A)+ ×G(A)+)
UU
UU
UU
UU
UU
UU
UU
UU
UU
GSO(BA)
ii
ii
ii
ii
ii
ii
ii
ii
ii
ii
i
G(A)+
OO
R(GSO(KA)×GSO(KAj))
OO
Here the left vertical map is the diagonal embedding, and the right vertical one is the natural
embedding given by regarding (µ, ν) as the similitude
x+ yj 7→ µ(x) + ν(y)j ∈ B×A .
Let r1, rΛ and rB be the Weil representations defined on R(GSO(KA)×G(A)+), R(GSO(KAj)×
G(A)+), and on R(GSO(BA)×G(A)+) respectively (Section 2.1).
We take φ ∈ S(BA) = S(KA)⊗S(KAj) to be φ(x1⊕x2j) = φ1(x1)φ2(x2), where φ1 and φ2 are
given in Proposition 4.1.3, so
rB[(h1, h2), g]φ(x1 ⊕ x2j) = r1(h1, g)φ1(x1)rΛ(h2, g)φ2(x2).
where (h1, h2) ∈ R(GSO(KA) × GSO(KA)) with similitude factors ν(h1) = ν(h2) = det(g).
Consequently one has a decomposition for the theta kernels
(4.2.2) θB((h1, h2), g;φ) = θ(h1, g;φ1)θ(h2, g;φ2).
Before going anywhere further we first prove a general seesaw identity for the above seesaw
dual pair. Let F1 and F2 be two cuspidal forms on Z(A)G(F )
+\G(A)+ and Z(A)H(F )\H(A)
respectively, here we write H = R(GSO(K)×GSO(Kj)) for short. We define theta lifts
θ(F1, h;φ) =
∫
SL2(F )\SL2(A)
θB(h, g1g;φ)F1(g1g)dg1,
θ(F2, g;φ) =
∫
H1(F )\H1(A)
θB(h1h, g;φ)F2(h1h)dh1,
where ν(h) = det g,
Lemma 4.2.1 (Seesaw identity). We have
(4.2.3)
∫
Z(A)G(F )+\G(A)+
θ(F2, g;φ)F1(g)dg =
∫
Z(A)H(F )\H(A)
θ(F1, h;φ)F2(h)dh.
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Proof. Let S be the compact group F+A+∞\A+, where F+ = N(K×), A+ = N(A×K) and A+∞ =
N(K×∞). Using the maps det of G and ν of H we have
1→ SL2(F )\SL2(A)→ A+∞G(F )+\G(A)+ → S → 1,
and
1→ H1(F )\H1(A)→ A+∞H(F )\H(A)→ S → 1.
We also have
1→ A+∞F×\A× → A+∞G(F )+\G(A)+ → Z(A)G(F )+\G(A)+ → 1,
and
1→ A+∞F×\A× → A+∞H(F )\H(A)→ Z(A)H(F )\H(A)→ 1.
Here the measure ds on S is the product of local measures on K+v such that NK(O×K,v) has
volume 1. The measure on A+∞F
×\A× is the product of local measures on F×v such that O×v
has volume 1. The measures on SL2(A) and H(F )\H1(A) are induced from the exact sequences.
Since H1(F )\H1(A) = [SO(K)\SO(KA)]2, the measure thus chosen on SO(K)\SO(KA) is the
same as the one in Section 4.1. If we write µ = µ(A+∞F
×\A×), then the left hand side of (4.2.3)
equals ∫
Z(A)G(F )+\G(A)+
θ(F2, g;φ)F1(g)dg
=
1
µ
∫
A
+
∞G(F )+\G(A)+
θ(F2, g;φ)F1(g)dg
=
1
µ
∫
S
∫
SL2(F )\SL2(A)
θ(F2, g1s;φ)F1(g1s)dg1ds,
and the right hand side of (4.2.3) becomes
1
µ
∫
S
∫
H1(F )\H1(A)
θ(F1, h1s;φ)F2(h1s)dh1ds.
Now (4.2.3) follows by Fubini theorem and the definition of theta lifts. 
Now we take F1 = ϕ
∗ and F2(h) = χ(h) = χ(t1) for h = (t1, t2), then by (4.2.2) and (4.2.3) the
integral in (4.1.2) becomes∫
Z(A)G(F )+\G(A)+
ϕ∗(g)θ(χ, g;φ1)I(g;φ2)dg =
∫
Z(A)H(F )\H(A)
θ(ϕ∗, h;φ)χ(h)dh.(4.2.4)
To obtain a better form of the integral we use the following identification:
(4.2.5) GSO(BA) B
×
A ×B×A /A×
∼
oo
H(A)
OO
K×A ×K×A /A×oo
OO
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Here, the top isomorphism is given by (g1, g2)b = g1bg
−1
2 for g1, g2 ∈ B× and b ∈ B; the left vertical
arrow is the one given in the above, and the right one is induced by the fixed embedding. So the
bottom one sends (t1, t2) ∈ K×A ×K×A to (t1t−12 , t1t¯−12 ) = (h1, h2) ∈ R(GSO(A)×GSO(KAj)).
Under the above identification the right side of (4.2.4) becomes
∫
Z(A)H(F )\H(A)
θ(ϕ∗, h;φ)χ(h)dh =
∫
(A×K×\K×
A
)2
θ(ϕ∗, (t1, t2);φ)χ(t1t
−1
2 )dt1dt2.(4.2.6)
Proposition 4.2.2. The central critical value of L(s, π × πχ) is given by
L(1/2, πf × πχ) = 2
|S|M
µ(ND)+
∫
(A×K×\K×
A
)2
θ(ϕ∗, (t1, t2);φ)χ(t1t
−1
2 )dt1dt2,
where M and D are given in Proposition 3.3.2.
4.3. Main formula. In this section we first show that the theta lift θ(ϕ∗, σ;φ′) on A×\B×A ×B×A
decomposes as a product of two automorphic forms on B×A /B
×A× (here and later on we always
identify GSO(B) and B× ×B×/F×). Then we use the decomposition to derive the main central
value formula.
Lemma 4.3.1. The automorphic form θ(ϕ∗, x, y;φ), regarded as a form on B×A × B×A , has the
following level (or weight) structures:
1. θ(ϕ∗, xk1, yk2;φ
′) = χ(k−11 k2)θ(ϕ
∗, x, y;φ′) for k1, k2 ∈ Rˆ×,
2. θ(ϕ∗, xkα, ykβ ;φ) = e
2ri(α−β)θ(ϕ∗, x, y;φ) for kα = e
iα. See Section 2.2 for the definition of
R̂× and χ on it.
Proof. The theta kernel is given by
θB((x, y), g;φ
′) =
∑
b∈B(F )
rB((x, y), g))φ
′(b) =
∑
b∈B(F )
|NB(x−1y)|rB(g1)φ′(x−1by),
where (x, y) ∈ B×A
2
such that ν(x, y) = NB(xy
−1) = det g. Now the claims follow from Proposi-
tions 2.2.3 and 2.2.5. 
Proposition 4.3.2. We have
θ(ϕ∗, x, y;φ′) = CϕB(x) · ϕB(y),
where C is certain constant to be determined later in Theorem 2, ϕB is an automorphic form in
the automorphic representation πB, which is determined up-to a constant multiple by the following
level structures:
(1) ϕB has weight 2rv at an archimedean place v,
(2) the action of k ∈ R̂× is given by
ϕB(xk) = χ(k)ϕB(x).
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Proof. In [6] it was shown that θ(ϕ, x, y;φ) is in the product of πB ⊗ π˜B = πB ⊗ πB , where π˜B
is the contragredient of πB . By Theorem 2.4.3 of [12] level structures (1) and (2) determine an
automorphic form ϕB in πB uniquely (up-to a constant multiple). The statement is now clear by
Lemma 4.3.1. 
Proposition 4.3.3. The central value is given by
L(1/2, π × πχ) = M
µ(Nc(χ)2)+
∣∣∣∣∣
∫
A×K×\A×
K
ϕBχ−1(t)dt
∣∣∣∣∣
2
.(4.3.1)
where M is given in (3.3.9), and C, ϕB are given in Proposition 4.3.2.
Proof. By Proposition 4.3.2 it suffices to show∫
(A×K×\K×
A
)2
θ(ϕ∗, (t1, t2);φ
′)χ(t1t
−1
2 )dt1dt2
=
2|S|
µ(c(ω))+
∫
(A×K×\K×
A
)2
θ(ϕ∗, (t1, t2);φ)χ(t1t
−1
2 )dt1dt2.
But this is proved in Theorem 5.3.9 of [4]. 
We now determine the constant C in Proposition 4.3.3. The method used here is inspired by
[10], but is simpler.
Let ϕ′ be the theta lift of ϕB(x)ϕB(y) from GSO(BA) to G(A)
+ with respect to φ′ ∈ S(BA)
(here G(A)+ denotes the matrices with determinants in NB(B
×
A )). In other words ([6] or [10])
ϕ′(g) =
∫
A×B×\B×
A
∫
B1\B1
A
θB[(yxσ, y), g;φ
′]ϕB(yxσ)ϕB(y)dxdy,
with σ ∈ B×A such that N(σ) = det(g). The measure on GSO(BA) ∼= PB×A × B1A is normalized
such that the following adjoint identity holds
(ϕ′, ϕ∗) = (ϕBϕB , θ(·, ϕ∗, φ′))GSO(B) = C(ϕBϕB , ϕBϕB).(4.3.2)
Shimizu [6] showed that ϕ′ is a cuspidal form in π (after extending ϕ′ to G(A) by left-invariance
under G(F )). By Proposition 2.2.5 and Proposition 2.2.3 the form ϕ′ has weight (2k1, · · · , 2kd)
and level t(δ)−1U0(Nc(χ)
2)t(δ), so ϕ′ is anti-holomorphic of weight (−2k1, · · · ,−2kd). Proposition
3.3.2 implies
(ϕ′, ϕ∗) = (ϕ∗, ϕ′) = ϕ̂′(1)(ϕ∗, ϕ∗).
The Whittaker function of ϕ′ is related to that of ϕ′ by Wϕ′(g) = Wϕ′(ǫg), where ǫ = t(−1) ∈
G(A), so ϕ̂′(1) = ϕ̂′(1) and
(ϕ′, ϕ∗) = ϕ̂′(1)(ϕ∗, ϕ∗).(4.3.3)
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To compute the first Fourier coefficient of ϕ′ we note that the Whittaker function of ϕ′ is given
by ([6] [10])
Wϕ′(g) =
∫
A×B×\B×
A
∫
B1
A
L(xσ, 1)rB(g1)φ
′(1)ϕB(yxσ)dxϕB(y)dy.(4.3.4)
Proposition 4.3.4. Let
W (g, y) =
∫
B1
A
L(xσ, 1)rB(g1)φ
′(1)ϕB(yxσ)dx,
then for g = t(a∞1f )
W (g, y) = µ(R̂1)M ′W∞(t(a∞))ϕ
B(y),
where W∞ is the standard Whittaker function of weight (2k1, · · · , 2kd), µ(R̂1) is the measure of
R̂1 ⊂ B1A, and
M ′ =
∏
v|∞
2(4π)kv−rv−1
(kv + rv − 1)!
(2kv − 1)! .(4.3.5)
Proof. At a finite place v 6 |c(χ)∫
B1
Fv
L(x, 1)rB(1)φ
′(1)ϕB(yxv)dxv(4.3.6)
=
∫
B1
Fv
φ′(x−1v )ϕ
B(yxv)dxv =
∫
R1v
ϕB(yxv)dxv = µ(R
1
v)ϕ
B(y)
as ϕB is invariant under R×v (here Rv may be R˜v). At a place v|c(χ)∫
B1
Fv
L(x, 1)rB(1)φ
′(1)ϕB(yxv)dxv(4.3.7)
=
∫
B1
Fv
φ′(x−1v )ϕ
B(yxv)dxv =
∫
R1v
χ(xv)
−1ϕB(yxv)dxv = µ(R
1
v)ϕ
B(y)
as ϕB is χ-isotypic under the action of R×v .
We assume now v is an archimedean place. Because ϕ′ has the lowest weight 2kv at each
archimedean place v it must be holomorphic over v and Wϕ′(t(av)) = W∞(t(av)) = 0 for av < 0.
Therefore we assume that g = t(av) for av > 0 from now on.
Definite case. Let Bv = H be the Hamiltonian quaternion and take σ = a
1/2 ∈ H. The
integral W (g, y) is a Hecke operator on ϕB at place v. We will compute its eigenvalues using the
model of π that is given by matrix coefficients {tlrs} on SU(2), where l = k − 1 and s varies (see
Appendix A). Because the weight of ϕB at v is 2r the vector tlrr is the one in this model that
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corresponds to ϕB . One has
W (g, y) =
∫
SU(2)
aφ(σιxι)ϕB(yxσ)dx
= tk−1rr (1)
−1
∫
SU(2)
a · 2(a1/2u)2rpk−r−1(4πa|v|2)e−2πa(|u|2+|v|2)tk−1rr (x)dx · ϕB(y)
= 2ar+1e−2πa
∫
SU(2)
u2rpk−r−1(4πa|v|2)tk−1rr (x)dx · ϕB(y)
= 2ar+1e−2πa
∫ π
0
(
cos θ + 1
2
)r
pk−r−1(2πa(1 − cos θ))P k−1rr (cos θ) sin θdθ · ϕB(y)(4.3.8)
Here in the above identity we have used (l = 1− k)
P lrr(z) =
(−1)l+r
2l
1
(l + r)!
(1 + z)r
dl+r
dzl+r
[(1 + z)l−r(1− z)l+r],
and the fact that tlrr(1) = P
l
rr(1) = 1. The coefficient of the highest degree term of P
l
rr(z) is
(2l)!
2l(l + r)!(l − r)! =
(2k − 2)!
2k−1(k + r − 1)!(k − r − 1)! ,
while the coefficient of the highest degree term (in cos θ) of
(
cos θ+1
2
)r
pk−r−1(2πa(1 − cos θ)) is
given by
(2πa)k−r−1
2r(k − r − 1)! .
Therefore, using the orthogonality of Legendre polynomials (A.0.13) we can see that the integral
in (4.3.8) is given by
2(4π)k−r−1ak−r−1
(k + r − 1)!
(2k − 1)! .
Hence after putting v back in we get
Wv(g, y) = 4 · 4kv−rv−1πkv−rv−1akv (kv + rv − 1)!
(2kv − 1)! e
−2πaϕB(y)(4.3.9)
= 2(4π)kv−rv−1
(kv + rv − 1)!
(2kv − 1)! W∞(t(av))ϕ
B(y).
Indefinite case. We assume first that kv > 0. We will occasionally drop the subscript v in
the following.
This time we use the model generated by matrix elements t−krs on the group SL2(R). The vector
in the model that corresponds to ϕB is also tlrr by weight consideration. Let g = t(a) (a > 0) and
σ =
√
a. The function W (g, y) becomes:
W (g, y) = 2ar+1
∫
SL2(R)
u2rpr−k(4πa|v|2)e−2πa(|u|2+|v|2)t−krr (x)dx/t−krr (1) · ϕB(y).
Using Euler angles we obtain (Appendix A):
W (g, y) = 2ar+1
∫
R+
(cosh
t
2
)2rpr−k(4πa sinh
2(
t
2
))e−2aπ cosh tP−krr (cosh t) sinh tdt,
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and we have
P−krr (cosh t) = (cosh
t
2
)−2rP
(0,−2r)
r−k (cosh t).
Note that t−krr (1) = 1, thus the above integral becomes
W (g, y) =2ar+1
∫ ∞
1
pr−k(2πa(t− 1))e−2πatP (0,−2r)r−k dt · ϕB(y)
=2ar+1
∫ ∞
0
pr−k(2πat)e
−2πae−2πatP
(0,−2r)
r−k (t+ 1)dt · ϕB(y).
Recall that the Jacobi polynomial P
(0,−2r)
r−k (z) is given by:
Γ(r − k + 1)
(r − k)! F (k − r,−k − r + 1; 1;
1− z
2
),
and F (α1, α2;β; z) =
∞∑
n=0
(α1)n(α2)n
n!(β)n
zn. So we get:
W (g, h) = 2ar+1e−2πa
∫
R+
pr−k(2πat)
r−k∑
n=0
(k − r)n(1− k − r)n
(n!)2
(−t
2
)n
e−2πatdt.
By the orthogonality relation of Laguerre polynomials (2.2.3) we can see the integral equals:
2ar+1e−2πa
(k + r − 1) · · · (2k)
(r − k)!
∫
R+
pr−k(2πat)
(−t
2
)r−k
e−2πatdt
=2ar+1e−2πa
(k + r − 1) · · · (2k)
2r−k(r − k)! ·
(r − k)!
(2πa)r−k+1
=2(4π)k−r−1(k + r − 1) · · · (2k)2ake−2πa.
Putting v back and we obtain
Wv(g, y) = 2(4π)
kv−rv−1 (kv + rv − 1)!
(2kv − 1)! W∞(t(av))ϕ
B(y).(4.3.10)
Proposition 4.3.4 now follows from (4.3.6), (4.3.7), (4.3.9) and (4.3.10). 
We now come to the final central value formula.
Theorem 2. The central value of L(s, π × πχ) is given by
L(1/2, π × πχ) =MM ′ µ(R̂
1)
µ(Nc(χ)2)+
· (ϕ
∗, ϕ∗)
(ϕB , ϕB)
∣∣∣∣∣
∫
A×K×\A×
K
ϕBχ−1(t)dt
∣∣∣∣∣
2
,
where M is given by
M =
∏
v|∞
2kv+rv+1
∏
v∈Σ1
G2(kv − rv)
∏
v∈Σ2
G2(rv − kv + 1),
M ′ is given by
M ′ =
∏
v|∞
2(4π)kv−rv−1
(kv + rv − 1)!
(2kv − 1)! ,
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µ(R̂1) is the measure of R̂1 = R̂× ∩ B1Af (Section 2.2) and µ(Nc(χ)2)+ is the measure of
U0(Nc(χ)
2)+.
Proof. From Proposition 4.3.4
ϕ̂′(1) = µ(R̂1)M ′(ϕB , ϕB),
so by (4.3.2) and (4.3.3)
C = ϕ̂′(1)(ϕ∗, ϕ∗)/(ϕB , ϕB)2 = µ(R̂1)M ′(ϕ∗, ϕ∗)/(ϕB , ϕB).
Now the formula is clear from Proposition 4.3.3. 
Note that the level of ϕ∗ is (the twist of) Nc(χ)2, so is the level of ϕB . In a subsequent paper
we will lower the level to N , which is more suitable for applications.
Appendix A. Models of representations at infinity
In the next section we need to compute eigenvalues of certain archimedean Hecke operators
which are defined as integrals on B1v . Here v is an archimedean place, and we will drop v through-
out this section. So B1 is either SU2(C) or SL2(R) depending on whether B is the quaternion
algebra or the matrix algebra. To compute the eigenvalues we can restrict the irreducible rep-
resentation π of B× to B1 (still denoted by π), and calculate the eigenvalues on the restricted
representation. This process will give the same eigenvalues.
Now we describe a convenient model for the representation π of B1. It realizes π as a subspace
of harmonic functions on the Lie group B1. These functions are actually the matrix coefficients
of π. The facts recorded here are well-known and can be found, for instance, in Chapters 6 and
7 of [7]. We start with B1 = SL2(R).
First, the group SL2(R) can be realized as a subgroup of GL2(C) and any g ∈ SL2(R) is
parametrized by three Euler angles
0 ≤ φ < 2π, 0 < t <∞, −2π ≤ ψ < 2π,
such that
g =
(
eiφ/2 0
0 e−iφ/2
)(
cosh t2 sinh
t
2
sinh t2 cosh
t
2
)(
eiψ/2 0
0 e−iψ/2
)
.(A.0.11)
The measure of SL2(R) is given by
1
8π2
sinh t dθ dψ dt.
So the total measure of SL2(R) is one. The torus SO(2) is embedded in SL2(R) by mapping e
iα
to
(
eiα 0
0 e−iα
)
.
Jacobi polynomials are defined by
P (α,β)n (z) =
Γ(n+ α+ 1)
n!Γ(α+ 1)
F (−n, n+ α+ β + 1;α+ 1; 1− z
2
)
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which is a polynomial of degree n in z, here α ∈ Z≥0, n ∈ Z+ and F (a, b;α; z) =
∞∑
n=0
(a)n(b)n
n!(α)n
zn
is a hypergeometric series, where (α)n = α(α+ 1) · · · (α+ n− 1).
Assume π is the discrete series of lowest weight −2l with l a negative integer. Let the matrix
elements of π be given by tlmn(g) = (T
lvm, vn), where ( , ) is an invarinat Hermitian form and
vm is a weight m vector of norm 1. So t
l
mn(g) = e
−i(mφ+nψ)Plmn(cosh t) under the decomposition
(A.0.11), then
Plmn(cosh t) = (sinh
t
2
)m−n(cosh
t
2
)m+nP
(m−n,m+n)
l−m (cosh t),
where n ≤ m ≤ l < 0, for other cases we use the symmetric relations. Another symmetric relation
is
Plmn(cosh t) = P
l
−m,−n(cosh t).
If π is the discrete series representation of SL2(R) of lowest weight −2l, then for every fixed
m ≤ l it has a model generated by the matrix coefficients tlmn(g), where n runs through all integer
numbers less than or equal to l.
Similar facts hold for SU(2). The group SU(2) can also be regarded as a subgroup of GL2(C)
and every element g ∈ SU(2) has an Euler angle parametrization
g =
(
eiφ/2 0
0 e−iφ/2
)(
cos θ2 i sin
θ
2
i sin θ2 cos
θ
2
)(
eiψ/2 0
0 e−iψ/2
)
,(A.0.12)
where
0 ≤ φ < 2π, 0 ≤ θ ≤ π, −2π ≤ ψ < 2π.
The measure is chosen such that the total measure of SU(2) is 1. We fix the same embedding
of SO(2) into SU(2). The matrix coefficients of an irreducible representation π of SU(2) with
dimension 2l + 1 have the form
tlmn(g) = i
m−ne−i(mφ+nψ)P lmn(cos θ),
where P lmn is a Legendre polynomial and |m|, |n| ≤ l. For a fixed n, the space generated by tlnm,
where m = −l, · · · , l, is a model of π (under the right regular action). We have the following
Rodrigues formula for P lmn(z):
P lmn(z) =
(−1)l−m
2l
[
(l +m)!
(l − n)!(l + n)!(l −m)!
]1/2
×
× (1 + z)−(m+n)/2(1− z)(n−m)/2 d
l−m
dzl−m
[(1− z)l−n(1 + z)l+n].
The Legendre polynomials have nice orthogonal properties:∫ 1
−1
P lmn(z)P
r
st(z)dz =
2
2l + 1
δlrδmsδnt,(A.0.13)
where δab = 1 or 0 depending on a = b or not.
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