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論文題目 
Geometry-Aware Learning Algorithms for Histogram Data Using Adapti
ve Metric Embeddings and Kernel Functions (距離の適応埋込みとカー
ネル関数を用いたヒストグラムデータからの幾何認識学習アルゴリズム) 
（論文内容の要旨） 
 本論文は，ヒストグラムデータからの機械学習に対して，距離の学習とカーネルの
構成という二つのアプローチにおいて新たな手法を提案するものである．ヒストグラ
ムは，正規化された属性値の集合として対象を表現するためのデータ構造であり，正
規化されたベクトルとみなせば単体をなす．ヒストグラムは，コンピュータビジョン
や自然言語処理，音声処理，生命情報学など多くの分野において基本的なデータ構造
として利用されているが，そのような分野での応用から，ヒストグラム間の類似性を
測る際に単体内のユークリッド幾何を用いることは最善とはいえず，別の方法が必要
であることがわかっている．本論文は，このような背景を念頭に置き，距離学習とカ
ーネル手法の二つの枠組みを用いて，ヒストグラムデータ間の類似性を，幾何構造を
考慮しながら定量化するための新たな手法を提案している． 
 第１章は序章であり，データ構造としてのヒストラムとその様々な分野への応用を
述べた後，距離学習とカーネル手法におけるヒストグラムについて述べ，続いて本論
文の概要を示している． 
 第２章では，教師有りのヒストグラムデータを対象に，距離学習の枠組みを用いて
適切な距離を学習する手法を提案している．ヒストグラムデータは正規化されたベク
トルであるからそのままユークリッド距離を適用することは可能ではあるが，ヒスト
グラムデータ全体は単体をなすため，ユークリッド距離は幾何的にも適切な距離とは
いえない．そこでヒストグラムデータを適切な写像を用いてユークリッド空間に埋め
込んだ上で，ユークリッド空間内のデータを識別するための距離を学習する手法を適
用することにより，ヒストグラムデータ間の距離関数を決定する．ここで，ユークリ
ッド空間への埋め込みのための写像もパラメータ化しておき，それらのパラメータを
データから学習することで適応的にしておく．提案手法を実装したアルゴリズムが，
既存のアプローチのアルゴリズムと比較して，様々な分野における公開されたヒスト
グラムデータに対して優れた結果が得られることを検証している． 
 第３章では，教師無しのヒストグラムデータを対象にRiemann計量を学習する手法
を提案している．k最近傍法のような教師無し学習手法においてはより適切な学習結
果を得るために，データを変換する必要がある．ヒストグラムデータは単体内のデー
タであるから，単体から単体への変換の一つであるAitchison変換にパラメータを導
入して適応的にしておく．さらに，単体から単位球への埋め込み写像を用いるとFish
er情報量がRiemann計量となること，およびRiemann計量をデータの逆体積を最大化す
ることによって推定する手法が提案されていることに注目し，ヒストグラムデータの
逆体積をサンプリングとContrastive Divergence法を用いて最大化して求めることに
より，適切なRiemann計量を学習するアルゴリズムを提案している．さらに提案アル
ゴリズムが，既存のアプローチのアルゴリズムと比較して有用であることを，公開さ
れたデータを用いて検証している． 
 第４章では，画像データに対するカーネル関数を提案している．この関数は，二つ
の画像のそれぞれを４分割することを再帰的に繰り返すことにより部分画像の階層を
構成した上で，対応する二つの部分画像をヒストグラムデータという形でモデル化し
て類似性を計算し，もとの画像同士のカーネル関数として組み上げる．ヒストグラム
データ間の類似性としては先行研究で提案されている粗密モデルを用いることとし，
その結果としてベンチマークデータに対して既存のカーネルよりも優れた結果が認め
られている． 
 
  第５章では，本論文で与えた結果を概観し，今後期待される研究の展開を展望して
結論としている． 
 
注)論文内容の要旨と論文審査の結果の要旨は１頁を３８字×３６行で作成し、合わせ 
て、３,０００字を標準とすること。 
論文内容の要旨を英語で記入する場合は、４００～１,１００wordsで作成し 
審査結果の要旨は日本語５００～２,０００字程度で作成すること。 
 
