Introduction
Today, Baarda's test is one of the best established theories in geodetic practice. It was introduced to detect model disturbances in geodetic networks, as they are typically caused by outliers in the observations. Baarda's test goes back to the pioneering work of Baarda (1967 Baarda ( ,1968 in the field of geodetic statistics. When doing geodetic adjustment computations, this test is *Corresponding Author: R. Lehmann: University of Applied Sciences Dresden, Germany, E-mail: ruediger.lehmann@htw-dresden.de A. Voß-Böhme: University of Applied Sciences Dresden, Germany mandatory to detect possible outliers or to verify that there are none. Thus, any reasonable geodetic adjustment software has implemented this test. Most geodetic textbooks have a chapter on Baarda's theory (e.g. Koch 1999 , Teunissen 2000 ,2006 .
Later this work is continued by Pope (1976) and Heck (1981) . These authors introduce and develop the τ-test, which can be used, if absolute accuracies of observations are not known. Pelzer (1983) investigates the most feared case that a model disturbance influences many or all observations equally. Teunissen (1990) applies Baarda's test to filtering problems in integrated navigation systems. Recently, Lehmann and Lösler (2016) propose an extension of Baarda's concept to multiple outlier detection.
Baarda's testing procedure, also known as datasnooping, consists of three steps (Teunissen 2000 (Teunissen ,2006 rective action needs to be undertaken, such as elimination of an outlier from the set of observations.
The testing procedure is often applied consecutively: After identification and adaption for one type of model disturbance, the test is repeated, until no more disturbances can be detected. In addition to this, Baarda's theory provides measures of reliability (Baarda 1968) . The minimum detectable bias (MDB) is the least model disturbance, which can be detected. Prószyński (2015) recently supplements the MDB by an outlier identifiability index assigned to each individual observation and a mis-identifiability index being the maximum probability of identifying an erroneous observation.
In this paper we are exclusively concerned with a single local model test (identification), for which a suitable test statistic is needed. The aim is to find a test statistic with low decision error rates. While the rate of type 1 decision error can be selected by the user, the rate of type 2 decision error cannot. A test statistic with a low rate of type 2 decision error is said to be powerful.
Baarda's optimal test statistic of the local model test for a single outlier is known as the normalized residual, see also (Lehmann 2013b) . But also multiple outliers can be tested for. One typical application is outlier detection in 2D or 3D point coordinates, where usually not only one coordinate is outlying. This can be advanced to even set up a multiple hypotheses test according to (Lehmann and Lösler 2016) .
In today's language, Baarda's solution belongs to the class of generalized likelihood ratio tests and therefrom inherits the property of being a uniformly most powerful invariant (UMPI) test (Arnold 1981) . This has been worked out in great detail by Kargoll (2012) . It is also shown there that a uniformly most powerful (UMP) test does not exist for Baarda's test problem. In the present contribution we will prove the result that in the class of test statistics following a common central or non-central χ 2 distribution, Baarda's solution is also uniformly most powerful. This property is named UMPχ 2 for short. Later it turns out that UMPχ 2 is identical to UMPI, such that this proof can be seen as another proof of the UMPI property of the test. Unlike Baarda, we have fast computers at our disposal. By means of the Monte Carlo method it is even possible to construct test statistics, which are regionally more powerful than Baarda's solution. This is of course computationally much more costly than Baarda's solution. In this paper we restrict ourselves to test statistics following the so-called generalized χ 2 distributions. The procedure is illustrated by means of an example: the problem of identifying two outliers in a straight line fit. It is well known that such outliers can mask each other, making it difficult to identify them. In the example we successfully mitigate this outlier masking effect by constructing a generalized χ 2 test.
Gauss-Markov model and Baarda's problem
We start from the well known linear or linearized functional adjustment model (observation equations)
with the known n-vector of observations y, the unknown n-vector of observation errors e, the unknown u-vector of adjustment parameters x and the known n × u-matrix A (matrix of observation equations) and from a stochastic adjustment model for normal distributed observation errors e ∼ N(0, Σe)
with a known positive definite symmetric covariance matrix Σe. Note that often Σe is assumed to be known only up to a common scalar factor, the a priori variance factor σe. In Baarda's problem, which we exclusively focus on, this is not so. Therefore, we assume Σe to be fully known. Moreover, we here confine ourselves to the case that A and Σe have full column rank. Although important in geodesy (free network adjustment), the singular case requires special treatment and is outside our scope. By least squares solution we find the well-known estimate for the vector of residualŝ
following the multivariate normal distribution
with the covariance matrix
The superscript T symbolizes transposition. Using Eq. 5, we can rewrite Eq. 3 aŝ
This model is also known as Gauss-Markov model of geodetic adjustment. Since we confine ourselves to regular models, where no singular matrices occur, we know that
Alternatively, one may suspect a number of m gross errors or other model disturbances affecting the observations. The common procedure is to oppose Eq. 1 by an extended model including a m-vector ∇ of deterministic bias parameters, accounting for those model disturbances as
where C is the n × m matrix relating bias parameters to observations. We confine ourselves to matrices (A C) having full column rank, such that:
In outlier detection, C typically consists exclusively of elements with values 0 and 1, while 1 in row i and column k means that the kth bias parameter ∇ k affects the ith observation y i by its full magnitude, such that it becomes an outlier, and 0 implies that this bias parameter does not at all affect this observation (cf. e.g. Teunissen 2000, p. 37) . This type of alternative model in Eq. 7 is known as the mean shift model. See (Lehmann 2013a ) for a synopsis of possible alternative models.
If the functional model in Eq. 7 applies then the residuals Eq. 3 follow a multivariate normal distribution with the same covariance matrix as in Eq. 5, but with the expectation
rather than zero, as in the case that the functional model in Eq. 1 applies. In order to discriminate between both models, we set up a statistical hypothesis test with null hypothesis H 0 that functional model in Eq. 1 applies:
versus alternative hypothesis H A that functional model in Eq. 7 applies:
This is known as Baarda's problem.
Hypothesis tests for Baarda's problem
For the test of H 0 vs. H A in Eqs. 10a, 10b it is now desired to construct a suitable scalar test statistic T and to find a critical value c, such that a test decision
has low decision error rates. We restrict our search to test statistics T of the form
where M is some suitable symmetric n × n-matrix with q := rank(M) ≤ n. Note that a non-symmetric matrix M ′ can be excluded from consideration, because the symmet-
would give the same test statistic T. The distribution of T is known as "generalized χ 2 distribution" in the sense of Rice (1980) and others. Note that, unfortunately, this term is sometimes used differently by some authors. We will return to this distribution in section 8. 
where Iq denotes the q × q unit matrix, then T in Eq. 14 has a common central or non-central χ 2 distribution with q degrees of freedom and noncentrality parameter λ:
Note that Eq. 15 means that Σê is a generalized inverse of M:
Furthermore, note that from Eq. 6 follows
is not a necessary condition for Eq. 16a, but W T Σê W could also be a diagonal matrix with ones and zeros. However, this relaxation would in general violate Eq. 16b. In contrast to the generalized χ 2 distribution, the advantage of the common χ 2 distribution is that the cdf and inverse cdf can be evaluated by standard numerical libraries, like chi2cdf,chi2inv,ncx2cdf,ncx2inv in MATLAB. Given a probability Pr of a type 1 decision error
also known as the size of the test, we find the critical value
where
χ 2 denotes the inverse cdf of the common χ 2 distribution. The subscript q of c represents the dependence of c on q, which we will focus on. We reject H 0 whenever T > cq. The resulting probability of a type 2 decision error
is found by
Note that ∇ is not known, such that this formula cannot be immediately evaluated.
The so-called power function
is a function of the unknown bias parameters in vector ∇. Typically, the worst power is obtained in the case that ∇ = 0, where H 0 and H A are fully equivalent, i.e. either both true or both false. Remember that a true H 0 is rejected with probability α, thus a true H A is accepted with only the same small probability:
Otherwise, the power is expected to be larger.
Baarda's solution
A most desirable property of the test of H 0 vs. H A is that, given a probability of a type 1 decision error α in Eq. 20, the resulting probability of a type 2 error β in Eq. 22 is minimized. Such a test is highly desired because with high probability it does not only lead to the acceptance of H 0 , when it is true, which is guaranteed by α chosen small, but also to the rejection of H 0 , when it is false, i.e., a true outlier is really detected. In statistics it is distinguished between MP, UMP and UMPI tests, see Table 1 . A "most powerful" test is practically useless because the values of the extra parameters ∇ of H A , i.e. the values of the outliers, are not known, such that it would not be possible to adapt the test to the values of ∇. Therefore, a "uniformly most powerful" (UMP) test is highly desired. Unfortunately, such UMP tests exist only for a very small class of test problems (Kargoll 2012) , and Baarda's test problem does not belong to this class. Therefore, we usually resort to so-called "uniformly most powerful invariant" (UMPI) tests, which are not UMP for the test problem itself, but only for some transformed test problem. Due to this restriction, UMPI tests are less useful than UMP tests, but are available for a larger class of test problems. Details will be given in the next section.
Baarda's solution to the test problem in Eqs. 10a,10b is known to be (Teunissen 2000 , Kargoll 2012 )
which is obviously of type Eq. 12 with q = m. Regularity of (A C) guarantees regularity of C T Σ 
Note that also Eq. 15 holds for W B : 
where we made use of Eqs. 17,29 and lemma 1 (see appendix).
Example: Consider the model of a straight line fit of n = 10 equidistant data points. The functional model in Eq. 1 reads
Let Σe = I 10 . The test problem is posed as detecting a bias in the first and second observation y 1 , y 2 . This gives m = 2. The relevant matrices read
With chosen α = 0.05, Baarda's test has a critical value in Eq. 21
and we get in Eq. 23 The test is optimal for any ∇, but only within a class of tests with a test statistic following a common χ 2 distribution.
The curves of equal power are ellipses with center ∇ = 0 and major axis in the direction of vector
See Fig. 1 . It shows that β is large, i.e. the power tends to be poor, when ∇ 1 , ∇ 2 have equal signs. In outlier detection, this effect is known as masking effect: outliers in ∇ 1 , ∇ 2 can mask each other. The power is a little bit poorer for a bias in the first observation y 1 . In outlier detection, this is effect known as leverage effect: The outer observations are not supported from observations on both sides of the x axis. This manifests itself in Fig. 1 by the angles of the axes differing from 45°. Arnold (1981) derives the result that the generalized likelihood ratio test in Eqs. 1,7 enjoys the UMPI property with respect to some invariance transformation. We follow the line of reasoning given in (Kargoll 2012) , where this is achieved as follows, see also 
of the bias parameters in vector ∇ is shown to be a minimally sufficient statistic. This means, it most efficiently captures all possible information about the true values of the parameter vector ∇ contained in the observations y. It reduces the dimension of the test problem from n to m, without impairing in any way the chances of a correct test result. In other words:∇ in Eq. 37a can be considered as pseudo observations of the reduced test problem, which now reads∇
(2) Full decorrelation/homogenisation of the pseudo observations∇. We arrive at homogenised pseudo observations∇ (h) , for which the testing problem readŝ
This is still a test problem fully equivalent to Eqs. 10a,10b.
(3) Reduction to maximally invariant statistics. It is proved that the test problem is invariant under the group of orthogonal transformations
where U denotes an arbitrary orthogonal m × m matrix, such that U T U = Im. The maximally invariant statistic of this group of transformations is
This means, the distribution of T is not changed by any orthogonal transformation applied to∇ (h) and this group is the largest collection of transformations leaving the test problem invariant. The new maximally invariant statistic T reads: Teunissen et al. (2005) show that the test statistic Eqs. 42a, 42b is equivalent to Eq. 26, see also (Kargoll 2012 The restriction to a common χ 2 -test statistics is practically desirable because of the availability of the cdf and inverse cdf in tables and statistical function libraries. The prospective result can therefore be viewed as an additional justification for Baarda's solution. Let the probability of type 1 error α in Eq. 20 be given and fixed. This is a standard assumption in geodetic statistics. Now, we will solve the following Problem: 
Find matrix W such that
cf. Eqs. 23,17, with critical values cq in Eq. 21 is minimized subject to Eq. 15.
Show that this solution is independent of ∇.
Note that in Eq. 43 we used W as the argument of β because we now focus on this dependence. With such a matrix W, Eq. 14 would be a UMPχ 2 test statistic. (Above, 1. ensures "most powerful" and 2. means "uniform".) Solution: Let us assume for the moment that argument ∇ is known (although in practice it is not). The solution strategy is to run through all possible values of q and minimize β (W) by a matrix W of rank q. For fixed q and α, also cq in Eq. 21 is fixed. Let us denote
which is a known n-vector, according to the assumption. From lemma 2 (see appendix) it is concluded that for fixed q and cq, minimizing β (W) in Eq. 43 is equivalent to maximizing
both subject to Eq. 15. This shall be accomplished by the method of Lagrange. The target function, for which a stationary point is desired, reads A stationary point of Ψ is found by the conditions
From Eq. 48a we get by left multiplication with W T /2.
Using Eq. 48b this simplifies to
L is in fact symmetric. Note that the re-writing Eqs. (48a)→(49) is not reversible. This means that if a solution for L exists at all, then it must be of the form of Eq. 50, but we cannot yet be sure, that this is the desired solution. It must be checked by inserting Eq. 50 into Eq. 48a, which yields
The expression is the outer product of an n-vector and a q-vector. According to lemma 3 (see appendix), it can only be identical to the null-matrix, if at least one of the vectors is the null-vector. In Eq. 46 it is seen that W T Σê d = 0 corresponds to a minimum of λ (W) and can be ruled out as a solution. Therefore, we have to consider
from which we obtain the result
In words, any maximum of λ (W) equals λ B in Eq. 31, if it exists at all for some fixed q. It has a non-centrality parameter equal to Baarda's solution. Remember that since rewriting Eqs. 48a→49 is not reversible, not all solutions of Eq. 52 are necessarily also stationary points of Ψ.
Summarizing, we have shown that for any fixed q, any existing solution of the minimization problem in Eqs. 43,44 has non-centrality parameter λ = λ B . Now we have to minimize Eq. 43 also with respect to q. In view of lemma 2 (see appendix), for fixed λ = λ B the optimal q is the least possible value of q, namely q = m, which also coincides with Baarda' 
with some suitable m × q matrix W of full column rank q. Let V be the regular matrix performing the full decorrelation/homogenisation∇ (h) = V∇ of∇ in Eqs. 39a,39b.
The covariance propagation introduces the constraint on V:
Let U be any orthogonal matrix as in Eqs. 40a,40b. The transformed pseudo observations read
Any common χ 2 test statistic operating on U∇ (h) is of the form 
Now we see that any common χ 2 test statistic in Eq. 14 or Eq. 54 is also invariant under the transformation Eq. 58. Conversely, any invariant test statistic in Eq. 41 has the common χ 2 distribution, given in Eqs. 42a,42b.
Therefore, the proof presented in section 6 can also be seen as another proof of the UMPI property of Baarda's solution.
Generalized χ

2
-test statistics
The condition in Eq. 15 was introduced to ensure that T in Eq. 12 is a common χ 2 -test statistic. If this condition is dropped, T has a generalized χ 2 distribution. This means, we can no longer use Eqs. 21,23. But it may be possible to derive a more powerful test statistic than Eq. 26, because we are looking for an optimal solution in a larger class of test statistics. A method for constructing such a more powerful test statistic is theoretically very simple: (1)Replace Eqs. 21,23 by the corresponding formulas for the generalized χ 2 distribution
where F genχ 2 is the cdf of the generalized χ 2 distribution with the elements of matrix M as parameters.
(2)Minimize β (M, ∇) as a function of elements of matrix M, i.e. find the MP test statistic. Practically, we see four major obstacles:
1. Unlike F χ 2 , the cdf F genχ 2 has no analytical expression, not even as an infinite series. It can be approximated somehow or evaluated as a n(n + 1)/2-dimensional integral by Monte Carlo integration, but this is numerically very costly (see below). 2. β (M, ∇) is a n(n + 1)/2-dimensional function of elements of matrix M. Minimzing β (M, ∇) requires a time-consuming iterative process.
3. Unlike Baarda's test in the class of χ 2 -test statistics, any optimal test statistic in the class of generalized χ²-test statistics is in general not uniform. This means, the optimal solution for M in Eq. 62 generally depends on the unknown parameters in ∇. 4. This construction must be done for every pair of functional models in Eqs. 1,7 under consideration. E.g. in a multiple test with different alternative models in Eq. 7 to be tested, each individual test requires the constrution of a new optimal test statistic.
These obstacles seem to be practically insurmountable. Therefore, we cannot really propose a "new outlier detection method" at the moment, but at least show that in principle such a method exists. This will be done in the next section.
9 Proof of existence of a generalized χ
test more powerful than Baarda's test
To begin with, it is again not useful to apply the generalized χ 2 test to the original test problem in Eqs. 10a,10b. Equivalently, we can apply it to Eqs. 38a,38b or Eqs. 39a,39b, because∇ in Eq. 37a is a minimally sufficient statistic. That is why we propose to optimally construct
rather than Eq. 12. This reduces the dimension of the integration and optimization for M from n(n + 1)/2 to m(m + 1)/2. Unlike T in Eq. 41, T ∇ in Eq. 63 is in general not an invariant statistic with respect to an orthogonal transformation. Otherwise, there would be no chance to outperform Baarda's solution in Eq. 26 by Eq. 63.
Since M ∇ is a general symmetric m × m matrix, T ∇ in Eq. 63 can in principle even assume negative values. However, such a solution would behave very badly because T τ∇ would also be negative for any scalar τ>0 and this would mean that even for some extremely large bias parameters τ∇, we cannot reject H 0 . Therefore, it stands to reason that we expect M ∇ to be positive definite.
Equation 63 becomes in view of Eq. 37a and for the sake of simplicity restricting to Σe = σ 2 In,
It is obvious, how this form relates to Eq. 12. Baarda's solution in Eq. 26 is included as a special case in Eq. 64 by bution. An approximation, which uses numerical integration to invert the characteristic function of Eq. 12, is derived by Imhof (1961) . The algorithm of Davies (1980) is based on the numerical evaluation of the Gil-Pelaez integral formula. The computer code is also available online. Alternatively, Kotz et al. (1967) expresses Eq. 12 as an infinite series in central χ 2 distribution functions, which was programmed by Sheil and O'Muircheartaigh (1977) . Huan Liu et al. (2009) propose an approximation of the generalized χ 2 distribution by a common non-central χ 2 distribution.
For evaluation of Eqs. 61,62 in this contribution we preliminarily apply a brute force method, using Monte Carlo integration. The advantage of this method is that it is more generally applicable: Unlike the methods mentioned above, it also works if M is not positive definite or semi-definite, and the computer code is written very quickly with MATLAB. It is the same method as applied by Lehmann (2012) in a different context: The probability distributions are approximated by frequency distributions of computer generated pseudo random variates, and the quantiles in Eqs. 20,22 are derived therefrom. The details are as follows:
Let a pair of functional models in Eqs. 1,7 be given, and also α, a matrix M ∇ and a vector ∇. The algorithm for computation of Eqs. 61,62 consists of the following steps:
1. We compute two sequences of pseudo random vectors∇ k , k = 1, . . . , K, one following the distribution in Eq. 38a and the other following the distribution in Eq. 38b. (Practically we use MATLAB's function randn here and apply simple covariance propagation to get a non-unit covariance matrix Σ∇). K is said to be the number of Monte Carlo experiments. 2. For both sequences we compute T ∇,k k = 1, . . . , K by Eq. 64. The frequency distributions of T ∇,k are approximations of the probability distributions of Due to high computational costs, this method cannot be applied to massive data, but must be replaced by one of the more elaborated methods cited above. After having obtained an algorithm for a good approximation of β (M∇, ∇) for some M ∇ ∇, the next step is to minimize β (M∇, ∇) with respect to M ∇ . As an initial guess for M ∇ we can use Baarda's solution in Eq. 65.
However, we are still left with ∇ being an unknown parameter vector. In other words, the MP test statistic Eq. 63 is not uniform (not UMP).
There are many possibilities, how to solve this dilemma. One would be to maximize some minimum or mean power with respect to ∇. A different suggestion is the following: We can speak of a region where the power is above some level as of a "region of good power". Consider the example in section 4. The region of a power >0.95 or equivalently β (∇) < 0.05 is the region outside the outer ellipse in Fig. 1 . If ∇ is from this region, we have good chances (at least 95%) to reject H 0 , if it is false. A reasonable objective would be to extend this region as much as possible towards ∇ = 0, or equivalently, to minimize the "region of poor power" inside the outer ellipse.
Example: Mitigating the outlier masking effect
To demonstrate the workability of the generalized χ 2 -test approach, we resume the example of the straight line. In Fig. 1 it was seen that the power tends to be poor, when ∇ 1 , ∇ 2 have equal signs (outlier masking effect).
This causes the ellipticity of the curves of equal power in Fig. 1 . A reasonable goal would be to mitigate this effect. However, in this simple example, this goal cannot be reached without downgrading the power elsewhere: The new β(M ∇ , ∇) function is also above the old one with M ∇ from Eq. 65 for some ∇. That is why we speak of a "regionally" more powerful test. At the moment it is not known if this is a general restriction or if it can be relaxed, once bigger problems are studies.
For Baarda's solution in Eq. 65 the region of poor power (our choice: β > 0.05) is bounded by an ellipse with semi-axes 3.932 and 6.149. It is the region inside the outer ellipse in Fig. 1 .
Starting from initial guess in Eq. 65, we try to find a matrix M ∇ , for which the size of the region of poor power is smaller, even as small a possible. This is performed by a two-parameter non-linear optimization. (Remember that M ∇ is symmetric and a scalar factor applied to M ∇ does not change power. Therefore, one element of M ∇ can be held fixed. We use m 11 = 1. Thus, only two unknowns m 12 , m 22 remain.) β(M ∇ , ∇) is evaluated by the Monte Carlo method with K = 10 6 Monte Carlo experiments, as described in the previous section. It is proved that K is large enough by repeating the computation with different random numbers and observing that c M β do not significantly change. After some numerical effort we obtain the solution
The new region of poor power is a region inside a nearly elliptical curve with a minimum distance of 5.25 and a maximum distance of 5.67 to the origin (0,0). Thus, in contrast to Fig. 1 it is nearly circular, such that the outlier masking effect is mitigated: A bias vector
is rejected by Eqs. 67,63 with probability of 1 − β > 0.95, while for Baarda's solution in Eq. 65 this is not the case. However, as pointed out before, when ∇ 1 , ∇ 2 have different signs, the performance of our solution is worse than Baarda's.
Conclusions
We analyzed the statistical power of Baarda's problem. The next step must be the evaluation of reliability measures for such test statistics.
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Appendix: Lemmata
Lemma 1: Σê Σ −1 e is an idempotent matrix.
Proof. In view of Eq. 5 we find Proof. Johnson et al. 1995, p. 451 . The monotonicity of F χ 2 is also depicted in Fig. 3 .
Lemma 3:
If the outer product uv T of two vectors uv is identical to the null-matrix, then u or v is a null-vector.
Proof. by contraposition: Let u i ≠ 0 and v j ≠ 0 for some i, j. Then u i v j ≠ 0 and since u i v j is an element of matrix uv T , this matrix is not identical to the null-matrix, which completes the proof.
