Automatic bird sound classification plays an important role in monitoring and further protecting biodiversity. Recent advances in acoustic sensor networks and deep learning techniques provide a novel way for continuously monitoring birds. Previous studies have proposed various deep learning based classification frameworks for recognizing and classifying birds. In this study, we compare different classification models and selectively fuse them to further improve bird sound classification performance. Specifically, we not only use the same deep learning architecture with different inputs but also employ two different deep learning architectures for constructing the fused model. Three types of time-frequency representations (TFRs) of bird sounds are investigated aiming to characterize different acoustic components of birds: Mel-spectrogram, harmonic-component based spectrogram, and percussive-component based spectrogram. In addition to different TFRs, a different deep learning architecture, SubSpectralNet, is employed to classify bird sounds. Experimental results on classifying 43 bird species show that fusing selected deep learning models can effectively increase the classification performance. Our best fused model can achieve a balanced accuracy of 86.31% and a weighted F1-score of 93.31%.
I. INTRODUCTION
In the past decade, bird sound classification has received increasingly attention due to its worldwide population decline. Therefore, it is becoming ever more necessary to protect bird biodiversity, where monitoring bird population is the first step for the protection. Traditional methods for monitoring birds are time-consuming and costly [32] . Recent advances in wireless acoustic sensor networks and deep learning techniques provide a novel way for monitoring animal populations [3] , [34] . Relying on the wireless sensor network, bird sounds can be continuously collected in an open environment, which can then be used for monitoring bird's population [31] , [33] . However, various sound sources and low The associate editor coordinating the review of this manuscript and approving it for publication was Jingchang Huang . signal-to-noise ratio of those collected recordings become a crucial issue, especially when building an automated robust bird sound classification system [14] , [26] , [29] .
Recently, deep learning models have drawn much attention in constructing the automatic bird sound classification system owning to its high performance [1] , [7] , [13] , [16] , [16] , [25] . Convolutional Neural Networks (CNNs) [1] , [13] , [16] , [16] , Binarized Neural Networks [25] , and Convolutional Recurrent Neural Networks [7] have been widely explored for bird sound detection and classification. In addition, data augmentation and preprocessing techniques have been selectively used for further improving bird sound classification performance [2] , [15] , [23] .
Since different deep learning based classification frameworks have been proposed for classifying bird sounds, a direct research question to be asked is whether the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ overall classification performance can be improved after fusing those frameworks. Here, the difference among those CNN-based classification frameworks is defined mainly based on (1) the input to CNNs; (2) the architecture of CNNs. Previous studies have demonstrated that fusing different CNNs can improve the classification performance of acoustic events [21] , [28] , [35] . Yin et al. used three CNN-based models for acoustic classification, where the input of those CNNs were one-dimensional raw waveform modeling, two-dimensional time-frequency image modeling, and three-dimensional spatial-temporal dynamics modeling, respectively [35] . Here, the ensemble focus of the model was the feature. Skashita et al. proposed to use Mel-spectrogram from binaural audio, mono audio, Harmonic-percussive source separation audio, adaptively divided the spectrogram using multiple ways, and learned nine neural networks. Then, those nine neural networks were ensembled for obtaining the final classification result. It is worth noting that the result of [21] was ranked the first in DCASE 2018 Task 1A, which demonstrated the effectiveness of the fusion of different CNN-based models. Here, the fusion part of the model was the output probability of each CNN-based model. Su et al. developed a two-stream CNN system for environment sound classification based on decision-level fusion [28] . For those two CNN-based models, the input feature to both CNNs were different. Compared to existing models, the proposed model achieved the highest taxonomic accuracy on the Urban-Sound8K dataset.
Considering the input features to CNNs for bird sound classification, Duan et al. has claimed that bird calls typically included five categories of acoustic component: lines (at any angle), blocks, warbles, oscillations and stacked harmonics [6] . Here, acoustic component denotes the basic element of audible events that are attributable to a particular source (a bird call). Therefore, we assume that accurately discriminating those acoustic components can help improve the bird call classification performance. Following this assumption, Dong et al. extracted spectral ridge features for similarity-based bird call retrieval [4] . The performance using the spectral ridge method was better than the structure tensor method and the histogram of gradients. This result indicated that carefully capturing the acoustic component of bird sounds can be successfully applied for recognizing bird species. In addition, previous studies have demonstrated that characterizing the target acoustic component using well designed features can significantly improve the classification performance [8] - [11] .
In this study, we aim to fuse different CNN-based models for improved bird sound classification. Specifically, we use three different TFRs to characterize different components of bird calls: Mel-spectrogram, harmonic-component based spectrogram, and percussive-component based spectrogram. In addition to different features to the CNN, we incorporate a different CNN architecture for improving the final classification performance. Our final classification results are reported by the fusion of selected CNN-based models.
This paper is organized as follows: In section II, we describe the proposed approach for bird sound recognition, which includes data description, feature extraction, and recognition. Section III gives the description of the class-based late fusion method. Section IV reports the experimental results. Section VI presents conclusions and directions for future work.
II. DATA AND METHODS
Our bird sound classification system consists of three modules: preprocessing, feature extraction, and model construction and ensemble (see Fig. 1 ). The detail of those modules are described as follows.
A. DATASET DESCRIPTION
In this study, we use a public dataset (CLO-43DS), provided by Salamon et al. [23] to evaluate our propose method. This dataset includes flight calls of 43 different North American wood-warblers. The number of instance for all bird species is shown in Fig. 2 . All audio clips were recorded in different conditions using different recording devices including highly Here, x-axis denotes the abbreviations of common names of those 43 bird species, which can be found in [27] . directional microphones and omni-directional microphones. In addition, the signal-to-noise ratio varies among different recordings. The detailed information of those wood-warbler species involved in this dataset can be found in [23] .
B. PREPROCESSING
For the preprocessing, each audio clip is processed and clipped to only contain a single flight call. The audio clips are sampled at 22.05 kHz. The provided Mel-spectrograms by dataset authors are obtained using 11.6 ms frame size with an overlap of 1.25 ms and 40 Mel bands. It must be noted that 11.6 ms frame size is optimum to analyze flight calls as suggested by [22] . For the feature extraction, we first use three different TFRs to characterize the patterns of bird sounds. Then, z-score normalization is applied as follows.
where v i denotes the feature vector i, µ i and σ i are the mean and standard deviation of each feature vector i,v i is the normalized feature.
C. TIME-FREQUENCY REPRESENTATION
Previous studies have demonstrated that aggregated features or models can achieve better classification performance of bird sounds that single feature or model [17] , [34] . However, multiple models can significantly increase the training time for constructing the final classification system. Here, we first ensemble three CNN-based models to classify bird sounds. The only difference among those models is the input feature. Mel-spectrogram have been widely used for classifying bird calls [18] , [27] , [34] . In this study, we further use harmonic-percussive source separation to split Mel-spectrogram into harmonic-component based spectrogram and percussive-component based spectrogram, which are used to characterize harmonics and oscillations structure of Mel-spectrogram. In summary, harmonics and oscillations are characterized using harmonic-component and percussivecomponent based spectrograms, respectively. For blocks, Mel-spectrogram is more suitable for the characterization than harmonic and percussive components. The procedure of calculating input features is shown in Fig. 3 . The duration of audio files in CLO-43DS data is different, which cannot be directly used as the input to the CNN. The first method for dealing with the multi-variate varying length audio data is that the signal is repeated from the beginning to force the fixed duration of 2s, which has been used in [30] . The second method is to directly resize the audio image to a fixed size.
D. DEEP LEARNING ARCHITECTURE
The feature learning part of our proposed model follows a VGG style network [24] , which has been previously used for classifying acoustic scenes [5] . The overall architecture is illustrated in Table 1 . This network is trained using Adam optimizer with a learning rate of 10 −4 . The categorical cross entropy is utilized as the loss function. The batch size is 64 samples and the network is trained with 200 epochs.
In addition to the VGG style network, we employ a SubSpectralNet for classifying bird sounds. The architecture is shown in Table 2 , which has been used in [19] for classifying acoustic scenes. Here, the SubSpectralNet used is with 20 sub-spectrogram size and 10 Mel-bin hop-size.
III. CLASS-BASED LATE FUSION
To further improve the classification performance over various CNN-based models, we apply a class-based late fusion method. Let's assume, the fusion of decisions from n models for a m-class problem. The sets of models and classes can be presented as M = M 1 , M 2 , . . . , M n and C = C 1 , C 2 , . . . , C m . When classifying a test instance x, each model provides a predicted class label along with a posterior probability of the predicted label, which is a measure of the confidence of the decision from that model for that test instance. Let the predicted vector for that instance be V (x) = V 1 (x), V 2 (x), . . . , Vn(x), where each Vi(x) ∈ C, and the posterior probabilities be W 2 (x) = W 21 (x), W 22 (x), . . . , W 2n (x). A decision fusion technique provides a final prediction for x by combining individual predictions V (x).
Our class-based fusion scheme considers the class-based weights W 1 (x) and current prediction vector V (x) to make a final prediction for a test instance (x). This method calculates score for each class using following formula.
Finally, it selects the class label as final prediction, which has maximum score using the following equation.
IV. EVALUATION RULE
In this experiment, the dataset was first randomly divided into two parts (85%-15%), where 15% was used as the testing data. Then, we further split the 85% part into 60%-40% for tuning the parameters of CNNs. This process is repeated five times and an averaged classification result is reported.
Since the dataset we used is highly imbalanced (see Fig. 2 ), the performance of our proposed bird call classification system is evaluated using balanced accuracy, weighted precision, weighted sensitivity, weighted specificity, and weighted Here, x-axis denotes the abbreviations of common names of those 43 bird species, which can be found in [27] ; y-axis denotes the classification accuracy. Here, x-axis denotes the abbreviations of common names of those 43 bird species, which can be found in [23] ; y-axis denotes the classification accuracy.
F1-score which are defined as follows:
where TP is true positive, TN is true negative, FP is false positive, FN is false negative; i is the class index, r i is the ratio between the number of samples of one class and total number of samples in all classes, S i is the sample size of class i. 
V. RESULTS AND DISCUSSION
Previous study in audio classification has demonstrated that more mel-bin spectrograms achieve better performance than using lesser mel-bins [20] . However, a recent study using sub-spectrogram for acoustic scene classification indicates that 40 mel-bin spectrogram can achieve comparably superior accuracy when compared to 120 mel-bin spectrogram. In addition, two methods for dealing with multi-variate varying length acoustic data are investigated. A preliminary experiment is first employed using different mel-bin numbers and different methods for addressing multi-variate varying length acoustic data. It is found that using 120 mel-bin (95.5%) can achieve a significantly higher classification accuracy than 40 mel-bin(91.2%), but with more computational load. In addition, since multiple CNN-based models need to be trained in this study, such a high computational load will significantly increase the training time. Furthermore, this study aims to investigate the effectiveness of fusion of different CNN-based models rather than obtaining a single CNN-based model with the best performance, Therefore, we select 40 mel-bin for the subsequent analysis. For addressing multi-variate varying length acoustic data, repeating signals achieves higher accuracy (91.2%) than resizing spectrograms (88.5%). One reason might be that resizing audio images will lead to the loss of some acoustic patterns. Therefore, the combination of 40 mel-bin spectrogram and repeating signals is selected by balancing the performance and the efficiency.
In the work of [30] , a triplet sampling was used for generating the triplet spectrograms as the input to CNNs: full spectrogram, harmonic-component based spectrogram, and percussive-component spectrogram. Then, a dynamic triplet loss was used for the classification using multi-scale analysis module.
In our study, rather than combing different spectrograms as the triplet representation, we separately train different CNN-based models using different spectrograms. With those different types of spectrograms, we assume that acoustic components of different bird species can be well characterized, which will conversely increase the classification performance of different bird species. Finally, a class-based late fusion of those different CNN-based models can further improve the classification performance. The classification results using each single CNN-based model are shown in Table 3 . It is found that Mel-CNN achieves the best overall performance in terms of all evaluation metrics. This result indicates that Mel-spectrogram can well characterize various types of acoustic components. The classification F1-score is shown in Fig. 4 for each bird species using four single CNN-based models. From the figure, we can observe that different models achieve different classification performance for different bird species. Therefore, it is worthwhile investigating the fusion of those different CNN-based models.
The classification results using different fusion strategies are shown in Table 4 . From the table, we can have following observations: (1) the fusion of different CNN-based models often leads to the performance improvement; (2) the fusion of more CNN-based models architecture does not always achieve better performance than fewer CNN-based models;
(3) different CNN architectures might have better discriminability in recognizing bird calls than different inputs to CNNs.
The best classification balanced accuracy and F1-score using a class-based late fusion of different inputs to the same CNNs are 84.76% and 92.26%, which is higher than 83.27% and 91.42%. Here, the improvement is mainly due to the discriminability of different inputs to the CNNs. The classification F1-score of each bird species is shown in Fig. 5 . It is found that the classification performance of WIWA is the worst, which is in accordance with [23] .
To further improve the classification performance, we not only fuse CNN-based models with different input features, but also fuse another CNN-based model with a different architecture (see Table 2 ). The best classification F1-score can be up to 93.31%. Different from the VGG style network, the SubSpectralNet can be regarded as a filter with different resolutions, which can increase the discriminability of each part of the mel-spectrogram.
To fully understand the classification results, we plot the sum percentage of confusion matrix of the best classification framework ( Figure 6 ). It is observed that 17.6% samples of WIWA are confused with CONW. In addition, 16% and 14.8% samples of WIWA and YTWA are confused with HOWA and BLBW, respectively. The visual patterns of those species are shown in Fig. 7 , where we can find that the spectral components of those two species are very similar which make them difficult to be recognized. We also plot the visual patterns of HOWA and BLBW, both species have similar oscillation components.
VI. CONCLUSION AND FUTURE WORK
In this study, we investigate the fusion of CNN-based models using three types of TFRs for classifying 43 bird species. For those three TFRs, Mel-spectrogram, Harmonic-component based spectrogram, and Percussive-component based spectrogram are used to capture different acoustic patterns for the same audio file. Then, a VGG style network is used to classify bird species. In addition, we include another SubSpectral-Net for classifying bird calls. To further improve the classification performance, a class-based late-fusion is used to selectively combine the output of four individual CNN-based models. The final best balanced accuracy, weighted specificity, weighted sensitivity, weighted precision and weighted F1-score of classifying 43 bird species are 86.31%, 93.49%, 99.63%, 93.76%, and 93.31%. However, since a fusion of different CNN-based models is used, we need to train four different CNN-based models which makes the whole framework less efficient.
Future work aims to build a more efficient classification framework to classify bird species. In addition, only 43 bird species are used in this study. More bird species from different countries will be included to test the robustness of our proposed framework in the future. The number of species to be classified is highly imbalanced (see Fig. 2 ), which makes imbalance learning worth being investigated. Previously, image data has been investigated for recognizing bird species [12] , it it worthwhile fusing both audio and image data for classifying bird species. Another research direction is to build an efficient classification framework for recognizing bird species by intelligently fusing CNN models.
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