Abstract
Introduction
The architecture of most switches is based on either a pure input (IQ) or a combined input and output (CIOQ) buffered architecture. A typical CIOQ N × N switch is shown in figure 1 . At each input, the arriving cells are buffered into N Virtual Output Queues (V OQs). The cells arriving at input i and destined for output j are buffered in V OQ i,j , 1 ≤ i, j ≤ N . The switching core itself is modeled as a crossbar requiring that not more than one packet can be sent simultaneously from the same input or to the same output. The switching core works at a speed-up S ≥ 1, which is defined as the ratio between the potentially higher speed of the switching core and the line-speed of the incoming (and outgoing) links.
The scheduling algorithm of a switch determines the stability and delay characteristics of the switch. In the ground breaking work by McKeown [10] , the scheduling problem, i.e., the decision which cells shall be forwarded through the swicth and which cells shall remain buffered at the inputs, is modeled as a problem originating from graph theory: the calculation of a maximum weight matching for a bipartite matching. The weights are chosen proportional to the V OQ lengths and and the inputs on one side and the outputs of the switch on the other side constitute the two parts of the bipartite graph. For each input-output pair connected by the matching, a packet is sent from the input to the output. An algorithm based on the Hungarian method solves the maximum weight matching (MW M) problem with a complexity of O(N 3 ) [9] . It is shown in [10] that the deployment of a maximum weight matching algorithm guarantees the stability of a CIOQ switch without any speed-up requirements, i.e., a speed-up of S = 1.
The high complexity of the MW M algorithm shows a need to design faster scheduling algorithms with performance characteristics similar to those of the MW M algorithm. Researchers [1] , [4] have focused on maximal weight matching algorithms and have shown that they stabilize a CIOQ switch when they are deployed with a speed-up of 2 or slightly less [2] , [3] .
The scope of this paper is to design new schedul- MW M algorithms with a positive performance ratio as scheduling algorithms for CIOQ switches. Typically [7] , a matching algorithm is said to have a performance ratio of c, 0 < c ≤ 1, compared with a MW M algorithm if for all graphs it finds a matching with a weight of at least c times the weight of an optimal solution as computed by a MW M algorithm.
Here, we generalize the concept of the performance ratio as given in [7] as follows. We say that a matching algorithm approximates a MW M algorithms with approximation parameters (c, d), 0 < c ≤ 1, d ≥ 0, if for any graph the sum of the constant d and of the weight calculated by the matching algorithm is at least as large as c times the optimal weight calculated by the MW M.
In this paper, we first prove general results for matching algorithms that approximate a MW M algorithm with approximation parameters (c, d). We discuss two modes to deploy these algorithms in a CIOQ switch. We show that in either of these modes, a deployment of the switch with a rational speed-up S ≥ 1 c is sufficient to guarantee the stability of a CIOQ switch.
Then, we apply our results to four known matching algorithms that approximate a MW M algorithm with approximation parameters ( . We show that their deployment with a rational speed-up S ≥ 2 guarantees the stability of a CIOQ switch.
Finally, we discuss the new improve matching algorithm from [7] that approximates a MW M algorithm with approximation parameters ( . Applying our general results on approximation algorithms, we show that this algorithm stabilizes a CIOQ switch with a rational speedup of S ≥ 3 2 + . Thus, whereas previously only maximal matching algorithms that required a speed-up of S = 2 were considered as an alternative to the MW M algorithm, here we show for the first time the existence of an algorithm that stabilizes a CIOQ switch with a rational speed-up of S ≥ 
Terminology and Model
Using common terminology from graph theory, we denote a graph G as G = (V, E) where V denotes the set of vertices and E denotes the set of edges of the graph. The letter e always denotes an edge. We assume a weighted graph, where w(e) denotes the weight of the edge e and w(P ) denotes the sum of the weights of the edges e belonging to a set of edges P ⊆ E. A matching M is a subset of the edges of G such that no two edges in M are incident to the same vertex.
We define λ i,j as the expected arrival rate of cells at the V OQ i,j . In the sequel we assume that the incoming traffic is admissible, i.e., we require that
We describe the time t via a discrete, slotted time model. Cells are supposed to be of fixed size. An external times lot is the time needed by a cell to arrive completely at an incoming link. As the switching core works at a speedup S ≥ 1, an internal time slot is defined as the time needed to transfer a cell through the switching core from an input to an output. Throughout this paper we suppose S to be a rational number S = b1 a1 ≥ 1, a 1 , b 1 ∈ N, a 1 and b 1 are prime to each other. We suppose a switch to start its operation at time n = 0. Then for each positive integer m, the a 1 external time slots
. We suppose that cells arrive at the beginning of an external time slot t and are transferred instantly at the end of an internal time slot. We define the norm of an N × N matrix as ||x|| = t (ALGO) is always zero if the time t does not coincide with the end of an internal timeslot. Throughout this paper, we will assume that the weights used by the scheduling algorithms considered are proportional to the lengths of the V OQs. We define by X t = (X i,j t ) 1≤i,j≤N the occupancy matrix of the V OQs which counts the number of cells buffered in the V OQs at time t. By definition [10] , the choice of the matching by a MW M algorithm at the beginning of an (external) timeslot n can be described by the relation
By the definition of the approximation parameters, for a scheduling algorithm ALGO that approximates a MW M algorithm with approximation parameters 
We formalize the notion of the stability of a switch [1] . 
We state the following theorem:
Theorem 1 Be given a fixed positive integer m. Given a system of queues whose evolution is described by a discrete time Markov chain with state vector
and there exist ∈ R + and B ∈ R + such that for all n = ma
then the system of queues is strongly stable.
Proof: In [1] , the theorem is stated for the case m = 1. For m ≥ 1, the proof is similar to the proof in [1] .
We will use the Lyapunov function V (X n ) = X n X T n . Whenever we speak of a matching algorithm of linear complexity, we mean that it is of linear complexity in the number of edges E, where always |E| = N 2 in the case of a bipartite N × N matching as considered in this paper. We propose two different modes to implement an approximation algorithm in a CIOQ switch.
In the mode keep, the scheduling algorithm computes a matching at the beginning of a time slot n. It then keeps the matching constant until the beginning of the time slot n + a 1 , when a new matching is calculated. In the interval [n, n + a 1 ), up to cells b 1 are forwarded at equally spaced spaced time intervals of length a1 b1 . For a given algorithm ALGO, we denote the mode keep of the algorithm as ALGO k . For the mode keep, the evolution of the queue lengths is described as follows: In the mode reconf ig, a new matching is computed every internal timeslots, i.e., every a1 b1 external time slots and cells are forwarded accorded to a calculated matching only once. For a given algorithm ALGO, we denote the mode reconf ig of the algorithm as ALGO r . The queue evolution for the mode reconf ig is described as follows:
where E δ is an an NxN matrix where each entry is an integer between 0 and b. If at time n, there holds X The mode keep mode requires less computations than the mode reconf ig mode. However, the mode reconf ig reacts faster to the changing lengths of the V OQ. Following an analysis in [11] , one can show that the mode keep mode leads to larger average package delays at the V OQs than the mode reconf ig mode.
Stability results for mode keep
We prove the following theorem: 
Theorem 2 Let
where in the last inequality we have used (2) . As in [10] , we obtain for sufficiently large ||X n || 
where C N,b1,d is an absolute constant that depends at most on N, b 1 , and d. On both sides of the equation (6), the occupancy matrices X n are assumed to be the occupancy matrices determined by the arrival process and the algorithm ALGO r in (5). Proof: We see from (2) and (1) 
We note that because the algorithm ALGO is deployed with a speed-up of and X n+c is at most b 1 . This is due to the fact that at most b 1 cells can leave a V OQ in the time interval [n, n + a 1 ), and at most a 1 cells can arrive at a V OQ in the same time interval. Thus,
Thus, we derive from (7):
We now prove a stability theorem for matching algorithms deployed in mode reconf ig : Proof: Using (5), we consider the drift of the Lyapunov function V (X n ) over a 1 time slots:
Theorem 4 We assume a matching algorithm ALGO that approximates the MW M algorithm with approximation parameters
Using (6), we get:
where we have used the fact that the corresponding entries of the occupancy matrices X n and X n+c differ by at most b 1 . Taking the expectation with regard to X n and arguing as in [10] , we derive from (9)
||X n+c ||. (10) for ||X n+c || sufficiently large for all c, 0 ≤ c ≤ a 1 − 1.. 4 Approximation algorithms with a ratio 1 2 .
The most common approximation algorithms to a MW M algorithm are variations of maximal matching algorithms. A maximal matching is a matching that is not properly contained in any other matching of the graph.
The greedy maximal matching algorithm [1] , works similar to a general maximal matching as explained in [8] , but chooses in each step not an arbitrary but the heaviest edge currently available. It has a running time of O(E log E) and a performance ratio of A different approach is used by Drake and Hougardy in [5] . The main idea of the proposed algorithm is to grow in a greedy way two matchings independently and to return the heavier of both as a result. Again, this linear time algorithm has a performance ratio of 1 2 . In [6] , the same authors use the idea of local improvements to a given matching as a postprocessing step to enhance the performance of the approximation algorithm for the MW M problem in practice. The postprocessing requires linear time, but does not improve the performance ratio of Thus, among others, we provide a new way to prove that greedy maximal matching weight matching algorithms are stable with a rational speed-up of S ≥ 2 as shown in [1] .
The improve matching algorithm
In this section, we first describe the improve matching algorithm introduced in [7] .
Then we apply our previous results to prove stability theorems for the improve matching algorithm.
Description of the improve matching algorithm
We give an overview of the main structure of the algorithm and refer the reader for the missing details to [7] . It is known from graph theory that for any given weight M, the weight of which is not the largest possible, one can replace some edges of M with some edges of E such that the new set obtained is again a matching and has a strictly larger value than M. Such a process, which adds a new set S ⊂ E to M and removes a set M (S) is called an augmentation. The set S is called the augmenting set for this augmentation and the set M (S) is defined as the set of all edges in M that are incident with an end vertex of an edge in S. If S contains edges of M, then these are also contained in M (S). The gain of an augmentation is defined as w(S) − w(M (S)) which is the increase of weight achieved by the augmentation.
The idea of the improve matching algorithm is first to use standard techniques to expand a given matching to a maximal matching (if the given matching is not already maximal) and then to make local improvements via appropriate augmentations to the maximal matching.
The improve matching algorithm considers only local improvements that are obtained via short augmentations. A short augmentation is defined as an augmentation such that all the edges in the augmenting set are adjacent to some edge e ∈ E. This edge e is called a center of this short augmentation. It may or may not belong to the actual matching which is locally changed. Examples of short augmentations are given in [7] .
Further, the algorithm does not consider all short augmentations, but only those short augmentations that lead to a local gain of a factor of at least β, where β is a fixed constant > 1. We call such a short augmentation that satisfies the inequality w(S) ≥ βw(M (S)) a β-augmentation and the augmenting set S the β-augmenting set. In a particular instant, there might be more than one possible β-augmentation. Intuitively, it is desirable to choose the β-augmentation that produces the biggest gain. However, for the purpose of the improve matching algorithm, it is sufficient to choose a good β-augmentation. A β-augmentation with center e is called good if it achieves at least (β − 1)/(β − 1 2 ) fraction of the gain that the best β-approximation with center e can achieve.
We now formally define the improve matching algorithm in figure 2 . First, the input matching M is made maximal (if necessary) and then no further changes are made to M. Instead, M is copied to M and all local augmentations are done with respect to M . The algorithm visits each edge e ∈ M only once, and if it finds any β-augmentation set at this edge in M , it performs a good β-augmentation centered at e in M . In [7] , it is shown that the the complexity
