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Résumé
Afin d’accroître leur compétitivité les entreprises ont recours de plus en plus à des systèmes robotisés pour réaliser
différentes tâches complexes. Ces robots sont très attractifs par leur coût mais nécessitent d’introduire des cap-
teurs externes afin de garantir une plus grande précision de mouvement. Un enjeu majeur concerne la co-activité
avec l’homme. Fort de l’acquisition très récente du système de vision low-cost, Leap Motion, qui présente des ca-
ractéristiques de précision inégalées à ce coût, nous proposons un premier travail d’apprentissage, par un système
robotisé, de la gestuelle d’un opérateur. L’objectif est de reproduire des tâches complexes en 3D sans contraintes
pour l’opérateur. Cette interaction permet d’engendrer un nuage de points et de directions très précises. Afin de
garantir une bonne répétabilité du mouvement sur notre robot UR10, nous réalisons une interpolation de ces
données par des splines polynomiales minimisant la norme L1. Ce formalisme développé récemment présente une
complexité de calcul linéaire avec les données et permet de conserver la forme des données même lorsque le pas
de discrétisation n’est pas uniforme en espace.
1. Introduction
L’accroissement de la compétitivité des entreprises passe
par l’adaptation des lignes de production au phénomène de
Mass Customization, qui peut se traduire par une nécessaire
agilité ou flexibilité de la ligne. Dans ce contexte, la de-
mande en faveur de l’exploitation de robots industriels pour
des tâches complexes est en pleine croissance. Les robots
sont capables de réaliser des opérations spécifiques avec ou
à la place d’humains. Une nouvelle génération de robots
est apparue ces dernières années, comme ceux de la so-
ciété Danoise Universal Robots ou encore les robots Bax-
ter de la société américaine Rethink Robotics. Ces derniers
se distinguent radicalement de leurs aînés sous plusieurs as-
pects. Ils sont intrinsèquement adaptés à une collaboration
homme-machine. En effet, ils peuvent limiter les efforts qui
s’exercent sur leurs axes. Ainsi, il devient possible de sup-
primer les grilles de protection habituelles. Leur program-
mation est intuitive et ergonomique. Enfin, ils admettent des
prix relativement bas. Ces robots collaboratifs sont de fait
très attractifs, notamment afin de mettre la robotisation à la
portée des PME, mais également d’effectuer des tâches im-
possibles à réaliser auparavant.
Même si ces robots peuvent désormais travailler à proxi-
mité des humains et ce en toute sécurité, leur exploitation
dans le cadre de tâches complexes est généralement limi-
tée par leur précision. La gestion efficace de l’humain dans
la boucle nécessite alors l’exploitation de capteurs externes
précis et rapides. Dans ce papier, nous proposons d’exploiter
un capteur, low-cost, d’un tout nouveau genre et encore en
développement, le Leap Motion. Ce périphérique, qui sera
commercialisé prochainement, permet de capturer les mou-
vements des doigts de l’utilisateur à un taux de rafraichis-
sement pouvant aller jusqu’à 200 frames par seconde et une
précision affichée inférieure au millimètre. Ce périphérique
est donc, a priori, un outil idéal pour retranscrire en temps
réel le mouvement humain sur un robot.
Nous proposons ici un premier travail d’apprentissage par
un système robotisé de la gestuelle d’un opérateur permet-
tant de reproduire des tâches complexes en 3D. Le robot peut
ainsi suivre la position et l’orientation d’un doigt de l’utilisa-
teur. Afin de garantir une bonne répétabilité du mouvement
sur notre robot de type UR10, nous réalisons une interpo-
lation de ces données (points et tangentes) par des splines
polynomiales minimisant la norme L1 de leur dérivées se-
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conde. Ces splines ont été introduites dans [Lav00] pour la
première fois.
Dans la première partie, nous présentons les techniques
utilisées pour reproduire le mouvement humain, ainsi que
les caractéristiques de mesure du nouveau périphérique Leap
Motion. Dans la seconde partie, nous présentons les données
fournies par le Leap Motion. Puis, nous exposons notre mé-
thode d’interpolation L1 des données issues des mouvements
des doigts. Enfin, nous exposons les premiers résultats ob-
tenus dans le cadre de l’utilisation de ces données avec un
robot collaboratif.
2. Moyen de mesure 3D du mouvement des mains
2.1. Etat de l’art Technologique
De nombreux périphériques permettent de capturer en
3D les mouvements des mains avec plus ou moins de
précision. Ces systèmes reposent sur diverses technologies
comme les exosquelettes mécaniques [Stu92], pneumatiques
[BPBB02], à câbles [HTH∗06], les gants de données à fibre
optique [SZ94], à capteurs de flexion [KHW95], à accéléro-
mètres [LTD11], les trackers magnétiques [MMJ∗11], à ul-
trasons [SZ94] ou encore les systèmes optiques comme les
marqueurs actifs ou passifs [GP09].
Si tous ces périphériques permettent généralement plus de
6 degrés de libertés, en admettant l’utilisation d’un nombre
suffisant de capteurs, ils nécessitent cependant tous l’usage
de matériel à fixer sur la main de l’utilisateur [Her11]. On
peut donc les qualifier de périphériques non-transparents
car ils nécessitent le port de capteurs afin de déterminer les
mouvements effectués. Ce matériel lourd et gênant limite les
mouvements de l’utilisateur. De plus, ils sont sensibles à de
nombreuses sources de bruit : métal, bruit, lumière et pous-
sière. Ils présentent une précision absolue de l’ordre du mil-
limètre voire du centimètre pour certains. Des systèmes op-
tiques permettent, par exemple, de réaliser une capture des
mouvements très précise mais leur prix peut varier de 15
000$ à plus de 250 000$.
Des solutions low-cost de capture des mouvements ont
commencé à apparaître avec l’avènement de la Kinect de
Microsoft c© en novembre 2010. Cette technologie repose
sur l’usage d’une caméra 3D par stéréoscopie et triangula-
tion active [MPS07]. Elle permet d’atteindre une précision
absolue de l’ordre de 1 à 5 centimètres selon la distance. Elle
présente aussi le très grand avantage d’être non intrusive, de
travailler dans le spectre infrarouge et d’être, par conséquent,
totalement transparente pour l’utilisateur. De plus, bien que
reposant sur de la vision par ordinateur, le système peut éga-
lement opérer de nuit grâce à l’infrarouge. La Kinect est
ainsi un périphérique permettant de capturer les mouvements
de l’utilisateur en 3D pour un moindre coût, environ 250$.
Cependant, elle souffre de plusieurs inconvénients tels qu’un
faible taux de rafraichissement de 30 images par seconde et
une sensibilité aux objets réfléchissants. De plus, elle ne per-
met de capturer que les mouvements du corps. Par exemple,
les mouvements des doigts de la main ne sont pas gérés par
le SDK actuel.
2.2. Présentation du capteur Leap Motion
Le système que nous nous proposons d’exploiter repose,
quant à lui, sur l’utilisation d’un périphérique d’un tout nou-
veau genre : le Leap Motion c© 2012 présenté à la figure 1.
Les caractéristiques de ce petit périphérique de 8cm x 3cm
x 1cm en font un appareil très intéressant pour la capture
précise des mouvements des doigts. A ce stade des dévelop-
pements, ce périphérique est capable de mesurer à la fois la
position et l’orientation dans l’espace des doigts ou de tout
objet long et fin comme des bâtons ou des stylos. Il est même
possible de différentier un objet d’un doigt. La précision affi-
chée du positionnement est de l’ordre de 1/10 de millimètre
selon les 3 axes dans un volume cubique d’environ 60cm de
côté. Nous verrons par la suite que cela correspond à la ré-
pétabilité du capteur et non à sa précision absolue.
Le taux de rafraichissement du système peut aller de 30
à 200 images par seconde selon la puissance de l’ordinateur
utilisé. La distance de détection est comprise entre 2cm et
70cm avec un champ de vision de 110◦ actuellement. Ces
caractéristiques doivent passer prochainement à 1m et 140◦.
Le système peut fonctionner à travers des surfaces comme
le verre ou le plexiglass. Il est possible de chainer plusieurs
de ces périphériques afin d’accroître la zone de détection.
Le Leap Motion se connecte à un ordinateur par un câble
USB. Il est ainsi alimenté en courant. Il peut envoyer les
informations 3D à l’ordinateur. Le SDK fourni avec le Leap
Motion permet aux développeurs de récupérer la position et
l’orientation de la main et de chaque doigt ou de tout objet
de type pointeur. Il capture même les mouvements de chaque
doigt de façon indépendante. Il peut suivre ainsi jusqu’à une
quinzaine de doigts. Enfin, le prix de vente sera de l’ordre
de 70$. Ce qui en fait un périphérique à la fois précis, peu
onéreux et innovant.
On notera que ce périphérique ne permet de détecter un
objet que si ce dernier entre dans son champ de mesure en
passant par le plan XY (Cf. figure 3).
Figure 1: Carte électronique du Leap Motion (à gauche) et
dans son boîtier (à droite).
Dans la suite, nous avons restreint notre étude aux don-
nées fournies par le Leap Motion lors de la réalisation d’un
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Figure 2: Le repère associé à la Leap Motion.
Figure 3: Un objet entrant par le plan Y Z (doigt 1) n’est pas
détecté contrairement aux doigts 2 et 3.
mouvement d’un unique doigt. Nous avons donc développé
en C++, un module qui permet de détecter si un doigt est
présent dans le champ de vision de l’appareil et de récupérer
sa position et son orientation dans le repère du Leap Mo-
tion (Cf. figure 2). L’origine du repère est définie comme le
centre de l’appareil.
Nous avons réalisé une campagne de mesures afin de ca-
ractériser la précision de positionnement atteignable sur le
Leap Motion. Les mesures ont été effectuées dans le plan
XZ pour différentes hauteurs Y . La figure 4 présente l’erreur
obtenue pour un déplacement selon l’axe Z situé à 100mm
au-dessus du dispositif. L’écart type en chaque valeur de Z
est estimé à partir de 100 mesures.
Ces résultats montrent une précision absolue de 0,7mm
pour des points mesurés à une distance inférieure au cm
par rapport au centre du repère du capteur. Ce constat est
généralisable dans les autres directions. Ces premières ana-
lyses conduisent à une répétabilité à un σ de 0,125mm. La
répétabilité du capteur semble cohérente avec les données
constructeur. Elle est aussi en accord avec notre approche de
la reproduction de la gestuelle humaine. Une analyse métro-
logique de ce capteur est en cours.
Figure 4: Mesure de l’erreur suivant l’axe Z (X = 0,Y =
100mm) et écarts types associés.
3. Reproduction du mouvement des doigts
3.1. Mouvement des doigts : données brutes issues du
Leap Motion
La figure 5 illustre un mouvement d’écriture simple me-
suré en 3D par le Leap motion. La figure 6 présente le dépla-
cement d’un doigt dans l’espace ainsi que son orientation en
chacun des points enregistrés. Pour ce mouvement, un chan-
gement d’orientation a volontairement été introduit afin de
vérifier la détection correcte de la direction du doigt (zoom
sur la figure 6).
Le protocole d’acquisition actuel ne permet pas d’assurer
un échantillonnage temporel constant. Ainsi, même à vitesse
quasi-constante, certaines zones sont dépourvues de points
de mesure. Afin de permettre la reproduction du mouvement
par un système industriel de type robot anthropomorphe, il
est indispensable d’interpoler les données mesurées en ga-
rantissant la meilleure préservation possible de la trajectoire
initialement décrite. Dans la suite, nous proposons d’exploi-
ter des splines minimisant la norme L1 de leur dérivée se-
conde pour effectuer cette interpolation. Ces splines pré-
sentent en effet la propriété de bien préserver la forme des
données.
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Figure 5: Données mesurées pour un mouvement d’écriture
à vitesse normale.
Figure 6: Position et direction du doigt lors d’un mouvement
3D.
3.2. Interpolation L1−C2 du mouvement des doigts
Nous considérons d’abord le cadre des splines cubiques
paramètriques [Auq07]. Les résultats théoriques obtenus
pour ces splines cubiques serviront de base pour définir des
splines quintiques admettant une régularité de raccord C2 et
des bonnes propriétés de préservation de la forme des don-
nées. Nous nous appuyons ici essentiellement sur les résul-
tats de [NGA11]. Ce niveau de régularité C2 est nécessaire
afin de minimiser les sollicitations d’ordre dynamique de la
structure du robot lors du mouvement [OBGD10].
Définition 1 Soit u = {ui}i=1,...,n (n ∈ N) une suite arbi-
traire monotone réalisant une partition de [0,1]. Nous ap-
pelons spline cubique paramètrique C1 toute application γ
satisfaisant :
i) γ est une application polynomiale de degré inférieur
ou égal à 3 sur chaque [ui,ui+1[→ Rd
(
d ∈ N∗)
ii) γ est de classe C1 sur [0,1].
Nous notons S3,u cet espace vectoriel.
Les points 3D Q = (qi)i=1,...,n donnés par le Leap Motion
permettent de définir l’ensemble suivant
IQ,u =
{
γ ∈ S3,u | γ(ui) = qi pour i = 1, . . . ,n
}
.
Afin de limiter le nombre de degré de liberté de cet
ensemble, nous fixons la séquence u selon une partition
chordale prenant en compte les distances relatives entre les
points. Des partitions plus spécifiques, prenant en compte
aussi les angles relatifs entre les points peuvent être aussi
utilisées. Il reste ainsi comme degrés de liberté les valeurs
des vecteurs des dérivés aux ui. Cet ensemble IQ,u admet
donc une infinité d’éléments. Classiquement, il est proposé
de minimiser un critère en norme L2 afin de sélectionner une
solution via la résolution d’un système linéaire. J. Lavery en
2000 a proposé dans [Lav00] de minimiser un critère basé
sur la norme L1 défini comme suit
inf
γ∈IQ,u
∫ 1
0
∥∥∥∥∥ dγ2du2 (u)
∥∥∥∥∥
1
du. (1)
Cette minimisation conduit à un problème non linéaire
issu de l’utilisation des valeurs absolues. Cependant, une ré-
solution numérique par algorithme de minimisation de type
point-intérieur (Cf. [Van89]) permet de montrer que ce type
de fonctionnelle donne des résultats numériques intéressant
concernant la préservation de la forme et le respect des ali-
gnements des données. Il a été montré dans [AGN07] que
le phénomène de sur-oscillation ou phénomène de Gibbs est
évité lorsque les données présentent des variations brusques
des écarts relatifs.
En considérant le formalisme spline cubique, nous mon-
trons que le problème de minimisation (1) peut s’écrire sous
la forme
min
bi∈Rd
n−1
∑
i=1
∫ 1
2
− 12
|∆bi +6t(bi +bi+1− 2∆ui ∆qi)| dt, (2)
où les bi sont les vecteurs des dérivées inconnus en chaque
point donné par la Leap Motion. L’opérateur ∆ désigne
l’opérateur des différences progressives i.e. ∆qi = qi+1−qi.
Comme la fonctionnelle n’est pas strictement convexe, il n’y
a pas nécessairement unicité de la solution. La résolution nu-
mérique de ce problème peut conduire aussi à des problèmes
de robustesse pour un ensemble de points Q important.
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Dans [NGA11], nous avons proposé une nouvelle mé-
thode de résolution basée sur une minimisation locale sur
une fenêtre de cinq points. Le principal avantage de cette mé-
thodologie est que nous avons été capable de résoudre for-
mellement la solution de (1) sur cinq points. Par conséquent,
la complexité de calcul est devenue linéaire avec les don-
nées. Cette méthologie locale s’est avérée intéressante puis-
qu’elle permet de conserver les bonnes propriétés de conser-
vation des alignements, de non oscillation et d’invariance par
rotations des splines obtenues par une résolution dite glo-
bale. En appliquant itérativement cet algorithme sur les déri-
vées premières bi calculées par cette méthode, il est possible
de calculer avec une complexité linéaire des dérivées se-
condes aux points d’interpolation. Nous appliquons la même
méthodologie afin d’interpoler l’ensemble des orientations
du doigt. Finalement, nous calculons une spline quintique
d’interpolation des points présentant de bonnes propriétés
de design géométrique et une spline cubique d’interpolation
des orientations.
Figure 7: Comparaison entre une spline d’interpolation L2
en pointillé et une spline L1 en continue.
La figure 7 montre que la spline d’interpolation obtenue
par minimisation L1 présente moins d’oscillations que la
spline L2 dans ce cas où les données varient avec de fortes
amplitudes au centre. Ces fortes variations sont dues essen-
tiellement à la fréquence de traitement des données issues du
Leap Motion qui était trop basse par rapport à la vitesse de
déplacement de l’extrémité du doigt dans cette zone.
4. Reproduction du mouvement par un robot 6 axes
collaboratif
Pour reproduire la gestuelle, nous avons choisi d’utiliser
un robot UR10 vendu par Universal Robot et présenté à la fi-
gure 8. Ce système est à la fois peu onéreux (ce qui reste dans
l’esprit low-cost du système de capture des mouvements) et
en même temps ergonomique et sécurisé. Bien que peu dis-
pendieux, ce bras robotique reste toutefois flexible et hau-
tement spécialisé. Il peut être utilisé dans quasiment n’im-
porte quelle industrie où les robots traditionnels sont trop
grands, chers, bruyants ou pas assez flexibles. Il ne néces-
site pas d’installation ou de configuration lourde. L’UR10
est un robot industriel anthropomorphe à 6 axes de 29kg.
Il permet de soulever des charges allant jusqu’à 10kg. Il a
été spécialement développé pour les petites et moyennes en-
treprises qui ont besoin d’une automatisation flexible, effi-
cace et rapidement rentable. Ces robots sont faciles à dépla-
cer et ils ne nécessitent pas une base particulièrement solide
étant donné leur faible poids. L’UR10 est un bras robotisé
qui peut, conformément à la réglementation en vigueur, être
en service sans protection particulière. Ainsi, il est parfaite-
ment adapté à la notion de collaboration homme/machine.
Les actionneurs d’axe du robot sont dimensionnés afin de li-
miter tout impact sur l’environnement ou sur un homme à la
valeur maximale de 150N.
Figure 8: Robot UR10 et son interface de programmation.
Il est possible de piloter le robot soit à l’aide de son in-
terface utilisateur graphique, soit au travers de scripts (sur
l’UC du robot lui-même), ou encore grâce à une API en C à
partir d’un ordinateur délocalisé au moyen d’une connexion
TCP / IP classique. Le langage de programmation du robot
est l’URScript. L’URScript contient un certain nombre de
variables intégrées et des fonctions assurant la surveillance,
le contrôle des entrées / sorties ainsi que les mouvements
du robot. Les programmes URScript sont exécutés en temps
réel dans le RuntimeMachine de l’URControl (RTMachine).
Le Runtime Machine communique avec le robot avec une
fréquence de 125Hz.
Les trajectoires du robot sont générées en ligne en ap-
pelant des fonctions de déplacement (movej, movel) et
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des fonctions de vitesse (speedl, speedj). Les positions et
les vitesses des articulations sont représentées directement
comme des listes de six nombres flottants : un réel pour
chaque articulation du robot. Il suffit alors d’envoyer au ro-
bot des vecteurs composés de 6 valeurs : 3 pour la position
et 3 pour l’orientation de l’effecteur terminal.
Grâce au Leap Motion, nous pouvons via un programme
simple, récupérer les positions et les orientations d’un doigt
ou d’un outil. Nous composons alors un vecteur à 6 valeurs
que nous envoyons par connexion TCP / IP au robot afin que
l’effecteur reproduise le plus fidélement possible les mou-
vements du doigt de l’utilisateur. L’interpolation spline L1
est calculée actuellement sur le PC après enregistrement de
l’ensemble des positions en hors-ligne. La méthodologie de
minimisation par fenêtre glissante permettra dans un travail
futur une implémentation temps réel où la spline sera regéné-
rée au fur et à mesure de l’obtention des données. Des calculs
parallélisés sur carte GPU de l’algorithme d’interpolation L1
présentés dans [NGA12] démontrent cette possibilité.
5. Conclusion
Nous avons utilisé le nouveau capteur Leap Motion afin
de réaliser le design de trajectoires par un opérateur dans
le but de copier la cinématique de son mouvement par robot.
Nous avons montré dans le cas où la vitesse de traitement des
informations de mouvement provenant du Leap Motion est
trop faible que l’utilisation de spline L1 peut être intéressante
pour générer des trajectoires robot plus "tendues".
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