Calorimetric studies of protein-ligand binding often yield thermodynamic data that are difficult to explain in physical terms. Today, explicit solvent molecular dynamics simulations are fast enough that we can begin to use them to look for explanations of such thermodynamic puzzles. Additionally, when such simulations generate results that do not agree well with experiment, this may motivate further development of computational methods and force fields. Here, we apply near-millisecond duration simulations to compute and analyze the binding of four peptidic ligands with the Grb2 SH2 domain, focusing on relative binding enthalpies. The ligands fall into matched pairs, which differ only in the presence or absence of a conformationally constraining bond, which preorganizes two of the ligands for binding. Prior experimental work had revealed, unexpectedly, that binding of the constrained ligands is favored enthalpically, rather than entropically, relative to their flexible analogs. However, the present calculations yield the opposite trend. On further analysis, the computed relative binding enthalpies are found to be small balances of much larger underlying differences in the mean energies of structural components, such as the ligand and the binding site residues. As a consequence, the deviations from experiment in the relative binding enthalpies represent small differences between these large numbers. We also computed first order estimates of changes in configurational entropy on binding. These suggest that the more rigid constrained ligands reduce the entropy of binding site residues more than their flexible analogs do. The implications of these calculations for the use of simulations to understand the thermodynamics of molecular recognition, and for the computational analysis of binding thermodynamics, are discussed.
Introduction
Calorimetric studies of protein-small molecule interactions decompose the standard free energy of binding into the binding enthalpy and entropy-the so-called thermodynamic signature of binding [1, 2, 3, 4] . These components of the free energy may provide insight into the forces driving binding [5, 6, 7] . It has also been argued that one should aim to design ligands whose binding is enthalpydriven, as these may be better drugs than ones whose binding is entropy-driven [8, 9] . On the other hand, small changes in the chemical structure of a ligand often produce large changes in the binding enthalpy and entropy that are difficult to rationalize [10] . Of particular interest here, several meticulous experimental studies have compared the binding of flexible versus preorganized ligands to small proteins. A better preorganized ligand is expected to binding with higher affinity, all other things being equal, due to a reduced configurational entropy penalty on binding, but calorimetric studies have yielded the opposite result [11, 12, 13] . A molecular level understanding of the relationships between ligand structure and binding thermodynamics is of fundamental interest, and may ultimately help to guide design of promising drug candidates.
In recent years, advances in molecular simulations have opened new possibilities to study drugprotein binding in atomistic detail [14, 15, 16, 17, 18, 19] . In particular, although the binding enthalpy can be challenging to compute, a straightforward direct approach has been shown to yield numerically precise (though not necessarily accurate) results for host-guest systems [20, 21, 22, 23, 24, 25] . The direct approach is appealing for its simplicity, as well as its ability to provide a breakdown of enthalpy contributions from various components of the system, such as the ligand and the binding site residues.
Here, we use the direct enthalpy calculation method to estimate the relative binding enthalpies of constrained and flexible phosphopeptides for the SH2 domain of growth factor receptor protein 2 (Grb2) [26] . As perhaps expected, the more rigid, and hence better preorganized, constrained peptides were found experimentally to bind the protein with higher affinity [11] . Unexpectedly, however, their greater affinity traces to a more favorable binding enthalpy, instead of the entropic advantage anticipated due to their preorganization [11] .
The ligands in that study are amide-capped pseudopeptides, which contain a varied central amino acid (X) flanked by a modified phosphotyrosine (pY) and an asparagine (N) (Figure 1 ). For each flexible ligand (fpYXN, Fig. 1a ), a constrained analog (cpYXN, Fig. 1b ) was synthesized and tested under identical experimental conditions. The cpYXN ligands are conformationally constrained by cyclization of the phosphotyrosine to form a cyclopropane ring.y
We studied two pairs of these ligands, where each pair contains the same central residue, either valine (V) or glutamine (Q). The structures of these ligands in complex with the Grb2 SH2 domain were previously solved [11] and are available in the RSCB PDB [27] : fpYNVN (3C7I) and cpYVN (2HUW); fpYQN (3IMD) and cpYQN (3IN7). With the multiple-GPU version of AMBER PMEMD [28] , and long (4 fs) time steps made possible by hydrogen mass repartitioning [29] , we were able to achieve up to 450 ns of simulation per day, and generated about 250 µs cumulative simulation time for each bound system. The present study thus presses the state of the art in protein-ligand simulations accessible with GPU computing. The results are informative not only about the physics of molecular recognition, but also about the convergence of enthalpies by the direct method. In accordance with the experimental study, both the N-and C-termini are capped with electrically neutral amide groups.
Methods

Calculation of Relative Binding Enthalpies
Relative binding enthalpies (∆∆H) were estimated by the direct method [20, 21, 22] , which involves taking differences in mean (Boltzmann-averaged) potential energies for simulated systems of interest. With the direct method, the absolute protein-ligand binding enthalpy can be computed by running separate simulations of the ligand in solvent, the protein in solvent, and the protein-ligand complex in solvent, and subtracting the mean energies, while ensuring that the composition of the bound-state system is identical to that of the unbound state systems; for example, the number of water molecules must match exactly between the bound and free states. Here, however, we computed the relative binding free energies of a series of similar ligands. This avoids the requirement of converging the mean energy of the free protein, which might be particularly difficult due to possible conformational shifts on removal of ligands from the binding site. The relative binding enthalpies considered in this study were computed according to the following equations:
Here U L,aX is the mean potential energy of a simulation of solvent with ligand aX, where a is c or f, indicating a constrained or flexible peptide, respectively; and X is V or Q, indicating that the second residue is valine or glutamine, respectively-such that fV refers to ligand fpYVN.
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The potential energies for simulations of the corresponding protein-ligand complexes are given analogously as U P L,aX . Equations 1 and 2 report the energetic consequences of going from the flexible to the covalently constrained ligands, while Equations 3 and 4 report the energetic consequences of going from a central valine residue to a glutamine. In order to obtain correctly balanced energies, the numbers and protonation states of waters, ions and buffer compounds were identical across all simulations, except for the addition of counterions required to maintain electrical neutrality; see Section 3.2.
Because the force field is additive, these relative binding enthalpies can be decomposed by structural components. For example, one contribution to the relative binding enthalpy of two ligands is the difference in their change in internal energy on binding. This can be computed by a post-analysis of the each simulation that isolates the ligand and computes its mean internal energy.
Molecular Dynamics Simulations
Each of the four ligands was simulated in complex with the Grb2 SH2 domain, and free in solution (i.e., without protein). The starting coordinates were prepared from the crystal structures of the complexes identified above, using Maestro [30] ; crystallographic waters within 5Å of the ligand were retained and missing hydrogens were added. For the free ligand simulations, the coordinates of the ligand alone were extracted from the crystal structure and used as a starting point.
The complexes and free ligands were then solvated with TIP3P water, buffer molecules, and ions, to approximate the experimental conditions [11] . To facilitate the calculation of relative binding enthalpies, the contents of each simulation box were kept identical, except for the choice of ligand, whether or not the protein was present, and the requirement for additional sodium ions to ensure electrical neutrality of the overall system (see below). Thus, each truncated octahedral simulation box, measuring 12Å from the solute to the box edge for the complex and 23Å for the free ligand, was populated with 6034 TIP3P waters, 6 HEPES molecules, and 17 NaCl, to approximate the 50 mM HEPES, 150 mM NaCl solution used in the ITC experiments [11] . To match the pH 7.45 conditions of the experiments, the charges on the residues of Grb2 SH2, including the protonation states of the histidines, were determined with the H++ 3.0 server (http://biophysics.cs.vt.edu) [31, 32, 33] . Based on the pKa values predicted by MarvinSketch 14.10.7.0, 2014, ChemAxon (http://www.chemaxon.com), three different ionization states of HEPES were included (see Supporting Information). At pH 7.45, the total charges of the Grb2 SH2 protein, the 6 HEPES molecules, and each ligand are +3, -3, and -2, respectively. Thus, to neutralize the simulation systems, additional Na+ were added: 2 for the complex systems, and 5 for the ligandonly systems. In total, the simulated complex systems comprised approximately 20,050 atoms, while the ligand systems comprised approximately 18,400 atoms; the Grb2 SH2 domain has 1,653 atoms.
Force field parameters were assigned to the protein, ligands, and buffer molecules with the LEaP program. The ff12SB force field [34] was used for the protein, GAFF [35] forcefield parameters were used for HEPES, and forcefield parameters for the phosphotyrosine (PTY) residue were taken from the set determined by Steinbrecher et al [36, 37] , as available in the AMBER frcmod.phosaa10 file. The cyclized phosphotyrosine (CPY) parameters were the same as PTY with the exception of the cyclopropyl moiety, which used the GAFF parameters for sp 3 carbons in triangle systems (cx ). Partial charges for both the HEPES molecules and the modified phosphotyrosine residues were determined using the RESP method, as available through the R.E.D. Server [38, 39] using Gaussian09 C.01 [40] . The full set of parameters used is available in the Supporting Information.
The MD simulations were performed with the multiple-GPU version of PMEMD (pmemd.cuda.MPI ) [28] . The systems were NVT heated to 300K and NPT equilibrated for 5 ns, and the resulting equilibrated coordinates were used as the initial coordinates for the production simulations. The simulations were performed using periodic boundary conditions, with a nonbonded cutoff of 9Å. The SHAKE algorithm was used to constrain the lengths of bonds involving hydrogen atoms. Pressure and temperature were regulated by a Monte Carlo barostat [28] and a Langevin thermostat, respectively. Hydrogen mass repartitioning was enabled, to allow use of a long (4 fs) timestep [29] . A prior study showed that this approach does not lead to significant differences in computed binding enthalpies [23] . The simulations were run in 200 ns blocks, with each block seeded by a new random number. Coordinates and energies were recorded every 500 steps (2 ps).
For each system, two replicate simulations, termed Run A and Run B, were initiated using the same equilibrated starting coordinates, but different random number seeds. Each replicate was simulated for 20 µs for the free ligands and over 125 µs for the complexes, so that the total simulation time was 40 µs for each free ligand and over 250 µs for each complex; see Table 3 for details.
Evaluation of Uncertainty
In addition to the use of non-identical replicate calculations (Section 3.2), we used two different methods, previously detailed in Henriksen, et al. [23] , to estimate uncertainties based on the individual trajectories. Using the approach described by Shirts and Chodera [41] , the statistical inefficiency is determined from the autocorrelation function of the energy to create a subsampled data series that is uncorrelated, at least in principle. The standard error of the mean (SEM, σ) is then computed for the resulting uncorrelated series. Blocking analysis [42] is another approach to estimating the uncertainty of the time series of potential energies, where block-wise SEMs are computed for successively longer blocks of energies. On a plot of SEM vs. block size, a plateau is generally seen for simulations that are considered converged, and the SEM value corresponding to the plateau is taken as the error of the estimation. However, we have observed that, especially when a clear plateau is absent, a more conservative (i.e., larger), and more reliable error estimate is the largest SEM reached for any of the block sizes tested [23] , so we use the latter metric.
Principal Component Analysis
To look for large-scale, slow protein motions that might account for slow convergence of the mean energy, we applied principal component analysis (PCA) to the simulated trajectories of the complexes and free ligands. PCA is commonly used to determine the essential dynamics of a simulation [43, 44] by reducing the dimensionality of the trajectory motions. Principle components, or PCs, are the eigenvectors obtained from diagonalizing the covariance matrix of a trajectory, and the eigenvector with the largest eigenvalue is the linear combination of Cartesian coordinates that captures the most variance. We used the cpptraj program to obtain the first three PCs for concatenated trajectories of the simulation replicates for each system (Run A and Run B) and then to project the individual trajectories onto each PC. All atoms of the ligands, but only the Cα atoms of the proteins, were included in these analyses. 
Structural Decomposition for Component Potential Energies
As indicated in Section 3.1, we sought insight into the computed relative binding enthalpies by isolating the mean energies associated with parts of the overall system, notably the ligand and a set of residues that form the binding site. To generate ligand-only trajectories, we used cpptraj [28] to delete the protein and all solvent molecules, including water, HEPES buffer, and ions, from each trajectory. We similarly generated trajectories containing only 13 binding site residues (Arg13, Arg32, Ser34, Glu35, Ser36, Ser42, Val51, Gln52, His53, Phe54, Lys55, Leu66, Trp67), with and without the bound ligand; the rest of the protein and all solvent molecules were stripped. The potential energies of the decomposed systems were then evaluated by specifying imin=5 and maxcyc=1 in the sander [28] program to read in the trajectories and calculate a single-point energy at each frame. PME was disabled by using ntb=0 so that no periodicity was applied and long-ranged interactions were accounted for instead by increasing the nonbonded cutoff to 100.0Å.
To define the energy components computed here, we introduce the following notation:
• u BLi P Li : mean internal energy of protein binding site residues and ligand i, in their bound complex
• u B P Li : mean internal energy of protein binding site residues only, from simulation of bound complex with ligand i
• u Li P Li : mean internal energy of ligand i only, from simulation of its bound complex with protein
• u Li Li : mean internal energy of ligand i only, from simulation free in solution
Then the mean interaction energy of ligand i and binding-site residues from the simulation of their bound complex is
The change in the internal energy of ligand i on binding is
The difference between the binding site internal energy when ligand i is bound versus when ligand j is bound is ∆u Bij = u B P Li − u B P Lj (7)
Estimating Changes in Ligand Configurational Entropy
It is of interest to examine changes in configurational entropy, along with the component energy changes discussed above. The configurational entropy, S, may be written as an expansion in terms of first-order terms, pairwise mutual informations, third-order mutual informations, and so forth [45, 46, 47] . Here, we examine only the relatively tractable first-order term S (1) , which provides a useful look at overall trends [47] . The change in first-order entropy of ligand i on binding for dihedral angle n is obtained by binning the dihedral, φ in , into m = 1 . . . N bins to create a normalized probability distribution, and computing its first order contribution to the binding entropy as
where P m (φ n ) and P m (φ n ) are the probabilities in bin m for the free and bound states, respectively, and we have omitted the superscript (1) for simplicity. The total first-order binding entropy for ligand i is then calculated as the sum of the contributions from its N dih dihedral angles:
The relative binding entropy of ligands i and j then is ∆∆S ij,bind = ∆S j,bind − ∆S i,bind . One may also compare the absolute configurational entropies of two ligands, i and j, as
where subscripts i and j indicate the ligand associated with each probability distribution, the first equation pertains to the free state, and the second equation pertains to the bound state.
To compute the torsional entropies of the peptide ligands, we analyzed a minimal, non-redundant, set of rotatable torsions. Although an additional bond is present in the constrained ligands, we note that it does not introduce any new non-redundant torsions, so the constrained and flexible phosphotyrosines (cpY and fpY) were defined by the same minimal set of torsions. When computing such relative entropies comparing ligands containing glutamine versus valine, the additional glutamine-specific torsions were excluded. Analogous calculations yield the difference in entropy of torsions in the binding site residues, with ligand i versus j bound: ∆S B,ij . The rotatable torsions of the following binding site residues were analyzed: Arg13, Arg32, Ser34, Ser36, Ser42, His53, Phe54, and Lys55, which are a subset of the 13 residues used in the structural decomposition analysis (Section 3.5) that had native contacts of 4Å or less for greater than half the simulation (see Section 3.7). In the following, we report entropies as free energy contributions of the form −T ∆S, in units of kcal/mol, to facilitate comparison with energies. The dihedral angles used for these analyses are listed in the Supporting Information. Histograms for the selected dihedrals were generated from the trajectories with cpptraj, using 180 bins of size 2
• .
Native Contact Analysis
We used the nativecontacts program within cpptraj to determine, for each simulation of a proteinligand complex, the fraction of time the native protein-ligand contacts were maintained, in the sense of being shorter than 4Å. This analysis tracked all protein-ligand interatomic distances that were < 4Å in the starting (crystal) structure of each simulation, omitting distances involving hydrogen atoms.
Results
This section begins by comparing the computed and experimental relative binding enthalpies of the four ligands, and by providing structural analyses that help explain the computational results. The four molecular recognition events then are further characterized in terms of changes in configurational entropy and flexibility. Finally, we provide a detailed analysis of convergence and numerical precision of the mean potential energies that go into the enthalpy analysis. 
Analysis of Relative Binding Enthalpies
One of the more intriguing experimental observations regarding this system is that the constrained peptides have more favorable binding enthalpies than their corresponding flexible peptides, by 1.1 and 2.5 kcal/mol [11] , as listed in the first two rows of Table 1 . In contrast, the calculations assign both flexible peptides more favorable binding enthalpies, by 1.3 and 5.4 kcal/mol (∆∆H in Table 1 ), relative to their corresponding constrained peptides. This deviation between calculation and experiment holds across both peptide sequences. In addition, they are substantial on the scale of the experimental and computational uncertainties, particularly for cV and fV, where calculation deviates from experiment by nearly 8 kcal/mol. The fact that the flexible ligands bind more favorably in these calculations traces in part to the fact that they make more favorable contacts with the protein binding site, by over 20 kcal/mol, as evident from the values of ∆∆u inter in Table 1 . In addition, the internal energy of the binding site is more favorable when the flexible ligands are bound, relative to the constrained ligands, as evident from the values of ∆u B in Table 1 . Presumably, the flexible ligands can form more intimate interactions, and allow the binding site to adopt a more relaxed conformational ensemble, than the more rigid constrained ones. Indeed, the flexible ligands maintain their crystallographic interactions with the binding site during more of the simulations than do the constrained ligands. This is shown in Figure 2 , which depicts the native contacts present for greater than 50% of each complex simulation. The flexible ligands maintain multiple native contacts (Fig. 2a and 2c) , with many formed between the central residue of the ligand (Val or Glu) and the protein backbone (His107, Phe108, Lys109); the corresponding contacts are poorly maintained by the constrained ligands ( Fig. 2b and 2d) .
Subtracting the component energies ∆∆u inter , ∆u B , and ∆∆u L , from the relative binding enthalpies, ∆∆H, yields ∆∆u other , the contribution of the solvent and the remainder of the protein, which includes their interactions with the ligand and binding site, to the overall relative binding enthalpies. This "other" contribution strongly favors binding of the constrained ligands (Table 1) , and, indeed, nearly cancels the contributions of the other components. Intuitively, the formation of favorable interactions between the ligands and the binding site, and within the binding site, is largely balanced by losses in favorable interactions involving the solvent and the rest of the protein.
The present calculations do replicate the experimental trend that the glutamine-containing peptides, fQ and cQ, have more favorable binding enthalpies than their valine-containing counterparts, fV and cV. Here, since the computed relative binding enthalpies are within 5.2 kcal/mol of zero, the uncertainties of up to about 2 kcal/mol in the calculations (above) are more problematic. However, the consistency of the results between both pairs of peptides supports the solidity of the result. The more favorable binding enthalpy of the glutamine-containing peptides does not correlate clearly with stronger ligand-protein interactions (∆u inter , Table 1 ), although this might have been expected given the ability of the Q residue to hydrogen-bond with the protein. This absence of hydrogen bonds between the ligand glutamines and the protein is consistent the crystal structures. Instead, the binding site itself adopts somewhat lower energy conformations in the presence of the fQ and cQ, versus fV and cV, as evident from the positive values of ∆u B in Table 1 . 
Changes in Ligand Configurational Entropy on Binding
We also examined changes in the configurational entropy of the ligands and the binding site. The first-order estimates used here, which are based on the probability distribution functions of rotatable bonds, quantify changes in thermal motion on binding. We checked the convergence of these calculations by computing the first-order entropies for subsets of frames from the total simulation, and found that the final values were always within a standard deviation of the values estimated by the subsets, as detailed in Supporting Information Figures 2-3 . Although it may be expected that a more rigid ligand will incur smaller losses in configurational entropy on binding, we see the opposite pattern: the constrained peptides lead to considerably more unfavorable changes in configurational entropy on binding than the flexible ones, by 7-8 kcal/mol, at least for the ligand and binding-site torsions considered here (Table 2, Sum). This result is consistent with the paradoxical experimental observation that the entropy of binding is less favorable for the constrained than the flexible ligands. (Note, however, that the experimental entropies account for the entire system, including the solvent; whereas the present results account only for a small number of ligand and binding-site torsions.) That the constrained ligands lead to more unfavorable changes in configurational entropy on binding traces primarily to the binding site torsions, rather than the ligands themselves: binding of the constrained ligands leads to about a 5 kcal/mol greater loss of configurational entropy in the binding site than does binding of the flexible peptides (Table 2 , −T ∆S B,ij ). This is physically plausible, because a more rigid ligand may constrain the binding site more, as previously suggested [11, 48] .
The computed changes in ligand torsional entropy on binding also are more unfavorable for the constrained ligands than for the corresponding flexible ones ( Table 2 , −T ∆∆S ij,bind ). This result is consistent with the prior computational study of this system [49] , which found that the flexible ligands form internal nonbonded interactions which reduce their conformational flexibility when free in solution; while these interactions did not form in the constrained peptides. We wished to compare the configurational entropies of the constrained and flexible ligands in solution, similarly, but a direct comparison cannot be made between ligands with different numbers of torsion angles. Therefore, we recomputed the configurational entropies of free fQ and cQ, this time omitting the χ 2 and χ 3 torsions of the glutamine, to generate entropy estimates based on 17 torsions that chemically match the 17 torsions of fV and cV (Eq 10). Consistent with the prior study, we find that the constrained peptides have greater configurational entropy in solution than the flexible ones, by about 1 kcal/mol (see Supporting Information for details). However, the constrained peptides have less configurational entropy when they are in the binding site, by 0.6 -1.5 kcal/mol (see SI), even though they have fewer stable protein-ligand interactions than the flexible ligands (see above). Table 2 : Differences in first order contributions to the configurational binding entropy, for ligands only, for binding site residues only, and for ligand and binding site combined (Sum). Results are computed with the combined (concatenated) parallel runs for each system (Runs A and B), and are presented as free energy contributions, in kcal/mol. 
−T ∆∆S ij,bind −T ∆S B,ij
Precision, Convergence, and Slow Protein Motions
The numerical precision of mean potential energies from the simulations was examined by three different approaches: evaluation of statistical inefficiency through the time autocorrelation function of the potential energy [41] ; blocking analysis [42] ; and comparison of duplicate runs with different random number seeds (i.e., Runs A and B). The results are detailed in the following subsections.
Ligands Free in Solution
For the free ligands, both the autocorrelation and blocking analyses yield SEM estimates of <0.1 kcal/mol (Table 3) , for both the individual and combined duplicate runs, A and B. In addition, the blocking curves show appropriate plateaus (Panels b and d in Figures 3 and 4) , and the duplicate runs provide mean energies that deviate from their combined mean by 0.09 kcal/mol on average.
(Mean potential energies and blocking graphs for the combined A and B runs are provided in the SI.) Thus, the free ligand energies are well-converged by all measures, even for the individual 20µs simulations. 
Protein-Ligand Complexes
The mean energies of the ligand-protein complexes converge relatively slowly, even in relation to the present simulation times of about 300 µs for each complex, as detailed in Table 3 . Thus, for the separate A and B runs, autocorrelation analysis yields SEM estimates of 0.4 to 3.0 kcal/mol, and none of the blocking curves of the individual runs show consistent plateaus (Panels a and c in Figures 3 and 4) . Additionally, the SEM estimates for the merged A and B runs range from 0.4 to 1.8 kcal/mol (Supporting Information Table 5 ), and blocking analysis of the merged runs still do not show consistent plateaus (Supporting Information Figures 4, 5) . The uncertainties of these mean energies are about an order of magnitude greater than those for the free ligands, even though the simulations are nearly ten-fold longer. The slow convergence of the ligand-protein systems cannot be attributed simply to their size (∼20,000 atoms), because the free ligand systems (above) have a similar number of atoms (∼18,000), yet converge far more rapidly. We conjectured that slow motions of the protein in the complexes delay convergence by generating long correlation times not present in the free ligand simulations; we used principal component analysis (PCA) to test for such slow motions. For each complex and free ligand system, we combined the two replicate trajectories (runs A and B), computed the covariance matrix for the combined trajectory, and then projected each individual trajectory onto the combined trajectory's first principal component (PC). This is the PC with the largest eigenvalue, which means that captures the greatest structural variance. Graphs of the resulting projections over time, and normalized histograms of these projections, are shown in Figures 5 and 6 . The histograms for the complex simulations (right column of Fig. 5) show that the two matched runs, A and B, sampled the leading PC differently. This result points to large-scale, slow motions as a possible factor in the slow convergence of the mean potential energies of the protein-ligand complexes. For the free ligands, in contrast, the Run A and Run B histograms overlap well (right column of Fig. 6 ), indicating that the sampling along their leading PCs is similar between these two independent simulations. This result is consistent with the relatively facile convergence of the free ligand potential energies.
To better understand the slow motions of the protein in these complexes, we examined the structures at several time points of the simulations, and observed that the conformation of the C-terminal loops and helix changes significantly during the simulations. An example is provided in Figure 7 , which depicts snapshots at 40 µs intervals (Figures 7a-7e ) during run A of the fV complex. This corresponds to the leftmost chart in Fig. 5a . It is evident that the C-terminus gradually reconfigures from its initial, crystallographic conformation to a new conformation, in which the helix has rotated by about 90 degrees. Despite this rearrangement of the C-terminal components of the protein, the rest of the protein, including the binding site region, maintains a stable structure. This may be seen more clearly in Figure 7f , which is an overlay of the structures of Figures 7a-7e , rotated so the binding site faces the viewer.
Component Energies
We also examined the convergence of the mean potential energies of components of the simulated systems. For each complex simulation, we computed the mean internal energy of ligand i (L i ), selected residues lining the binding site (B), and the combination of the ligand and the binding-site residues (BL i ). For each free ligand simulation, we computed the mean internal energy of just the ligand (L). The uncertainties of these means, estimated by the same methods applied to the whole simulations (Table 3) , are reported in Table 4 . For the free ligand simulations, the uncertainties in the isolated ligand energies, u Li Li , tend to be larger than those for the total potential energies of the corresponding full systems (Table 3) , which also include the waters, ions and buffer molecules. Consistent with these results, the curves from reblocking analysis (see Supporting Information) show no plateaus, except for the free cQ ligand, which also has low SEMs in Table 4 . Thus, the ligands' internal energies converge more slowly than do the energies of the full ligand-solvent systems, even though the ligands represent only a tiny part of each full 18,000 atom system. Put differently, the variance of the full system energy is greater than that of the ligand alone. This implies that the ligand internal energy anticorrelates strongly with other energy components of the full system. Such anticorrelation is physically plausible; for example, if the ligand's internal energy falls when the ligand makes an intramolecular H-bond, the ligand-solvent interaction energy will rise, due to the resulting loss of a ligand-solvent H-bond.
For the complex simulations, a similar pattern is seen for the mean energy of the combined binding site and ligand, u BLi P Li , and of the binding site alone, u B P Li , as these have larger SEMs in general than those of the full simulated systems (Table 3) . Again, this points to anticorrelation of these energy components with other energy components present in the full systems. However, the mean energies of the ligands alone, u Li Li , appear better converged. It is of interest that the uncertainties of the binding site and ligand together ( u BLi P Li ) are greater than those of the binding site and ligand separately ( u B P Li , u Li P Li ). The difference likely traces to large fluctuations in the ligand-binding site interaction energies, ∆u inter,i , which are not present in the internal energies of the separate binding site and ligand. Inspection of the trajectories shows that parts of the ligands sometimes detach from the binding site, and then reattach. Such motions would 20 indeed lead to large changes in the ligand-binding site interaction energies, along with anticorrelated changes in the ligand's and binding site's interactions with the solvent.
Discussion
The present paper describes molecular dynamics simulations of an experimentally characterized system that probes the effects of ligand preorganization on ligand-protein binding thermodynamics [11] . The following subsections consider the relationship of the calculations to the experimental data; the physical picture of binding thermodynamics afforded by the simulations; and the strengths, weaknesses and prospects of this and other computational approaches to computing binding enthalpies.
Calculation Versus Experiment
According to the simulations, the flexible phosphopeptides have more favorable binding enthalpies than their less flexible, constrained analogs, in disagreement with the experimental data. Although longer simulations would be useful to further reduce numerical uncertainty, the convergence achieved here is good enough that the discrepancy relative to experiment appears to be robust. Assuming that setup issues, such as protonation states, have been correctly handled, this result suggests that replicating experimental results will require a more accurate force field. Prior simulations of systems drawn from the same experimental study [11] , but using the more detailed AMOEBA force field [50] , successfully replicated the experimental trend that the constrained peptides bind with more favorable enthalpies than the flexible ones [49] . Nonetheless, the prior AMOEBA results are not more accurate in absolute terms: the absolute deviations of the AMOEBA results from experiment, 7.8 and 2.1 kcal/mol for cpYVN-fpYVN and cpYIN-fpYIN, respectively, are essentially the same as those observed here for cpYVN-fpYVN and cpYQN-fpYQN, 7.9 and 2.4 kcal/mol, respectively. As a consequence, it is not clear that this comparison with experiment can be interpreted as supporting the accuracy of simulations with AMOEBA over the simpler force field used here.
The challenge of getting the relative binding enthalpies right may stem in part from the fact that these quantities are a balance of large, opposing contributions from different structural components, such as the ligand-binding site interactions and the internal binding site energies, much as previously noted in the context of host-guest binding [22] . Thus, the net, relative binding enthalpies may be sensitive to small shifts in these large, opposing energy components. That binding is a small balance of large components may be understood by recognizing that binding of a ligand leads to the formation of strong new ligand-protein interactions, as well as new solvent-solvent interactions made by displaced water molecules. These negative energy changes are at least partly balanced by positive contributions from the loss of favorable ligand-solvent and protein-solvent interactions. A related observation is that the variances of the overall energies are smaller than those of the component energies, even though the latter derive from far fewer atoms. This means that the energy fluctuations of the various components are strongly anticorrelated with each other, a phenomenon which may be understood based on similar reasoning.
Prior studies have begun to examine the sensitivity of binding enthalpies to the choice of force field parameters [51, 25] . Interestingly, enthalpies seem to be more sensitive to force field details than are binding free energies. For example, binding free energy calculations for ∼40 cyclodextrin-guest systems, with 10 different force field and water model choices, yielded a range of root-mean-square error (RMSE) values, relative to experiment, of 0.85 to 1.80 kcal/mol; whereas the corresponding range of RMSE values for the binding enthalpies was 0.92 to 4.0 kcal/mol [25] . We have also observed surprisingly strong sensitivity of host-guest binding enthalpies to the choice of water model [24] . If it is in general true, as we suspect, that enthalpies are more sensitive to force field parameters than are free energies, this would represent a purely in silico case of entropy-enthalpy compensation.
Ligand Flexibility, Binding Enthalpy, and Configurational Entropy
According to the simulations, the flexible ligands make much more energetically favorable interactions with the binding site than do the constrained ligands, by on the order of 20 kcal/mol. In addition, the binding site residues are predicted to adopt conformations with a lower mean internal energy in the presence of the flexible ligands than with the constrained ones, by 4-10 kcal/mol. The experimental measurements cannot, of course, provide this level of granular detail. However, it is plausible on physical grounds that more flexible ligands should conform better to the binding site, and also allow the binding site residues to spend more time in their own preferred conformations. Thus, one may speculate that these trends in the component energies are qualitatively valid, and that the deviation of the overall relative enthalpies from experiment stems from an imbalance of these contributions with the counterbalancing contributions from solvent and the rest of the protein, as suggested above. Unfortunately, there is no possibility to compare these component terms with results from the prior simulation study of these systems [49] , because it used a method which did not allow the enthalpy changes to be broken down by structural component.
Calorimetry studies of the present systems have shown that preorganizing the ligands using a conformational constraint them can lead to less favorable binding entropies [11] . This result was characterized as paradoxical, because preorganization is typically expected to reduce the entropic penalty for immobilizing a ligand in the binding site [11, 48] . The authors of the experimental paper noted that this paradox would be resolved if the constrained ligands reduce the motions of the binding site residues more than do the flexible ligands. The prior simulation study did not examine this hypothesis, but provided intriguing evidence that the flexible ligands actually are more conformationally restricted in solution than the constrained ones, due to formation of stabilizing nonbonded interactions that the constrained ligands do not access [49] . The present results are consistent with both of these suggestions, as we observe a greater loss of configurational entropy in the binding site for the constrained than the flexible ligands; and we also see that the flexible ligands are less conformationally mobile when free in solution. However, it is the binding site differences that dominate here, with configurational entropy differences of about 5-5.5 kcal/mol, compared with 1.5-3.3 kcal/mol for the ligands. It should be kept in mind that both the prior and the present studies used approximate methods to estimate changes in configurational entropy, and that neither study includes contributions from water or the bulk of the protein. Nonetheless, this is, to our knowledge, the first computational study that addresses the influence of ligand flexibility on the configurational entropy of the binding site.
Computational Methodology
In the present study, we used the direct approach to computing relative binding enthalpies. This involves simply taking differences between the average energies of free and bound states of the systems [20, 21, 22] . A number of other approaches to computing binding enthalpies have been described [52, 53, 54] , of which perhaps the most common is to compute binding free energies at several different temperatures, and then use in effect the van't Hoff equation to extract the binding enthalpy at a temperature of interest. The potential benefit of the van't Hoff approach is that, because the binding free energy is largely determined by the parts of the simulation system that interact at short range with the ligand, it may scale better with system size than the direct method, which requires converging the energy of the entire system, with all of its complex interactions. On the other hand, it is not trivial to obtain temperature-dependent binding free energies that are numerically precise enough to yield numerically precise binding enthalpies; and in fact, the direct approach was found to be considerably more efficient for host-guest binding systems [22] Another advantage of the direct approach is that, unlike the van't Hoff approach, it allows an informative decomposition of the computed binding enthalpy by system components, as done here, and by energy terms, as done previously [22] . It is also much easier to set up and run a direct enthalpy calculation than a series of binding free energy calculations at multiple temperatures.
Although we did not compare the direct and van't Hoff approaches for the present systems, it is clear that the direct calculations were slow to converge by current standards, as simulations of about 300µs duration still left us with uncertainties of 2-3 kcal/mol. Interestingly, though, the uncertainties were only this large for the protein-ligand systems. For the ligands alone, the convergence was excellent, even though the number of atoms in the free ligand systems was about the same as that in the protein-ligand systems. Thus, the problem was not the size of the proteinligand systems, but the occurrence of slow conformational changes, involving drift of the C-terminal part of the protein away from its crystallographic conformation. This drift away from the crystal structure might reflect a problem with the force field. However, examination of the crystal structures reveals another possible explanation, the existence of crystal contacts that involve the C-terminus and that might have stabilized a crystallographic conformation that becomes unstable in solution. There may well be other proteins of similar size, or even larger, where such slow motions away from the crystal structure do not occur, and for for which convergence of the direct method would, as a consequence, be substantially faster. Continued increases in computational speed, afforded by coprocessors like GPUs [55] , and specialized computers like Anton 2 [56] , may well allow calculations like these to be converged to within 1 kcal/mol uncertainty within the next few years.
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Force field parameters and partial charges
Force field parameter modification files were used to parameterize the flexible and constrained phosphotyrosines (see pty.frcmod and cpy.frcmod, respectively). The RESP partial charges for these residues were generated using the R.E.D. Server [38, 39] , and are included in the files PTY.mol2 and CPY.mol2. The RESP partial charges for the different ionization states of HEPES, also generated from the R.E.D. Server, are included in the files hepesa.mol2, hepesb.mol2, hepesc.mol2.
Dihedral angles for configurational entropies
The 19 dihedral angles that were analyzed to compute the cQ and fQ ligand configurational entropies are listed in Table 1. 24 The 17 dihedral angles that were analyzed to compute the cV and fV ligand configurational entropies are listed in Table 2.   25   Table 2 : Dihedral angles for binding site configurational entropies cV fV
Convergence of first-order configurational entropies
The first-order configurational entropies for ligands were calculated using 19 dihedral angles for cQ and fQ, and 17 for cV and fV, while those for binding site residues were calculated using 49 dihedral angles (see previous subsection). Then, the relative ligand entropies and the relative binding entropies were calculated using combinations of quarter and half subsets of the frames from the total combined simulations (Runs A and B). Thus, for the quarter subsets, we obtained 16 estimates of the relative entropies, and for the half subsets, 4 estimates of the relative entropies. The averages and standard deviations of these estimates are plotted in Figures 2 and 3 . 
Ligand configurational entropies
In Table 4 , we compare the configurational entropies of the constrained and flexible ligands, in complex and free in solution, using 17 chemically matched torsions (excluding the CD-CG-CB-CA and NE2-CD-CG-CB torsions of glutamine). 
