We describe tools that use measurements from video for the extraction of facial modeling and animation parameters, head tracking, and real-time 
Introduction
The communicative power of the face makes facial modeling and animation one of the most important topics in computer graphics. Originally, researchers focused on simply being able to accurately model facial motion [21, 28, 39, 231 . As the tools for facial modeling have improved, other researchers have begun to develop methods for producing extended facial animation sequences [18, 27, 41, 341 . The principle difficulty in both facial modeling and animation is the sheer complexity of human facial and head movement.
In facial modeling this complexity can be partially addressed by the use of sophisticated physical models of skin andmuscle [34, 40, 27, 16] . However, thereis very littledetailed information on the spatial and temporal patterning of human facial muscles. This lack of information about muscle coactivation has forced computer graphics researchers to either fall back on qualitative models such as FACS (Fa- cial Action Coding System, designed by psychologists [6] to describe and evaluate facial movements), or invent their own coactivation models [39, 301 . Consequently, today's best facial modeling employs very sophisticated geometric and physical models, but only primitive models of muscle control.
Lack of a good control model is also the limiting factor in production of extended facial animations. The best animations are still produced by artists who carefully craft key-frames [18, 8, 221 , a time-consuming and laborious process. Even though the key-frame process does not require an explicit control model, it is likely that such a model would help by providing the artist with the right animation "control knobs."
The difficulty of facial animation has sparked the interest of the research community in per3Pomuznce-driven animation: driving a computer animation by simply animating your own face (or an actor's face). The VACTOR system [12] , for instance, uses a physical system for measuring movement of the face. A system using infra-red cameras to track markers on a persons face has been reportedly used for several animations in movies. Williams [41] and Litwinowitcz [17] placed marks on peoples faces, so that they could track the 3-D displacement of the facial surface from video. Terzopoulos and Waters [35] used "snakes" [ 14, 331 to track makeup-highlighted facial features, and then used the displacements of these features to passively deform (i.e., there was no interaction between the model and the measurements and the measurements just drive the model) a physically-based face model. Lee, Ter- insensitive to very fine motions.
We feel that these automatic methods are an exciting direction in animation. However, current systems have several limitations. One limitation is their intrusiveness, as they require makeup, special cameras, or a physical probe. Another limitation is their relatively sparse spatial sampling, limiting the amount of detail that can be observed. A third limitation is that they model the face as a passive object, rather than as an actively controlled 3-D body.
On the other hand, little of work has been done on automatic extraction of head orientation from video. Extraction of head orientation is extremely important for humanmachine interaction and for synthesis of a virtual actor with realistic head and facial motions. Azarbeyajani and Pentland [l] present a recursive estimation method based on tracking of small facial features like the corners of the eyes or mouth. However its use of feature tracking limited its applicability to sequences in which the same points were visible over the entire image sequence. Black and Yacoob [3] have developed a method that uses a eight parameter 2-D model for head tracking. Being inherently 2-D, this method does not allow estimation of 3-D parameters.
Our Approaches
In this paper we attempt to improve on these previous systems by removing the need for surface markings, allowing more detailed geometric measurement, and by formulating the problem in an active control framework for detailed analysis of facial motion. We will also describe two additional tools; one for tracking of heads from video and a another as a real-time extension for interactive facial animation. This will extend our detailed extraction of facial actions method by using coarse measurements from video to guide the graphics process. These tools share common goals but rely on varying details of physical and geometric modeling and in their input measurement system. We discuss them briefly here:
Facial Modeling and Analysis: Modeling facial motion requires detailed measurement across the entire facial surface. Consequently, our facial modeling tool uses pixel-by- as input measurements. These dense motion measurements are then coupled to a physically-based face model and to a muscle control model. The outputs of this modeling process are detailed records of both the displacement of each point on the facial surface, and the muscle control required to produce the observed facial motion. The recovered and muscle control patterns can be used to animate other models or composed to make new combination expressions.
The advantage of this approach over apn'ori facial modeling is that we can observe the complex muscle coarticulation patterns that are characteristic of real human expressions. For instance, it has been observed that a major difference between real smiles and forced or fake smiles is motion near the corner of the eye [5] . We have been able to observe and quantify the relative timing and amplitude of this near-eye motion using our system.
Interactive Animation: Ideally, we would like to use the above method for interactive animation. However, the above method extracts fine-grained information and is hence far from "interactive-time." We also describe a system for interactive facial animation that builds on our detailed extraction of facial patterns. Facial animation typically involves sequencing a relatively small set of predetermined facial expressions (e.g., lip smiling, pursing, stretching, and eye, eyelid, and eyebrow movement) rather than determining the motion of each facial point independently. That is, there are often relatively few independent geometric parameters each of which may have a large amount of temporal variation.
Consequently, we can use fairly simple visual measurements to establish the geometric parameters, but we would like to do this very quickly -in real time if at all possible. In our real-time system the visual measurements are normalized correlation between the face and a small set of pre-trained 2-D templates. This type of measurement has the advantage of both being very robust and fast; we use commercial image processing hardware (from Cognex, Inc.) so that the image measurement process can occur at Due to space considerations we will not go into the details of the visual measurement techniques or the the physics-based modeling of the face. Referenced work provide adequate technical details. frame rate. These measurements are then coupled with our physically-based model's parameters via an interpolation process, resulting in a real-time (passive, i.e., the observations drive the model) facial animation system.
Head Tracking and Orientation:
Since head orientation plays a major role in both analysis and synthesis of facial movements, we also introduce a method for robust tracking of head movements in extended video sequences. This method is based on regularization of optical flow using a 3-D head model for robust and accurate tracking in 3-D using only a single camera. This model-based method does not require the same features on the face to be visible
Facial Action Parameters Extraction
For detailed estimation of facial action parameters, we need to develop a detailed physics-based model of a face. We use a polygonal model of a face to generate a finite element mesh (Figure 1) . The interpolation and straindisplacement matrices are determined for the given geometry by using the triangular polygons as two dimensional isoparametric shell elements. Using these interpolation and strain-displacement matrices, the mass, stiffness and damping matrix for each element were computed and then assembled into a matrix for the whole mesh [9] .
Material properties of real human skin were used in this computation. These material properties were obtained from Pieper's Facial Surgery Simulator [27] and from other studies on mechanical properties of human bodies (e.g., [371) . Physically-based skin model muscles were attached to this using the method of Waters and Terzopoulos [39, 34] and using muscle data from Pieper [27] . This provides an anatomical muscle model of the face that deforms on actuation of muscles. We believe that this is an extremely detailed model for facial animation. However, this model is unable to represent wrinkles as Viaud et al. [36] models. Our facial modeling system functions by using optical motion measurements to drive the physical face model. However, such measurements are usually noisy, and such noise can produce a chaotic physical response. Consequently an estimation and control framework needs to be incorporated into the system to obtain stable and wellproportioned results [ 1 11.
NEUTRAL RAISE EYEBROW
To begin analysis of a facial motion, the geometric mesh needs to be initialized and accurately fit to the face in the image. For this we need to locate a face and the facial features in the image. To automate this process we are using the View-based and Modular Eigenspace methods of Pentland and Moghaddam [19, 26] .
Using this method we can automatically extract the positions of the eyes, nose and lips in an image as shown in Figure 3 (a). These feature positions are used to warp the face image to match the canonical face mesh (Figure 3 (b) and (c)). This allows us to extract the additional "canonical feature points" on the image that correspond to the fixed (nonrigid) nodes on our face mesh (Figure 3 (d) ).
After the initial registering of the model to the image as shown in Figure 4 , Pixel-by-pixel motion estimates ("optical flow") are computed using methods of Simoncelli [32] and Wang [38] . The model on the face image hacks the motion of the head and the face correctly as long as there is not an excessive amount of head movement during an expression. Motion vectors for some of these expressions are shown in Figure 6 . This motion is projected onto the mesh and produces deformation of the skin. The controlfeedback loop (see Figure 2) estimates the muscle control needed to produce the observed temporal and spatial patterning. Mathematical details of the model and estimation framework are described in [9] .
Limitations of Existing Representations
The goal of this work is to develop a tool for more accurately modeling facial motion. The current state-ofthe-art for facial description (either FACS itself or musclecontrol versions of FACS) have two major weaknesses: 0 The action units are purely local spatial patterns. Real facial motion is rarely completely localized; Ekman himself has described some of these action units as an "unnatural" type of facial movement. 
FACSRANDIDE deformation vs.
There is no time component of the description, or only a heuristic one. From EMG studies it is known that most facial actions occur in three distinct phases: application, release and relaxation. In contrast, current systems typically use simple linear ramps to approximate the actuation profile.
Other limitations of FACS include the inability to describe fine eye and lip motions, and the inability to describe the coarticulation effects found most commonly in speech [7,23]. Although the muscle-based models used in computer graphics have alleviated some of these problems [34], they are still too simple to accurately describe real facial motion.
Consequently, we have focused our efforts on characterizing the .functional form of the actuation profile, and on determining a basis set of "action units" that better describes the spatial properties of real facial motion. We will illustrate our results using the smile and eyebrow raising expressions.
Facial Motion Measurements
The first step in modeling facial motion from video data is to acquire image sequences of subjects making expressions. For this purpose we arranged a video taping of over 30 subjects making expressions. All of the results that are described here are based on this video data. Some of the frames of these sequences are shown in Figure 5 .
After digitizing the acquired video sequences Figure 5 , optical flow were computed for the actions of raising eyebrow, lowering eyebrow, lip tightening and smile, frown, surprise, anger, disgust and a series of other expressions. These dense motion measurements were then fed into the control feedback loop shown in Figure 2 , and muscle activations produced. This step, when coupled with the motion estimation method, results in analysis of expressions at the rate of 60 seconds/frame on an SGI Onyx Reality Engine workstation, using only one processor. Now we will briefly discuss the validity of our analysis and modeling.
Resulting models of facial motion
The first column of Figure 7 shows the model in neutral (relaxed) state. The second shows the expressions as generated by using a standard FACS implementation and then using our representation extracted from video for the raise eyebrow expressions. The last column shows the generated expressions of smile using FACS and our representation. For our standard FACS implementation, we are using the CANDIDE model, which is a computer graphics model for implementing FACS motions [30] .
To illustrate that the resulting parameters for facial expressions are more spatially detailed than FACS, comparisons of the expressions of raising eyebrow and smile produced by standard FACS-like muscle activations and our visually extracted muscle activations are shown in Figure 9 . As expected, the two models are very similar in the primary FACS activation region. For the case of eyebrow raising, both models are similar in the area directly above the eyebrow. For the smiling example both models are similar in the area immediately adjacent to the mouth. In both cases, however, the visual measurement model had significant additional deformations in distant areas of the face. In the case of eyebrow raising, the visual model has additional deformations high in the forehead, immediately above the eye, and in the lower cheek. In the case of smiling, there are additional deformations beneath and between the eyes, on the far cheek to either side of the mouth, and on the temples. These differences are explored in more detail in the following sections.
Spatial patterning:
The top row of Figure 8 shows A U 2 ("raising eyebrows") and AU 12 from the FACS model and a linear actuation profile for the corresponding geometric control points. This is the type of spatial-temporal patterning commonly used in today's computer graphics animations. Below this is shown the observed motion of these control points for the expressions of raising eyebrows (labeled by Ekman as A U 2 ) and smile (labeled by Ekman as mostly AU12). As can be seen, the observed pattern of deformation is very different than that assumed in the standard computer graphics implementation of FACS. There is a wide distribution of motion through all the the control points, and the temporal patterning of the deformation is far from linear. By using these observed patterns of motion, rather than the simple actuations typically assumed, more realistic computer animations can be produced.
Temporal Patterning: Figure 10 shows plots of facial muscle actuations for the smile and eyebrow raising expressions. In this figure the 36 muscles were combined into seven local groups for purposes of illustration. As can be seen, even the simplest expressions require multiple muscle actuations.
Of particular interest is the temporal patterning of the muscle actuations. We have fit exponential curves to the activation and release portions of the muscle actuation profile to suggest the type of rise and decay seen in EMG studies of muscles. From this data we suggest that the relaxation phase of muscle actuation is mostly due to passive stretching of the muscles by residual stress in the skin.
Note that Figure 10 (b) also shows a second, delayed actuation of muscle group 7 about 3 frames after the peak of muscle group 1. This example illustrates that coarticulation effects can be observed by our system, and that they occur even in quite simple expressions.
Interactive Facial Animation
Because face models have a large number of degrees of freedom, facial modeling requires dense, detailed geometric measurements in both space and time. Currently such dense measurement is both computationally expensive and noisy; consequently it is more suitable to undertake off-line analysis of discrete facial movements rather than real-time analysis of extended facial action. Facial animation, in contrast, typically involves temporally sequencing between a fixed set of predefined facial actions. For instance, an animation sequence might consist of the lip movements associated with speech plus a few eye motions plus eyeblinks and eyebrow raises.
Because the full range of facial motion is typically not present in any particular animation sequence, the number of degrees of freedom required for the animation is limited. One can think of the animation as having a fixed, relatively small set of "control knobs," one for each type of motion, and then producing the animation by moving these control knobs appropriately. As described in the previous section, the muscle parameters associated with these control knobs are determined by the off-line modeling of each individual type of facial action. The major question, of course, is when and how much to move each control knob (face control parameter). In our system the setting of each muscle control parameter is determined using sparse, real-time geometric measurements from video sequences.
One way to obtain these measurements would be to locate landmarks on the face, and then adjust the control parameters appropriately. The difficulty with this approach is first that landmarks are difficult to locate reliably and precisely, and second that there are no good landmarks on the cheek, forehead, or eyeball.
An alternative method is to teach the system how the person's face looks for a variety of control parameter settings, and then measure how similar the person's current appearance is to each of these known settings. From these similarity measurements we can interpolate the correct control parameter settings. In our experience this method of determining control parameters is much more robust and efficient than measuring landmark positions.
Our similarity metric is simply the correlation of a previously stored intensity view with the new data. We take views corresponding to each trained expression for which we have obtained detailed force and timing information using the method outlined in the previous section. By constraining the space of expressions to be recognized, we can matchhecognize existing expressions rather then derive new force controls for the input video, and dramatically improve the speed of the system. When the input image matches one of the trained examples, the corresponding previously stored motor controls are actuated in the facial model. If there is no match between the image and the existing expressions, an interpolated motor actuation is generated based on a weighted combination of expressions. The mapping from vision scores to motor controls is performed using piecewise linear interpolation implemented using a Radial Basis Function (RBF) network [29] . (We have also implemented a Gaussian RBF and obtained equivalent results.) This specific implementation with details on learning and interpolation techniques and the appearance-based method for both faces and hands is explored in much detail in [lo, 41. The RBF training process associates the set of view scores with the facial state, e.g., the motor control parameters for the corresponding expression. If we train views using the entire face as a template, the appearance of the entire face helps determine the facial state. This provides for increased accuracy, but the generated control parameters are restricted to lie in the convex hull of the examples. View templates that correspond to parts of the face are often more robust and accurate than full-face templates, especially when several expressions are trained. This allows local changes in the face, if any, to have local effect in the interpolation. Figure 11 shows the eye, brow, and mouth templates used in one of the examples in the videotape. The normalized correlation calculation is carried out by commercial image processing hardware from Cognex, Inc. The normalized correlation matching process allows the user to move freely side-to-side and up-and-down, and minimizes the effects of illumination changes. The matching is also insensitive to small changes in viewing distance (f15%) and small head rotations (&lOo>.
For each incoming frame of video, all of these 2-D templates are matched against the image, and the peak normalized correlation score recorded. Note that the matching process can be made more efficient by limiting the search area to near where we last saw the eye, mouth, etc. Figure 13 illustrates an example of realtime face animation using this system. Across the top, labeled (a), are five video images of a user making an expression. Each frame of video is then matched against all of the templates shown in Figure 11 , and normalized correlation scores are measured. A plot of the normalized correlation score for each template is shown in (b). These scores are then converted to state estimates and fed into the muscle control Poop, to produce the muscle control parameters shown in (c). Five images from the resulting animation sequence are shown in (d). Figure 14 shows the live system. We have run similar experiments with local templates of the face and with a larger number Qf expressions. 
Experiments:

Head Tkacking and Orientation
One of the major constraints of the above described system is its inability to deal with large motions of the head. Tracking head positions and orientation is extremely important for both understanding facial movements and generating realistic facial and head motions. Consequently, we developed a system that can accurately track the head under virtually all conditions, including large head motions and low frame rates, independent of the same points on the head being visible over the entire length of the sequence.
Our approach is to interpret the optical flow field using a three-dimensional model. We use an ellipsoidal model of the head, which is a good approximate to the entire shape and can be automatically initialized with reasonable accuracy. The technique we use for tracking this model may be considered as motion regularization or $ow regularization.
The unconstrained optical flow is first computed for the entire sequence, and the rigid motion of the 3-D head model that best accounts for the observed flow is interpreted as the motion of the head. This is much in the style of Horowitz and Pentland [24] . The model's 3-D location and rotationis then modified by these parameters, and used as the starting point for interpreting the next frame, and so on (see Basu, Essa and Pentland [2] for further details). Our experiments (shown below) demonstrate that this method can provide very robust tracking over hundreds of image frames for a very wide range of head motions.
Experiments:
To demonstrate the tracking performance of this system we have presented several example sequences in the figures below. In Figure 15 , several key frames from a sequence captured at 30 FPS with a Sony HandyCam are shown. The first row of images contains the original images from the sequence, while the next row shows tracking using an ellipsoidal model. The ellipsoidal model is superimposed on the image.
To demonstrate the accuracy of the system's position and orientationestimates, we have compared the results to a calibrated synthetic sequence. This sequence was generated by animating a synthetic head (model courtesy of Viewpoint Data Labs Inc. [ 151) using the SGI graphics libraries. The motion parameters used to drive the model were in the same format as those estimated by the system, and were obtained from running the system on a separate image sequence (not shown). As a result, the exact rigid parameters of the model were known at every frame. The results of this experiment are shown in Figure 16 below. Again, several key frames are shown from the original sequence, followed by the tracking by the ellipsoidal model. Below these key frames, a separate plot is shown for each rigid parameter. The "model" line corresponds to the actual rigid parameters of the animated head and the "ellipsoid" line corresponds to the parameters estimated using our method.
As in the sequence shown in Figure 15 , it is clear that our tracking maintains good point to point correspondence (i.e., , point on the model to point on the head) over the whole sequence. We have also attempted tracking the same sequences using a 2-D planar patch and found that estimated orientations are far more accurate for the 3-D ellipsoidal model than for the 2-D planar model. The ellipsoidal model also produces slightly better estimates of the translation parameters. It is the detailed orientation information that this system extracts, though, that is its most significant advantage over other schemes. This is due to the explicit 3-D nature of the model.
Conclusions and Future Work
The automatic analysis and synthesis of facial expressions is becoming increasingly important in humanmachine interaction. Consequently, we have developed a mathematical formulation and implemented a computer system capable of detailed analysis, tracking and synthesis of facial expressions and head movements within an active and dynamic (analysis-synthesis) framework. The purpose of this system is first to analyze real facial motion to obtain an improved computer model of facial and head movements, and then to use the improved model to create extended facial animation sequences by automatically analyzing video of real humans.
This system analyzes facial expressions by observing expressive articulations of a subject's face in video sequences. For detailed facial modeling, the visual observation (sensing) is achieved by using an optical flow method. For facial animation, the visual observation is achieved by using normalized correlation with 2-D templates. In both cases the observed motion is coupled to a physical model describing the skin and muscle structure, and the muscle control variables estimated.
We have also developed a head tracking system that can extract head positions and orientations very robustly for a large range of head motions.
Our experiments to date have demonstrated that we can indeed extract FACS-like models that are more detailed than existing models. We have also demonstrated the ability to create extended animation sequences in real time by analysis of video input, making use of the assumption that the animation consists of a limited set of facial motions.
We are now processing data from a wider range of facial expression with head motions in order to develop a model that is adequate for "all" facial expressions, and working to make the real-time animation system more personindependent. We are also improving on on our model to robustly handle finer lip and eye motions and also to deal with wrinkles and texture with much more detailed 3-D models. , . 
