INTRODUCTION
Let S-{0,1,...,ml denote the set of all possible states of both the system and its components, and let C-{1,...,n} be the component set. The vector x-(x ,... ,x) c S n represents the situation where components 1,... ,n are in states x 1 ,...,x n respectively. In particular we write k-(k,...,k)
for k S.
The state of the system is a function of the component state vector xe S n .
A function : Sn -S is called a multistate system structure (MSS) of order n provided it is nondecreasing, i.e. *(x)<.(y) whenever xi<_y i for all i c C (x<f).
We also use throughout the paper the following notational convention. l<i<k l<i<k__-Inequality (1.2) expresses mathematically a well known engineering principle that states that "redundancy at the component level is more effective than C redundancy at the system level", and (1.3) expresses a related dual principle. These principles are presented in their simplest form in Barlow and Pro.chan Ell.
We recall that the.MSS of order k defined by *(x) -max x (im(x)-min xi) 1<i<k 1<i<k for xe Sk is called a parallel (series) system and note that using (1.1) the principle expressed by (1.2) ((1.3)) can be rewritten as follows. We express it in this form for ease in describing our subsequent results.
(1.4) Principle. If is an MSS of order n and * is a parallel (series) system of order k, then the MSS of order kxn defined by for n is uniformly better (worse) than the MSS of order kxn defined by
In this paper, we will consider the question of which of the two MSS's of order kxn defined in (1.4) is uniformly better. As an example to better visualize the two competing alternatives, assume that *(Xlx 2 ,x 3 ) min{xl, max{x 2 ,x 3 )) and 4,(yly 2 ,y 3 ,y 4 ) wmax{y I , mn{yly 2 ,y 3 }}
for xiYj E {0,i} , 1-1,2,3, J -1,2,3,4. Since 0 and 4 can be repre- The solution to this problem in the binary setting, i.e. when S-(0,11 is given in Section 2. This is that if series and parallel systems are ruled out, neither of the resulting systems is uniformly better than the other. This is our main result which is given by Lem& 2. Finally in Section 4 we comment on the possibility of obtaining stochastic versions of the results given in the previous section. It is shown that even in the binary case only weak results can be achieved.
BINARY SYSTEM STRUCTURES
In this section we consider the binary setting where S-{0,1) in which case an MSS is called a binary system structure (BSS). We assume that any BSS * of order n considered here is coherent in the sense that for each ieC there is xe { 0 ,I 1 n such that Our main result will be a consequence of the following lema. 2) If * is note a series system and * is not a parallel system then there exist A ,. in {0,11 n such that (k(-xl,.. V < 0 0 (AY ... O ) ).
Proof. 1) We will construct x 1 ,... in { 0 , 1 }n such that the desired inequality holds. Since 0 is not series, k> 2, and 4' is coherent we can find a min cut set K* which contains at least two elements. Furthermore since * is not parallel, n> 2, and 0 is coherent there are at least two different min cut sets of 4; call them K and K 2 . Now for each iEK' 2) The second part of the lemma is proven similarly.
///
The main result now follows easily. It is easy to show that the converses of (i) and (ii) above also hold.
//
We now obtain as a special case the result of Theorem 2.4 of Chapter 1 of Barlow and Proschan Ill. 
///
(2.6) Note. The assumption of coherence in any of the results above where the conclusion is that a BSS is series or parallel can actually be dropped provided that the corresponding conclusion is weakened. For example in Corollary 2.5 if * is a BSS of order n>2, equality in (i) implies that * is a parallel system of its relevant compoenents, i.e. *()-max xi iEC for xe { 0 , 1 1 n, where C is the set of components i4EC for which condition (2.1) holds.

MULTISTATE SYSTEM STRUCTURES
We now examine the extent to which the results in the previous section can be generalized to the case of multistate system structures. Any A full generalization of Theorem 2,3 is not possible in the multistate case even under fairly strong conditions. We give however some weaker results and an instructive counterexample.
The first result is in the spirit of the remarks in Note 2.4.
f ; 
//
The following example shows that the direct generalization of Theorem 2.3 (and Note 2.4) is false even under stronger coherence assumptions. 
///
If we consider the more restrictive multistate system structures proposed by Barlow and Wu [2) we can obtain an %extentionof Theorem 2.3.
An MKS # of order n is of the type proposed by Barlow and Wu [2) (BW-MSS) if it is of the form " .
* ( To prove sufficiency note that 0(x 1 ) (1) If * is a parallel (series) BSS, then and from Corollary 2.4 0 must be a parallel BSS.
The dual statement is proved similarly. 
