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Abstract
We answer two questions of Allouche and Shallit regarding k-regular sequences and k-context-free sequences. One of these has
been solved independently in another way by Bell. We also provide a partial solution to another question of Allouche and Shallit
regarding the subword complexity of k-context-free sequences.
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1. Introduction
Let k ≥ 2 be an integer and x = (xn)∞n=0 be a sequence over a finite set Ω . The k-kernel of x is the set of
subsequences of x given by
Kk(x) = {(xkin+ j )∞n=0 : i ≥ 0, 0 ≤ j < ki }.
We say that x is k-automatic if its k-kernel, Kk(x), is finite.
Automatic sequences have diverse applications in number theory, combinatorics, computer graphics, physics and
even music (cf. [1–4,14,15]). Let (n)k ∈ {0, 1, . . . , k−1}∗ denote the base-k representation of an integer n ≥ 0 (where
(0)k =  is the empty word). For every a ∈ Ω consider the language Ik(x, a) over Σ = {0, . . . , k − 1} given by
Ik(x, a) = {(n)k : xn = a}.
The following theorem (cf. [9,10] and [5, Lm. 5.2.6, Th. 6.6.2]) provides an alternative definition of an automatic
sequence in terms of formal languages.
Theorem A. Let x = (xn)∞n=0 be a sequence over a finite set Ω . Then x is k-automatic if and only if each
Ik(x, a), a ∈ Ω , is a regular language over {0, . . . , k − 1}.
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Theorem A allows us to define a generalization of an automatic sequence by considering more general formal
languages.
Definition. A sequence (xn)∞n=0 over Ω is a k-context-free sequence if each Ik(x, a), a ∈ Ω is a context-free language
over {0, . . . , k − 1}. (See Section 2 for a definition of a context-free language and [12] for a background on formal
languages).
Another generalization is given in terms of the k-kernel and it enables us to consider sequences (xn)∞n=0 over some
infinite alphabet sets.
Definition. A sequence x = (xn)∞n=0 over a Z-module R is a k-regular sequence if there exist a finite set S ={y1, y2, . . . , ys} of sequences over R such that every y ∈ Kk(x) can be written as a linear combination y =
∑s
i=1 ciyi
with ci ∈ Z. Thus, x is a k-regular sequence if the Z-module generated by its k-kernel Kk(x) is finitely generated.
Every k-automatic sequence over Ω can be considered as a k-regular sequence over the free Z-module generated
by Ω . Moreover, a k-regular sequence which takes finitely many values is always k-automatic (see [6,7] for various
properties of k-regular sequences).
In this paper we consider 3 questions of Allouche and Shallit regarding k-regular and k-context-free sequences. In
order to describe them, we introduce some notation.
Let x = (xn)∞n=0 be a sequence overΩ . For every integers j > i ≥ 0, consider the word x[i, j) = xi xi+1 · · · x j−1 ∈
Ω∗. The (subword) complexity of x is the function P : N→ N, where P(m) counts the number of distinct subwords
of length m in x. That is,
P(m) = #{x[i, i + m) : i ≥ 0}.
We say that x has the bounded gap property if every subword w = x[i, j) occurs in x infinitely often and
the distances between successive occurrences of w are bounded by a constant C = Cw. That is, the function
fw(n) = min{k ≥ 0 : x[n + k, n + k + j − i) = w} is bounded.
Question A ([5, Open Problem 10.3]). Is there a k-context-free sequence with bounded gaps which is not k-
automatic?
Question B ([5, Open Problem 16.10]). Is the sequence of integers given by x = (b 12 + log2 nc)n≥1 2-regular?
Question C ([5, Open Problem 6.3]). What can be said about the complexity of a k-context-free sequence?
Given a language L over Σ = {0, . . . , k − 1}, consider the binary sequence x(L) = (x (L)n )∞n=0 given by
x (L)n =
{
1, (n)k ∈ L,
0, otherwise.
(1)
Thus, x(L) is the characteristic sequence of the set S = {n : (n)k ∈ L}. Note that x(L) yields no information on the
words w ∈ L which begin with 0. Thus, we may have x(L0) = x(L1) for distinct languages L0,L1.
The paper is organized as follows: In Section 2 we provide some background on context-free languages and
pushdown automata. In Section 3 we study languages L of the form L = Σ ∗L0, L0 ⊆ Σ ∗, such that x(L) has
the bounded gap property. This enables us to construct infinitely many examples of k-context-free sequences with
bounded gaps which are not k-automatic.
A negative answer to Question B is given in Section 4. More generally, we prove that the sequence xn =
bα + logk nc is k-regular if and only if kα is rational. This result has been proved recently in [8] in a completely
different way. The advantage of our arguments is that they enable us to obtain a very short and elementary proof
comparing to [8].
In Section 5 we study the complexity of the sequences x(L) = (x (L)n )∞n=0, when L is a context-free language which
is generated by some deterministic pushdown automaton (DPDA) with no -transitions (see definition in Section 2). It
turns out that the complexity of such sequences is always bounded by a polynomial function. In fact, this result holds
for a more general family of languages L (for example, languages which are generated by a multi-stack DPDA with
no -transitions).
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2. Context-free languages
In this section we briefly introduce the concepts of context-free languages and pushdown automata. For a more
detailed introduction to formal languages see [12].
Let a pushdown automaton (PDA) be a 7-tuple A=(Q,Σ ,Γ , δ, q0, Z0, F) where
Q is a finite set of states,
Σ is a finite set, the input alphabet,
Γ is a finite set, the stack alphabet,
δ, which maps Q × (Σ ∪ {})× Γ into finite subsets of Q × Γ ∗, is the transition function,
q0 ∈ Q is the initial state,
Z0 ∈ Γ is the initial stack symbol and
F ⊆ Q is the set of final states.
A configuration is a triple (q, w, α) where q ∈ Q denotes the current state, w ∈ Σ ∗ the unread input and α ∈ Γ ∗ the
current stack contents. For every s ∈ Σ ∪ {} and X ∈ Γ , we write (q, sw, Xα) ` (p, w, γ α) if (p, γ ) ∈ δ(q, s, X).
Let `∗ denote the reflexive transitive closure of `. It will be convenient to assume that for every q ∈ Q, s ∈ Σ ∪ {ε}
and (p, γ ) ∈ δ(q, s, Z0) we have γ = γ ′Z0 for some γ ′ ∈ Γ ∗. (This means that the initial stack symbol cannot be
erased.) The language accepted by A is
L(A) = {w ∈ Σ ∗ : (q0, w, Z0) `∗ (q, ε, γ ) for some q ∈ F, γ ∈ Γ ∗}.
A language L ⊆ Σ ∗ is said to be context-free if L = L(A) for some pushdown automaton A.
Remarks. (1) Context-free languages are usually defined in terms of context-free grammars. However, due to our
results in Section 5, it was convenient in this paper to use a definition based on pushdown automata.
(2) Context-free languages have many closure properties. If L0,L1 ⊆ Σ ∗ are context-free, then so are L0∪L1 and
the concatenation
L0L1 = {w0w1 : w0 ∈ L0, w1 ∈ L1}.
The intersection of a context-free language L0 with a regular language is context-free. (Note however that the
intersection of 2 context-free languages is not necessarily context-free.) Let Ω be a finite set and recall that a function
µ : Σ ∗→ Ω∗ is a morphism if µ(w1w2) = µ(w1)µ(w2) for all w1, w2 ∈ Σ ∗. The image µ(L0) = {µ(w) : w ∈ L0}
of a context-free language L0 ⊆ Σ ∗ under a morphism µ is again context-free.
A deterministic pushdown automaton (DPDA) with no ε-transition is a PDA A = (Q,Σ ,Γ , δ, q0, Z0, F) such
that
(a) δ(q, ε, X) = ∅ for each q ∈ Q, X ∈ Γ and
(b) δ(q, a, X) is a singleton for each q ∈ Q, a ∈ Σ , X ∈ Γ .
Thus, δ can be considered as a function from Q × Σ × Γ to Q × Γ ∗ in this case. Note that Conditions (a) and (b)
ensure that for every configuration (q, w, α) there exist unique p ∈ Q, β ∈ Γ ∗ with (q, w, α) `∗ (p, ε, β).
3. Context-free sequences with bounded gaps
Given two words w, z ∈ Σ ∗, we say that w occurs in z (or w is a subword of z) if z = w0ww1 for some
w0, w1 ∈ Σ ∗. Let |w| denote the length of a word w.
It will be convenient to consider languages L ⊆ Σ ∗ which satisfy the following conditions:
(P1) There exists a word w0 ∈ Σ ∗ such that each z ∈ L does not contain occurrences of w0 and does not begin with a
(nonempty) suffix of w0.
(P2) There exists a word w1 ∈ Σ ∗ such that each z ∈ L begins with w1 and does not contain any other occurrences of
w1.
(Condition (P1) means that w0 does not occur in z0z for any z ∈ L and z0 ∈ Σ ∗ of length |z0| < |w0|.)
The main result in this section is the following:
Y. Moshe / Theoretical Computer Science 400 (2008) 62–69 65
Theorem 1. Let L be a language over Σ = {0, . . . , k − 1} and assume that every word in L begins with a nonzero
letter. Let x = (xn)∞n=0 = (x (Σ
∗L)
n )
∞
n=0 be the sequence given in (1) for the language Σ ∗L.
(a) If L satisfies (P1), then (xn)∞n=0 has the bounded gap property.
(b) Assume that L satisfies (P1), (P2). If L is a nonregular language, and both L and its complement L are context-
free, then (xn)∞n=0 satisfies the properties in Question A.
Remark. The assumptions that L is nonregular and that both L and its complement are context-free do not imply
the same for Σ ∗L. For example, L = {1b0a : a ≥ b ≥ 1} ⊆ {0, 1}∗ is such and yet Σ ∗L is regular. The main role of
Condition (P2) in Theorem 1b is to ensure that those assumptions on L will be valid for Σ ∗L.
Theorem 1b enables us to construct many examples of context-free sequences satisfying the properties in
Question A.
Example 2. Let L0 be a nonregular language over Σ = {0, 1} such that both L0 and its complement are context-free.
Let ϕ : Σ ∗ → Σ ∗ be the morphism given by
ϕ(0) = 01, ϕ(1) = 10,
(where for a word w = ε0ε1· · · εl−1∈Σ ∗ we put ϕ(w) = ϕ(ε0)ϕ(ε1) · · ·ϕ(εl−1)) and consider the language
L = 1110ϕ(L0) = {1110ϕ(w) : w ∈ L0}.
Clearly, L satisfies Condition (P1) with w0 = 000 and Condition (P2) with w1 = 111. Moreover, by the properties of
L0 and the construction of L, one can easily prove that L is nonregular and that both L,L are context-free. Thus, by
Theorem 1b, x(Σ
∗L) is a 2-context-free sequence with bounded gaps which is not 2-automatic.
Note that for distinct languages L0, we obtain distinct sequences x(Σ∗L). Since there are infinitely many nonregular
languages L0, such that both L0 and its complement are context-free, our construction provides infinitely many
sequences with the properties in Question A. 
Recall that for i < j we put x[i, j) = xi xi+1 · · · x j−1. Since every word x[i, j) occurs in x[0, kl) for some l, we
obtain the following:
Lemma 3. Assume that for every l ≥ 0, the word w = x[0, kl) occurs in x infinitely often and with bounded gaps.
Then x has the bounded gap property.
Proof of Theorem 1. (a) Let w = w0 be as in (P1) and denote by N the integer given by w = 0a(N )k (where a ≥ 0
is the number of consecutive 0s at the beginning of w.) We prove that for every l ≥ 0 we have
x[0, kl) = x[ckl+|w| + Nkl , ckl+|w| + (N + 1)kl), c = 1, 2, . . . .
Then the claim will follow by Lemma 3.
Take an integer t ∈ [0, kl). We shall prove that (t)k ∈ Σ ∗L if and only if (ckl+|w| + Nkl + t)k ∈ Σ ∗L, and thus
xt = xckl+|w|+Nkl+t .
Put b = l − |(t)k | and note that
(ckl+|w| + Nkl + t)k = (c)kw0b(t)k .
Assume that (ckl+|w| + Nkl + t)k ∈ Σ ∗L and thus some suffix of (c)kw0b(t)k belongs to L. By the assumption that
each word in L does not contain occurrences of w and does not begin with a suffix of w, we conclude that some suffix
of 0b(t)k belongs to L. However, since each z ∈ L begins with a nonzero letter, there must be a suffix of (t)k in L.
Thus, (t)k ∈ Σ ∗L.
Conversely, if (t)k ∈ Σ ∗L, then z(t)k ∈ Σ ∗L for every word z. In particular, (ckl+|w| + Nkl + t)k ∈ Σ ∗L.
(b) Let w = w1 be as in Condition (P2). Denote by D the set of words in Σ ∗ which begin with a nonzero letter.
Since x = x(Σ∗L) we get,
Ik(x, 1) ≡ {(n)k : xn = 1} = Σ ∗L ∩D.
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Let Lw denote the set of words z = wz′ ∈ Σ ∗ which begin with w but do not contain any other occurrences of w.
Using Condition (P2) we get
L = Σ ∗L ∩D ∩ Lw.
Thus, L = Ik(x, 1) ∩ Lw. Since Lw is a regular language and L is not, we conclude that Ik(x, 1) is nonregular and so
x is not k-automatic.
Let us show that Σ ∗L and its complement Σ ∗L are context-free. This will imply that both Ik(x, 1) = Σ ∗L ∩ D
and Ik(x, 0) = Σ ∗L ∩D are context-free, and thus, x is a k-context-free sequence.
Clearly, Σ ∗L is context-free since L is so. Consider its complement, Σ ∗L. Note that every word z ∈ Σ ∗ which
contains occurrences of w can be written uniquely as z = z1z2 with z2 ∈ Lw. Thus, z ∈ Σ ∗L if and only if z2 ∈ L.
This implies that
Σ ∗L = Σ ∗(L ∩ Lw) ∪ L1,
where L1 is the set of words which do not contain occurrences of w. Since L is context-free and Lw, L1 are regular,
we conclude that Σ ∗L is context-free.
By (a), x satisfies the bounded gap property. This completes the proof. 
Remark. Many automatic sequences have the bounded gap property. In fact, every primitive automatic sequence is
such (cf. [5, Th. 10.9.4, 10.9.5]).
4. On the sequence (bα + logk nc)∞n=1
In this section we prove the following:
Theorem 4. Let k ≥ 2 be an integer and α be a real number. Then
xn = bα + logk nc, n = 1, 2, . . . ,
is k-regular if and only if kα is rational.
We note that Theorem 4 have been proved already by Bell [8] using a characterization of k-regular sequences in terms
of shuffles. Here we provide an elementary proof.
Let γ ∈ [0, 1] be a real number and (tn)∞n=1 be a sequence over {0, . . . ,k −1}. We say that 0.t1t2 · · · is a base-
k representation of γ if γ = ∑∞n=1 tnk−n . Note that some of the numbers γ ∈ [0, 1] have two different base-k
representations.
Lemma 5. Let γ ∈ [0, 1] be a real number with a base-k representation
γ = 0.t1t2 · · · , ti ∈ {0, . . . , k − 1}. (2)
Then, the language L ={t1t2 · · · tl : l≥1} is regular if and only if γ is rational.
Proof. Assume that L is a regular language. The pumping lemma yields the existence of 3 nonempty words
w1, w2, w3 such that w1wn2w3 ∈ L for each n. This implies that the base-k representation of γ in (2) must be of
the form γ = 0.w1w2w2w2w2 · · · , and thus γ is rational. Conversely, if γ is rational, then the base-k representation
in (2) is ultimately periodic and we easily obtain that L is regular. 
Proof of Theorem 4. Clearly, every constant sequence an = r , n ≥ 1 is k-regular. Replacing the sequence xn with
x ′n = xn − r where r = bαc, we may assume without loss of generality that α ∈ [0, 1).
Put γ = kα and consider the base-k representation of 1
γ
∈ ( 1k , 1] given by
1
γ
= 0.t1t2t3 · · · , ti ∈ {0, . . . , k − 1}, t1 ≥ 1,
where, in order to avoid two different representations of 1
γ
, we agree to allow representations of the form 0.
w(k − 1)(k − 1) · · · but not of the form 0.w00 · · · .
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Consider the sequence
yn = xn+1 − xn, n = 1, 2, . . . .
By [6, Th. 3.1] we get that (xn)∞n=1 is k-regular if and only if (yn)∞n=1 is such. Since (yn)∞n=0 takes only values from{0, 1}, this would imply that (yn)∞n=1 is k-automatic. However, a sequence yn over {0, 1} is k-automatic if and only if
the language
L = {(n)k : yn = 1},
is regular. Hence, we shall prove that L is regular if and only if γ = kα is rational.
Consider the numbers n for which yn = 1. Since xn = blogk(γ n)c we have yn = 1 if
blogk(γ · (n+1))c>blogk(γ · n)c. This happens when γ (n + 1) ≥ km and γ n < km for some integer m, and so
γ n ∈ [km − γ, km). Thus, yn = 1 if and only if n ∈ [km 1γ − 1, km 1γ ) for some m, which means that the base-k
representation of n is (n)k = t1t2 · · · tm . We obtain that L = {t1t2 · · · tm : m ≥ 1}. Thus by Lemma 5, we get that L is
regular if and only if 1
γ
(and so also γ ) is rational. This completes the proof. 
We refer the reader to [7] for a similar result, showing that (bnα + βc)n≥0 is k-regular if and only if α is rational.
See [5–7] for many interesting examples and various properties of k-regular sequences.
5. On the complexity of context-free sequences
In this section we provide a bound for the complexity of context-free sequences of a certain type. Our main result
is the following:
Theorem 6. Let L be a language over Σ = {0, 1, . . . , k − 1}, which is accepted by a DPDA with no -transitions.
Then the complexity, P(m), of the sequence x = (xn)∞n=0 = (x (L)n )∞n=0 is bounded by a polynomial function of m.
Remark. The family of context-free languages which are accepted by a DPDA with no -transitions is closed under
complement. Thus, the sequences x = x(L) in Theorem 6 are k-context-free.
In Theorem 6 we need to estimate the number P(m) of distinct blocks x[i, j) of length m in x. However, it will be
convenient to consider only intervals [i, j) of length kl with positions that are multiples of kl (for an arbitrary l ≥ 0).
Denote
bl = #{x[ckl , (c + 1)kl) : c ≥ 0}.
Lemma 7. Let x=(xn)∞n=0 be a sequence over a finite setΩ . If bl= O(klα) for some α ≥ 0, then P(m) = O(m2α+1).
Proof. Consider first the values of P(m)whenm = kl is a power of k. Fix an integer r ∈ [0, kl). We count the number
of distinct blocks x[i, i + kl) of length kl with i ≡ r (mod kl). Given such an i , put c = i−r
kl
, and consider the words
w1 = x[ckl , (c + 1)kl), w2 = x[(c + 1)kl , (c + 2)kl).
Thus, x[i, i + kl) is the subword of w1w2 obtained by taking kl letters in w1w2, starting at the r th position. Note that
there are at most bl possible values for each of the words w1, w2 and so there are at most b2l possibilities for a block
x[i, i+kl)with i ≡ r (mod kl). Since the number of possible values for r is kl , we obtain P(kl) ≤ b2l kl = O(k2lα+l).
Now letm ≥ 1 be arbitrary and put l = dlogk me. Since the complexity function P(m) is monotonically increasing,
we have
P(m) ≤ P(kl) = O(k2lα+l).
Note that kl < km and so k2lα+l < (km)2α+1. Thus, P(m) = O(m2α+1). 
Proof of Theorem 6. Consider the number bl of blocks of the form x[ckl , (c + 1)kl). Take n ∈ [ckl , (c + 1)kl) for
some c > 0 and write
(n)k = (c)k0a(m)k,
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where m ∈ [0, kl), a = l − |(m)k | ≥ 0. Put Ac = (q, γ ), where q ∈ Q and γ ∈ Γ ∗ are given by
(q0, (c)k, Z0) `∗ (q, ε, γ ).
Observe that (ckl + m)k ∈ L if and only if (q, 0a(m)k, γ ) `∗ (q1, ε, γ1) for some q1 ∈ F , γ1 ∈ Γ ∗. Thus, xckl+m is
completely determined by Ac = (q, γ ) and 0a(m)k . Moreover, since 0a(m)k is of length l, we get that xckl+m depends
only on 0a(m)k , q and the first l letters in γ (which are the highest l letters of the stack). This implies that the block
x[ckl , (c + 1)kl) is determined by q and the first l letters in γ , and so, the number of such blocks x[ckl , (c + 1)kl),
c ≥ 1, must be bounded by the number of possible values for q and those letters. That is,
bl ≤ #(Q) · #(Γ )l + 1
(where the addition of 1 stands for the case c = 0 which was not considered here, and in order to avoid the counting of
words γ of length |γ | < l, we replace such a word with γ ′ = γ Z l−|γ |0 ). Taking α = logk #(Γ ) we obtain bl = O(klα),
so that the theorem follows by Lemma 7. 
It is well known that the complexity P(m) of an automatic sequence is always bounded by a linear function of m
(cf. [13, Chapter V]). The following example shows that this is not the case for the family of sequences which was
considered in Theorem 6. In fact, for every α > 0, we can build a k-context-free sequence x = x(L) as in Theorem 6,
with P(m) > mα for every “large enough” m.
Example 8. Assume first that k = 3 and let Σ = {0, 1, . . . , k − 1}. Fix an integer t ≥ 1. For every binary word
w = ε0ε1 · · · εtl−1, of length |w| = tl ∈ tN, consider the following:
w(i) = εi+(l−1)t · · · εi+2tεi+tεi , i = 0, 1, . . . , t − 1.
That is, w(i) is the binary word of length l, containing the letters in w, in positions which are ≡ i (mod t), in reverse
order. Put x= x(L) when L = Lt is the language over Σ given by
L = {2w2z2 : w, z ∈ {0, 1}∗, |w| = t · |z|, z = w(i) for some i ≤ t − 1}.
We can easily construct a DPDA with no -transitions which accepts this language. (The idea is to push a letter
X ∈ {0, 1}t onto the stack after every t letters that we read from w, and when we arrive at the letters of z, to pop a
letter X from the stack at each step and to compare its coordinates with the corresponding letter in z.)
Take t integers N0, N1, . . . , Nt−1 ∈ [0, 3l), whose base 3 representations do not contain the digit 2, and let w be
the binary word of length tl given by
w(i) = 0ai (Ni )3, i = 0, . . . , t − 1,
where ai = l−|(Ni )3| ≥0. Consider the block x[c3l+1, (c + 1)3l+1), were c is given by (c)3 = 2w2. Our construction
implies that for every r ∈ [0, 3l+1)we have xc3l+1+r = 1 if and only if r = 3r0+2 for some r0 ∈ {N0, N1, . . . , Nt−1}.
Thus the number, bl+1, of the blocks {[c3l+1, (c+ 1)3l+1) : c ≥ 0}, cannot be smaller than the number of choices for
the set {N0, N1, . . . , Nt−1}. This yields,
bl+1 ≥
(
2l
t
)
= Ω(2lt ) = Ω(3lα),
where α = t log3 2. Since P(m) is monotonically increasing, we have
P(m) ≥ P(3blog3 mc) ≥ bblog3 mc = Ω(3(blog3 mc−1)α) = Ω(mα).
Since t is arbitrary, we conclude that for every α > 0 there exists a 3-context-free sequence x = x(L) as in Theorem 6
with P(m) = Ω(mα).
A similar example for such a sequence x = x(L) when k = 2 is obtained by replacing the languages Lt ⊆ {0, 1, 2}∗
with L′t = µ(Lt ) ⊆ {0, 1}∗, where µ : {0, 1, 2}∗ → {0, 1}∗ is the morphism given by µ(0) = 00, µ(1) = 01,
µ(2) = 10. Here we have P(m) ≥ P(4blog4 mc) = Ω(2t log4 m) = Ω(m t2 ). For the cases where k ≥ 4, one can consider
the languages Lt above as subsets of {0, . . . , k − 1}∗ and observe that here we have P(m) = Ω(mt logk 2). 
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Theorem 6 can be applied to show that certain languages cannot be accepted by a DPDA with no -transitions.
Example 9. Let b = (bn)∞n=0 = 11011100 · · · , denote the Barbier infinite word over {0, 1}, obtained as the
concatenation of (1)2, (2)2, (3)2, . . . ,. For each k ≥ 2, consider the language
Lk = {(n)k : bn = 1} ⊆ {0, . . . , k − 1}∗.
Since the complexity of b is exponential, we obtain that none of these languages can be accepted by a DPDA with no
-transitions. 
Remarks. (1) Theorem 6 holds also for languages L which are accepted by a multi-stack DPDA with no -transitions.
Moreover, it remains true even when we replace some of the stacks by queues. Thus, for example, the complexity of
the sequence x(L), where
L = Lt = {w12w22 · · · 2wt2z2 : w1, w2, . . . , wt ∈ {0, 1}∗, z ∈ {w1, . . . , wt }}
is bounded by a polynomial function.
(2) We refer the reader to [11] for an example of a context-free language L such that x(L) has an exponential
complexity.
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