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ABSTRACT 
There are at present a large number of theoretical and 
algorithmic results relating to one variable polynomial 
matrices arising from one-dimensional multivariable systems. 
In recent years many of the theoretical results have been 
extended to two variable polynomial matrices arising from 
two-dimensional multi variable systems, such as delay-
differential or partial differential systems. However there 
has been no major attempt to extend the algorithmic results 
associated with single variable polynomial matrices to two 
variable or multivariable polynomial matrices. 
This thesis investigates further some of the extensions 
of the algebra of one-dimensional multivariable systems to 
two-dimensional multivariable systems. The main area of 
interest is the equivalence of a two variable polynomial 
matrix with its Smith form over the ring R[s,z]. 
The thesis then provides algorithmic extensions to two 
variable polynomial system matrices. The algorithms 
developed are for the equivalence of a two variable 
polynomial matrix with its Smith form, the equivalence of a 
two variable rational matrix with its Smith-McMillan form, 
and the minimal realization of a two variable rational 
transfer function matrix as a state-space system matrix. 
IR 
lR[s] 
LIST OF SYMBOLS 
The field of real numbers. 
The ring of polynomials in s, with coefficients 
over IR. 
lR(s) The field of rational functions in s, with 
coefficients over IR. 
lR[s,z] 
1Hz) [s] 
lR[z](s] 
The ring of polynomials in sand z, with 
coefficients over IR. 
The ring of polynomials in s, with coefficients 
over IR (z) • 
The ring of polynomials in s, with coefficients 
over IR [z] . 
IRmxn[s,z] The m x n matrix with elements polynomials over 
lR[s,z]. 
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CHAPTER 1 
INTRODUCTION 
1.1 Statement of the problem and basic definitions 
There are at present a large number of theoretical and 
algorithmic results relating to system matrices associated 
with ordinary differential systems. In recent years many of 
these theoretical results have been extended for the theory 
of system matrices associated with delay-differential or 
partial differential systems. However there has been no 
major attempt to extend the algorithmic results associated 
with single variable polynomial system matrices to two 
variable or mu1tivariab1e polynomial system matrices. This 
thesis will cover the algorithmic extensions to two variable 
polynomial system matrices whilst also attempting to design 
the algorithms so that they can be more easily extended to 
three or more variable polynomial system matrices, if 
required for future developments. 
It will also be necessary to investigate some of the 
algebraic extensions, particularly those relating to the 
equivalence of two matrices over R[s,zl. This will be done 
so that conditions can be found for the equivalence of a 
1 
matrix with its Smith form over R[s,z], which woul~ be 
useful in the design of the algorithms. 
At this stage it is appropriate to give a few 
preliminary definitions. 
Firstly full definitions of the smith form over R[s], 
R[s,z] and R(z)[s] are given. 
Definition 1.1: Smith form over R[s] 
The Smith form of a p x q polynomial matrix K(s) over 
R[s] is defined to be the p x q matrix 
[ E (s) : o ] 
SCsI = E(s) 
[ __ E_~S_)_] 
Here 
E(s) = diag [ ei(s) ] 
where the ith invariant polynomial 
ei(s) = dieS) / di-l(S) 
p<q 
; p=q 
; p>q 
i=1,2, •••• ,min(p,q); 
and the determinantal divisor dies) is the greatest common 
divisor of all the ith order minors of K(s), and dO is 
defined to be 1. All of the non-zero determinantal divisors 
2 
and invariant polynomials will be monic as polynomials in 
R[s], that is the leading coefficient is 1. 
Also the invariant polynomials ei(s) have the 
divisibility property, that is: 
where r = rank( K(s) ). 
Definition 1.2: Smith form over R[s,z] and R(z)[s] 
The Smith form of a p x q polynomial matrix K(s,z) 
over R[s,z] is defined to be the p x q matrix: 
[ E(s,z) o ] • p<q ,
S(s,z) = E(s ,z) ; p=q 
[- ~ ~;'-'.)-J ; p>q 
E(s,Z) = diag [ ei(s,z) ] 
where the diagonal elements of E(s,z) are the invariant 
polynomials over R[s,z] of K(S,z), given by 
i=l, 2 I •••• , 
min (p ,q) • 
where dO is defined to be 1 and the determinantal divisor 
di(s,z) is the greatest common divisor of all the ith order 
3 
minors of K(s,z). All the non-zero determinantal divisors 
and invariant polynomials will be taken to be monic over 
lR[s,z]. 
Also the invariant polynomials ei(s,z) have the 
divisibility property, that 
el(s,z) le2(S,z)1 
where r = rank( K(s,z) ). 
is: 
. . . . I er (s, z) 
The Smith form, SS(s,z), over R(z)[s] of the p x q 
matrix K(s,z) has the same form as S(S,Z) above, but in this 
case the invariant polynomials eSi(S,Z) are defined in terms 
of determinantal divisors dSi(s,z) which are monic as 
polynomials in lR(z)[s]. 
Similarly the Smith form SZ(s,z) over lR(s)[z] can be 
defined. 
Next the definitions of equivalence of two matrices 
over the rings lR[s], lR[s,z], and lR(z)[s] are given. 
Definition 1.3: Equivalence of two matrices over lR[s] 
Two polynomial matrices KI(s) and K2(s) are 
equivalent over lR[s] if and only if there exist two 
polynomial matrices M(s) and N(s) which are unimodular 
over lR[s], and such that 
KI(s) = M(s) K2(s) N(s). 
M(s) and N(s) are unimodular over lR[s] if the condition 
4 
det ( M (s) ), det ( N (s) ) E R ~ 0 
is true, that is M(s) and N(s) are non-singular for all s. 
Definition 1.4: Equivalence of two matrices over R[s,z] or 
4\(z)[ s] 
Two polynomial matrices Kl(s,z) and K2(s,z) are 
equivalent over R[s,z] if and only if there exist two 
polynomial matrices M(S,z) and N(S,z) which are unimodular 
over R[s,z], such that 
Kl(s,z) = M(s,z) K2(s,Z) N(s,z). 
M(s,z) and N(s,z) are unimodular over lR[s,z] if they are 
non-singular for all values of the pair (s,z). 
For equivalence over R(z)[s], it is required that 
M(s,z) and N(s,z) are unimodular over R(z)[s], that is 
det ( M ( s , z ) ), det ( N ( s , z) ) e: R ( z ) Fa. 
These definitions are the basic ones to extend the 
theory of system matrices,over R[s] to system matrices over 
R[s,z]. Other definitions which will prove useful in the 
algebraic investigation and the algorithmic development will 
also be stated here. 
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Definition 1.5: Degree of a polynomial over R[s] 
A polynomial pes) in R[s] can be expressed as the sum 
.. 
pes) = L aisi 
LaO 
where the integer r is the degree of pes). Also pes) is 
monic over ~[s] if ar=l. 
Definition 1.6: Degree of a polynomial over R[s,z] 
A polynomial p(s,z) in R[s,z] can be expressed as the 
sum 
p (s, z) 
c._0 J_O 
If (m,n) is one of the pairs (i,j) such that m+n is the 
maximum value of i+j for which aij~O, then m+n is the degree 
of p(s,z) over R[S,z]. Alsop(s,z) is monic over R[s,z] if 
amn=l. If there are more than one such pair , then for 
uniqueness the one which has largest degree in s is chosen 
as the leading term. 
6 
Definition 1.7: Degree of a polynomial over R(z)[s] 
A polynomial p(s,z) in R(z)[s] can be expressed as the 
sum 
r 
pes ,z) = I ai (z) si ai (z) E:. R(z). 
,.0 
where the integer r is the degree of p(s,z) over R(z)[s]. 
p(s,z) is monic as a polynomial in R(z)[s] if ar(z)=l. 
In one of the algorithms it is required to find the 
polynomial of least degree over R(z)[s] in a matrix where 
the elements are not necessarily monic, to use as a pivot. 
If two polynomials p(s,z) and q(s,z) have the same degree 
over R(z)[s], that is 
r 
pes ,z) = I ai (z) si 
L.O 
r 
q(s,z) = [bi (z) si bi (z) e: lR(z). 
,.0 
Then an extra criterion for a better pivot is to choose 
p(s,z) if the degree of ar(z) is less than the degree of 
br (z), since certainly q(s ,z) could not divide pes ,z) 
without involving rational terms in z as it has leading term 
of higher degree in z than the leading term of p(s,z). 
7 
Definition 1.8: Existence of a division algorithm over R[s] 
Given any two polynomials Pl(s) and P2(s) in R[s], with 
deg( Pl(s) ) > deg( P2(s) ), there exist a unique pair of 
polynomials q(s) and r(s) in R[s], such that 
Pl(s) = q(s) P2(s) + r(s), 
and deg( r(s) ) < deg( P2(s) ). q(s) is the quotient 
polynomial and r(s) is the remainder polynomial. 
Definition 1.9: Existence of a division algorithm over 
R(z)[s] 
Given any two polynomials Pl(s,z) and P2(s,z) in 
R(z)[s], with deg( Pl(s,z) ) > deg( P2(s,z) ), there exist a 
unique pair of polynomials q(s,z) and r(s,z) in R(z)[s], 
such that 
Pl(s,z) = q(s,z) P2(s,z) + r(s,z), 
and deg( r(s,z) ) < deg( P2(s,z) ). q(s,z) is the quotient 
polynomial and r(s,z) is the remainder polynomial. 
However, a division algorithm over R[s,z] does not 
exist, as the following example will show. 
8 
Example 1.1: 
Consider the polynomials Pl(s,z) = s2, and P2(s,z) = z 
in lR[s,z]. Here deg( P1(s,z) ) > deg( P2(S,z) ). Let q(s,z) 
and r(s,z) be polynomials in R[s,z] and consider the 
equation 
s2 = q(s,z) z + r(s,z). (1.1> 
As it would be required that deg( r(s,z) ) < deg ( z ) = 1, 
then r(s,z) ~ R. Therefore the right hand side of (1.1) must 
have a term in z, whereas the left hand side does not. 
Therefore q(s,z) and r(s,z) cannot be in R[s,z] and so there 
does not exist a division algorithm over lR[s,z]. 
If q(s,z) and r(s,z) were polynomials in R(z)[s], then 
q(s,z) = s2z-1, r(s,z) = 0 would solve equation (1.1). 
One final result, which will be widely used throughout 
the thesis, will also be given here. 
9 
Theorem 1.1: Hilberts Nullstellensatz 
(Van der Waerden 1964) 
Polynomials fl' •••• ,fn £ R[zl' •••• 'Zq] have no common 
zeros if and only if the relationship 
is valid in R[Zl' •••• 'Zq]. 
Where gl' •••• 'gn ~ R[Zl' •••• 'Zq], and are non-unique. 
This will be mainly used in the following context. A 
necess~ry and sufficient condition that the polynomials 
x(s,z) and y(s,z) have no common zeros over R[s,z] is that 
there exist polynomials a(s,z) and b(s,z) over R[s,z] such 
that 
a(s,z) x(s,z) + b(s,z) y(s,z) = 1. 
10 
1.2 Historical background of one variable polynomial system 
matrices 
One variable polynomial system matrices arise from 
linear constant differential systems of the form 
x(t) = A x(t) + B u(t) 
yet) = C x(t) + D u(t) 
where A,B,C,D are constant matrices. 
On taking Laplace transforms, assuming zero initial 
conditions, these equations become: 
(sI - A) X = B IT 
y = C x + D u 
which, when combined give the input-output mapping 
y = ( C (sI - A)-l B + D ) u 
where 
G(s) = C (sI - A)-l B + D 
is the transfer function matrix. 
This system can be represented by the state-space 
11 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
· matrix 
pes) = ~ I J I sI - A I B -- - --~ - - -; - -; - (2.7) 
If the output equation (2.2) contained differential 
terms of the control u(t), then we would have D = D(s) in 
( 2. 4) and (2.7). 
If the output equation (2.2) was independant of the 
control u(t), then we would have D = 0 in (2.4) and (2.7). 
More generally linear constant differential systems 
may be represented by the polynomial system matrix 
P (s) = (2.8) 
where, if the corresponding output equation is independant 
of the control, W(s) = O. 
The polynomial system matrix (2.8) gives rise to the 
transfer function matrix 
G(s) = V(s) T-l(s) U(s) + W(s) (2.9) 
It can be seen that the state-space form is a special 
case of the polynomial matrix form. Therefore the polynomial 
matrix form will be the one mainly considered here. 
12 
It can be shown (see, for example, Rosenbrock and 
Storey 1970) that any polynomial matrix in R[s] is always 
equivalent to its Smith form over R[s]. In fact the proof of 
this result is constructive and is analogous to the 
technique of Gaussian elimination for transforming a matrix 
to diagonal form. As the method is constructive and could 
form the basis of an algorithm it will be given in-full 
here. 
Consider the m x n polynomial matrix pes), 
pes) = Pll P12 •••• PIn 
P2l P22 •••• P2n 
Pml Pm2 •••• Pmn 
(2.10) 
where the polynomials Pij = Pij(s) are elements in R[s]. 
Firstly a non-zero polynomial of least degree is 
brought to position Pll by appropriate row and column 
operations. 
Then for each of the elements P12, •••• ,Pln of the 
pivotal row, in turn, the division algorithm is applied to 
form 
Plj = Pll glj + rlj j = 2, •••. ,n 
13 
with rlj zero, or having degree less than the degree of Pll. 
Then glj times column 1 is subtracted from column j. 
The same process is applied to the elements 
P21' •••• 'Pml of the pivotal column, in turn, so that 
Pil = Pll gil + ril i = 2, .... ,m 
with ril zero, or having degree less than the degree of PII. 
Then gil times row I is subtracted from row i. 
This procedure will leave elements rlj in the pivotal 
row and ril in the pivotal column. Now either all the rlj, 
ril are zero, or an element of lower degree can be brought 
to position PIl. This procedure is then repeated for the new 
PII and continued until all the rlj' ril are zero. 
If any of the columns 2, •••• ,n now contains an element 
which is not divisible by the leading element PII, then this 
column is added to the first column. Then the degree of the 
leading element Pll can be reduced until the process will 
finally terminate with the matrix Q(s) which is equivalent 
over R[s] to P(s), 
14 
Q(s) = PlO •• _. 0 (2.11) 
o q22 •••• q2n 
o q32 •••• q3n 
where Pl can be made to be monic over R[s] and is a factor 
of all the remaining elements of Q. 
If the above procedure is now repeated for the 
sub-matrix Q' (s) of Q(s), 
Q'(S) = q22 q23 •••• q2n 
q32 q33 •••• q3n 
and so on, then the Smith form of PIs) will be finally 
obtained. 
(2.12) 
The algorithm may now be given formally in a structured 
form. 
Algorithm 2.1: Smith form of a one variable polynomial 
matrix 
(1) Let K be the initial polynomial matrix of dimension 
m x n. 
15 
(2) r=l. 
(3) Consider the sub-matrix of K which has its top left 
hand corner at position (r,r). If all the elements are 
zero goto 16. 
(4) Find the position of the non-zero element with least 
degree. Move it to position (r,r) by row and column 
interchange. 
(5) i=r+l, j=r+l, pivot=element K(r,r). 
(6) Consider column j. Divide element K(r,j) by pivot, 
giving the quotient q. Subtract q times column r from 
column j. 
(7) j=j+l. If j~n goto 6. 
(8) Consider row i. Divide element K(i,r) by pivot, giving 
the quotient q. Subtract q times row r from row i. 
(9) i=i+l. If i~m go to 8. 
(10) If not all elements in the pivotal row and column are 
zero goto 4. 
(11) k=r. 
(12) k=k+l. If l>n goto 15. 
(13) If pivot divides all elements in column k go to 12. 
(14) Add column k to column r. Goto 4. 
(15) r=r+l. If r<min(m,n) goto 3. 
(16). Stop. 
16 
A number of different algorithms have been developed 
along the same lines as algorithm 2.1, with modifications. 
Pace and Barnett (1974a) have produced the most efficient of 
these algorithms, using a new version of the Euclidean 
algorithm by Blankinship (1963) which calculates the 
greatest common divisor of two polynomials, and a set of 
multipliers for each of the rows and columns. 
However, the Blankinship algorithm uses the division 
algorithm to find the greatest common divisor. The approac? 
taken in this thesis is to overcome the lack of a division 
algorithm over R[s,z] by extending algorithm 2.1 rather than 
the method of Pace and Barnett. 
Another canonical form to be considered later is the 
Smith-McMillan form of a rational polynomial matrix. 
Definition 2.1: Smith-McMillan form of a matrix over R(s) 
Consider a p x q rational matrix K(s), where the 
elements of K(s) are 
i=l, .... ,p 
j=l, .... ,q 
and nij(s)" dij(s)E: R[s]. 
The Smith-McMillan form of K(s) is defined to be the 
matrix 
17 
[ E(s) o ] ; p<q 
M(S) = E(s) ; p=q 
t-~t~~ ; p>q 
where E(s) = diag [ ei(s) / gi(s) ], 
and ei(s),gi(s) are relatively prime polynomials in ~[s] 
with the division property along the diagonal, that is 
el (s) I e2 (s) I .... I er (s ) , 
and •••• 
where r = ra-nkC K(s) ). 
Algorithms to find the Smith-McMillan form of a 
rational matrix K(s) are based on the Smith form of a 
related polynomial matrix (see, for example, Rosenbrock 
1970). If the least common denominator d(s) of all the 
elements of K(s) is found, then K(s) can be expressed 
K(s) = N(s) / d(s). (2.13 ) 
If N(s) is now transformed into its Smith form, S(s), then 
K(s) is equivalent over ~[s] to the matrix M(s), 
M(s) = S(S) / d(s). (2.14) 
18 
If any common factors between the numerator and denominator 
of the elements of the leading diagonal of MCs) are 
cancelled, then MCs) will be of the form of definition 2.1, 
the Smith-McMillan form of KCs). 
Finally, in this section, it is worth considering the 
realization problem in ~[sl, that is given a transfer 
function matrix GCs), construct a state-space system matrix 
corresponding to GCs), of the form 
C2.15) 
such that 
GCs) = C CsI - A)-l B + OCs). C2.16) 
If GCs) is proper, that is GCs) tends to the zero matrix as 
s tends to infinity, then OCs) = O. 
If the matrix A is of least dimensions, then the realization 
is said to be minimal Csee, for example, Barnett 1971). Also 
it can be shown that a minimal realization over ~[sl is 
always controllable and observable CBarnett 1971). 
Once again a number of computer algorithms have been 
written, on the whole based on the method of Rosenbrock 
(1970). One such algorithm is that of MunrO and McLeod 
19 
(1971). This method involves the construction of an 
observable state-space realization, and then removing any 
input-decoupling zeros to give a minimal state-space 
realization. This method is shown to be more efficient than 
its predecessors, with a reduction of the order of 100:1 in 
computation time. 
However a more recent algorithm, Pace and Barnett 
(1974b) is shown to be the most efficient of all. The 
strategy of this method is slightly different to that of 
Munro and McLeod. A minimal polynomial realization is 
firstly constructed and then this is transformed into a 
.minimal state-space realization. It is this difference which 
makes the method more efficient. 
20 
1.3 Historical background of two variable polynomial system 
matrices 
Two variable polynomial system matrices can arise from 
a number of different systems. One of the main ones is the 
linear delay-differential system 
x(t) = A(d) x(t) + B(d) u(t) 
yet) = C(d) x(t) + D(d) u(t) 
where d is the delay operator 
d x(t) = x(t-h) 
for some fixed delay h. 
(3.1) 
(3.2) 
Another system which also gives rise to a two variable 
polynomial system matrix is the partial differential system 
Xt(t) = A(d) x(t) + B(d) u(t) 
yet) = C(d) x(t) + D(d) u(t) 
where d is now the partial differential operator with 
respect to the extra space variable T 
d x(t) = xT(t). 
( 3.3) 
(3.4) 
If the Laplace transform is taken for either of these 
systems the resulting equations are 
21 
( sI - A(z) ) le = B(z) u (3.5) 
y = C(z) X + D(z) u (3.6) 
which, when combined, give the input-output mapping 
y = ( C(z) ( sI - A(z) )-1 B(z) + D(z) ) u ( 3.7 ) 
where 
G(s ,z) = C(Z) ( sI - A(z) )-1 B(z) + DCz) (3.8) 
is the transfer function matrix. 
This system can be represented by the state-space 
matrix over R[s,z], 
PCs,z) (3.9) 
If the output equation, (3.2) or C3.4), contained 
differential terms of the control u(t), then D = D(s,Z). 
If the output equation, (3.2) or C3.4), is independant 
of the control u(t), then D = O. 
More generally, these systems can be represented by the 
polynomial system matrix over R[s,z], 
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pes ,z) = (3.10) 
where, if the corresponding output equation is independant 
of the control u(t), then W(s,z) = O. 
The polynomial system matrix (3.10) gives rise to the 
transfer function matrix 
G(s,z) = V(s,z) T-l(s,z) U(s,z) + W(s,z) (3.11) 
It can be seen that if there is more than one delay, 
say, the resulting system matrix will be over the ring 
R[S'zl'z2' •••• 'zr]' where zl' •••• 'zr are the Laplace 
variables of the r independant delays. Therefore when 
considering the extension of results for R[s] to results for 
R[s,z], it would be useful to consider also the further 
extension to R[s'zl' •••• 'zr]. 
However, as will now be shown, the extension of results 
for R[s] to results for R[s,z] is not straightforward. 
Indeed the extension is actually to the ring R(z)[s], as 
both R[s] and R(z)[s] are principal ideal domains, whereas 
the ring R[s,z] is not. 
Frost (1979) found a major difference between matrices 
over R[s] and matrices over R[s,z]. For a matrix over R[s] 
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it is certainly the case that if the determinantal divisor 
dies) is removed from all the ith order minors, then the 
remaining polynomials cannot be simultaneously zero for any 
value of s. This result does not extend for matrices over 
R[s,z], and so prompts the definition of zeros of a matrix 
over R[s,z]. 
Definition 3.1: Zeros of a matrix over R[S,Z] (Frost 1979) 
Given a matrix over R[s,z] it is possible that on 
removal of the determinantal divisor di(s,z) from all the 
ith order minors of the matrix, the remaining polynomials 
can all be simultaneously zero for one or more values of the 
pair (s,z). Such a value of (s,z) will be defined as an ith 
order zero of the matrix over R[s,z] • 
Example 3.1: (Frost 1979) 
Consider the matrix 
K(s,z) = s+z 
o 
o 
o 
s+z 
o 
z 
o 
s 
which has determinantal divisors 
dl(s,z) = 1, d2(S,z) = s+z, d3(s,z) = s(s+z)2. 
If the second order determinantal divisor d2(s,z) is removed 
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from all the second order minors the following non-zero 
polynomials remain: 
(s+z), z, s, s. 
These are all simultaneously zero for the pair (0,0). 
Therefore (0,0) is a second order zero of K(s,z). 
This is a very important property and shows the need to 
extend the property of zeros in ~[s] to factors and zeros in 
~[s,z]. Confusion must be avoided, as zeros in R[S] are 
actually factors in ~[s]. 
As shown in section 1.1 there exists the concept of 
equivalence of matrices over R(z)[s] or ~(s)[z]. For this 
reason Morf et al (1977) have suggested a method to 
transform a matrix K(s,z) to its Smith form over R[z][s]. 
This could be done by firstly transforming K(s,z) to its 
Smith form over ~(z)[s], that is 
M(s,z) K(s,z) N(s,z) = SS(s,z) (3.12) 
where det( M(s,z) ), det( N(s,z) ) C R(z), and the matrices 
M(s,z), N(s,z), SS(s,z) are over the ring R(z)[s]. If M(S,z) 
and N(s,z) are now renormalized by multiplication by 
diagonal matrices over ~[z], such that M(S,z), N(s,z) are 
now matrices over ~[s,z] and det( M(s,z) ), det( N(s,z) ) 
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are in R[z], then the resulting Smith form SS'(s,z) would be 
the Smith form of K(s,z) over R[z][s]. This results in the 
following theorem. 
Theorem 3.1: (Morf et al 1977) 
Given any polynomial matrix K(S;Z), there exist two 
polynomial matrices M(s,z) and N(s,z) with 
det ( M (s , z ) ), det ( N (s , z ) ) e: R [ z] 
such that the Smith form SS(s,z), of K(s,z) over R[z][s] can 
be obtained by 
M(s,z) K(s,z) N(s,z) = SS(s,z). 
The same result would apply over R[s][z]. However the 
Smith forms over R[z][s] and R[s][z] may be quite different 
and neither may be the Smith form over R[s,z]. 
Example 3.2 
Consider the matrix 
K(s,z) = L:, 
This has Smith form over R[z][s] 
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SS(s,z) 
and Smith form over R[s][z] 
SZ(s,z) = r s l 0 
and the Smith form over R[s,z] is 
S(s ,z) = [ : 
which shows that all three Smith forms are different. 
Although the method of Morf et al would give an 
equivalence over R[z][s], if possible it would be more 
desirable to obtain equivalence over R[s,z]. As it is known 
that equivalence over R[s,z] is not always possible, it 
would be useful to find conditions on the matrix which are 
necessary and sufficient for equivalence over R[s,z] to its 
Smith form. 
Frost (1979) found that a transformation of equivalence 
over R[s,z] will preserve the zeros of a matrix, whereas a 
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transformation of equivalence over R(z)[s] need not do so. 
As the Smith form of any matrix has no zeros, then the 
invariance of zeros for equivalence over R[s,z] gives the 
following result. 
Theorem 3.2: (Frost 1979) 
A necessary condition for the equivalence of a 
polynomial matrix K(s,z) with its Smith form S(s,z) over 
R[s,z] is that K(s,z) should have no zeros. 
Frost and Storey (1978) initially thought that the 
property of zeros of a matrix over R[s,z] is also a 
sufficient condition for equivalence to its Smith form over 
R[s,z]. However Lee and Zak (1981) are able to obtain a 
necessary and sufficient condition for equivalence to its 
Smith form over R[s,z] of a certain class of matrix. From 
this they are able to produce a counter example to Frost and 
Storeys result. To discuss their result it is first 
necessary to define a cyclic vector, and a cyclic (or 
non-derogatory) matrix. 
Definition 3.2: A cyclic (or non-derogatory) matrix over 
R[z] 
An n x n matrix A(z) is said to be cyclic if there 
exists a vector b(z) such that the matrix 
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[b,Ab, •••• ,An-lb] 
has full rank for all z. Such a vector b(z) for which this 
holds is called a cyclic vector (Lee and Zak 1981). 
Theorem 3.3: (Lee and Zak 1981) 
Necessary and sufficient conditions for the existence 
of a cyclic vector b(z) ~ Rn[z], for a given matrix 
A(z) e Rn x n[z] are the following: 
(i) The Smith form of the matrix [sI - A(z)] is 
that is, the degree in s of det( sI - A(Z) ) is equal to the 
degree in s of the minimal polynomial of A(z). 
(ii) The matrices SA(s,z) and [sI - A(z)] are equivalent 
over R[ s, z] • 
As a consequence to this theorem, Lee and Zak provided 
the following counter example to the result of Frost and 
Storey (1978). 
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Example 3.3: (Lee and Zak 1981) 
Consider the matrix 
P(s,z) '" [ s 
-z2 
which has no zeros and is of the form [sI - A(z)] where 
A(z) '" 
[
0 l+z 1 
-z2 0 
Now 
det [b ,Ab] 
where b '" [bl(Z) 1 
b2(Z) 
But z2b12 - (l+z )b22 /;. IR F 0 for any polynomials bl,b2 E:.1R[z] 
as it is not sign definite for values of z. 
Therefore by theorem 3.3, P(s,z) is not equivalent to 
its Smith form S(s,z), 
se"~,) = [ : 
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over R[s,z] even though P(s,z) has no zeros. 
Frost (1979) tried to construct an equivalence 
transformation to transform a matrix K(s,z), which has no 
zeros, to its Smith form over R[s,z]. 
Firstly K(s,z) can be transformed by equivalence over 
R[s,z] to the form 
el (s , z ) K' (s , z ) (3.13) 
where el(s,z) is the first invariant polynomial of K(s,z), 
and K'(s,z) is such that the (l,l)th and (1,2)th elements 
have no common zeros. It can be seen, by theorem 1.1, that 
two polynomials x(s,z) ,y(s,z) E lR[s,z] have no common zeros 
if and only if there exist polynomials a(s,z),b(s,z) E R[s,z] 
such that 
a(s,z) x(s,z) + b(s,z) y(s,z) = 1 (3.l4) 
Now using this result a transformation of equivalence over 
R[s,z] can be constructed which brings K'(s,z) to the form 
(3.15) 
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Continuing this process on Kl(s,z) will construct a 
transformation of equivalence over R[S,z] which will 
transform K(S,z) into its Smith form. 
However, as example 3.3 has shown, the property of 
zeros is not a sufficient condition for equivalence over 
R[S,z] • Therefore the point at which the method fails is 
the assertion that it is always possible to transform K(S,z) 
into el(s,z)K'(S,Z) where K'(s,z) has the (l,l)th and 
(1,2)th elements having no common zeros. 
The final extension to be covered in this section, is 
an algorithm for the greatest common divisor extraction from 
two multivariable polynomials due to Bose (1976). This is 
extremely useful because it finds the greatest common 
divisor of polynomials in any number of variables. This 
method makes use of bigradients or subresultants (see, for 
example, Barnett 1971). 
Consider two polynomials f(Pl, •••• ,Pk) and 
g(Pl, •••• ,Pk) written as 
f(Pl, •••• ,Pk) = aOPln + alPln-l + 
g(Pl' •••• ,Pk) = bOPlm + blPlm-l + 
. . . . 
.... +bm 
where the ai,bj are polynomials in the variables 
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(3.16) 
(3.17) 
(P2, •••• 'Pk). The method works for primitive polynomials. 
Therefore it is necessary to remove the content of each 
polynomial (that is the greatest common divisor of the ai in 
the case of f), by recursive1y using the method on the (k-1) 
variables (P2' •••• ,Pk) of firstly the polynomials aO, •••• ,an 
for the content of f, and then bO, •••• ,bm for the content of 
g. 
This gives the result 
gcd(f,g)=[gcd( cont(f),cont(g) )J(gcd( pp(f),pp(g) )1 (3.18) 
where cont(f) is the content of f, and pp(f) is the 
primitive part of f. 
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1.4 Synopsis of the thesis 
The previous sections of this chapter have covered some 
of the relevant work relating to polynomial system matrices. 
However it is noticeable that there has been far less 
extension of the algorithms developed for one variable 
system matrices to two variable system matrices, than the 
underlying> algebra. 
Chapter 2 attempts to extend some of the algebra to the 
ring R[s,z]. This is done by considering the 2x2 polynomial 
matrix over R[s,z] , 
[~(S,z) 
u(s,z) 
y(s,z) 1 
w(s,z) 
(4.1> 
The equivalence of this matrix to its known Smith form is 
analysed in an attempt to find conditions under which the 
equivalence exists, whilst at the same time investigating 
the construction of the actual equivalence transformation. 
However it is not possible to seperate the conditions for 
the equivalence and the construction. Therefore there is 
further investigation into the result of Lee and Zak given 
in theorem 3.3. 
The chapter then deals with the development of a 
computer algorithm for the transformation of a matrix to its 
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smith form over R[s,z], based on algorithm 2.1. There were 
quite a few problems in constructing this algorithm, and 
these will be fully discussed. 
Because of these problems it was also worth trying to 
compare this algorithm with one which finds the Smith form 
by explicitly calculating the determinantal divisors of the 
matrix. It is then possible to compare computing times of 
the two methods, to show whether it is more efficient to 
calculate the determinantal divisors or to use the 
equivalence over R[s,z] • 
To conclude chapter 2, an algorithm is developed which 
will calculate the Smith-McMillan form of a rational 
. polynomial matrix, using the previously developed Smith form 
algorithm. 
A number of examples will be given to show how the 
algorithms perform on matrices chosen to illustrate various 
difficulties. 
Because it is not possible to find conditions for 
equivalence over R[s,z] of a general matrix in chapter 2, 
chapter 3 considers the concept of extended equivalence of 
pugh and Shelton (1978). This is again applied to the 
general 2x2 matrix, to investigate if the new approach will 
prove more useful in finding the required conditions. 
However this turns out to be just an alternative route to 
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the same results as chapter 2, and the new approach gives no 
other insights into the problem. 
As it has not been possible to find necessary and 
sufficient conditions for the equivalence of a general 
polynomial matrix to its Smith form over R[s,z], chapter 4 
considers the problem for a particular form of matrix, the 
Roesser matrix. The Roesser matrix has the form 
(4.2) 
...... -...... -- - - - - - .. - - -- - --
I I b 
I zIp - a4 I 2 , , 
---------- ---- --_ .... -- ---
d 
and arises from a number of different systems. The matrix 
(4.2) could be a special form of state-space matrix over 
R[s,z] arising from delay-differential or partial 
differential systems. Such matrices arise in the study of 
two dimensional image processing systems (see, for example, 
Kung et al 1977) and indeed arise naturally from the 
approach suggested by Givone and Roesser (1972,1973) or 
Fornasini and Marchesini (1975) for two-dimensional filters. 
Mathematical induction is used to produce a sufficient 
condition for equivalence of a certain class of Roesser 
matrix of the form (4.2) to its smith form over R[s,z]. 
Although the method is tedious it is the only one known at 
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the present time to find the sufficient condition. 
To conclude chapter 4 a number of Roesser matrices are 
used as examples for testing the Smith form program. 
Chapter 5 moves on to the topic of the realization of a 
two variable rational transfer function matrix to a 
state-space. system matrix over R[s,z]. The algorithm is 
based on that developed by Pace and Barnett (l974b) for the 
single variable realization. However, as Frost (1979) has 
shown, a realization over R[s,z] may not always be both 
controllable- and observable. This is again due to the 
property of zeros, in this case the fact that it may not be 
possible to remove both input-decoupling and output-
decoupling zeros. Both the theoretical background and 
algorithmic development of the realization will be covered 
with examples to test the program. 
Chapter 6 concludes the thesis, examining how 
successful were the attempts to extend the algebra and the 
algorithms to two variable system matrices. There are also 
suggestions of areas for further research which may help to 
resolve some of the outstanding problems. 
All the work in the last five chapters is original 
unless otherwise stated. 
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CHAPTER 2 
FURTHER EXTENSIONS OF THE THEORY, AND ALGORITHMS RELATING TO 
TWO VARIABLE POLYNOMIAL MATRICES 
2.1 Introduction 
From section 1.3 of the introduction it is clear that 
the theoretical extension of the results for 1-D systems to 
2-D systems has not been completed. This is certainly true 
for results concerning equivalence of a general two variable 
polynomial matrix with its Smith form. Theorem 3.2 of 
chapter 1 gives a necessary condition, but a corresponding 
sufficiency condition has not been found. 
This chapter attemts to find a sufficiency condition by 
examining a 2x2 general two variable matrix. If such a 
condition was found the result could be extended to a m x n 
two variable matrix by mathematical induction. Following 
this the result of Lee and Zak (1981), theorem 3.3 of 
chapter 1, is extended for a more general matrix. 
Finally in this chapter a number of algorithms are 
developed for computing the Smith form and Smith-McMi11an 
form of two variable polynomial or rational matrices. 
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2.2 Algebraic investigations into equivalence of a 2x2 two 
variable polynomial matrix with its Smith form over 
lR[s,z] 
To attempt to find the required sufficiency condition 
for equivalence of a two variable polynomial matrix with its 
Smith form over R[s,z] it would be useful firstly to 
consider a 2x2 matrix without zeros. 
Consider the matrix A(s,z) , without zeros, 
. A(s,z) = 
[ 
x(s ,z) 
u(s ,z) 
y(s,z) J 
w(s,z) 
(2.Il 
It can be assumed that x(s,z),y(s,z),u(s,z), and w(s,z) 
have no common factor and (as A(s,z) has no zeros) also no 
common zeros. Therefore the smith form of A(s,z) is the 
matrix S(s,z), 
S(S ,z) = [: (2.2) 
To find the sufficiency condition it is assumed that 
A(s,z) is equivalent to S(s,z) over lR[s,z]. That is there 
exist unimodular matrices M(s,z), N(S,z) over R[s,z] such 
that 
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M(S,z) A(s,z) N(s,z) = s(s,z) (2.3) 
or 
[ a bj [x y 1 [e f 1 = [1 0] 
c d u w g h 0 xw-uy 
(2.4) 
where x = x(s,z) etc, for ease of notation. 
By solving the matrix equation, 2.4, it should be possible 
to find sufficiency conditions for A(s,z) for equivalence 
over R[s,z] to exist. Also it should be possible to give the 
actual construction for the equivalence transformation. 
In section 3 of the introduction it was shown that 
Frost was able to construct a transformation of equivalence 
if adjacent elements of the matrix had no common zeros. 
For example if x(s,z) and u(s,z) have no common zero, 
then there exist, by theorem 1.1 of chapter 1, polynomials 
a(s,z) and b(s,z) over R[S,z] such that, 
a(s,z) x(s,z) + b(s,z) u(s,z) = 1, (2.5) 
which gives the transformation of equivalence over R[s,z], 
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(2.6) 
Therefore for this investigation it is also assumed 
that any adjacent pair of polynomials of A(s,z) have common 
zeros. That is the pairs 
(x,y), (x,u), (u,w), (y,w) 
have common zeros. 
Expanding (2.4) gives the four equations 
e(ax+bu) + g(ay+bw) = 1 
f(ax+bu) + h(ay+bw) = 0 
e(cx+du) + g(cy+dw) = 0 
f(cx+du) + h(cy+dw) = xw-uy 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
Also there are the unimodularity conditions on the 
equivalence matrices M(s,z) and N(S,z), which give 
ad - bc = kl e: R ,;. 0 
eh - fg = k2 e: R ,;. 0 
(2.12) 
(2.13) 
It can be seen that equation (2.8) holds the key to the 
transformation, because once there is a 1 in the top left 
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hand corner of the matrix, the remaining transformation to 
the Smith form is straightforward. 
If (2.8) holds, that is 
e(ax+bu) + g(ay+bw) = 1 
then the equivalence transformation is, 
(2.14) 
where the determinant of both the equivalence matrices is 1. 
A few methods are now proposed which attempt to find 
the conditions under which (2.8) holds. 
2.2.1 Method 1 
The problem is to solve the equation 
e(ax+bu) + g(ay+bw) = 1 (2.1.1) 
for polynomials a,b,e,g € R[s,z], for the given polynomials 
x,u,y,w e R[s,z]. 
By theorem 1.1 of chapter 1, (2.1.1) can be solved if 
and only if the polynomials 
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(ax+bu) , (ay+bw) (2.1.2) 
have no common zeros. 
To investigate this, consider the set of zeros 
{ (sl,zl) } of the polynomial (ax+bu), and examine the 
polynomial (ay+bw) at these points to find conditions such 
that (ay+bw) is not zero. 
Let the set of pairs { (sl,zl) } be the zeros of 
(ax+bu), that is 
where al = a(s,z) etc. 
{ (sl,zl) } 
(2.1.3) 
The set { (sl,zl) } is non-empty, as from (2.7) x and u have 
common zeros. 
Evaluating (ay+bw) at this set, it is assumed that 
there is a subset { (sO,zO) } of { (sl,zl) } for which 
ao yo + bO Wo = 0 (2.1.4) 
If necessary conditions can now be found for this subset to 
be non-empty, then these will be conditions for the 
polynomials (ax+bu) and (ay+bw) to have common zeros. From 
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this it should be possible to find sufficient conditions for 
which the polynomials (ax+bu) and (ay+bw) have no common 
zeros and so solve equation (2.1.1). 
Firstly consider the case when xo = O. From equation 
(2.1.3) we have 
bO uo = 0 (2.1.5) 
which implies that bO = 0 and/or uo = O. 
If bO = 0 , then (2.1.4) gives 
aO yo = 0 (2.1.6) 
which implies that yO = 0 , as aO ~ 0 because a and b 
have no common zeros. This gives the result. 
Lemma 2.1.1 
A sufficient condition for the polynomials (ax+bu) and 
(ay+bw) to have common zeros is that the polynomials b,x,y 
have common zeros. 
Now consider uO = 0 in equation (2.1.5). To satisfy 
(2.1.4) we require 
aO yO + bO wO = 0 (2.1.7) 
at the common zeros of x and u. 
To further investigate this, let yO = O. This implies 
bO = 0 as x,y,u,w have no common zero. If yo ~ 0 , let 
Wo = 0 from which we have the condition 
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aO = 0 at the common zeros of X,U,w. (2.1.8) 
Finally if yO F 0 and wO F 0 this gives the condition 
aO YO + bO wO = 0 (2.1.9) 
at the common zeros of x and u which are not zeros of y or 
w. These can be combined to give the result. 
Lemma 2.1.2 
Sufficient conditions for the polynomials (ax+bu) and 
(ay+bw) to have common zeros are the following: 
(i) .The polynomials b,x,u,y have common zeros. 
(ii) The polynomials a,x,u,w have common zeros. 
(iii)The polynomial (ay+bw) is zero at the set of points 
which are common zeros of x and u, but not zeros of y 
or w. 
To complete this approach it is necessary to consider 
the case when xo ~ 0 • 
In this set if uo = 0 then from (2.1.3) aO = O. Also 
from (2.1.4) we have 
bO wO = 0 (2.1.10) 
which implies wO = 0 , as a and b have no common zero. This 
gives the result 
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Lemma 2.1. 3 
A sufficient condition for the polynomials (ax+bu) and 
(ay+bw) to have common zeros is that aO = 0 at the common 
zeros of u and w which are not zeros of x. 
Again if we now consider xO ~ 0 and uO ~ 0 then 
(2.1.3) gives 
ao xo = - bO uo with aO ~ 0, bO ~ O. 
(2.1.4) gives 
aO yO + bO wO = 0 
now multiplying by xO ( ~ 0 ) gives 
aO xO yO + bO xO Wo = 0 
which gives, from (2.1.11) 
- bO uo YO + bO xo wO = 0 
or 
bO (xO wO - uo yO) = 0 
and hence the result 
Lemma 2.1.4 
(2.1.11) 
(2.1.12) 
(2.1.13) 
A sufficient condition for the polynomials (ax+bu) and 
(ay+bw) to have common zeros is that 
XO wO - Uo YO = 0 
for some values of the set { (sO,zO) } which are not zeros 
of x or u. 
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Combining lemmas 2.1.1, 2.1.2, 2.1.3, and 2.1.4 will 
give the following theorem. 
Thoerem 2.1.1 
Sufficient conditions for the polynomials (ax+bu) and 
(ay+bw) to have common zeros are the following: 
(i) The polynomials a,u, and w have common zeros. 
(ii) The polynomials b,x, and y have common zeros. 
(iii)The polynomial (ay+bw) is zero at the set of points 
which are common zeros of x and u, but not zeros of y 
or w. 
(iv) The polynomials (ax+bu) and (xw-uy) have common zeros 
which are not zeros of x or u. 
A necessary condition for the polynomials (ax+bu) and 
(ay+bw) to have common zeros is that one of the above four 
conditions must hold. 
Directly from theorem 2.1.1, the actual result required 
can be found. 
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Theorem 2.1.2 
A sufficient condition for two polynomials (ax+bu) and 
(ay+bw) to,have no common zeros is that all of the following 
conditions must hold: 
(i) ,The polynomials a,u, and w have no common zero. 
(ii) The polynomials b,x, and y have no common zero. 
(iii)The polynomial (ay+bw) must be non-zero at the set of 
points which are common zeros of x and u, but not zeros 
of y or w.' 
(iv) The polynomials (ax+bu) and (xw-uy) have no common 
zeros which are not zeros of x or u. 
It can be seen from the above theorem that conditions 
(i) and (ii) are the constructions for the polynomials a and 
b. However from conditions (iii) and (iv) it is not possible 
to find explicit conditions on x, y, u, and w for the 
equivalence transformation to exist, or further construction 
for the polynomials a and b of the transforming matrices. 
Therefore it is necessary to consider an alternative 
approach. 
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2.2.2 Method 2 
Again the problem is to solve the equation 
e(ax + bu) + g(ay + bw) = 1 (2.2.1) 
for polynomials a,b,e,g ~ R[s,z]. This equation is solvable 
if and only if the polynomials 
(ax + bu) and (ay + bw) (2.2.2) 
have no common zeros for general polynomials a and b which 
themselves have no common zero. 
To investigate this consider the following proposition. 
Proposition 2.2.1 
For the polynomials (ax+bu) and (ay+bw) to have no 
common zero then 
either 
(i) They are never equal, and so cannot have any common 
value. 
or 
(ii) If they are equal, at those points where they are equal 
they are not zero. 
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For the polynomials (ax+bu) and (ay+bw) never to be 
equal it is necessary that 
a(x - y) + b(u- w) F 0 (2.2.3) 
for all values of (s,z), which immediately gives the result: 
Lemma 2.2.1 
A sufficient condition for the polynomials (ax+bu) and 
(ay+bw) to have no common zero is that the polynomials (x-y) 
and (u-w) have no common zero and then the polynomials a and 
b are chosen such that 
a(x - y) + btu - w) = 1. 
Now if the polynomials (x-y) and (u-w) have common 
zeros then an analysis of the form used in method 1 is 
required. Unfortunately this gives results which will not 
explicitly determine whether a transformation of equivalence 
exists. This analysis also gives rise to conditions (i) and 
(ii) of theorem 2.1.2, showing consistency in the methods. 
To illustrate this method consider the following 
example. 
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Example 2.2.1 
For the matrix 
L: (2.2.4) 
all adjacent pairs of polynomials have common zeros, out the 
matrix has no zeros. 
Here 
(x - y) = s+z+l 
(u - w) = -(s+z) 
(2.2.5) 
(2.2.6) 
and it can easily be seen that (x-y) and (u-w) have no 
common zero. Choosing a = 1, b = 1 gives 
l.(s+z+l) + l.(-(s+z» = 1 (2.2.7) 
which gives the equivalence transformation 
[ 1 1 J [s -(Z+l)] [ I' -(S-Z-l)] = [1 
s+z s+z+l -z s -1 s-z 0 ,2_: , .. " ] 
(2.2.8) 
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2.2.3 Method 3 
This method considers equation (2.8) in a different 
way, that is 
(ae)x + (ag)y + (be)u + (bg)w- 1 
As.x,y,u, and w have no common zero then there exist 
polynomials k,l,m,n € R[s,z] such that 
kx + ly + mu + nw = 1. 
(2.3.1) 
(2.3.2) 
However this is true for many k,l,m,n. The problem now is to 
find k,l,m,n which are factorizable such that 
ae = k 
ag = 1 (2.3.3) 
be = m 
bg = n 
However this problem is not definitive and would 
require searching through all possible k,l,m,n until one set 
is found which is factorizable. 
To illustrate this method consider the example. 
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Example 2.3.1 
Consider the matrix 
[: 
which has no zeros. Choosing 
k = 1, 1 = -1, m = 1, n = -1 
gives 
1.(s) - 1. (-(l+z» + l.(-z) - 1.(s) = 1 
and k,l,m,n are factorizab1e giving 
a = 1, b = 1, e = 1, g = -1 
which gives the equivalence transformation 
, 
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(2.3.4) 
(2.3.5) 
(2.3.6) 
(2.3.7) 
(2.3.8) 
2.2.4 Use of the resultant 
Resultants are often used to determine whether two 
specific polynomials have no common zeros. The method of 
Bose (1976) to find the greatest common divisor of two 
multivariable polynomials uses this property. It is to be 
considered here whether resultants can be used to determine 
if the general polynomials 
(ax + bu) and (ay + bw) (2.4.1) 
have no common zeros. Here the polynomials x,u,y,w are 
specified, and a and b are assumed to be of the form 
III 
a=L"ai(z)si 
loO 
b = tbj(Z) sj 
J.o 
however m and n are unknown. 
(2.4.2) 
(2.4.3) 
To use the resultant for these polynomials, values of 
m and n have to be assumed. The resultant will then produce 
conditions on the ai(z) and bj(z), such that the polynomials 
(ax+bu) and (ay+bw) have no common zeros. If it is not 
possible to find conditions on the ai(z) and bj(z), then 
alternative values of m and n have to be assumed. Therefore 
this method is not conclusive, as all possible pairs (m,n) 
may have to be considered. 
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Example 2.4.1 
Consider the matrix 
A(s,Z) = [: 
It is required to find polynomials a and b such that the 
polynomials 
(as - bz) and (bs - a(l+z» 
have no common zeros. 
Let 
Now 
Let a and b be of the form 
,., 
si a = [ai (z) 
<.0 
b = " E bj (z) sj 
J.O 
m = n = a. 
resultant ( (aa(z)s -b a ( z) z) , (b a ( z) s - aa (z )( 1 +z » ) 
= det [aa (z) 
ba (z) 
if 
-ba(z) z ] 
-aa (z) ( l+z) 
aa (z) = 1, ba ( z) = 1. 
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That is the polynomials (s-z) and (s-z-l) have no common 
zeros. 
2.2.5 Some observations 
To conclude this section some relevant observations are 
made. 
The only fully known statement about the problem is 
that the matrix K(s,z) has no zeros, that is there exist 
polynomials k,l,m,n~· R[s,z], such that 
kx + ly + mu + nw = 1. (2.5.1> 
Refering back to theorem 2.1.2 we see that condition (i) 
requires that the polynomials a,u, and w have no common 
zeros, and condition (ii) requires that the polynomials b,x, 
and y have no common zeros. If we choose a and b such that 
a = kx + ly 
b = mu + nw 
then by equation (2.5.1) 
a + mu + nw = 1 
b + kx + ly = 1 
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(2.5.2) 
(2.5.3) 
(2.5.4) 
(2.5.5) 
which gives the result that a,u,w have no common zeros and 
b,x,y have no common zeros. We also have the extra result 
from (2.5.1), (2.5.2), (2.5.3) that 
a + b = 1 (2.5.6) 
Therefore if a = kx + my, b = 1 - a it is necessary 
only to consider conditions (iii) and (iv) of theorem 2.1.2 
on the polynomials 
(a(x - u) + u) and (a(y - w) + w) (2.5.7) 
Use of these observations may assist in constructing a 
transformation of equivalence for specific examples. However 
for the general case these still do not give explicit 
conditions. 
In conclusion it is obvious that an alternative 
necessary and sufficient condition to determine whether two 
polynomials have common zeros is required. This would be 
used in conjunction with Hilberts Nullstellensatz to 
construct the transformation of equivalence. 
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2.3 Extensions of the results of Lee and Zak (1981) 
As shown in section 3 of chapter 1, Lee and Zak were 
interested in matrices of the form 
[ sI - A (z) ] 
which has. Smith form 
The extension initially proposed here is for the 
general 2x2 matrix 
pes ,z) '" [: :] 
(3.1) 
(3.2) 
(3.3) 
where t '" t(s,z) E: lR[s,z] etc., and P(s,z) has Smith form 
S(S ,z) '" (3.4) 
It is possible to extend the definition of a matrix 
being cyclic over lR[z], to being cyclic over lR[s,z]. 
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Definition 3.1 
The matrix P(s,z) € Rnxn[s,z] is cyclic over R[s,z] if 
and only if there exists a vector b e Rn[s,z] such that 
det( [b,Ab, •••• ,An-lb] ) EO R F 0 (3.5) 
The vector b is said to be a cyclic vector over R[s,z]. 
Therefore if the matrix P(s,z) of (3.3) is cyclic then 
there exists 
b = [::1· R2[s,z] (3.6) 
such that 
det ( [ b , Ab] ) = det [ bl tbl + ub2 1 = 1 b2 vbl + wb2 (3.7) 
which gives the equation 
(3.8) 
From this it is possible to construct the equivalence 
matrices which will transform P(s,z) into its Smith form, 
59 
(3.9) 
with 
det (3.10 ) 
(3.11) 
and 
L: t:J (3.12) 
In fact immediately from the matrix [b,Ab] it is 
possible to. find the similarity matrices to transform P(s ,z) 
into its companion form, 
[
0 -(tw-uv)] 
1 t+w 
(3.13) 
where [b,Ab] and [b,Ab]-l are the transforming matrices. 
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However there seems to be some confusion whether cyclic 
and non-derogatory are equivalent properties over R[s,z]. A 
derogatory matrix is one for which the minimal polynomial is 
of lower degree than the characteristic polynomial. 
Example 3.1 
Consider a general 2x2 two variable polynomial matrix 
A(s ,z) = 
[ 
x(s,z) 
u(s,z) 
y(s ,z) ] 
w(s,z) 
If A(s,z) is derogatory then it has a linear minimal 
polynomial 
Therefore 
[
X(S,Z) 
u(s,z) 
i\ - a = O. 
y(S'Z)] - a(s,z) [1 
w(s ,z) 0 
For this to hold we have 
u(s,z) = y(s,z) = 0, 
x(s,z) = a(s,z), 
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:] = [: :] 
w(s,z) = a(s,z). 
Therefore the only 2x2 derogatory matrices are of the form 
[ '(';" 
.(,:" ] 
which is already in Smith form. Moreover the only 2x2 
derogatory two variable matrix which has Smith form 
[: P(':"] 
is the identity matrix. 
Therefore it must be the case that non-derogatory 
matrices over R[s,z] are not necessarily similar to their 
companion forms. This can be shown by the following example: 
Example 3.2 
Consider the matrix 
A(s ,z) = L:, 
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From the previous result, this matrix is non-derogatory. 
has companion form 
C(s,z) = 
[- (,'-,: (,+1» 
1 ] 25 
For A(s,z) to be similar to C(s,z), we must have 
where a = a(s,z) etc. This gives 
as - bz 2 = c 
bs - a(z+l) = d 
cs - dz 2 = 2cs - a(s2-z 2(z+1» 
ds - c(z+l) = 2ds - b(s2-z2Cz+l» 
and for unimodularity of the transforming matrix 
Now 
ad - bc £. IR ~ O. 
ad - bc = aCbs - aCz+l» - b(as - bz 2 ) 
= b2z 2 - a 2 Cz+l) 
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It 
• 
I R F 0 because it is not sign definite. 
Therefore A(s,z) is not similar to its companion form. 
Obviously there is a difference between cyclic and 
non-derogatory matrices over R[s,z]. However it is still 
possible to extend the tesult of Lee and Zak to R[s,z] using 
definition 3.1. 
Theorem 3.1 
Consider the cyclic matrix P(s,z) over R[s,z], 
P(s,z) = [Pij] i,j = 1,2, .... ,n 
where Pij e R[s,z], which has Smith form S(S,Z) over R[s,z], 
S(s,z) = (3.14) 
Then P(s,z) is equivalent over R[s,z] to S(S,Z). 
proof (similar to that for the result of Lee and Zak 1981) 
If P(s,z) is cyclic, then there exists a matrix H(s,z), 
H(s ,z) = [b,Ab, •••• ,An-lb] 
where b is the cyclic vector. Now P(s,z) is similar to its 
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companion form C(s,z) with similarity matrix H(s,z), 
H-l(s,z) P(s,z) H(s,z) = C(S,Z). 
It can be shown that C(S ,z) is equivalent over lR[s-,z) to 
S(s,z), the Smith form of P(s,z). Therefore if P(s,z) is 
cyclic over lR[s,z) then it is equivalent to its Smith form 
over lR[s,z). 
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2.4 Development of an algorithm to produce the Smith form 
of a two variable polynomial matrix 
As section 2 of chapter 1 shows, there are a number of 
methods for finding the Smith form of a one variable 
polynomial matrix. This section extends algorithm 2.1 of 
chapter I to transform a two variable polynomial matrix into 
its Smith form. 
As there does not exist a division algorithm over 
R[s,z] it is necessary to design the Smith form algorithm to 
change from equivalence over R[s,z] to equivalence over 
R(z)[s] or R[z][s] if required. The main problem area for 
the algorithm is the actual Gaussian elimination. It was 
noticed that choice of pivot was crucial, so that if a 
"better" pivot is available at any time it should be used. 
Consider the m x n polynomial matrix P(s,z), 
P(s,z) = Pll P12 PIn (4.1) 
P21 P22 • • • • P2n 
• 
Pml Pm2 Pmn 
where Pij = Pij(S,Z) ~ R[s,z]. 
Element Pll is the pivot. Firstly element P12 is 
divided by element Pll as far as possible, that is until no 
further division can be carried out without introducing 
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rational terms in one of the variables. This will produce a 
quotient and remainder such that 
P12 = qPll + r. (4.2) 
Here r may not be of lower degree than Pll. Then q times 
column 1 is subtracted from column 2. At this stage it is 
checked if there is an element of lower degree than the 
pivot. If there is, then it is moved to position (1,1) 
becoming the new pivot and elimination is restarted. 
Otherwise the next element on the pivotal row is considered 
and the same procedure followed. 
This is carried out for the pivotal row and column 
resulting in one of two situations. Either all the elements 
of the pivotal row and column are zero, and so this stage of 
the elimination has been successful. Or there are some 
elements on the pivotal row or column which are not zero, 
and the present pivot cannot further divide any of these 
elements over R[s,z], and a better pivot is not available. 
If this is the case then the elimination must continue over 
lR(z)[s] or lR[z][s]. 
If equivalence over lR[s,z] is possible then this 
technique is quite straightforward to implement. However for 
equivalence over lR(z)[s] a few problems arise. 
67 
For a number of reasons it is necessary to change the 
definition of monic over R(z)[s]. To make the pivot monic 
under the usual definition would require division of a 
column of the matrix by a polynomial in R(z). The division 
here would have to be complete, that is without a remainder. 
If the algorithm used a notation for a polynomial in R(z)[s] 
of the form 
p(s,z) = n(s,z) / d(z) (4.3) 
where p(s,z) ~ R(z)[s], n(s,z) ~ R[s,z], d(z) E R[z], then 
this would cause .no problem. However the algorithm uses a 
series expansion as its definition; that is for 
p(s,z) 10: R(z)[s] 
pes ,z) = t f aij sizj (4.4) 
(.zO J ..... 
For this definition, dividing by a polynomial in R(z) may 
result in an infinite series expansion of the polynomial, 
such that at any stage of the division there would always be 
a remainder. 
It was thought that if the pivot was made monic only 
after the elimination was complete, with pivotal row and 
column having all remaining elements zero, this problem 
could be overcome. However this still affects the 
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equivalence matrices. 
Another effect of dividing through by a polynomial in 
R(z) with the notation (4.4) is that polynomial factors in 
R[z] may be lost when the matrix is renormalized using the 
method of Morf et al (1977) as described in section 3 of 
chapter 1. 
Therefore it was decided to change the definition of 
monic over R(z)[s] to be that the coefficient of the leading 
term in s, is purely rational in z with leading term 1, that 
is by dividing through by a monomial in z. 
It is worth expanding on the idea of Morf et al for 
renormalizing the equivalence over R(z)[s]. 
Consider the equi~alence of a matrix A(s,z) with its 
Smith form Ss(s,z) over R(z)[s], 
M(s,z) A(s,z) N(s,z) = Ss(s,z) (4.5) 
where M(s,z), N(s,z), Ss(s,z) are matrices over R(z)[s] and 
M(s,z), N(s,z) are unimodular over R(z)[s]. Now if M(s,z) 
and N(s,z) are renormalized by diagonal matrices over R[z] 
so that 
M'(s,z) A(s,z) N'(s,z) = Ss'(s,z) (4.6) 
and M'(s,z),N'(s,z),Ss'(s,z) are now matrices over R[z][s] 
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with M'(s,z) and N'(s,z) unimodular over R[z][s]. Now 
Ss(s,z) is correct to within removed polynomial factors in 
z, and Ss' (s,z) is correct to within added polynomial 
factors in z of the actual Smith form, S(s,z), over R[s,z]. 
It can be seen that the new definition of monic over 
R(z)[s] helps the renormalization, because the diagonal 
matrices over R[z] need only have monomials in z as their 
elements. 
If the same procedure is repeated for equivalence over 
R(s)[z], and then renormalized to equivalence over R[s][z], 
then the resulting Smith form Sz'(s,z) will be correct to 
within added polynomial factors in s of the actual Smith 
form, S(s,z), over R[s,z]. 
Therefore it can be seen that the greatest common 
divisor of the corresponding elements of the Smith forms 
Ss' (s ,z) and Sz' (s ,z) will give the actual 'Smith form over 
R[s,z]. 
So the strategy of the algorithm would be to use the 
Gaussian elimination initially over R[s,z]. If it is not 
possible to complete the equivalence over R[s,z], then 
elimination will be continued over R(z)[s] to produce the 
Smith form Ss(s,z). If required the equivalence will be 
attempted over R[z,s] producing either the Smith form S(s,z) 
over R[z,s], or the Smith form Sz(s,z) over R(s)[z]. If 
Ss(s,z) and Sz(s,z) are found then these can be renormalized 
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to Ss'(s,z) and Sz'(s,z) and. the greatest common divisor of 
the elements taken to give the correct Smith form over 
lR(s,z]. 
A further extension of this would be to consider 
equivalence over lR(z][s] instead of equivalence over 
IIHz)[s], when equivalence over lR(s,z] is not possible. Thi's 
would remove the need to renormalize the matrices M(s,z) and 
N(s,z). Equivalence over lR[z][s] can be achieved by 
multiplying rows and columns by suitable polynomials in lR(z] 
to ensure that division by the pivot is always possible, 
that is 
k(z) Pl2(S,Z) = q(s,z) Pll(s,Z) + r(s,z) (4.7) 
where Pll(s,z), Pl2(s,z), q(s,z),· r(s,z) are in lR(z](s], 
and the degree in s of r(s,z) is less than the degree in s 
of Pll(s,z). This will ensure that elimination will 
terminate with all the elements of the pivotal row and 
column being zero. 
Use of equivalence over R[z][s] also removes the 
problems of the definition of monic and of handling rational 
terms in one of the variables, which makes the 
implementation of the algorithm easier. 
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2.5 Production of a computer program to implement the 
algorithm 
The choice of computing language to implement this 
algorithm is very important. It has to be able to handle the 
required representation of a polynomial matrix, that is an 
array of arrays of real numbers. The language should be 
capable of using recursion and conditional loops, as these 
will form an important part of the algorithm. Therefore 
ALGOL 68 was chosen as the most suitable language, as it is 
extremely flexible and adaptable to a particular user's 
requirements. 
In this section the various techniques and problems 
associated with writing the program will be outlined. The 
design of the algorithm and the production of a computer 
program have been carried out hand in hand as care must be 
taken to design an algorithm which will be relatively easy 
to program and will run efficiently. 
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2.5.1 Representation of a two variable polynomial matrix 
The obvious way of representing a two variable 
polynomial is by an array of coefficients. A polynomial 
p(s,z) is represented by 
o ••.• j •••• r 
p(s,z) = 0 x •••• x x (5.1.1) 
i x .... x .... x 
I 
I . 
q x .... x x 
where element (i,j) is the coefficient of sizj of p(s,z) and 
q = maximum power of s 
r = maximum power of z. 
Algol 68 allows for any integer indexing of arrays, so that 
in this case the constant term sOzO is easily seen. Also if 
it is required to have negative powers of one (or both) 
variables then this can be easily implemented. As storage is 
an important criterion in efficient programming, use will be 
made of flexible arrays where the size of the array can 
increase or decrease as required. Obviously this is a useful 
property as in the elimination degrees of polynomials will 
be decreasing, and hence it would be sensible to decrease 
the array representation as well. To ensure that this is 
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carried out, after operations on the polynomial, a small 
procedure will remove rows and columns of zeros until there 
is at least one non zero coefficient in the qth row and rth 
column. This is operator % (see appendix). This compares 
favourably with. other languages which require the maximum 
dimensions of an array to be declared before use, which is 
very expensive in stack size. 
A polynomial matrix would be normally represented by an 
array of polynomials, or more specifically as an array of 
arrays of coefficients. However arrays of arrays cannot be 
defined in Algol 68. It would be possible to use four 
dimensional arrays where element (i,j,k,l) would be the 
coefficient of skzl of the (i,j)th element of the polynomial 
matrix. However this again would be inefficient in the use 
of the stack. To overcome this problem, a slight change is 
made in the definition of polynomials using the "structure" 
mode in Algol 68, namely that a polynomial is now a 
structure of an array of coefficients. As Algol 68 allows 
the user to define his own modes, the following mode 
declaration is used for a polynomial: 
'mode' 'poly' = 'struct' ([O:O'flex',O:O'flex'] 'real' p), 
and simply for an m x n polynomial matrix K, 
[l:m,l:n] 'poly' K. 
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2.5.2 Arithmetical operators 
All the normal arithmetic operators +, - (both monadic 
and diadic), *, / have to be defined for two variable 
polynomials. The operators +, -, * are all defined fairly 
easily by operations on the coefficients of the polynomials. 
They can be defined using the 'op' operator mode of Algol 68 
as they use only one or two parameters. 
However the division operator causes difficulties as a 
division algorithm does not exist over R[s,z]. The operator 
I carries out normal long division either over R[s,z], 
R(z)[s] or R[z][s] depending on whether a global logical 
flag "rat" is set as true or false. It is useful to look 
into the division operator in greater depth. 
The division operator finds the leading term of both 
polynomials and applies long division between them. Over 
R[s,z] the long division will continue until either the 
remainder is of lower degree than the divisor, or it is not 
possible to continue the division without introducing 
rational terms in one of the variables. It should be noted 
that it may be necessary to re-dimension the array of 
coefficients of either the remainder or the quotient. This 
arises because although the degree over R[s,z] of the 
remainder will be reduced, the degree in one of the 
variables may increase. Over R(z)[s] it may be necessary to 
J 
re-dimension the quotient or remainder due to either 
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increasing degree in z or the need for more rational terms 
in z. Over R(Z),[S] the division will terminate when the 
degree in s of the remainder is less than the degree in s of 
the divisor. However there is another case when division 
must stop. Consider dividing the polynomial PI = s by 
P2 = z+l. After one step of the division 
s = (z-ls)(z+l) - z-ls (5.2.1) 
that is q = z-ls, r = -z-ls. Now the degree in s of r is 
greater than the degree in s of P2. But it can be seen that 
this division will never terminate as r will always have 
greater degree than P2. Therefore when it can be detected 
that the division would never terminate, an extra criterion 
for halting the division would be when the sum of the powers 
of the leading term of r is less than the sum of the powers 
of the leading term of P2. In (5.2.1) division would now 
stop as the sum of the powers of the leading term of r = 
-1+1 = 0, and the sum of the powers of the leading term of 
P2 = 1. 
Division over R[z][s] follows the same lines as 
division over R[S,z] except for the different definitions of 
degree and leading term. 
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2.5.3 Input-ouput 
To run the program the data must be input in the 
following format: 
1) Two integers for the size of the matrix. 
2) For each of the elements of the matrix, row by row, 
Two integers for the degrees in sand z of the 
element. 
The array of real coefficients of that element. 
Given the data in this form the program will construct 
the required polynomial matrix ready for the elimination. 
The form of the data output has been designed to give 
the user all the relevant information while trying to keep 
output volume to a minimum. When a polynomial matrix is 
output, the position of each element will be given followed 
by its array of coefficients. Any zero elements will not be 
printed to save on output volume. 
Example 5.3.1 
The following output 
[ 2,3] 
1.0 0.0 3.0 0.0 
0.0 1.0 0.0 2.0 
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indicates that the (2,3)th element of the matrix is the 
polynomial 
2sz 3 + sz + 3z 2 + 1. 
The following information will be printed: 
(i) The initial polynomial matrix. 
(ii) For each transformation, whether over R[s,z], R[z][s], 
R[s][ z], R(z)[ s], or R(S)[ z]: 
Both the equivalence matrices and their determinants. 
The Smith form over the particular ring. 
The actual matrix product of the equivalence matrices 
and the initial matrix. 
(iii)Also for the rings R(z)[s] and R(s)[z]: 
The renormalized Smith form. 
(iv) If the equivalence was not completed over R[s,z]: 
The calculated Smith form over R[s,z]. 
The determinants are printed as a check for 
unimodularity over the various rings. The actual matrix 
product is printed as a check that there has been no errors 
in the calculation of the equivalence matrices. 
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2.5.4 The greatest common divisor procedure 
The greatest common divisor method of Bose (1976) as 
described in section 3 of chapter 1 is ideal for two 
variable polynomials. Firstly it is necessary to extract the 
content from each polynomial, leaving the primitive part. 
Then 
gcd[f,g] = {gcd[contCf),contCg)]}{gcd[ppCf),ppCg)]} C5.4.1) 
where contCf) is the content of f, and ppCf) is the 
primitive part of f, f and g being the two polynomials under 
consideration. 
This would involve recursion to first of all extract 
the contents of f and g, and then find their greatest common 
divisor. 
If 
then 
f(s,z) 
gCs,z) 
= aOCz)sn + 
= bOCz)sm + 
. . . . 
. . . . 
cont(f) = gcd[aO, •••• ,an] 
cont(g) = gcd[bO, •••• ,bm] 
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(5.4.2) 
C5.4.3) 
(5.4.4) 
(5.4.5) 
The method has therefore to be programmed such that it 
can find the greatest common divisor of polynomials in one 
\ 
or two variables. It will also be necessary to consider 
polynomials of the form 
p(s,z) = cO(s)zn + •••• + Cn(s) (5.4.6) 
Therefore when the procedure is called it has to decide 
whether it is dealing with 
(i) polynomials in two variables. 
(ii) polynomials in s only. 
(iii)polynomials in z only. 
This is important to ensure that further recursion is not 
carried out, and the bigradient matrix is correctly 
constructed. 
In the method it is also necessary to evaluate the 
determinants of two var iable polynomial matrices •. Normally 
numerical techniques to evaluate determinants are based on 
equivalence or similarity of the original matrix to a 
triangular form. An example of this is of course Gaussian 
elimination. 
Obviously this is not appropriate for two variable 
polynomial matrices. Therefore it is necessary to evaluate 
the determinants from a basic definition, that is by 
expansion along the first row of the matrix, and using 
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recursion to evaluate the determinants of the corresponding 
lower order minors. 
It was found however that the method was very expensive 
in terms of storage and computing time. To overcome this the 
method of Blankinship (1963) was used for the greatest 
common divisors of single variable polynomials when 
required, this being called as a default from the main 
recursive greatest common divisor routine of Bose (1976). 
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2.6 An algorithm developed from the definition of the Smith 
form 
Because it is not always possible to find the 
transformation of equivalence between a two variable 
polynomial matrix and its Smith form over R[s,z] it seems 
desirable to investigate the development of an algorithm 
which produces the Smith form directly from the 
determinantal divisors of the original matrix. 
Obviously this technique would be very time consuming 
especially as the .dimensions of the matrix increase. However 
with the following ideas the method can be made quite 
efficient. 
To calculate the Smith form in this way it would seem 
necessary to calculate all the determinants of the minors of 
a given order, and then find their greatest common divisor. 
From practice it is seen that, especially with the lower 
-
order minors, the greatest common divisor is often unity. It 
seems that it is only necessary to calculate the 
determinants one by one until the greatest common divisor is 
unity or all the minors have been considered. 
However it was noticed that the calculation of the 
determinants by expansion along the first row and recursion 
for lower order determinants is itself very time consuming. 
It was felt that the best way to overcome this was to make 
use of any previously calculated determinants of lower 
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order. That is using expansion along the first row and a 
"table lookup" technique to find the value of the 
determinant of the corresponding lower order minor. This 
removes the need to use recursion and so keeps the running 
time down. However using this method requires all the 
determinants of minors of a given order to be evaluated, but 
tests show that there is still a definite saving in running 
time. 
The "table lookup" technique requires a matrix, MINN, 
of real numbers which correspond to the determinants, and 
two matrices, RN and eN, the rows of which are the r-tuples 
of the selected rows and columns of the rth order minors. 
The ith row of RN and the jth row of eN correspond to the 
rth order minor which has determinant stored in MINN(i,j). 
From this it is possible to form RNl, eNl, MINNl which 
correspond to the (r+l)th order minors of the matrix. 
A comparison of the computing times of this method and 
the ones using the Gaussian elimination will be given for 
various examples in the results section. 
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2.7 The Smith-McMillan form algorithm 
This section considers the production of the 
.Smith-McMillan form of a rational matrix. It is first 
necessary to define the Smith-McMillan form over ~[s,z]. 
Definition 7.1 
Consider a p x q rational matrix K(S,z) where the 
elements of K(s,z) are 
i = 1, •••• ,p (7.1) 
j == l, .... ,q 
and nij(s,z), dij(s,z) ~ R[s,z]. 
The Smith-McMillan form of K(s,z) is defined to be the 
matrix 
[ E(s,z) o ] • p<q ,
M(s,z) = E(s,z) 1 p=q (7.2) 
t-~~;:~~-J 1 p>q 
where E(s,z) = diag[ ei(s,z) / gi(s,z) ], 
and ei(s,z), gi(s,z) are relatively prime polynomials in 
R[s,z] with the divisibility property 
el (s , z) I e2 (s , z) I .... I er (s , z) 
gr(s,z) I gr-l(s,z) I .... I n(s,z) 
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where r = rank( K(s,z) ), and the ei(s,z) and 9i(s,z) are 
related as in equations 7.4 and 7.5. 
The algorithm will follow along the same lines as those 
outlined for single variable rational matrices described in 
section 2 of the introduction. 
Given a rational matrix K(s,z), firstly find the least 
common denominator of the elements of K(s,z), say d(s,z) in 
R[s,z]. Then form the matrix N(s,z) such that 
K(S,Z) = N(s,z) / d(s,z) (7.3) 
where N(s,z) is a matrix over ~[s,z]. Now calculate the 
Smith form, S(s,z), of N(s,z) using the algorithm of section 
4 (that is either by equivalence over R[s,z] or by the joint 
equivalence over R[z][s] and R[s][z]). The Smith-McMi11an 
form of K(s,z) is now the matrix 
M(s,z) = S(S,Z) / d(s,z) (7.4) 
If the polynomial d(s,z) is now used such that 
(7.5) 
where ei(s,z) and 9i(s,z) are relatively prime, then M(s,z) 
is of the required form in definition 7.1. 
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Because the Smith-McMillan form algorithm is an 
extension of the Smith form algorithm it is quite 
straightforward to implement as a computer program. However 
because of the large number of times the greatest common 
divisor routine is used it is very time consuming. 
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2.8 Results 
As a test of the algorithms a number of examples which 
have arisen in the work of Frost (1979) and Lee and Zak 
(1981) are used. These are used because of the relevance to 
the algebraic difficulties outlined earlier in this chapter. 
Results will be given over the rings R(z)[s] and 
R[z][s] when required, comparing the two algorithms. A table 
will also be given of the computing times for the two main 
algorithms and the algorithm based on the determinantal 
divisors. 
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Example 8.1 (Frost 1979) 
Consider the 4x5 matrix K(s,z) which has no zeros: 
k(s,z) = s+l z(sz+l) o z(s+l) 
s sz+l -(s+l) (s+z) sz z2 
o s(s+l) s+l s(s+l) sz2(s+1) 
s+l z(s+l)+l -(s+l)(s+z) z(s+l) z2 
This was found to be equivalent over R[s,z] to its Smith 
form 
S(s,z) = 1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
s+l 
o 
o 
o 
o 
s(s+1) (s+z) 
o 
o 
o 
o 
with equivalence matrices 
M(s,z) = 1 
-1 
o 
1 
o 
o 
o 
o 
s2(s+1) -s(s+1)2 1 0 
s2(s+1) (s+z)-l s(s+z)(s+1)2 s+z 1 
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N(s,z) = -z -z (s+1)-l -(s+l) (s+z) s (s+l) (.s+z)-z 
1 s+l (s+z)(s+1)2 -s(s+z)(s+1)2 
0 0 1 -s 
0 0 -(s+z) (s+1) 2 s(s+z) (s+1)2+l 
0 0 0 0 
Example 8.2 
Consider the 2x2 matrix K(s,z) which has no zeros: 
K(s ,z) = 
[ 
s S+Z+l] 
sz z 
It was not possible to directly find the Smith form over 
R[s,z]. Below are the various Smith forms formed by the 
different equivalences: 
over IIH z ) [ s ] 
The Smith form was 
[: ",:,,] 
with equivalence matrices 
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z3 
-z2 
0 
0 
1 
L: 
over lR[z][s] 
-z-l (s+z) ] 
s+z+l 
The Smith form was 
with equivalence matrices 
, [: z-l ] sz-l(s+z-l) 
[: 1 ], [10 -Is] 
-(s+z+l) 
over IH s ) [ z] 
The Smith form was 
with equivalence matrices 
:] , 
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s-l (Z+S+l)J 
-1 
over lR[s][z] 
The Smith form was 
with equivalence matrices 
[ 1 0]' [1 Z+S+l] 
-z 1 O-s 
These, when combined, give the calculated Smith form over 
lR[s,Z] , 
SCs,Z) = [ : 
Example 8.3 CLee and Zak 1981) 
Consider the 2x2 matrix KCs,z) which has no zeros: 
KCs ,z) = 
It was not possible to find directly the Smith form over 
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R[s,z]. Below are the various Smith forms found by the 
different equivalences. 
over R ( z l [ s] 
The smith form was 
with equivalence matrices 
[1 0]' [0 
s z+l -z-l 
over R[z][s] 
The Smith form was 
with equivalence matrices 
, L: 
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Z-l(Z+ll] 
sz-l 
-( z+ll ] 
-s 
over IRCsl[zl 
The Smith form was 
with equivalence matrices 
0] , [-S-lZ 
1 -1 
-Cz+ll ] 
-s 
over R[ s][ zl 
The Smith form was 
with equivalence matrices 
[1 . 0] , [1 
z2 s 0 
-CZ+lI] 
-s 
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These, when combined, give the calculated Smith form 
over lR[s,z] , 
S(S,Z) = [: 0 ] s2-z2(z+l) 
Example 8.4 (Frost 1981) 
Consider the 2x2 matrix K(s,z) which has no zeros: 
K(s ,z) = 
It was not possible to find directly the smith form over 
lR[s,z]. Below are the various Smith forms found by the 
different equivalences. 
over IIH z ) [ s ] 
The Smith form was 
o 
z-1(z+1)(s2-z (z+1» 
with equivalence matrices 
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] 
[10]'[0 
s z+l -z-l 
over IR[ z1 [s1 
The Smith form was 
o 
z-l (z+l) ] 
z-ls 
(z+l) (s2-z (z+l» ] 
with equivalence matrices 
, L: -(z+l) ] -s 
over lR(s)[z1 
The Smith form was 
with equivalence matrices 
0] , [-S-lZ 
1 -1 
-(Z+l)] 
-s 
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over lR[s][z] 
The Smith form was 
[: 0 ] s(z(z+1)-s2) 
with equivalence matrices 
[: :J' [: -(z+l) ] 
-s 
These, when combined, give the calculated Smith form 
over lR[s,z], 
S(S ,z) = [ 1 0 J 0 s2-z (z+1) 
note 
By using the algebraic results shown earlier it is 
possible to find the transforming matrices over lR[s,z], 
these are: 
[ 1 1]' [1 
s+z s+z+l -1 
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-(s-z-l) ] 
s-z 
Example 8.5 (Frost 1979) 
Consider the 3x3 matrix K(s,z) which has zeros: 
K(s,z) = s 
o 
o 
o 
sz+l 
o 
o 
1 
z 
It was not possible to find directly the Smith form over 
R[s,z]. Below are the various Smith forms found by the 
different equivalences. 
over IR ( z) [ s] 
The Smith form was 
o 1 
o 
o 
o 
1 
o 
o 
z-ls(sz+l) 
with equivalence matrices 
o 
z2 
1 
-z 
o 
1 
sz+l -s z-ls 
, 
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o 
o 
-z-l 
-z-l 
1 z-l(sz+l) 
z-l(sz+l) 
s 
-s(sz+l) 
over lR(z](s! 
The Smith form was 
1 
o 
o 
o 
z 
o 
o 
o 
sz(sz+l) 
with equivalence matrices 
o 
z2 
1 
-z 
o 
1 
-z(sz+l) sz -z 
over R(s) [z! 
The Smith form was 
1 
o 
o 
o 
1 
o 
o 
o 
s-lz(sz+l) 
with equivalence matrices 
, 
o 
1 
1 0 
o 0 
, o s-l 
o -z 1 
o 0 
1 0 
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o 
o 
-1 
-1 
-(sz+1) 
-sz 
1 sz+l sz(sz+l) 
over lR[s][z] 
The Smith form was 
1 
o 
o 
o 
s 
o 
o 
o 
sz(sz+l) 
with equivalence matrices 
o 
1 
1 
o 
o 
o 
z(sz+l) -sz s 
, o 
o 
1 
1 
o 
-1 
1 -(sz+l) sz+l 
These, when combined, give the calculated Smith form 
over lR[s,z], 
S(s ,z) = 1 
o 
o 
o 
1 
o 
o 
o 
sz(sz+l) 
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Table 8.1 
This table compares the computing times for the 
different algorithms for the previous examples. 
Algorithm 1 uses equivalence over R[s,z] if possible. If it 
is not then the matrix is transformed over the rings R(Z)[S] 
and R(s)[z], the Smith forms are then renormalized, and the 
calculated Smith form over R[s,z] found. 
Algorithm 2 uses equivalence over R[s,z] if possible. If it 
is not then the matrix is transformed over the rings R[Z][S] 
and R[s][z] and the calculated Smith form over R[s,z] found. 
Algorithm 3 finds the Smith form over R[s,z] directly from 
the determinantal divisors of the matrix. 
Ex 8.1 Ex 8.2 Ex 8.3 Ex 8.4 Ex 8.5 
Algorithm 1 55 27 49 39 42 
Algorithm 2 47 22 26 25 34 
Algorithm 3 322 9 9 9 15 
The values are the mill units (approx 1 sec) for running the 
algorithms on the ICL 19045. 
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The results given in table 8.1 show that algorithm 2 is 
the most efficient over the given examples, and is 
consistently faster than algorithm 1. As the number of 
minors in a matrix increases factorially with the size of 
the matrix, algorithm 3 can be seen to be ineffective on all 
but small matrices. In particular example 8.1 shows that 
even for a 4x5 matrix algorithm 3 is 7 times slower than 
algorithm 2. Therefore it is shown that aigorithm 2is the 
best algorithm. 
lOOa 
Example 8.6 
Consider the 3x3 rational polynomial matrix 
1/ (s+z) 
o 
s+z 
This can be rewritten 
1 (z+ll (s-z) 
o 
(z+l) (s+z) (s2-z2) 
l/(z+l) 
(z+3)/(s+z) 
(s-z)/(z+l) 
(z+l) (sLz2) 
2(z+1) 
o 
(s2-z2) 
(z+3)(z+1)(s-z) 
(s+z) (s2-z2) 
It was not possible to transform the new numerator matrix 
directly to its Smith form over R[s,z]. The combined 
equivalence over R[z][s] and R[s][z] was necessary. This 
produces the correct Smith-McMillan form: 
l/(z+l) (sLz2) 
o 
o 
o 
l/(s+z) 
o 
o 
o 
(s+z)[ (s+z) «s-z) (z2+4z+3)-2)+2] 
101 
Example 8.7 
Consider the 3x3 rational polynomial matrix: 
l/z(sz+l) 
o 
o 
This can be rewritten: 
l/sz(sz+l) s 
o 
o 
o 
sz+l 
o 
o l/sz(sz+l) 
l/sz l/sz (sz+l) 
o l/s(sz+l) 
1 
1 
z 
The new numerator matrix was directly transformed into its 
correct Smith form over R[s,zl. 
This produces the correct Smith-McMillan form: 
l/sz(sz+l) 
o 
o 
o 
l/sz(sz+l) 
o 
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o 
o 
1 
CHAPTER 3 
THE CONCEPT OF EXTENDED EQUIVALENCE 
3.1 Introduction 
As it was not possible to bring the algebraic work of 
section 2.2, for the equivalence of a matrix with its smith 
form over R[s,z], to full completion it was decided to 
attempt an alternative equivalence transformation, that of 
extended equivalence. This is an equivalence of the form 
discussed by Pugh and Shelton (1978) based on the work of 
Fuhrmann (1977). The background to this concept is given in 
section 3.2. The concept is then applied to a 2x2 matrix· 
over R[s,z] to investigate if there are any advantages over 
the usual equivalence transformation. 
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3.2 Background to the concept of extended eguivalence of 
matrices over R[s] 
In this section the results of Pugh and Shelton will be 
summarized. 
Definition 2.1 
Two polynomial matrices Pl(s), P2(s) are said to be 
extended equivalent if there exist matrices M(s), N(s) such 
that 
and 
M(s), P2(s) are relatively left prime 
Pl(s), N(s) are relatively right prime 
(2.1) 
(2.2) 
( 2.3 ) 
For this equivalence Pl(s) and P2(s) need not be of the 
same size. 
An important result of extended equivalence is: 
Lemma 2.1 (Pugh and Shelton 1978) 
The matrices 
(2.4) 
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and 
I 
I 
Irl-r : 0 I 0 
- - - - - - - - -I - - - - - - - - ... 1 - - - - - - - _ ... 
o ' T(s): U(s) 
____ ... ___ __ : _________ J ___ ... ____ _ 
I I 
o -V(s) W(s) 
are extended equivalent. That is, trivial expansion (or 
deflation) is an operation of extended equivalence. 
The final result to complete the background is: 
Lemma 2.2 
(2.5) 
If two matrices of the same size are equivalent, then 
they are extended equivalent. 
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3.3 Implementation of extended equivalence for a 2x2 two 
variable polynomial matrix 
Consider the 2x2 two variable polynomial matrix 
A(s,Z) = [: :] (3.1 ) 
where x = x(s,z) £ lR[s,z] etc., which has Smith form 
S(s,z) = [ 1 0 J (3.2) 0 p(s,z) 
where p(s,z) = det( A(s,z) ) = xw - uy. 
It is now possible to illustrate lemma 2.2 for a 2x2 
matrix. Assume that the matrix A(s,z) is equivalent to 
S(s,z) over R[s,z], that is there exist unimodular matrices 
MCs,z), N(s,z) over R[s,z] such that 
M(s,z) A(s,z) N(s,z) = S(s,z) (3.3) 
or 
M(s,Z) A(s,z) = S(s,z) Nl(s,z) (3.4) 
where Nl(s,z) = N-l(s,z). 
(3.4) can be written in full as 
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[a b] [x Y] = [1 0] [e f ] 
c d u w 0 xw-uy g h 
where 
[: :]. [: :J 
are unimodu1ar over R[s,z], that is 
ad - be = k 1 E: IR F 0 
eh - fg = k2 6 IR F 0 
Consider now the last row of (3.5), 
[ c d 1 [: : J -(xw - uy) [ g h ] 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
which demonstrates extended equivalence. It is now required 
to prove that: 
(i ) [c d ], (xw - uy) are relatively left prime (3.9) 
(ii ) [: :] , [ g h 1 are relatively right prime (3.10) 
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Now [c d ), (xw - uy) are relatively left prime if 
• 
(xw - uy)q1 + [ c (3.11) 
for some q1, Q21, Q22 e R[s,z), that is 
cQ21 + dQ22 + (xw-uy) Q1 = 1 (3.12) 
which is the condition that the polynomials c, d, (xw-uy) 
have no common zeros. But from (3.6) c and d have no common 
zeros, so (3.12) is satisfied. Therefore 
[c d) and (xw-uy) 
are relatively left prime. 
Now 
[ : : ] , [ g h ) 
are relatively right prime if 
::: ] [: : J + [::~J [ g h ) = [~ :J (3.13) 
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q31x + q32u + q41g = 1 
q31Y + Q32w + Q41 h = 0 
Q33x + Q34u + Q42g = 0 
Q33Y + Q34w + Q42h = l. 
But as [: Y ] is equivalent to w 
(3.5) we have 
Choose 
ax + bu - e = 0 
ay + bw - f = 0 
ex + du - g(xw-uy) = 0 
ey + dw - h(xw-uy) = O. 
Q31 = ah / k2 
q32 = bh / k2 
q41 = -f / k2 
[: 0 ] xw-uy 
(3.14) 
(3.15 ) 
(3.16) 
(3.17) 
, from 
(3.18 ) 
(3.19) 
(3.20) 
(3.21) 
then (3.14) is satisfied from (3.18) and (3.7), and (3.15) 
is satisfied from (3.19). 
Choose Q33 = -ag / k2 
q34 = -bg / k2 
q42 = e / k2 
then (3.17) is satisfied from (3.19) and (3.7), and (3.16) 
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is satisfied from (3.18). 
Therefore [: : 1 and [ g h 1 are relatively 
right prime, and so extended equivalence is a necessary 
condition for unimodu1ar equivalence. 
Consider now the proposition that the matrix 
[: :J (3.22) 
is extended equivalent to its Smith form, 
[ : (3.23) 
But, by trivial deflation the Smith form (3.23) is extended 
equivalent to the polynomial 
xw - uy. 
Therefore we have 
[ a b 1 [ : (xw - uy) [ e f 1 (3.24) 
llO 
with the conditions of relative primeness, 
(i) 
(ii ) 
[a bl and (xw-uy) are relatively left 
[: :Jand [e fl are relatively right 
NOw, expanding (3.24) gives 
ax + bu = e(xw - uy) 
ay + bw = f(xw - uy) 
prime. 
prime. 
(3.25) 
(3.26) 
(3.27 ) 
(3.28) 
(3.27) multiplied by y, minus (3.28) multiplied by x gives 
b(uy - wx) = (xw-uy)(ey - fx) 
which implies 
b=fx-ey 
a = ew - fu 
To satisfy (3.25), that is [a 
relatively left prime we require, 
(xw - uy)ql + [ a 
III 
(3.29) 
(3.30) 
bl and (xw - uy) are 
(3.31> 
for some q1' q21, q22 E R[s,z]. This may be written 
(xw - uy)q1 + aq21 + bq22 = 1 
which, from (3.29) and (3.30) gives 
(xw-uy)q1 + (ew-fu)Q21 + (fx-ey)q22 = 1 (3.32) 
that is (xw-uy), (ew-fu), and (fx-ey) must have no common 
zeros. 
To satisfy (3.26), we require 
[
X Y] + [q41][e 
u w q42 
written as the set of equations 
Q31x + Q32u + q41e = 1 
Q31Y + Q32w + q41 f = 0 
Q33x + Q34u + q42e = 0 
Q33Y + Q34w + Q42 f = 1. 
Then by choosing 
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fJ • [: :] 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
(3.37) 
q31 = (qlw + q22 f ) 
q32 = -(qlY + q2lf ) 
q33 = -(qlu + q22e ) 
q34 = (qlx + q21 e ) 
q41 = (q2lw - Q22Y) 
q42 = (q22x - q2lu ) 
(3.34) and (3.37) will be satisfied from (3.32), and (3.35) 
and (3.36) will be satisfied by cancellation. 
Therefore the relative right primeness condition (3.26) 
is satisfied by the relative left primeness condition 
(3.25). So all that is required to be proved is that 
equation (3.32) holds for some ql, Q21, q22 e R[s,z]. 
The problem reduces to finding polynomials e, f in 
R[s,z] such that the polynomials 
(xw-uy), (ew-fu), (fx-ey) 
have no common zeros. Then a and b are such that 
a = ew-fu, b= fx-ey 
and (3.24), (3.25), and (3.26) are all satisfied. 
We note that this condition seems to be weaker than 
.that of section 2.2 which requires that the polynomials 
(fx-ey), (ew-fu) 
hav~ no common zeros. Obviously if (fx-ey) and (ew-fu) have 
no common zeros then (fx-ey), (ew-fu), and (xw-uy) have no 
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common zeros. 
It is now worth investigating the existence of the 
common zeros of 
(xw-uy), (ew-fu), (fx-ey). 
Immediately it can be seen that it is necessary that 
x, y, u, w 
have no common zeros, that is the matrix 
[: :] 
has no zeros. 
Now consider the set of points { (sl,zl) } the zeros of 
(xw-uy), that is 
where xl = x(SI,zl) etc. 
Firstly consider the case when 
required that either elYI F 0 or 
. (3.38) 
Xl = O. It is now 
elwl - flul F 0 for the 
polynomials (xw-uy), (ew-fu), (fx-ey) to have no common 
zeros. From (3.38) either uI = 0 or YI = 0 or both. 
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consider X1=0, Y1=0 
We require 
(3.39) 
Now if· ul = 0, then (3.39) implies ell- O. If wl = 0 
then (3.39) implies fl I- O. 
consider X1=0, U1=0 
We require 
either elYl I- 0, or elwl I- 0 
This immediately implies that el I- O. 
Combining these will give the following result: 
Lemma 3.1 
Necessary conditions for the polynomials 
(xw-uy), (ew-fu), (fx-ey) 
to have no common zeros are 
(3.40) 
(i) The polynomials e, x, u have no common zeros. 
(ii) The polynomials f, x, Y, w have no common zeros. 
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Now consider the case when Xl ~ O. 
consider Xl~O, WJ=O 
We require 
Xl~O, Wl=O, Ul-O 
In this case it is required that 
(3.41) 
( 3 • 42 ) 
If Yl = 0, then (3.42) implies that fl ~ O. If Yl ~ 0 
then (3.42) implies that flxl ~ elYl. 
X]~O, wJ=O, y]=O 
Here it is required that 
(3.43) 
which immediately implies that fl ~ O. 
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consider Xl~O, Wl~O 
From (3.38) this immediately implies ul ~ 0, Yl ~ O. 
Now consider 
Multiplying by ul gives 
UlflXl - ulelYl = ulflxl - elxlwl from (3.38) 
= xl(flul - elwl) 
Combining all these results gives: 
Theorem 3.1 
Necessary and sufficient conditions for the polynomials 
(xw-uy), (ew-fu), (fx-ey) 
to have no common zeros are: 
(i) The polynomials e, x, U have no common zeros. 
(ii) The polynomials f, y, w have no common zer,os. 
(iii)The polynomials' (fx-ey), (xw-uy) have no common zeros 
which are not zeros of x, y, u, or w. 
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It is now seen that these conditions are exactly the 
same as those of theorem 2.1.2 of chapter 2, and 
unfortunately no stronger results have been obtained by 
considering this alternative approach. 
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CHAPTER 4 
ROESSER MATRICES 
4.1 Introduction 
The previous chapters have considered two dimensional 
system matrices of the form 
(1.1 ) 
However this chapter will consider a special form of 
two dimensional system matrices, the Roesser matrix, 
sIn - al I -a2 I bl (1. 2) 
...... - ......... - _ ... -1-- -- -- _ ... - .... t-- ___ _ 
-a3 : ZIp - a4 : b2 
- ..................... ... --1- ............ - ... - ... - 1- __ ... _ 
-Cl : -c2 I d 
respectively nxn, nxp, pxn, pxp, nxl, px1, rnxn, rnxp, and 
rnx1 matrices over R. These matrices are particular forms of 
a state-space system matrix. such matrices arise naturally 
in the study of two dimensional systems (see, for example, 
Kung et a1 1977) particularaly from the approach suggested 
for such systems by Givone and Roesser (1973) or Fornasini 
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and Marchesini (1975). 
Roesser's model, which seems to be the most general two 
dimensional state-space model, can arise from considering 
two dimensional filters or image processing. Here 
xCi ,j) 
. [ xh(i,j) 
xV(i,j) ] 
where x is the local state, xh, an n-vector, is the 
(1. 3) 
horizontal state, xv, a p-vector, is the vertical state and 
["(1+1,;)] = [AI A,] [,h<l,j) J + [::J u<l,;) 
xV(i,j+l) A3 A4 xV(i,j) 
(1. 4) 
y(i,j) = [Cl C,l [Xh{i';) J + Du (i, j) 
xV(i,j) 
<1.5) . 
for i,j ~ 0, is the discrete time model of the system. By 
taking (z,w) transforms a matrix of the form (1.2) will be 
produced. 
Matrices of the form (1.2) may also arise directly from 
delay-differntial systems (see, for example, Zakian and 
Williams 1973, or Frost 1979). 
This chapter builds up results for equivalence of a 
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Roesser matrix to its smith form over R[s,z]. To accomplish 
this the 2x2 and 3x3 Roesser matrices and other related 
matrices will be studied. Then by using mathematical 
induction on the indices 1, m, n, and p the results will be 
extended to the (n+p+m)x(n+p+l) Roesser matrix (1.2). 
121 
4.2 The 2x2 and 3x3 Roesser matrices 
- Equivalence over R[s,z] 
Lemma 2.1 
The 2x2 matrix 
P(s ,z) = 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof 
If P(s,z) has no zeros, then at least one of a2, a3 
must be non zero, say a2. Then using a2 as a pivot, simple 
row and column operations will transform P(s,z) into its 
Smith form 
[: (, - ")(: - '4' - .,., ] 
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Lemma 2.2 
The 2x2 matrix 
P(s ,z) = [ s-al z-a 2 ] 
-a3 -a4 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof 
Similar to that for lemma 2.1. 
Lemma 2.3 
The 2x3 matrix 
P(s,z) = [ s-al z-a 2 bl ] 
-a3 -a4 b2 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof 
Similar to that for lemma 2.1. 
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Lemma 2.4 
The 3x3 matrix 
P(s,z) = 
is equivalent to its Smith form over R[s,Z] if and only if 
it has no zeros. 
proof 
Assume P(s,z) has no zeros. 
Consider d ~ O. Then using d as a pivot, 
pes ,z) rv 1 
o 
o 
o (2.1) 
Therfore, by lemma 2.1, P(s,z) is equivalent to its Smith 
form over R[s,z] if and only if it has no zeros. 
Now consider d = 0, bl ~ O. Then using bl as a pivot, 
pes ,z) rv 1 
o 
o 
o o (2.2) 
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Therefore, by lemma 2.2, P(s,z) is equivalent to its Smith 
form over R[s,z] if and only if it has no zeros. 
Now consider d = 0, bl = 0, b2 ~ 0, and so on, giving 
the same result. Finally if d, bl' b2, cl' c2 are all zero 
then, 
P(s,z) = o 
o 
o 
and immediately, by lemma 2.1, P(s,z) is equivalent to its 
Smith form over R[s,z] if and only if it has no zeros. 
This has shown that the general 3x3 Roesser matrix is 
equivalent to its Smith form over R[s,z] if and only if it 
has no zeros. This result will be the initial condition used 
for the method of mathematical induction in the next 
section. 
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4.3 The general (n+p+m)x(n+p+l) Roesser matrix 
Consider the (n+p+m)x(n+p+l) matrix 
P(s,z) = sIn-al: -a2 : bl 
--------1-------- 1-----
-a3 : zIp- a 4 : b2 
......... - - ... - ' _ _ , ......... - - - - - ... _I ...... _ ... "'''' 
I d 
I 
(3.1) 
Lemma 2.4 proves that for n = p = m = 1 = 1 the 
matrix P(s,z) is equivalent to its Smith form over R[s,z] if 
and only if it has no zeros. Therefore it would seem 
reasonable to extend this result to that for general n, p, 
m, 1 by the use of mathematical induction, in turn, on the 
indices m, 1, n, and p. 
To achieve this it will be necessary firstly to prove 
certain intermediate results required in the main induction. 
Lemma 3.1 
The matrix 
R(s,z) = [P(s,z) 0 ] 
is equivalent to its Smith form SR(s,z) over R[s,z] if and 
only if the matrix P(s,z) is equivalent to its Smith form 
Sp(s,z) over R[s,z]. 
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Lemma 3.2 
For all positive integers m, the (m+l)x3 matrix 
P(s,z) = 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof: by induction on m. 
By lemma 2.3 the result is true for m = 1. 
Now assume that the result is true for m =k, that is any 
matrix 
P(s,z) = (3.2) 
which has no zeros, is equivalent to its Smith form over 
R[s ,z] • 
Now consider the matrix 
I 
• R(s ,z) = s-al • z-a2 : bl 1 
-------_.- -- --- --,- - - --
-a3 : -a4 1 b2 k 
-------.-------!_----I I 
rl • r2 1 r3 1 
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(3.3) 
where rl, r2' r3 ~ Rand R(s,z) has no zeros. 
Trivially adding a row of zeros will maintain equivalence 
over R[s,z], therefore assume that not all the ri are zero. 
If r3 ~ 0, then using r3 as a pivot 
I , 
R(s,z) /\./ 1 , 0 : 0 
------i--- - ----,---- - --_ 
o : s-al' , z-a2' 
I 
- - - - -!- - - - - - - -1- - - - - - - -
o I -a3' -a4 ' 
• 
which, by (3.3) (with bl = b2 = 0) and lemma 3.1, is 
(3.4) 
equivalent to its Smith form over R[s,z] as R(s,z) has no 
zeros. 
Now if r3 = 0, rl ~ 0, then using rl as.a pivot 
R(s ,z) rv 1 I 0 I 0 
-----.,--- ---------,- ----I o I -a4 I I b2 
I I 
.. - - - - 'T - - - - - - - - - - -.- - - - --
(3.5) 
o gls+z-a 2' bl 
b2 ] has rank zero, then it can be reduced 
by row and column operations to [ 0 
polynomials on the bottom row 
o ] leaving the two 
(3.6) 
which, as R(s,z) has no zeros, must have no common zeros and 
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so R(s,z) can be further reduced to its Smith form. 
b2 ] has rank 1 or 2 the reduction will 
leave 1 or 2 constants on the diagonal which can be used to 
further reduce R(s,z) to its Smith form. 
Now if r3 = 0, rl = 0, r2 F 0, then using r2 as pivot 
R(s,z)rv 1 I 0 10 (3.7) 
----1-- -----+----
o I s-al : bl 
- - - - -1- - - - - - - - or - - ---
o -a3 b2 
which is equivalent to its Smith form over ~[s,z], as it is 
a single variable polynomial matrix. 
Therefore R(s,z) is equivalent to its Smith form over 
R[s,z], and so the result is true for m = k+l. 
Therefore, by mathematical induction on m, the result 
is true for all positive integer m. 
Lemma 3.3 
For all positive integers m and 1, the (m+l)x(1+2) 
matrix 
P(s,z) = 
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is equivalent to its Smith form over R[s,z) if and only if 
it has no zeros. 
proof: by induction on 1. 
By lemma 3.2 the result is true for 1 = 1. 
Now assume that the result is true for 1 = k, that is 
for all integer m the matrix 
P(s,z) = (3.8) 
which has no zeros, is equivalent to its Smith form over 
R[s,z). 
Now consider the matrix 
R(s,z) = (3.9) 
where rl a R, r2 £ Rm, and R(s,z) has no zeros. Trivially a 
column of zeros can be added and equivalence will be 
maintained, therefore assume that at least on of the ri is 
non zero. 
If r2 ~ 0, that is at least one element of r2 is non 
130 
zero, then using this as a pivot, 
, 
R(s,Z) rv 1 , 0 1 0 : 0 
- - - - - '- - - - - - - 1- _______ 1_ - - - --
1 , 
o , s-al' 1 z-a 2' : bl' 
----~-------,---------------1 1 
o -a3': -a4' b2' 
(3.10) 
which, by (3.8), is equivalent to its Smith form over 
R[s,z]. 
Now if r2 = 0, rl ~ 0, then by using rl as a pivot, 
(3.11) 
which is a constant matrix and so can be further reduced to 
an identity block matrix, the Smith form of R(s,z) over 
lR[s,z]. 
Therefore R(s,z) is equivalent to its Smith form over 
lR[s,z], and so the result is true for 1 = k+l. 
Therefore, by mathematical induction on 1, the result 
is true for all positive integers m and 1. 
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Lemma 3.4 
For all positive integers m and 1, the (m+2)x(1+1) 
matrix 
P(s,z) = 
1 1 
s-al 
I 
-------,------
z-a3 I -a4 
_______ .1 ______ _ 
I 
-cl I 
1 
1 
m 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof 
By considering the transpose of the matrix in lemma 
3.3. 
After proving these intermediate results it is now 
possible to apply the method of mathematical induction on 
the general Roesser matrix (3.1). 
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Lemma 3.5 
For all positive integers m, the (m+2)x3 matrix 
, 
P(s,z) = s-al : -a2 I bl 1 
I I 
-------~-------~-----
-a3 : z-a 4 : b2 1 
-------,-------j-----
-cl -C2: d m 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof: by induction on m. 
By lemma 2.4, the result is true for m = 1. 
Assume that the result is true for m = k, that is any 
matrix· 
P(s,z) = 
, 
I 
s-al ; -a2 I bl 1 
--------r -- - - __ .J ____ _ 
.. I 
-a3 : z-a 4 ,b2 1 
------ --, ________ 1 ____ _ 
, 
-Cl -c2 I d k 
(3.11) 
which has no zeros is equivalent to its smith form over 
R[s,z]. 
Now consider the matrix 
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R(s ,z) = 
I 
I 
s-al I -a2 I bl 
-- .. - - --.!.-------f-----I 
-a3 I z-a4 I b2 
I I 
---'::c~ - - -: - - :~-2 --: --d - ~ 
__ ... ____ .J _____ __ 1 _____ ... 
I 
1 
1 
k 
1 
where rI, r2, r3 e Rand R(s,z) has no zeros. 
Trivially adding a row of zeros will maintain 
(3.12) 
equivalence, therefore assume that not all of the ri are 
zero. 
If r3 F 0, then using r3 as a pivot 
R(s,z) I"V 1 I 0 I 0 
-----,- - -. - ---1-- - - - --
o :. s-al' : -a2 ' 
- - - - -1- - - - - - - -I. _____ _ 
o I -a3' : z-a 4 I 
_____ L __ ______ , _______ .. 
o I I 
(3.13) 
which, from (3.12) and'lemma 3.1, is equivalent to its Smith 
form over R[s,zl. 
Now if r3 = 0, r2 F 0, then using r2 as pivot 
R(s ,z) "'v 1 o I I o (3.14) 
-----T------ -..,-----
Os-aI' I bl 
I I 
--0 --:-- ;:~2-'- -:- -1,;--
-----r----- --~------
o -cl' d 
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which, from lemma 3.4, is equivalent to its Smith form over 
R[S,Z]. 
Finally if r3 = 0, r2 = 0, rl F 0, then using rl as 
pivot 
R(s ,z) rv 1, 0 ,0 (3.15) 
_____ 1 _______ -1-----
o : z-a4 : b2 
-----,- ----- -,-- ---
o , -a2 ,bl 
-----,--- ____ J ____ _ 
o -C2: d 
which is equivalent to its Smith form over R[s,z] as it is a 
single variable polynomial matrix. 
Therefore R(s,z) is equivalent to its Smith form over 
R[s,z] and so the result is true for m = k+l. 
Therefore by mathematical induction on m the result is 
true for all positive integers m. 
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Lemma 3.6 
For all positive integers m and 1, the (m+2)x(1+2) 
matrix 
1 1 1 
P(s,z) = s-al -a2 I bl 1 
_______ I ______ ..L ____ _ 
-a3 : z-a 4 : b2 1 
.. ___ .. __ J.. _____ __ 1 ___ .. _ 
I 
-cl , -c2 d m 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros. 
proof: by induction on 1. 
By lemma 3.5 the result is true for 1 = 1, and for all 
m. 
Assume that the result is true for 1 = k, that is any 
matrix 
1 1 k 
pes ,z) = s-al I -a2 I bl 
_ .. ___ __ 1 __ .. _____ 1_ - - - .. 
-a3 : z-a 4 : b2 
-------,- - --- - - ,- -----
-cl: -c2 d 
1 
1 
m 
(3.16) 
which has no zeros is equivalent to its smith form over 
R[s,z] for all integer m. 
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Consider the matrix 
1 1 k 1 
, 
R(s ,z) = s-al : -a2 I bl I rl 
I 
- - - - - .. - _1- _ ... _ ... __ • __ ... __ , __ ..... __ 
I b I 
-a3 , z-a 4 I 2 I r2 
- - - - - - - L - - - - - - T - - - - - -'- - - - - -
-cl : -c2 d r3 
1 
1 
m 
where rI, r2 c R, r3 £ Rm and R(s,z) has no zeros. 
Trivially, adding a column of zeros will maintain 
(3.17) 
equivalence, therefore assume that not all the ri are zero. 
If r3 ~ 0, that is at least one element of r3 is non 
zero, then using that element as pivot 
R(s,z) IV 
1 1 1 k 
I 
I 1 0 I 0 I 0 . , , , 
-----i--------i-------~------
o I S-al' I -a2' I bl' 
I I 
............... .L ...... _ ... _ ... _ ... __ ... __ ...... _ ~ ......... _ ... _ 
, ' o I -a 3 ' : z -a4 ' : b2 ' 
............... ~ ...... - ......... - ............... - - ... -t _____ _ 
I I o I -Cl ' I -c 2 ' d ' 
1 
1 
1 
m-I 
(3.18) 
which, from (3.16), is equivalent to its Smith form over 
R[s,z], as (3.16) is true for all positive integers m. 
Now if r3 = 0, rl ~ 0, then using rl as pivot 
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, 
R(s ,z) /\./ , I 1 I 0 I 0 , 0 
----.------_~ _______ L _____ _ (3.19) 
I , I 
o ,s-a3 ' , z-a 4' , bl' 
- - - .1- ______ I. ______ .1. ____ _ 
I ' I o I -Cl I -c2 d 
which, from lemma 3.3, is equivalent to its Smith form over 
lR[s,z] • 
Finally if r3 = 0, rl = 0, r2 ~ 0, then usiBg r2 as 
pivot 
R(s,z)rv 
, 
I 
1 I 0 I 0 0 
... - - - - _1_ - - - - - - - + ___ - __ L. ____ _ 
I 
o I s-al ' -a2 I bl 
-----'"'- ______ I ______ ~-----
I I o I -Cl I -c2 d 
(3.20) 
which is equivalent to its Smith form over R[s,z] as it is a 
single variable polynomial matrix. 
Therefore R(S,z) is equivalent to its Smith form over 
lR[s,z] and so the result is true for 1 = k+l. 
Therefore by mathematical induction on 1, the result is 
true for all positive integers m and 1. 
Before continuing the induction process it is necessary 
to give a few general results. It is also worth noting that 
up to lemma 3.6 it has not been necessary to apply 
conditions on the Smith form of the Roesser matrix. But for 
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further progress some specilai:ation is required. 
Lemma 3.7 
If the m x n matrix P(s,z) is equivalent 'to its Smith 
form, Sp(s,z), over R[s,z] where 
and if the matrix 
R(s,z) = 
where r(s,z) is a row vector and R(s,z) has Smith form, 
then R(s,z) is equivalent to SR(s,z) over R[s,z] if it has 
no zeros. 
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proof 
Consider the Smith forms Sp(s,z) and SR(s,z) to be 
Sp(s ,z) (3.21) 
SR(S ,z) (3.22) 
Now as P(s,z) is 'equivalent to Sp(s,z) over lR[s,z] then 
there exist unimodular matrices M(s,z) and N(s,z) over 
R[s,z] such that 
M(s,z) P(s,z) N(s,z) = Sp(s,z) (3.23) 
Therefore 
~SP(s ,z) J --------r'(s,z) (3.24) 
where R(s,z) has no zeros. Now 
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tSP(S ,z) ] ---------r'(s,z) 
, 
= Iq : 0 
--------_1- ______ _ 
o : 0 
--- ______ ~M _______ _ 
, 
r'll (s,z) I r"(s,z) 
I 
IV Iq: 0 (3.25) 
----~---------o : rues ,z) 
----+- --------
o I 0 
as this has no zeros, then the elements of r"(s,z) must have 
no common zeros, and so there exist polynomials 
such that 
al(s,z) r"l(s,z) + •••. + an_q(s,z) r"n_q(s,z) = 1 (3.26) 
and thus further equivalence will transform R(s,z) into its 
Smith form SR(s,z). 
Similar arguments can be applied for the other cases, 
and so prove the lemma. 
Lemma 3.8 
If the m x n matrix P(s,z) has Smith form Sp(s,z), 
Sp(s,z) 
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and the (m+l) x n matrix R(s,z), 
R(s ,z) = ~ P(s,z) ] ---------r(s,z) 
where r(s,z) is a row vector, and R(s,z) has Smith form 
[ 
I J I Iq I 0 
---- --:- ---- -- - - - - - ---
o I det( R(s,z) ) 
and if R(s,z) has no zeros, then P(s,z) has no zeros. 
proof: by contradiction. 
Assume 
Sp (s ,z) (3.26) 
(3.27) 
R(s,z) has no zeros and P(s,z) has an ith order zero (i<q). 
Consider the (i+l)th order minors of R(s,z), they can 
be expressed as linear combinations of the ith order minors 
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of P(s,z), which are all simultaneously zero for some (s,z). 
Therefore R(s,z) has an (i+l)th order zero, as the ith order 
determinantal divisor is unity. 
A similar argument can be applied for the other cases 
and so prove the lemma. 
Lemma 3.9 
For all positive integers m, 1, and n the 
(n+m+l)x(n+l+l) matrix 
n 1 1 
P(s,z) = sIn-al I -a2 I bl n 
------ -,-----+----
-a3 I z-a 4 : b2 1 
- - - - - - --1- __________ _ 
I I 
-cl I -c2 I d m 
which has Smith form Sp(s,z) 
Sp(S,z) = ~_ISI_~ __ ~_} or t 0 I 0 J 
(3.28) 
is equivalent to its Smith form over R[s,Z] if and only if 
it has no zeros. 
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proof: by induction on n. 
By lemma 3.6 the result is true for n = 1. 
Assume that the result is true for n = k, that is for 
all positive integers m and 1 the matrix 
k 1 1 
P(s,z) = sIk-al I -a2 I bl 
- - - - - - - _1- ______ 1 ____ _ 
, , 
-a3 , z-a 4 -, b2 
- - - - - - - -, - - - - - - oj - - - - -, 
d 
k 
1 
m 
(3.29 ) 
is equivalent to its Smith form over R[s,z] if and only if 
it has no zeros and has Smith form of the form (3.28). 
Now consider the matrix 
k 1 1 1 
R(s,z) = sIk-al I -a2' bl 91 k (3.30 ) 
- - - - - - - -,- - ____ .J _____ J.. _____ _ 
-a3 1 z-a 4 : b2 : 92 1 
- - - - - - - -,- - - - - - -,- - - - - - 1- - - - - - -
-cl : -c2' d , 93 m 
- - - - -- - - -- ____ ...J _____ I- _____ _ 
, 
rl 'r2 r3 s-all 1 
where glr rl €: IRk, 92, r2 '- R, 93 E. IRm and r3 E.!Rl and 
R(s,z) has no zeros, and has Smith form of the form (3.28). 
As (3.29) holds for alII it can be seen that R(s,z) is 
of the form 
144 
R(S,z) = t p' (S,z) j ------ ---r(s,z) (3.31> 
and, from lemma 3.7, P'(s,z) has no zeros and so is 
equivalent to its Smith form, and so the result is true for 
n = k+l. 
Therefore, by mathematical induction on n, the result 
is true for all positive integers m, 1, and n. 
It is now possible to conclude this section with the 
following result for the general (n+p+m)x(n+p+l) Roesser 
matrix with a particular Smith form. 
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Theorem 3.1 
For all positive integers m, 1, n, and p the 
(n+p+m)x(n+p+l) matrix 
, 
P(s ,z) = I I sIn-al I -a2 I bl 
---------~--------~-----I I 
-a3 I zIp - a 4 I b2 
---- ____ ~ _______ J ____ _ 
I I d 
-cl I .-c2 I 
which has Smith form Sp(s,z) 
or 
is equivalent to its Smith form over R[s,Z] if and only if 
it has no zeros. 
proof: by induction on p. 
Similar to that for lemma 3.9. 
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4.4 Results 
A number of Roesser type matrices were used to test the 
algorithms. It was certainly found that although the initial 
Roesser matrices seem simple in format, and have low degrees 
of the elements, the required transforming matrices were far 
from trivial. In some cases the degree of the elements and 
the magnitude of the coefficients were large. This is due to 
the fact that after the first iteration of the 
transformation the matrix is no longer in simple form. 
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Example 4.1 
Consider the 4x5 Roesser matrix 
s-5 
2 
1 
o 
1 
s-3 
1 
2 
4 
o 
z 
o 
1 
1 
1 
z+5 
2 
3 
4 
1 
It was not possible to directly find the Smith form over 
lR[s,z]. 
The Smith form over lR[z][s] was 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
z4-5.455z 3-85.64z 2-37.09z+663.3 
The Smith form over R[s][z] was 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
s4-22.47s2+198.5s 2-786.1s+1136 
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o 
o 
o 
o 
o 
o 
o 
o 
This gives the correct Smith form over R[s,z] 
Example 4.2 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
1 
Consider the 6x5 Roesser matrix 
4 
7 
7 
1 
2 
1 
3 
3 
6 
2 
1 
5 
o 
7 
4 
s+2 
8 
3 
o 
4 
5 
6 
s-l 
11 
o 
8 
13 
o 
5 
z+7 
o 
o 
o 
o 
It was not possible to directly find the Smith form over 
R[s,z]. 
The Smith form over R[z][s] was: 
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1 0 
0 1 
0 0 
0 0 
0 0 
0 0 
The Smith form over 
1 
o 
o 
o 
o 
o 
o 
1 
o 
o 
o 
o 
0 0 
0 0 
1 0 
0 1 
0 0 
0 0 
\ 
!R[s] [z] 
o 
o 
1 
o 
o 
o 
o 
o 
o 
1 
o 
o 
0 
0 
0 
0 
z2-S2.93z+6S7.7 
was: 
o 
o 
o 
o 
0 
s2+0.9s-46.1 
o 
This gives the correct Smith form over !R[s,z] 
1 
o 
o 
o 
o 
o 
o 
1 
o 
o 
o 
o 
o 
o 
1 
o 
o 
o 
o 
o 
o 
1 
o 
o 
o 
o 
o 
o 
1 
o 
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Example 4.3 
Consider the 3x3 Roesser matrix 
s-5 
1 
o 
2 
z+2 
5 
6 
2 
1 
It was possible to find the correct Smith form over R[s,z], 
1 
o 
o 
o 
1 
o 
o 
o 
sz-8s-5z+68 
The equivalence matrices over R[s,z] were 
1 
-2.5 
0.035 71z-0. 2857 
o 
0.5 
o 
o 
0.2143 
-0.07143 
o o 
o 
1 
1 
-0.2143z-0.2857 
28 
s-5 
-55+25 
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Example 4.4 
Consider the 4x3 Roesser matrix 
s-5 
1 
o 
o 
2 
z+2 
5 
o 
6 
2 
1 
1 
It was possible to directly find the Smith form over R[s,z]. 
1 
o 
o 
o 
o 
1 
o 
o 
o 
o 
1 
o 
The equivalence matrices over R[s,z] were 
1 0 0 0 
-2.5 0 1 0 
o 1 -0.2z-0.4 0.2z-1.6 
-0.1786 0.1786s-0.8929 (-0.3571sz-0.07143s (0.03571sz 
+0.1786z+0.4286) -0.2857s 
-0.1786z 
+2.429) 
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o 0 
0.5 0.2143 
o -0.07143 
1 
0.03571s-0.l786 
-0.1786s+0.8929 
The results show that although the initial Roesser 
matrices are simple in format, the transforming matrices may 
be more complicated than expected. 
Also the restriction on the Smith form for Lemma 3.9 
and theorem 3.1 does not seem to be too strict, as the 
examples show that a number of the Smith forms are of the 
form 
where R(s,z) is the initial Roesser matrix. 
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CHAPTER 5 
THE REALIZATION OF A TWO VARIABLE RATIONAL TRANSFER FUNCTION 
MATRIX 
5.1 Introduction 
In the introduction it was shown that a linear constant 
differential system of the form 
x(t) = Ax(t) + B u(t) (1.1) 
yet) = C x(t) + DuCt) C1.2) 
may be represented by the state-space system matrix 
P(s) = (1. 3) 
and has transfer function matrix 
G(s) = C (sI - A)-l B + D (1. 4) 
However, if it is the transfer function matrix which is 
known then a system matrix of the form Cl.3) is said to be a 
state-space realization of the rational transfer function 
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matrix G(s). 
The realization is said to be .minima1 if the matrix A 
is of least dimension satisfying (1.4), and the dimension of 
A is called the order of the realization. 
It can be shown (see, for example, Barnett 1971) that a 
necessary and sufficient condition for minima1ity is that 
the realization is controllable and observable. This is of 
course a very desirable system property. 
In achieving the minimal state-space r"ealization there 
are at present two main methods. Firstly there is that of 
Rosenbrock (1967, 1970) which has been implemented by Munro 
and McLeod (1971). Then there is the method of Pace and 
Barnett (1974b) which is shown to be the more efficient of 
the two methods. Both these methods are discussed in the 
next section. 
In section 5.3 the method of Pace and Barnett is 
extended to realize a transfer function matrix over R[s,z]. 
The property of minima1ity of the realization is discussed. 
Also it is not always possible to obtain a state-space 
realization over R[s,z], and the reasons for this are 
discussed. 
The algorithm which has been developed is then 
implemented and tested with various transfer function 
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matrices and the results analysed. 
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5.2 The realization of a one variable transfer function 
matrix 
For one variable transfer function matrices it is 
always possible to find a minimal, controllable and 
observable state-space realization. However the two main 
methods find the minimal realizations in different ways, and 
indeed may produce different realizations as the minimal 
realization is not unique. 
5.2.1 The method of Rosenbrock (see, for example, 
Munro and McLeod 1971) 
Given an m x 1 transfer function matrix G(s) which is 
such that 
G(s) = Gp(s) + D(s) (2.1.1) 
where D(s) is a polynomial matrix and Gp(s) is proper. 
Let di(s) be the monic least common denominator of the 
ith row of Gp(s) so that Gp(s) can be expressed in terms of 
its rows. 
(2.1.2) 
hmj(s) / dm(s) 
~7 
for j = 1, •••• ,1. 
The di(S) and hij(S) are 
di(S) = sri + ar i-1 i sri-1 + •••• + ao i 
hij(S) = hijri-1 sri-l + •••• + hijO 
(2.1. 3) 
(2.1. 4) 
Then a system matrix in state-space form·giving rise to 
G(s) is 
PIs) = o 
o 
•••• o 
o 
o 0.. • • sIrm-Am Bm 
r 
------ - -------- ------------r----
-Cl -C2.... -Cm I D(s) 
in which the Ai are companion matrices 
o 
1 
o 
o '.. •• 0 
o .... 0 
o •••• 0 
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(2.1.5) 
(2.1.6) 
Ci = 0 . . . . 0 
0 .... 0 
hi2 . 1 r~-
ei 
I 
•••• 
• • • • 
hil . 1 r~-
where ei is the ith column of rm. 
This system is observable, but may have input-
(2.1.7) 
(2.1.8) 
decoupling zeros and therefore may not be controllable. So 
the next stage is to remove the input-decoupling zeros, if 
there are any, whilst preserving the transfer function 
matrix. This will leave a minimal realization of the 
transfer function matrix G(s). 
This method has been successfully implemented by Munro 
and McLeod but, as will be shown in the next section, it is 
not the most efficient method. 
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5.2.2 The method of Pace and Barnett (1974b) 
The strategy of this method is to form an initial 
controllable (or observable) polynomial realization. Then 
the realization is made minimal, and finally expanded into 
state-space form. 
Consider an m x n transfer function matrix G(s), 
G(s) = Gp(s) + W(s) (2.2.1) 
where Gp(s) is proper and W(s) is a polynomial matrix. Now 
by expressing Gp(s) in terms of its least common 
denominators, then 
G(s) = V(s) T-l(s) In + W(s) 
where the matrix T(s) is diagonal and consists of. the least 
common denominators of the columns of Gp(s). 
This gives the initial realization 
P(s) = (2.2.2) 
which is controllable as 
[ T(s) In 1 
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\ 
has full rank for all s. 
The next stage is to make the polynomial realization 
observable. If 
T(s) = Tl(s) o(s) 
V(s) = VI(s) O(s) 
(2.2.3) 
that is they have a greatest common right divisor O(s) then 
(2.2.4) 
which implies that the system is observable since 
t Tl (s) ] _ ..... _-- .. - ... --VI (s) 
has full·rank for all s. 
Therefore 
p (s) = (2.2.5) 
is a minimal polynomial realization of G(s). 
Finally by employing Rosenbrock's system matrix 
formulation (Rosenbrock1970) as described in the previous 
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section, Pace and Barnett are able to reduce the polynomial 
minimal realization to a state-space minimal realization in 
a minimum of operations. 
Pace and Barnett have given careful consideration to 
the form of the matrices T(s), V(s) after each operation, so 
that the method can be made as efficient as possible. 
This method was successfully implemented by Pace and 
Barnett, and in comparison with the other realization 
algorithms, particularly that of Munro and McLeod (1971), 
was proved to be the most efficient. 
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5.3 The realization of a transfer function matrix 
over R[s,z] 
As the method of Pace and Barnett is the most efficient 
for the one variable realization problem, it was thought to 
be a good basis for the two variable realization problem. 
However, as has been shown in the previous chapters, the 
algebraic extension from R[s] to R[s,zl is not complete. 
One of the main problems again is the difference 
between factors over R[s], and factors and zeros over R[s,z] 
(see, for example, Frost 1979). Rosenbrock (1970) gives a 
method for removing input (or output) decoupling zeros from 
a system matrix over R[s]. Frost (1979) has shown that this 
method can be extended for the removal of input (or ouput) 
decoupling factors over R[s,z]. Frost has also shown that it 
is not always possible to remove both input-decoupling and 
ouput-decoupling zeros. It is possible to remove all the 
input-decoupling zeros or all the ouput-decoupling zeros. 
But attemts to remove any further zeros may introduce 
different zeros of the opposite kind, that is trying to 
remove further input-decoupling zeros may introduce new 
output-decoupling zeros. 
The implication of this is that the realization may not 
always be controllable and observable, however it will 
always be either controllable or observable. The concept of 
minimality will be preserved in the sense that when a 
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state-space realization is possible it can be made to be of 
least dimension. 
It is not always possible to produce a state-space 
realization. If the least common denominator of all the 
elements of the transfer function matrix G(s,z) is a 
polynomial which is monic over R[s,z] but not monic over 
R(z)[s], then if we consider a system matrix 
pes ,z) = ( 3.1) 
which has corresponding transfer function matrix 
G' (s ,z) = C(z) ( sI-A(z) )-1 B(z) + D(s ,z) (3.2) 
we note that det( sI-A(z» is a polynomial which is monic 
over R(z)[s], and so the least common denominator,is monic 
over R(z)[s]. Therefore it is not possible for G(s,z) to 
have a state-space realization. 
Each of the parts of the realization algorithm of Pace 
and Barnett are now examined further. Given the transfer 
function matrix G(s,z), writing this as 
G(s,z) = V(s,z) T-l(s,z) In + W(s,z) ( 3 • 3 ) 
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will yield the controllable polynomial realization of G(s,z) 
over IR[ s, zJ 
P(s,z) = (3.4) 
It is now necessary to find, and remove the greatest common 
right divisor of T(s,z) and V(s,z). To do this T(S,z) and 
V(s,z) are adjoined to form the matrix 
A(s,z) = 
[ 
T(s,z) ~ 
----------
V(s,z) 
<3.5 ) 
Then A(s,z) can be transformed by elementary row operations 
only to the matrix 
r D(s,z) 1 
t 0 j 
(3.6) 
where D(s,z) is upper triangular and is the greatest common 
right divisor of T(s,z) and V(s,z). D(s,z) can be made to be 
unique by further transformation such that 
deg( dij(s,Z) ) < deg( dii (s,z) ) ; j<i. 
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Thus 
( 3.7) 
or 
(3.8) 
which gives 
(3.9) 
with the obvious partitions. Therefore by consideration of 
the inverse operations required to find D(s,z), the matrices 
Tl(s,z) and Vl(s,z) are found such that 
T(s,z) = Tl(s,z) D(s,z) 
V(s,z) = Vl(s,z) D(s,z) 
that is, Tl(s,z) and Vl(s,z) are relatively right prime. 
However this does not imply observability, as although 
Tl(s,z) and Vl(s,z) have no common right divisor, the matrix 
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[
Tl (s, z) ~ 
---- ... ---
Vl(s,z) 
may have zeros. That is the corresponding realization 
(3.10) 
will have ouput-decoupling zeros, and as Frost has shown 
these may not be removable. 
The greatest common divisor algorithm is very similar 
to the Smith form algorithm, and so has the same problems. 
The main problem is that it may not be possible to find the 
greatest common right divisor over R[s,z] but only over 
R(z)[s]. However the transforming matrix may be renormalized 
in the following way. If 
A(s,z) 
= M',.,) [-"_'-'_:_'!_] (3.11) 
where M(s,z) is unimodular over R(z)[s] and D(s,z) is upper 
triangular. By considering the least common denominator of 
the columns of M(S,z) we have 
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/ 
A(s,z) (3.12) 
and M1(s,z) = M(s,z) N(z) is now a matrix over a[s,z], not 
necessarily unimodu1ar over a[s,z]. If the least common 
denominator of the ith column of M(s,z) is a factor of the 
ith row of O(s,z), then Nr1(z) O(s,z) is also a matrix 
over R[s,z] and the method has removed the greatest common 
right divisor of T(s,z) and V(s,z) over R[S,z]. 
The renormalization can be made possible if the 
equivalence transformation of A(S,z) to O(s,z) is over 
R[z][s] as shown in section 2.4 on the Smith form. This 
requires multiplying the rows of A(s,z) by factors in R[z] 
to achieve the equivalence over R[z][s]. These factors then 
become the denominators of the inverse equivalence matrix, 
as columns are divided by these factors. 
In the Smith form algorithm to overcome the problem of 
not being able to find the equivalence over R[s,z], the 
Smith forms over R[z][s] and R[s][z] were found. However 
this technique cannot be applied to the greatest common 
right divisor algorithm. This is because the point of 
interest is not the greatest common right divisor but the 
equivalence matrix which gives the relatively right prime 
matrices T1(s,z) and V1(s,z). The equivalence matrices over 
R[z][s] and R[s][z] will be different, and although the 
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correct greatest common right divisor could be found there 
would be an added difficulty in calculating the correct 
relatively right prime matrices Tl(s,z) and Vl(s,z). 
This now leaves, after removing the greatest common 
right divisor over lR[s,z] (R[z][s]), the controllable (but 
not necessarily observable) minimal polynomial realization 
P(s,z) = (3.13) 
On the removal of the greatest common right divisor, 
Tl(s,z) is upper triangular. Now if the diagonal elements of 
Tl(s,z) are monic as polynomials over lR(z)[s] then it is 
possible to find the state-space realization 
R(s ,z) = (_ ::~~(:: __ ~ ___ ~~~ ~ __ J t -c ( z ) I D ( s , z ) j (3.14) 
Firstly elementary row operations, using the rows of 
Tl(s,z), are applied to ensure that all the elements in the 
columns of the matrix 
t Tl (s ,z) J -------------Vl(s,z) (3.15 ) 
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have degree in s lower than the degree in s of the 
corresponding diagonal element, that is 
i = l, .... ,j-l 
i = 1, .... ,m 
where 
(3.16) 
is the resulting realization. 
By system equivalence, if there are any T2(s,z)ii which 
are constant then row and column i of Pl(s,z) can be 
deleted. Then all the other T2(S,z)jj, and the corresponding 
T2(S,z)ij and -V2(s,z)ij, can be expanded into co~panion 
form blocks, see Pace and Barnett (1974b). This will result 
in the realization 
(3.17) 
Finally, using the diagonal elements of sI-A(z) as 
pivots, Bl(s,z) can be transformed by equivalence to B(z), 
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giving the state-space realization 
R(s ,z) = (3.18) 
such that 
G(s,z) = C(z) ( sI-A(z) )-1 B(z) + D(s,z), (3.19) 
as required. 
It can be seen that if an observable realization is 
required, then applying the above process on the transpose 
of the transfer function matrix will give a realization 
which when transposed will give the required observable 
realization. 
171 
5.4 Implementation of a two variable realization algorithm 
Section 5.3 covered the development of an algorithm for 
the realization of a two variable transfer function matrix. 
This section is concerned with the implementation of this 
algorithm in a computer program written in Algol 68. 
One of the major components of the algorithm is the 
greatest common right divisor algorithm. As already 
mentioned this is very similar to the Smith form algorithm, 
using Gaussian elimination on the rows only to transform the 
adjoined matrix 
~ T(s,i) ~ -~--------V(s,z) (4.1) 
to the upper triangular form 
r D(s,z) 1 
[---~---J 
(4.2) 
As with the Smith form algorithm, if equivalence over R[S,z] 
is not possible then the transformation will continue over 
R[z][s], which would involve multiplying rows of the matrix 
by polynomials in R[z] to allow the Gaussian elimination to 
be successful. 
However for the greatest common right divisor algorithm 
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'it is the inverse equivalence operations which are of 
importance. If we consider a series of elementary row 
operations on the matrix A(s,z) to transform it into the 
matrix B(s,z) then we have 
where Ri = Ri(s,z) which are unimodu1ar over R[s,z] 
(R[z][s]). Then 
(4.3) 
(4.4) 
which can be considered as a series of column operations, in 
the correct order, initially operating on the identity 
matrix. Therefore at the ith stage of the transformation we 
have 
RiR A(s,z) = A'(s,z) 
or 
and so we must consider the ith inverse operation as a 
column operation on the matrix R. The elementary row 
operations over R[s,z] are: 
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(4.5) 
(4.6) 
1. Interchange rows i and j of A (s , z) • 
2. Add a multiple, p(s,z), of row i to row j of A(s,z). 
3. Multiply row i of A(s,z) by a constant k € R F O. 
If equivalence is over R[z][s] then an extra operation is 
added: 
4. Multiply row i of A(s,z) by a polynomial p(z)~ R[z] ~ 0 
The corresponding inverse column operations over R[s,z] 
m[z][s]) are: 
1. Interchange columns i and j of R (s , z) • 
2. Subtract a multiple, p(s,z), of column j from 
column i of R(s,z). 
3. Divide column i of R(s,z) by a constant k e ~ F O. 
4. Divide column i of R(S,z) by a polynomial 
p(z) e R[z] ~ O. 
To fully implement these inverse operations a numerator 
and denominator matrix representation is needed. The 
denominator matrix is only required if the transformation is 
over R[z][s] which means that the inverse equivalence matrix 
is over R(z)[s]. This representation will make the 
calculation of the least common denominators easier. It is 
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important however to ensure that the corresponding numerator 
and denominator polynomials are relatively prime. This is 
necessary to ensure that no unnecessary factors are added to 
the least common denominator, as this would mean that the 
corresponding column has a common factor after 
renormalization. 
The greatest common right divisor routine can now 
return the adjoined matrix 
t Tl(s,z) 1 ---------Vl(s,z) (4.7) 
where Tl(s,z) and Vl(s,z) are the required relatively right 
prime matrices over R[s,z] (or R[z][s]). It can be noted at 
this point that there is no real loss in having primeness 
over R[z][s] since a state-space realization would favour 
the s variable, and so the realization is over R[z][s]. The 
inability to find the transformation over R[s,z] is related 
to-the problem of zeros, as with the Smith form algorithm. 
In this case the zeros, if any, of the matrix 
t T(s,z) ] ------ -----V(s,z) (4.8) 
are the output-decoupling zeros of the system, the presence 
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of which implies that the system is not observable. 
The implementation of the realization algorithm itself 
now becomes easier with the algorithm being split into the 
various segments outlined in section 5.3, namely: 
1. Finding the least common denominators of the columns of 
the transfer function matrix to give the initial 
realization 
G(s,z) = V(s,z) T-l(s,z) In + W(s,z) (4.9) 
2. The removal of the greatest common right divisor of the 
matrices V(s,z) and T(s,z), leaving the relatively 
right prime matrices Tl(s,z) and Vl(s,z) and the 
minimal polynomial realization 
(4.10) 
3. When possible the expansion of the minimal polynomial 
realization into a minimal state-space realization, 
G(s,z) = C(Z) ( sI-A(z) )-1 B(z) + D(s,z) (4.11) 
The implementation of the third stage, using elementary 
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row and column operations and companion form expansion, 
follows exactly the steps outlined in section 5.3. 
There are a number of general points about the 
implementation which are important. Throughout the algorithm 
it is necessary to find the least common denominator of a 
number of rational functions. This involves large use of the 
greatest common divisor algorithm of Bose (1976). As 
previously shown this algorithm is very costly in terms of 
computing time and stack usage. Therefore it is necessary to 
implement the greatest common divisor algorithm of 
Blankinship (1963) which finds the greatest common divisor 
of one variable polynomials. This can be implemented as a 
default method to the Bose algorithm whenever single 
variable polynomial greatest common divisors are required. 
This has particular significance in the renormalization of 
the equivalence matrix in the greatest common right divisor 
algorithm, as the denominators are polynomials in R[z]. 
Finally it is useful to check that the realization is 
correct, that is the polynomial or state-space realization 
found does correspond to the initial transfer function 
matrix. This obviously involves inverting a two variable 
polynomial matrix. As this is meant as a check, it is felt 
that the best way to evaluate the inverse matrix is to 
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calculate the determinant and the adjoint matrix. 
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5.5 Results 
As already mentioned the algorithm is quite costly in 
time and stack usage. Also with the high overhead of 
checking the realization, testing the algorithm was 
restricted to "smaller" transfer function matrices. 
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Example 5.1 
Consider the transfer function matrix, split into its 
proper and polynomial parts 
['IS' l/(s+z) l/(z+l) ] 1/s2z l/(s-z) s/(s2+z2) 
[m sz : ] s2 z2 
The correct polynomial realization was found 
s2z 0 0 1 0 0 
0 s2-z2 0 0 1 0 
0 0 (s2+z2) (z+l) 0 0 1 
- - - - - - - - -- - - -- - - - -- - - -~ - - -- - .. - - - - - --
-z2 z-s _(s2+z2) I s+z sz 1 I 
I 
s2 z2_ 
-1 - (s+z) -s(z+l) I s 
However it was not possible to find a state-space 
realization. 
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Example 5.2 
Consider the transfer function matrix, which is proper 
l/(s+z) 
o 
3/ (s-z) 
o 
(s+z+1)/(s2+z 2+2) 
l/(s+1) 
s/(sLz 2) 
o 
z/(s2+z2) 
The correct polynomial realization was found, 
I 
s2-z2 0 z2(z-s) I 1 
I 
0 (s+1) (s2+z 2+2) 0 I 0 I 
0 0 (s2+z2) (s-z) :' 0 
0 0 
1 0 
0 1 
----------------------------4--------
Z-s 0 SZ_(S2+z2) 0 0 0 
0 -(s+l) (S+z+l) 0 0 0 0 
-3(s+z) _(S2+Z2+2) z(4z-s) I 0 0 0 
Also it was possible to find the correct state-space 
realization, 
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s -1 0 0 0 0 0 0 0 0 0 
-z2 s 0 0 0 z3 -z2 0 1 0 0 
0 0 s -1 0 0 0 0 0 0 0 
0 0 0 s -1 0 0 0 0 0 0 
0 0 z2+2 z2+2 s+l 0 -1 0 0 1 0 
0 0 0 0 0 s 0 0 0 0 0 
0 0 0 0 0 0 s -1 0 0 0 
0 0 0 0 0 -z3 z2 s-z 0 0 1 
-------- - - - -- - - - - - - - - - - - - - - - - - - - - - - ---
-z2 
I 
z -1 0 0 0 z -1 0 0 0 
0 0 -(z+l) -(z+2) -1 0 0 0 0 0 0 
-3z -3 -(z+2) 0 -1 4z2 -z 0 0 0 0 
The order of the state-space realization is 8. 
Example 5.3 
Consider the transfer function matrix, which. although 
it is not proper is not split into proper and polynomial 
parts, 
l/{s-z) 
z+l 
3/{s+z) 
s+2 
(s+z+1)/{s2+z2+2) 
l/{s+l) 
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The correct polynomial realization was found, 
s2-z2 0 1 0 
0 (s+l) (s2+z2+2) 0 1 
- - - - - - - - - - - - - - - -- - - - - -1- - - -_ - - - - __ 
-(s+z) 0 I 0 s+2 
0 -(s+l) (s+z+l) z+l 0 
3(z-s) _(s2+z 2+2) I .0 0 
Also it was possible to find the correct state-space 
realization, 
s -1 0 0 0 0 0 
-z2 s 0 0 0 1 0 
0 0 s -1 0 0 0 
0 0 0 s -1 0 0 
0 0 z2+2 z2+2 s+l 0 1 
- - - - - - - - - - - - - - - - - - - - - - - -f - - - - - - - __ 
-z -1 0 0 0 I 0 s+2 
. 
0 0 -( z+l) -(z+2) -1 I z+l 0 
3z -3 _(z2+2) 0 -1 0 0 
The order of the state-space realization is 5. 
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The algorithm. successfully finds the polynomial and, 
when possible, the state-space realizations. An added result 
is that the algorithm will successfully split a transfer 
function matrix into its proper and polynomial parts, as 
shown by example 5.3. 
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CHAPTER 6 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK . 
The thesis has extensively investigated the algebraic 
extensions to the ring R[s,z] particularly for the 2x2 two 
variable polynomial matrix. A number of different approaches 
have been given to try to resolve the problem of equivalence 
of a general two variable polynomial matrix with its Smith 
form over R[s,z]. These approaches have been a direct 
analysis of the equivalence transformation such that, if 
possible, a constructive method for attaining the 
equivalence may be obtained. However this direct approach 
was not totally successful. A solution to this problem may 
be found by a deep investigation into abstract algebra and 
the theory of rings and domains. This may supply necessary 
and sufficient conditions for the equivalence over R[s,z] to 
exist. 
As it was not possible to find the required 
equivalence conditions for a general polynomial matrix over 
R[s,z], more specialized matrices were considered. Firstly 
the extension of the result of Lee and Zak (1981) found that 
the concepts of a cyclic matrix and a non-derogatory matrix 
over R[s,z] are not equivalent. This is a fundamental 
difference, and again the actual reasons for the difference 
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between the two concepts over R[s,z] may be found in the 
theory of abstract algebra. However the result of Lee and 
Zak does not provide a better constructive method than the 
one developed, as it is as difficult to find a cyclic 
vector. 
The second specialization was to consider the Roesser 
matrix. The approach was to directly consider the 
equivalence transformation, and to use mathematical 
induction to extend the result for a 3x3 Roesser matrix to 
the general (n+p+m) x (n+p+l) Roesser matrix. Unfortunately 
it was not possible to continue the direct algebraic 
approach in the last stages of the induction without making 
a special condition on the Smith form of the Roesser matrix. 
The results show that this specialization is not too strict. 
The problems encountered in the algebraic 
investigations were highlighted in the algorithmic 
development. The algorithms were designed to overcome the 
problems of the algebraic extensions. The matrices chosen 
proved a good test of the algorithms accuracy and 
reliability. Checks within the algorithms proved that the 
equivalence matrices found, correctly transformed the 
initial matrix into the particular Smith form. 
The Smith-McMillan form and realization algorithms were 
also shown to be accurate by using checks within the 
algorithms. 
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There is however the problem of running time for the 
algorithms. An immediate problem is that the number of 
multiplications to mUltiply two polynomials over a[s,z] is 
the square of the multiplications to multiply two 
polynomials over. R[s]. Also it is necessary to use 
algorithms such as that of Bose (1976) for calculating the 
greatest common divisor of two multivariable polynomials. 
This is far more time consuming than the method of 
Blankinship (1963). Added to this is the problem of not 
being able to achieve the equivalence immediately. 
There could be no real improvement to the algorithms in 
this respect without major changes in the strategy of all 
the algorithms, unless a new constructive method could be 
found by resolving the algebraic problems. 
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D [ 6 ] = 0 G 'oH- I), ({ n C 5] < D r. f A !I.I) , RA 1) ; 0 R , (D C , 1 < D R 'A t-l D ,., NOT' RAT: 
'F 11 
'F.NO': 
D~ .. Ot~1:DA"CRATIDC5]ln[1]i'II"'I 
Ft~STLV SEA~CHES COLUH~ R FOR TH~ FIRST NON~zERO eLEMENT 
THEN C(JljTI!~UES FROll TIi"Re TO SE.\:iCfi FOR THE Nn~I~ZERO ELE~ENT 
OF LEAST ClOG RE!: 4T :lOSITlO" (1I ,Rl 
tF 'tHERE ARE Nrl "lO!4-ZE~o i!LEIlEI:TS 'iHE sOo't: ZERO WILL REMAIN TRUE 
t j F' Il ilR 
iTHEU' . 
. [1 :in i pO LV' A"I( Cl I; ] :!( r1 Y; l .. ~ I R • 1 Ire [R :,+. j 
[':Ml,poLv~a .. PRE~~ltll;'RENC;II1~PRE"r,~1:PRENt'Rl.B~. 
n+PREP[,l!]:P~EDC=IIl .. p~~~t,R]~PREOr;R]~nf 
CHANGe"'TIlUE' 
i ~'1 ' 
i~' INTERCH.~GES ~OYS I!,~ 'C.' ieND': . 
i PRO r. , !l ET = ( [ • l ,p 0 l. v t I() 'P 0 I. V' : 
I 1: ' 
FINDS THE DeTER4I~~~T D~ A POLV~~fl!Al. MATRix ~y EXPANSION ALONG THE 
FIR~T ROW AND PECURSION FOR LO~ER URDER DE~ERHLNANTS 
i r., 
iReGIrn . 
i i N T , N .. ilJ P B , !< , 
ipol.Y' nT::!I~: 
iCLEARiDTRM: 
iRE,u'UG/{+, :n: 
!iF' ~l>2 
irH EN' 
iFOIPI'TO'f.I'OO' 
. '!!eGpl' 
(11"-1 ';1 pJ-1]' POI.V'SL: 
'IF' 1=1 
'THEN' 
'F.LSF' 
"HEN' 
'''LSE' 
, F I ' : 
I:N 
S L +.K t 7. : r; • 2 : N , 
~ L"KC ~: I;; 1 ill-l1 
s U ;, : I -1 j .. Kt 2 Pl; 1 1 I -1 ] i 
S l. r ; I :!; -1 j .. Kr 2 H~; 1 ... 1 1Nl 
( , ,.0 T , £ :< t 1 • I ] I :) T 1\ I; t i' loll S ' CL: [1 ,Ii 1 * 0 F. T ( SL) * S I G N) ; : 
·iELSF' 
iTHEt<' 
iF.LSF' 
's:I': 
:CDTIW 
!END': 
SIGH+-S!GN ~. 
'F.I,D' 
r; = 1 
;)TRI-IH[1,n 
~ T R 1,1 + k: C1 , 1 1";: 0 I :: 1 - ~ C 1 , 2] .. K r. :2. 1 1 
i PR J C ' It,!H: R = ( I H 1=' [ I J , cOL v ' i') :' 
i i: I 
FINDS THE INWEp,SQUIAE OF A MAT~IX 
i C I
'SF.GU,I 
i"IT'r.;+'Ul-'a!K, 
[i:N-2;1IH-2]ICOLV'I~~+K(2:~~1:1tl:-1]i 
K"l!W 
lEND': 
ipR~C'SUB~ES=(IREF'tlltPCLvt~;'COLV'A;S)r 
i i: ' 
i c' 
FINDS THE ~UBRESULTANT OF THE et GRADIENT MATRIX USED IN FI~DING THE 
GREATEST cnMHO~ OlvrSO~ 
iFiEGIN i .' 
'DE~'DA;;)S:DS:(DA,A);;)F,~5;R): 
iiNTIN+'UPBIK,N~.(DAt11+0nr1]_~)"t2) 
[i,'I,1,I·i] IPCL\IJSBRS+K: . 
, pO l:V t,!; i 
p 1:0 F' S + t·' : 1 ; 0 : 0] IRE A L ' I 
,pl~~ls,r;Ol.(~.O,1;O): 
jiFt (n8t1].U~»' 
'THEN' 
i ~ t' : 
K;'S BRS 
'EN 1) , : 
S~RStD~[1]-NNI~1~Ai, , ( ( o-U 1 ] - N ~) > 1 I ' • Q rt , I ' F R 0/11 D':l [ n - N fi -1 t !l V '-1 'T 0 I 1 ' I) 0 I, 
S~QStl;~].S*SDRStI+1,N]) , 
SS!;S [ilS [1] -N'l+' , Nha: ' ( 'I) At 1 ] - ~HD >, I ' s: Cl<' I 'F R Ol·p i:,. 01\ t 11 + N N + 2' TO , I! I 00 i; 
SB~stI,N]~s*snRstl·1,Nl) . 
jPROC'V;'R=('RH' 'POLY'A) I 
; C , 
. CHANGES THE VARIAB~eS n~ A POLYNOMIAL ARbuND S Ta z & Z TO S 
, Cl 
ial:GHd 
iriEG'oieF(O;A) : 
;POLV'I'!: 
I' ;:0 s: , B ~ [ t) I'D [ 21 , 0 : " t 1 1 ] , R E,\ L I ; 
i~O~'LI~ROM'O'TO'nt1l'nOI 
( P 'I) F ' 9) t; L J'. ( I' ' 0 ~ , A) r L, j : 
IPROC'VARCH=( 'RE:PC,] 'POLv'lI:l: 
I C ' 
CHAflGES Tf<e: VAI?IABLES (I~ ,\ pCt,VI;CH1I4L IUnlrx 
, e ' 
iREGtr: i 
jtNT'~+1'U~R'K;N+2'U'a'K; 
I ~O R , I 'T 0 , I'. , ~ I') , 
'HiPJ'Tr"N'tO' 
VARCK[I.Jll 
iPROC'GC01=('PO~Y'A~'~1)'pnLV': ie' . 
FI~~s THE GRE~TEST cOHI·~~·~IVISOR n~ TWO 
V4RtASLE USING SLA~(I~5~IPS ALGnRITH~ 
ie' I 
I R EG Hit 
ipOLY'A+A1,e+~1,Q: 
'DECi'OA;CHI: 
j !.IH tL E' , :; 0 T ' ~ A 'A Ni)' , i1 0 T ' £ e. • 1) I) ,. 
'1;6GIN' 
D~(CA.Al;OFcn8;;): 
r.+( !),H 1] <DS [11 I a I A I AI S) 
, Hi i)l ;. 
CU!SIA, 
iF-NIlI: 
iPROC'GCO=C'POLY'A1,a1)'POLVli 
I c·, 
i 1: ' 
FlkDS T~e GREATEST eON~nN nIV1S0~ OF TuO POLYNOMIALS USING THE 
SVLVESTER ~ATRtX O~ B1G~A~tENT 
iliEGrt.i 
ipOLV'A+A1.B+~1: 
iDEG'OA;on,D~.t:DF(D~,A):D~(OG:nlt . 
itNT'OI~.(OAt1l.DAC21.Dat11.D~r2]=OIO 
1:~AC2l.0Sr2]=Q'A'1~IDA[1]~oeC1l>OI1 
. !1~A[1l+Cl[1]·C'A~DIOAC2~;~e[2l>OI~12): 
iROOL'CH+'FALSE': . 
(Dt~·3IV.RCA)IVAR(a';OF(DA.AliDF(OB,S):CH~ITRtIE'rDtM=1): 
jpOLV'~ACTOR,eoNT~NT,CHECK;COWTA,CONTB.DUMKYi 
i~~I£Aj~RI£e . . 
'THEI:' 
'e l G~e~TEST CO~HON C!UISOR IS ZERO ie' 
'C(EARIFACTOR 
iF.LSe, 
ItF'· oI!-=, 
I TH E~P 
[1104[1]+03[1l IFLEX';1:·DA[']+oaC1lIFLEX'.]'~OLV'RIGRADi 
'cLF.A"'nIGRAo: 
, e I 
qe~'O\le CONTE'-'T OF A ~ 1; Af.JD ~I'ID GCD(COf.lTCA) ;CONTCtJ)) 
, Cl·
'80nL'ZE~CA+'T~~F.',ZeRon+'TRUElil 
'rC~'I'FRCM'O'T0'DAt11'oo' 
'3F.GIt-;· 
PICF'C~EC~.rO:n;a:OA~2]1'RF.4Lti 
(~'OF'CHECK)ca:].(plnF'A)Ct;li~HECK+~CHECKf 
( I'; OT' £CH Ec I( I : "eR!):' I C01:TA+CH E CK: Z EI<OA~' FA Ls E f 
'F-',:!)': 
, C ' 
Fl~OS CG~TE!.T C~ ~ =CDNTA 
'e' 
'FO~ rI '~I!C~'()'T'''Dr·r1J 'tlO' 
'aEGI~' 
P , fI ~ ! C fi c: CI: .. r I) : (;"; n : ~ 8 r 2 J 1 I q E A L I i 
CD'OF'CHEC~)tC;l"CP'nFIB,rl;ljc~ECK .. XCHfCK: 
C'rOT'£CHtc~1 :zERO~ICOf:Ts"CH~e(:zeROn"'FALsE' 
IcONTn"GCO(CONTu.CHeCK" 
'F.~D': 
, C ' 
FINo~ Cn~TE~T OF & =CONTB 
, C ' 
A .. A/CONTA;DFCCA;A); 
s .. a/CONT8;OFt Oa,8); " 
CD~Te~T .. GC~(CO~TAICONT5)r 
, c. ' 
s~TS UP THE, ~rGRA!)IENT MATRIX 
, C I 
'FCI:lII ITCI'Oar11 '!;!ot. 
'FOP'J'FRCv'O'TO'DAC1"DOI 
( P , 0 F , 1) U~:I V .. r Ci I 0; ,j i [) A r 233 ' REA L ' ; 
'FO~'L'FRoM'G'TCTOA[2]'OOi 
c p I OF' DurlMVS [0, L h C p i 0 F I A) [ D A [1l-J , L 1 , 
BIGRAn"[1, r+Jl .. xDum,V):'. 
'FO~'I!TC'OA[11'oo' 
'FQR'J'FROI'i'oiTO'Osrll'DOI 
. (p' 0 F ' 0 u r,: 11 V .. [ G I C i :ho B t 211 iRE AL , I 
'FOR'L'F~OM'OjTO'~a[21'[)oi 
. CP'CF'OU~MyS[O.Ll .. (piOF'B)[Dar1]~J,Llr 
BIGR"DrO&[1]+I.J~I+DA[11+~1+~DUMMV)' 
'1 FI £Dr:T (aIGRAo) ,". 
''THEN' 
'BEGIN' 
, C ' \ , 
REDUCES THE SIGRA~IENT TO FIND THE sua·~EsuLTANT 
A~O sO THE GREATEST c~MMO~ DIVISOR 
, C ' ' 
'B~CLI~U~"'TRUEtiEQUAC~tFACSE'i 
'WIlILE'~Lo~I'OO' 
'sEGpJl 
'I)CLv' OHM J 
rrFf 'UP~'BIGR~oa2 
'THe,..' 
IIUN ... ' FALS!:T j,DTIH1.0ET(BIGPAO) I 
(iOTRMIEQUA(.'TRUEli -
'rLSE' '. . 
'Ft I 
tNN~~(BIG~AO):DTRM.nET(RIGRAD); 
('NOT' £bTR(4, RU"N.,,'rA'LSE i) 
'eNO" 
SU~PES(aIGRAD'A;B'i 
FACTC~ .. oETcaIGRA~)i 
{EQUAL'~ACT~~"A': 
'Cl R~~Cv~coNTE~T o~ FACTOR 
DF(OFAC;FACTO~5:ZEROA"'TRUE'; 
'FO'" I' ~"o!",c 'TO'OqCrn' 00' 
, R F. G Ir, , 
p , of , C H c C i( • r 0 :'0 , 0 : 0 F A C [2ll ' REAL' ; ( p I(J F ~ CH ECK) to. l .. ( p , 0 F ,'F ACT 0 R, er, ] : 
CI{FCi( .. "Cf<eCK: 
(INDTI£C~ECKliZE~OAfCGNTA.ClfECKIZE~OA.'FALSE1 
ICONTA.GCO(cONTA,C~ECK» 
'F."lC1i 
FACTOR.F'CT~~/cO~TA 
'Et.lD' 
'ELSE' 
'n' 
'etSE' 
'C' cD~i'nN ~ACT~R I~ UNITY 'C' 
(p 1 0F'r:.4CTtlR)[O'Oh1.0 
FACTO~.(CI~=OIAIGCD1(A,n» 
'Fl';-- . 
(nr~=2fF.cTO~'Tt~ESICO~TENT)~ 
(CkIVA~(~ACTC"'): 
DF'CFAC,FACTC~) : 
FACTDRITIMES'C1.0/CP'OF1FACTO~)r~FAC[31;DFAC[~ll) 
'FIt: 
%FACTOR 
'END': 
jpqOC'lCMC=(t,]tP~LY'K"IwT'~~'POLv'l­
ii: I 
, 
FINDS THE LEAST COMMO~HULTI~LE GF A COLU~N R OF A MATRIX K 
i c t
iBeGII> , 
i J N T If· ., 'u P & ' I( .- N .. ;1' UP!; , K : 
'POlY'lCr-:;A; 
laOOL'STRT.'FALse': 
ir:OR'lITC'I"OO' 
'9E;GI~' 
'tF'SHT 
'T"Er. , 
'I.' 'NCT'£K[I,~' 
'THeN' 
A"LC!':*K.rI i ~, : 
LCM.AfGcO(LCM,~tI,~]): 
C'NDT'eAIPRS("~R~OR I~ CALULATING THE LCM",) 
'F II 
'ELSE' _ 
I r: r 1-
LCM 
iEND': 
('NCT'£K[i,Al1Lc~"KrI;R]:STRT .. ITPUEi) 
APPENDIX B 
PROGRAM LISTINGS 
THE SMITH FORM ALGORITHM OVER R[s,z] OR R[z][s] 
i~R~~IMor:JC=(I~~~'r,J'~rLY'K,POST;'r~T'~) : 
i C I 
IlTI/IDES TilE PPIOTAl CC"LlIf'!!; TO !~A"E THE PIVr,T IlflUre OVER R[S,Zl 
or; R[ZHS] 
, c ' 
ieEGfl,1 
, I Po T 'I, +' If! P I> I \' '; r~ .... 0(1 P B ' I: : 
iI:EAl'crr;~TI 
iB~~LI~~~""~UE': 
iDEG'~: 
DF(O'Krr ... ~]j : 
co~ST"'~AT'(~'OFI~[R'R'l[D['!,D[5']'CP'nF'KtR;~J)EDt3],Dt4]ll~ 
'FOi:i'JiT~'I,'~OI 
~cSTrI,~l'TIrES'('.C/COI:sT):­
'FOR'IIF~rH'~ITn!~'~D' 
I{ r J , .. 1 ' T H! E S , ( , • n / er; I; S T) 
OIVIDES COLUHN R To H~K~ PtVOT MnOIC 
i r. I 
i ~'" ~, : 
• 
i~p~~'L5T~~G=('~E~I[']lrrLV'K;PRE;POST:'IhT'R;'REF"~OOL'ZE~O,CHANGE): 
, r. I 
FJI.cS THE tlOI.V·lNlIAL CF LEAST DEGR!;E AllD "oIlES IT TO POSITION (R;~) 
i C ' ' 
iREGlh I 
; II~ T 'r .. , ,,; P;; , K ;~ ... , ' u r r; I K, ! ! .. r; ~- J J .. ~ • D 1 • 11 Ci , "R : 
'OEI"~: 
ZFRO.'TRUE':CHANG~~'FALSE': 
jFO~'I'FRO~'~'TO'M'DO' 
, C , 
'FO~'J'F~OM'~'TD'~'~O' 
'liEGII\i, 
'PC.LY'A+UI,Jl: 
bF CD'; A) : 
'IF' '''OT'£.\ 
'THFF' ZERO 
'E~H ' 
'THEN' 
'ELS F, 
'THEN' 
'ELS F' 
'TtlE'" 
'fLSF' 
'THEN' 
, FI , 
'EKDIl 
D1~D[11IDG+(RATIDCS1IO[3l.Dt41): 
Ir+liJj.J:z~~O·'FALSE' 
F.AT'Ar;'PO[1]<D1 .-
D1+Dr1l:DG.OtSl:II+riJJ+J 
RAT'ANO'ct"=~1'AU~'D[Sl<DG 
~G+D[5S:II.I/JJ+J 
'NOT'RAT 'AI.D' Or31.n[4l<DG 
OG+rC3].O[41rD1+0C1liII+I:JJ.J 
'1~OT' RAT ',1,1< D' D [33 .. 0 [4].DG 'MiD I 0 [1] <D1 
:) 1 +r, [1] : n + r I J J 40J 
FIRSTLY SE~PCHES THE SI'I'I-r:ATRIX Fait THE FIRST I~ON .. zeRO ELEMENT 
THeN CO~TI~UES FPOH TH~~E TO SEAneH FOR TH~ ~nNpZERO ELEMENT 
OF LEAST DEGREE AT pOSITlnb CII,JJ) 
IF THERe .A~E ~~ NON-ZERD ELEHE~TS THE BOO~ ZERO WILL REMAIN TPUE 
i C I
iIF'III/R 
iTHH" 
. r1INl'PCLv'A+Krlt;l:KrII;]+KCR,ljK[R~1+AI 
t1IP]'PCLV'B+~RE[II,]:P~EtII;]+PReCR,1;PRe[R,l+Bi 
CHAI;GE+ITPUE' 
in'; . 
'c' IIJTERCHANGES ROloiS "fl,P. . 'C' IIF'JJ*~ .. . 
iTHE~' ". '. 
c ~ : r~ J I PO LV' A +jC [ , J J J ; I( r , J J 1 +;: C , It r he [ , R] 40A i . 
[11~1'~CLV'E+POSTr,JJ"~OSTC;JJl~POSTt,R"POST[,RJ·a: 
i ~·t ' 
j C ' 
CHA~:GE'" TRUE ,. 
INTERCHAHGES COLUHw~ JJ,R -
~~D HAS MOVED ELEME~T OF LeAST DEGReE TO POSITION (R,R) 
i r. ' 
ir:NDI: 
~~R~C'GAUSS=('REF'[,J'PDLY'K,PRE,~OST"INT'R' ; 
, C ' . 
CARRIES OUT O~e FULL STeP OF GAUSS!AN ~LIM~NATION 
i i: , 
.. iRE:iIl, , 
ipOLV'PIV+~[R,Rl,Q: 
i I N T' L +1 'li P F; , I:: ~ rh.t: ' [I P ~ , K, r, J : 
i~OOL'r.HANGE,~eGEN.'F~L&E';NQREH"'TRUEI,RUN+iTRUE'~ZER0; 
'DEG'D: ' 
I .R : J +R .... I 
C J > 101 ! I +~.1 : J + ~) ; 
CJ=Q'AUD'I>MI~~~+'FALSE'): 
. i t~ HI L E ,~u f; , DO , 
'!lEGIN' 
( J > 1i I I +~.1 : J • p.1 ; 
'IF' 'NOT'£K[I";J] 
'THE!,' 
, IF' D t G F. ~, 
'TH'" , 
'~OLY'P7; 
[lFCC,;I'III) , 
P'~F'PZ.tC.:~,O:Dr5]1'RF.AL': 
'FCk'JJ'F~o~'~'TO'~r51'DO' . 
(p'GF'pZ)ra;JJ]~(I"OF,pIvj[D[1],JJ]' 
'I~'I=R 
'TI1Ek! 
• 1= 0 n , I 1 'T Cl ' ;l , DO' 
pnS'rII,J1ITIM~S'PZ: 
'I=nR'II'F~O"'R'r01M'OO' 
, r. , 
'ELS!:' . 
KrI t~'Jl 'TInEs' PZ 
MULTIPLIES COLUHN J BY PZ 
! coP , J J 'T Cl ' :., , I) 0 ' 
1'~F.rI';JJ] 'TtflES Ip·Z: 
I·FnK'JJ'~ROMI~·TO'N'OO' 
, C.' 
KU ,'JJJ 'TI;lEs'PZ 
~ULTtPLIES ROW I BV PZ 
, Ft' 
'F PI 
Q .. t:rr,J)/PIV: 
. , IF' "'HIT' £Q 
'THEro' 
'IF'I-R 
'_THEli! . 
. 'FOR1rI'To'NIDO' . 
poS':'[II,Jl ,IUNUS,.(Q*poSTtIl,R]) 1 
'FOR'IT'FROH'R+1 TTO'Mi,DO'· 
. KnI ;'J1 tr:II;US' CQ*K[U;Rl) 
IC', ~U6TRACTS.Q TI~es COLU~U R FROM COLUMN J 'e 
'ELSe' 
'FOR'J,,'TOIH'Dn. 
i'R E r I ; J J 1 If! t H US' C Q ~ P R E t R , J J 1 ) : 
! FOR! J J • FROIl! R.1 ITO' I~ j DO' . 
KrI,JJli~:IllUS'CQ*K[R;JJ]) 
!CI ~UBTRACTS Q TIMES ROW R FROK ROW 1 'Ci 
'F!': . . ' 
L~'DEGCK,PRF,PDST,R,zERO,CHANGF.': ' 
CCHA'IGefI·R:J.R+1,PIV4!K[R,Rl'NOREM.,TRuE' 
1('hOT'~K[t;Jll~OREM.'~ALSE")1 
(I=PIJ'PLUS',ll'PLUS'.'5, 
'ELSF.' NO~EH.'FALS~':('l.RrJIPLUS'1(rlpLUsi1) 
, F 1. ' 
'ELSE' 
, ,(1 - R ,J I,P LU S '1 I 11 p \. U!i '1).. , 
"l=tlJ 
, 
(I=R'A~O'J>NIJ·R)r+q+1): 
(J=R'AN~'I>MI:NOREMIRU~+IFALSEI 
II·R:j.R+1:NOREH+'TRU~': 
''''1DI: 
MOIJI C ( K ; P c: S T , I: ) 
IENO': 
OEGEli·'TRUEfIRAT.'T~IJe') 
, PRO C , ~ Ace It Eel: = ( , R F. F , r , 1 , ~ 0 I. V • K , ~ Co S ,. , I III '. 'R, , f< E F , , eO 0 L ' FA C TOR) 1 
, C , 
CHECKS lJfo!ETHER THa pIVOT Is ~ ,ACTOR OF THE ReFAUilNG sua-MATRIX 
'c I 
iRft.I":1 
i I '1" I : i.1 11; P F' , .~ • 11 .. 2 I lJ P El I K , J .1 ; 
FACTl'!k.'TRlIl'I: 
IPOLY'FAC~K[R,RJ: 
IFo~'IlrRDM'R.1'Trlp'WHILE'FAcTOR'D~' 
, FOR' J , FP 1)1' , P .. , 'T 0 I rl. ,Hi I LE I F.\ C ':' 0 P, I D I) I. 
I 1:lE r. II' ' 
'P·CLV'A .. KCI;Jl: 
'IF! 'Nr.T'£A 
'ill!:IJ ' 
, FP 
I 11 c It lIi' 
'P(ILV' n ... A, FAC; 
'IP IfwTl:A 
'TMEN' ~AC'DR .. IFALSE':JJ .. J 
'F l' 
, Er! b I 
'ENI'II jlF' INOT'FACTDR 
i THEI~' 
'FORqITClIH'!'IO I KCI,~l'PLUS'KC%.JJl:· 
pCSTrl'Rl'FLUS'POST[I,J~] , FeR I I ' T r. I r; I no J 
'F l' 
ic. IF REMAINPER#O AnD COL JJ TO COL R 'Cl 
'END': 
i~ROC'S~ITHForN=CIPEFI[,]IPOLV'K.PR~,POSTil 
iREGINI . 
! J N T If :.1 11) P 9 I ~ ·:~: .. 2 , UP!lI K, 0 R D .. '( 11> 11 1"11 H)I . 
IROOL'FACTO~'~ESTRT"'TRUE·,CHANGE;ZERO: 
RST; I·FOR'R'TD'0RD'DO' 
'BEGUlI 
FACTOR'" FAL.SE'1 
IUHILE'I~OT'FACTOR'Do' 
'~er.IN' . 
L.ST~EG(~;PRE.prST,~~ZE~O,CRAN~ESI 
CZEROIIGClTO'lCIT) I 
GAUSS(K,PRE,~OST;R)i 
(RI\T'AND'RESTflT,QESTRT"l FALSE': iGCTO'RST)' 
. FACCHECK(~,pnST,R'(ACTOR) 
'E"ll' 
'EN D q 
, 
XIT: (RATIPRC("~",37);pRS("FULL POLynOMIAL EQUIVALeNCe NOT FOUND"), 
PRCC"=",37);NL.(3» 
iEND': 
iPR~C'DET=(C,"POlV'K)'P~LV'I' 
, r. , 
I 
'I 
. 
i c , 
~rNDS THE DETE~MrNANT n~ • POLVNOMIAL MAT~ix av EXPANSION ALONG ~HE 
;:XRST ROU Ai~O r.ecURSIOt, FeR LOI!e~ ORDER rlETERr·1INMTS 
irHGIN i 
i J IJ T , I~ .11) P!! ' K : 
ipOLvIDT~rH 
plnF'DT~~ .. [O:~,j:OJ'QEAll: 
(PIO~'DTRt,)[O,OJ+~.o: 
iRF."LiS!GI; .. 1.~: 
iH' ">2 
I
hHEf
: '. 
, I Fer; , 1 I TO'''' DO' 
11;1:1;1,,1 
C 1 : I ... ~ i' : ~1-1 ! ' I) 0 I.'r ' S L : 
It~" 1=' 
'T:tEN' ~L+~[2i~,2:~~ 
'ELS~' 1.~,! 
S\.+;:[2:1:.1 :",-1~ 'THE~" 
, I;LS::' Sl.C;1 :I .. 1~+~t2nJ';'1II"": 
5\"[;1 :r~ .. , hd 2 11:';'I+1,N] 
, ~ I ' : 
,( , .. 0 T ' £ K C 1 , r-J I !'l T 11 r: ' P L IJ S , (K 1: 1 , Il * D F T ( SI.. ) * S I G N) ) : 
'ELSF' 
iTHEt-i' 
'ELSE' 
iF I ' : 
ll)T~r 
iEN~':' 
S I (;;~ +,. S I G il 
'ErIC)! 
fJ:r: 1 
DTRI-I+K[1,11 
~TR~+K[1,'J*~r2,Zl-KC1,2J.K[2,,~ 
i pR" C ' J I> r; E R = C ' Il B , [. 1 ' pO Lv ' K) i' 
i c , 
FI~DS THE INNER SQUARE of A MATRIX 
i c ' 
iI~EGIN I 
il~T'I;+IUtB'IC, 
[1 I ~ .. ::; 11 f~ .. 2l , pO LV , Hlll+K [2 IN .. 1 ; 2 I r; -11 i 
K .. INf{ 
iElltJ' : 
i PR:l C ' SUB It E S = C ' RE F ' t d ' PO \.. V I K; ';i 0 LVI A; 8) I' 
te' 
'. FthDS THE SUBIlESUlTANT OF THE .BIGRADIENT H~TRIX USED IN FINDING THE 
GREATEST CCMM:lN DIvISDR 
ii: I 
hEliIN' 
.DEGIDA~Oa:OF(DA,A):OF(oa;R): 
irNT'I;+'UPBIK,NN+(nAt1]+DRt1]-Nl I /'2' 
[1111,1,N] IPOlVISBRS+K: ' 
ipOLVIsi 
piOFlS+[OI' ,0:01 'REAlI: 
(p i :lF I S)[;0]+(0,O,1.0): 
jlF' (DSC.ll"r·HI»O 
iTHEI-II 
SB~StO~[1]-NN'N'+A: ' 
, " 
( ( [) e [ 1 J - f.l!l) > 1 I I 1= 0 1\ ' r I 1= R 0 r: I 1) B r f ~;. N N -1 I BY ' .. 1 ' TO 11 ' 00 i, 
SBRSt1]Nl+S*S~RSrI+1,Nl)' 
; H': 
il~I (OA[11~N~'>O 
iTHer.: I . 
i .1 ' ; 
K4.SBl<S 
ier-;o': 
SBRS[O~r1]-N~+1,N]+a: 
( C [) A t11 - Il!l) > 1 I I • eR' r ' ~ R 0 It, , r~ -I) A t 1 , + rl 1-1+ 2 i T C q, 1 00 '. 
'SB~S(r,N]+s*SGRSrI-1,~l) 
iI)R'C'VAR=< HiE.' IDOLV'A): 
i e I 
. CHA!lGES THE '/ARIASLES lj~ A ~c!.·(I,r;r··%Al; AP.:JUt'D 
, r. I 
iBEGY", 
jDE~'DiDF(D,A): 
,pcLVlai' 
p'aF'B~[OID[Zl;O:·~r1]J'~E~L': 
, F 0 ~ , L , F" OM' C ' TO J D [1 ] , rl C I 
(P'CF'&)t;L]~(P'OF'A)[L,1: 
'PR~CtVARCH=('REF'[,l'pOLV'K): 
I C ' 
. CHANGES THE VARIABLES OF A PCLV~O~rAL MATRix 
, c , 
'REGI",' 
jl~TtK."Upe'K:~~2'UPBIK: 
i~Oq'l;,.O'''''DC' 
I J: 0 Il I J' T C ' tJ , DO' 
VA1<CK[I,J]) , 
iPR~C'GCD1=('PCLY'A"B1)'~OLVjf 
i c , ,., 
S TO Z & Z TO S 
FINDS THE GREATEST COMMON DIVISOR OF TWO 
VARIA6(e USING BLAN(l~SHIPS ALGC~ITH~ POLYNOMIALS IN ONe 
, i: , 
iBEGtli' 
ipOLV'hA1,S+31,Q: " 
'OEGfllA;CD: 
iUHILEI !f~OT'£A 'AND' tfJOT"£9 ,'DC'·' 
'BEGIN' 
Dr:(DA,'A) :OF(DB,S): 
Q~([)A[1]<DBc11rS/A!A/e) 
'END" (£AI[;IA) 
iEND':' 
, PRO C I G CD = (I PO l. Y I A 1 i S 1 ) 'I' r. L Y , I' 
i c , . 
FINDS T~e G~EATEST co~~nN DIV1SOR ·Or: TwO POLYNOMIALS USING THE 
SYLVESTER VAT~IX OR 6IG~ADIENT 
i c ' 
iREGINi ' . 
ipOLVIA.A1,e~~': . 
jDEG'DA;Ce,OFAC;DFCDA,A);D~(OB;S)1 • 
'lNT'CIH~(O.[".DA[21.06[1]+DBt2J~OIO 
I:D~[2l.0a[2JaO'A~D'PAr'].09['l~Oli 
I~CA[1J+oa[1JaD'A"D'PAC2]iDa[21>OI312)i 
'ROGL'CH·'FALse'; . 
( I) I ,,= 3 I V All ( A) ; V A R ( R) ; C ~ C D A. A) :'0 F ( 0 e , B l : C H ~ I T R tI E': 0 I M = 1 ) ; 
, :> I'J LV' r:A C TO;; i C G H TEN T , CH E Cl(, CO 1\ TA , CO fi T:1 '; [\ U~II~Y i 
i H '£A'eIPEa 
'THe~: , 
ICI GPEATEST CC~MC~ DIvIS~R %S ZERO iCI 
'C(EAI\IFACTOR 
i HS£' 
'In DP'.:2 
'TH E r; , 
, 
[1:~A[1J.CB[1]'F~EX';':~A[fl.DB[111~LEX'1'POLV'BlGRADj 
'CLEAR'r.lGi\~~1 
, C , , 
~~~~VE'CD~TE~T CF AGe AN~ Fl~D GCD(CnHT(A);CONT(B» 
, C ' 
, Po (\ (' L ' Z r RCA .. IT ~ I ,!; , , 7. F. R cr: .. ' T RUE' i 
'FD~'I'FRCM'O'TC'CAt1J'tO' 
I BF.G;PJI 
p'DF\CHFCK.rc:n;n:~A~2JJ'REALli 
(P'OF'CHECK'tC~J"(P'~F'A)[I;lieHEC~ .. %CHECK: C'WC~'£CrlEC~I:ZERrAICONTA"CHeC~IZEROA~IFALSEl 
'. I~DUTA"GCD(tONTA.CHECK') 
'E,:o,l: 
, Cl' 
FIN~s Co~TENT DF A =C~UTA 
, C' ; , 
'FC~'I'~RCM'D'TO'OS[11'DO' 
'BEGIN' -P'OFIC~~CK .. rOI6;o:~~[211'REALli 
(p'Ofle~EC~)tO~l~(P'OFle)tl;ljeHECK .. %CHECK:' 
C'NCT'£CriEcrllzEROBICO~TB"CHECK:ZEFOB"'FALsE' 
'. ICONTS .. GCD(COUTe,CHetK» 
I n I 
,~t--~,: 
SUP,RES(~I~~AP'A;~); 
FACTDR.~ET(pIGkA~); 
(EaUAL1~ACT~R~A): 
'C' '''PFI'CIIF CO/lTr.~·T O~ FACTOI\ .IC' 
~F(CFAC.FACTD~):~rrn~~'TRUE': 
, F n I(! I I n Cl' , 0 ' T Cl ' Cl r It r. r 1l ' I) 0 , 
Ir'EGlr. 1 
PID~Ir.~ECK·r~:D,C,·DFACr2]"RrAL'J 
(PIDFlc~[cK)tn,,+(pIOF'FACTaR)[I,]: 
C~FCK.~CHECK: . 
('~OTlrCVECKliZEROA(CONTA~CHECk;ZE~OA~'FALSE' 
ICONTA~GCD(CONTA,CHECK» 
i F I ' : 
'F.Ne': 
FACTOR.FACTDR/COUTA 
'EHD' 
, E lS E ' 
, F l' 
'F.LSE' 
. le l . cN'I·:Or. FAC':'t'lF. IS UraTY 'C' 
(P'OF'FAC~OR)[O~Ol.1.0 
FI\CTtJl'.CPIM=o 'A I r.CP1 rA,Il») 
',F t , i 
(DIV=2IFLCTO~'TIVfS'CDNTENT)~' 
(CHIVARCFACTt'lF'): 
~Ft~~Ac,rACTo~); . 
FACTCR'TI~ESI(1.D/(PlnFIFACTn~)rDFAC[3l,nFACL4Jl) 
UACT(JQ 
. ,. 
IF.Nb J 
jPR:JC'S}:ITH:( 'fiEF' [,l'rOLv'K) I' 
i l. 
~AIN PROCE~URE TO ~rND THE SMIT~ FCR~ OF AN 'INPuTTED POLYNOMIAL 
~ATRIX K OF OI~ENSIO~s H*N 
i i: , 
iRF.GtI\ , 
jINT'M~1Irp&lr;N+2,upp'r,rRO+~M<rl~I~':l4f~O;(B1+01 
[; :1·l,11/;l'PClLVIK1"K·,K7. .. K,.:3"1<: 
[11"1,1 in 'PGL~"P~E';PRE1 I ICLEAI\'I'~r:: 
[11~,111~1 'POLv 1 Pon,p(:ST1: 'CLeMIPoSTj' 
IpOLV'UrilT: 
(pIOF'UIH'n [Ci,Ol~hO: 
, ~ 0 R ' 1 'T 0 H' , C Cl P PE ( I ~ II ~I.I Iq T-I 
i~QR'I'TO'~I'OC' pcSTtr,n.Ur;ITi 
PRE1+PREIPCST1.PCST: 
VARCH(K1> i 
iRO:lL' RAT~' FAI.SEf I • 
S ti, IT H F 0 Rr: ( I< , ~ re , PO S T) : 
jl~'RAT 
i TH EIP 
'I 'BEG 1I1I 
PRS("P~E~M~LTIPLvrHG FQ~IVALENCE MATAIX"):PRt("~~,34)1 
PRINTPCLVMX(PPE); 
\ PRS(HCETf~~INA~T(p~E)·):pRC(~-~,16)1 
PRI~TpnLV(DET(PRE»:~~'("+·,60):~L(1): 
PR!: ( " P (I S T - r U L Tt P LV IIJ G E QuI v ALE NeE '., AT R I le'; ) : P Ft C ( n _. , 35) : 
P.lbTPDLYM~(PDST): 
FRS ( • 0 ET B I1 I! A~' T ( pO S T) ") i Pile ( " -" , 1 7' :; 
F'Rl!;TPOLV(DET(FOST» ;~RC(·+r.;6Cl HIL(1); 
p~sC'S',rTH Fn~ll rU(~ ~tZltSl"):PRC("=·,21): 
I'RI~TPOLV"'XO:) ; 
p~SC·p~E • K ~ PLST~):P~C(""·,1'):. 
K3~~~E*K,.PO~T; , 
Pr.I~:TPCi.Vt1)«(1:;3) : 
bL(4):HC(~"",33,:rr:S("SEAr.CIi FDp. SI·'ITIi FORI·' OVER Rtz,Sl")j 
PR C ( ... • , :; 3) PI L C 2 i : 
RAT+' FHr.e'; 
SHtn.F("'-'I(I~', rH1 ,PCST1) i· 
VA~CH(PRF1);VARCH(tC~T')ivA~CH(K'): 
Fl<n·PRE-IiULTJ?LVI~(j FQI:IVi.l.E;';CE ~'ATI!IX~; :PRCC· .... ,,34): 
'Rt~TPcLvf,r(ppE');. 
PRsC·DETrpMINA~TCPRE)·);PRC("-·,16)r 
PRr"TPOLy(crT(PRF1»;pRCC~+";6~'i~t.C1): 
PRS(·PCST .. ~ULTIPLVI~G E~UIVALErICE ~ATRIX"):PRC(n-"/35)' 
PRt~TPOLYMX(PCST1); "" . 
PR S (. [) ETEP~i PJ ANT n·eST) ") :'1'1< CC" .. " ,"1 7l j' 
PRt~T~OLV(PET(POST1»:P~C(·+",6D):Nl.C1)i 
'H' RAT 
'T~E~' .. . . 
·PRSC"SMtTH FD~N O~E~ RtSlCZ1·)~P~C(~:"'~3) 
'eLSE' . . . . 
PRSC·CCR~ECT SMITH FopH GVER RCS,lln):PR~(".~,30) 
'n , : 
PRtI;TPCLV~IX (1{1) 1 
PkSC"PRE * K * PnSTP):PfiC("~",1')i 
Kl+P~E1·~2*~DST1: . 
P~I~TPOLYMX(K3': . 
trF'~AT 
'TUEI; , 
'.F I , 
'et;O' 
, Fe", , I 'T C ' 0 R [) 'CD' I( t I , I 1 +G C ~ ( K n .I 1 , le 1 t % , 1] ) ; 
PRS("cALruLATED SNITHFORr, OVE~ ~ts;zln>IPRcCP·~~33)1 
PRIHPOI~n!Xo:) . 
.. : . 
iF-LSE' PRS(np~e-~ULTJPLYI"G EQU~VALENC~ MATRIX"S~PRCC·~~,34j: 
~RI~TPOl.VMX(PPE): . 
PRS(·D~Tr~HI~ANT(PRE)"):PRC("-",16lr 
P~I~TPOLY(PET'PRE»:PRC(".",60);NL(1)1 . 
. ?RS(·PCST-HULTIPL~I~G EQVIVALENte ~ATRIX~)IPkC(n-",35)1 
'RIUTPOl.YMXCPDST): .'. _ 
PRSC"DET~R.IIHANT(pOST)~)iPRC("-n;11)~ 
PRINTPOLY(DETCPOST»:pRC(~+";6n)'NLC1): ' 
PRSC"CCIlI!ECT SMITH FOQH uVER Rrs,·zJ";:PR"CC":,".,30)J 
- PR I 'J T I' 0 L V t~X (I{) , 
K3+PH*K2*POST I' 
PRSC"PRE·* K. PCST~):PRcC·-",1,)j 
P r<.If.;TPO L VMX C K 31 
ipR!lC'I.UI:Sfl!TIl='VOlil': . 
i c ' 
~lil.s THE SnTI1 FOill: ,ILGrRITH;.! 
~~A~tllrr I~ THE 1~IT1AL pOLVNO~!AL MATRIX K 
i c ' 
iaE~Ir;' 
i I N T , t,; ; IH 
i r. ' 
~EAD l~ TH~ POLVNO.,1Al. MATRIX K 
....... "".-"~ .. -' ...... -_ ........ -
. , r. ' 
R FA:> ( (I.-;!;) ) : 
[1 :"11,,J 'P('L\"K: 
REA(;r.'CLV:':':(~) : 
Si2(1~)i;:RS("S!':SSS foi ':·In "rTTTi fi H A~): 
sp(1:;):!lR.~C"S ~\I>' f"'. I i H H A A";: 
S~(1:n:~:l.r.(IISSSSS~' M fi. t T I'HHIIH /'AAAA"): 
Sp.(l:'::):;>IUC" S r·~- ,f! i ~ H A An): 
Sp(l~):PRSC"S~SSS r ~ rll . i ~ h A A"): 
N Le 3) : I> fl CC" -" , 2 C,) : ~ F; 5 ( .. i r u: Ii/. t. C E 5 eT .. 1 • I\! - 6") i pR C ( .. "; 2 0) : N L C 2' j 
p~CC"=",:5;-) :FPSC"P .. IT'Al p~LV;,Or:y;'L flATRIX :lVER IlC5,%3"' ;PRCC·· .. ".37): 
PRt,"rPrLVf'XC;:) : 
SI'PI'CK): 
NI.(j) :PRCC"i\~.f>C') :pRCC"S",f,l)l 
IF'J!)': 
APPENDIX C 
PROGRAM LISTINGS 
THE SMITH FORM ALGORITHM FROM THE DEFINITION 
'F.'lOl; 
iPROCIC;Cfl=( 'PlnYI~' ,S1) IP\"I '(I! 
j i: , 
i i: , 
FH!DS Th~ r,f<EATfS T r.e'::1 n" i,tl/I~O:; M TilO J)IlLYf.lCMIAi.S USING THE 
SVLVESTEo: :~AT~rx 0;; e.tGI):.c'II!I~T 
;REGHp 
i pO LV , ,HA 1 , ~ .. r·, ; 
iDEG'DA;~r,DFAC;DF(OA;~):D~(D!.;B)i 
iJNT'DIU4o(DA[1]+DA[2J=n'~~'D~t1]+DG[21=OI0 
I : Ii A [ 2 ] + IHq 2 J = ij 1 A:: f) 1 0 Al1 ]ii-!)!I r 1 l > Cl 11 
1:'A[1]+D~r1l=D'Ar;~'OAr2]~ORr2l>DI~12): 
iBOOL'CH4olrAL~E': ( ii t 11- 3 I If A 1< C ;;) : V A ~ ( a) ;r) F ( D f, , A l : D 1:( Cl IS , El: C ~ .. I T1W E ' : 0 HI = 1 ) ; 
[1 I D A [1 ] .. D S n] 'FLEX' , 1 ! 0 .. C1 ] + I) B [1] , F LE le '] i pe LV' El I G R AD i 
'CLEAR'rlrG~t\D: 
ipOLV'.FACTO~,CONTE~T,CHECK,CC~TA,CCNTB.DUHMV: 
iYF'£AIOR'r.& . 
. iTWEIP 
IC' G R lE: A TBT co~,,'!Of. D I 'J I SOR IS ZERO ic' 
ICLEAr.IFHTOR 
ii;LSE' 
'IF' CIfluQ 
'THEr,1 
'IFI OP,=2 
'TH;N' 
I F I , : 
'e' 
REllovE CO~T~NT OF A ~ ~ AND ~IUD GCO(CO~T(A},CONT~B): 
, C f 
'anOL'ZF~OA.'T~UE';ZEROR"'T~UEi: 
'FOR'1'F~~kIO'T010A[11'oc' 
I!'IEGII~I 
plaF'cHECK·CDio,OIOA[2]ll~EAL'1 
(pIOF'~~ECK,rO,]~(p'OFIA)fl,]:cHECK+~CHECK: 
('~GT'€C~~CKI~zeRCAICO~TA~cHECKIZEROA~IFALsel 
. ICQNTA .. GCD(CONTA,C~ECK» 
'F.!JO': 
I Cl . 
. FIN~S cONTENT O~ A =CO~TA 
'e' 
'FOR 1 l'FROH I OITOIOCC1!IDDI 
iREGIIJI 
P'oF'CHEC~.[Oio,DiDe[2]]'AEAL'·r . 
(F'CF'CHEcK'r~,]+(pIOFI9)fr,];CHECK4o~CHECK: 
("JOTI£C"ECKI?ZERCBICONTB~CHECK'ZERQB,,'FALSEI 
'E~C'i ' 
, C I 
ICONTB+GCDCCONTS,eHECK» 
FI~DS tO~TENT OF B =CO~TB 
, C ' 
A.A/COqTA;o.cnA7A):· 
a .. a/CONT~;DF(D&;B)i 
CO'JTEf-;T .. GCI'CCOI;TA,COf;T!;) . 
"O~'I'TO'D~r"lDO' . 
'FO~'J'~RCM,a'TOIDA[1J'DO' 
( P , N I ~ i Hl1.;v + [ 0 :',.; fJl !) A [ 2] ] I R I: A I. 'i, 
, F ~ R ' L I F R or: '·0 I 'I' C' I D At 2] I 1'10 ' 
0' I C', F ' pur' 'l't) CO, L h C ~ i 0 F t A) (0 A r 11. J , L] : 
SlGR:,orI,I+Jl .. l::,>UI·:I.lY) :' 
_ .• -_.- .•. ~.- •• --.-~~ _. ,.,_., . -.,~c--. "--'--~---" 
'FO~'t'TD'PkC1l'DD' 
, c , 
, F ()"' ' J ' ~ R ~lr~_! C • T Cl '"=' r, [ 1 ! , n:l , 
( P , I' ~ , ~ t; 'l'W" r () i 11 • 0 I D t\ r " , , !! EA L , : 
, F C' r; , L , ;: 1\ O:! , !'! , T (' r to B [ 2l!' ~ 0 ' 
Cl)' r,;: , Cl Ij I' ': v) [ 0 , \.] .. C P , n F It. ) [ I) B [ 1 ] "J , L] : 
g J !j ~ A:> r D;. r 1 j + I , J" I H, A (1 1 + 1 1 .. !{t, U'·l" Y) : 
HTS t)~ T"'E rdC,;;;.O!e;!T 1~:.n:IX 
, C I 
'tF' fOF.T(eIGRAC) 
'T!H::'J' 
. 'Er:C;IrJ I. 
'n()~LI~UN"'TRU~'iECUAL~'FALSE'r 
'IJHILE'RUN'roO' 
'SEGI'll 
'POLV'D'!'!!": 
"F' 'UP~'~IGRAO=2 
'THEf.' ' 
qUN"'FALSE':DTqM"DE~(BIGRAO" 
(£DTRMIEQUA( .. 'TRUElj 
. 'r:LS'e:' 
TN~eR(&IGRAD):DTR4+DET'hrG~AO)J 
(' '!nT' £t:afl rRUI'''' FA',:S;') 
, ~ 11 : 
'F.foID': 
SURPES(SlGRAD,Ai!\): 
. FACTOR"DETcIlI(lRAD) r 
(E()UAI.IFACTOI\"",,) 
, C ' 
pE Due ~s THE 1\ I GRA D r EI,T" TO FIND TH E !i UB!'~E SU L TA lIT 
"AND sO THE GRE~TEST eO~~o~ DIVISoR 
, C ' 
'Ht D' 
'ELSE' 
, FP 
'HSE' 
le' eO'Hr~or; FACTOR IS IHllTY'C' 
, P'OFI~AcTGR"ta:O,CIO]IREAC':(P'OF'FACTOR'[O,O].1.n 
FACTOR"CDAC1]+DAf21=OIAI'S) 
'J:I', ' , 
(DIMa2IFACTOR'TIHeS'CO NT eNT)i' 
(CHIVA~'rACTOR'): 
DF(DFAC,FACTO.,); 
",lotH C' FACTOR 
i F'I , J 
XFACTOQ 
i EN D I: 
I~ROCisEAFCHCOMB=('lNT'~'R'[,l'I~T'1 
I i: , , 
EVALUATES ~LL THE CnMRINATIO~S OF ~ 'ELEM~NTS FROM ~ ELEMENTS' 
IN A SET O~DER STAR~I~G ~lTH C1,2; ••• ·.~R) 
,_ 4!', D Ft i'I S H nJ G \.: IT i1 (!~" ~ .. ~ ; N" R + 2 , •••• di) I1 
, r.' 
iREGINi 
i iNT',,",COr: .. , ,~FAC .. 1';COUi'JT~o;r.l'HIVr \ 
i FOR I 1 , TO' R ' ('):) , ( HA 1: ' Tl ! r FE S , r : I: c: CHI' T pr F. S • U:. t .1 ) ) : 
N~O~.kCO~I/'~~AC: 
[ 11 N CO~~; 1 IR] rH. T , LI S T: , C Le A 1\ I d S T i' 
nl R] , rrn ' co,.. : 
iFORII'TOIR'DOI corltI]~Ii 
LisTC1;'''Co r;: ' 
; ~ 0 R ' 1 i F R Co t" I 2 , TO' .~ C n ri' I') C ' 
'fiEGlI·' 
" F ' r. C~, C ;; ] "N 
'THE:; , 
, 't'L;: lE' cCI1 [,,-r.OUN':') ,,1':-r.O',;Ui 'D,)' ClllJtlT' P lollS " ;' 
COfo1c~-cnu'.n' PL!1!i' ~:' 
I.i s T 
DUM~V"CO"t~-CO~~TJ.,: 
• F GEl , J , F ~ tof,l , Q - :: Cl IJ I. i.1 ' T (, , n r l'I 0 ' 
( C (HI [ J , .. ~ 1)11 H ,. : n 1i!!P~ 't , P L 1J!:' , .. 5 : 
r.OI.")T"O ' 
'FlSF' 
CC/Hill' PUIS '1 
'~p I 
. LISTU, j .. CO,11 
'EHD': 
i EN D I: 
, si R 0 CID T R I~ = ( [ , 1 ' pJ'r • RH, C i~ '; .. f'1 ; C f! ~ ~ r , 1 "p 0 I. Y , ~l Hi H , K, , R E ~ , r I ] , PO l. V , HI NN 1.) : 
i C , 
FINDS TH~ ~FTE~MIN~wTS DF ALl,THE N.1TH ORDER MINORS BV EXP4NSIOI 
.LO~G THE FIRST R00 A~O USE CF THE PREVIOUSLV CALClflATED 
DETERfiI,.~rJTS OF All. THF. t: '!'II ORDER IItllORS 
ie' 
iBEG!Ni 
i iN 1"1 N R +1' u pe , M HHGrJ C .. 2 'Up 6 "1 I rw, r: 1\1 +1 , lJ~ r,HI If' H1 ;Ii C '.2' U Ps OH N N1 ; 
N+2'UPSIRN,R,C;It,JJ: 
i BOOL i1/UI, i 
[,,~l',I"T'ROW,COL: 
;siOLY'Ai 
~REO\L'SIGI: .. " .n: 
hO~11 'TO'I<R1 '110' 
',FOR'.I'T(l'~jC1 'cn" 
'r,EGI"" 
• C I 
, coNStnEk T~E ~IUcR CORRESPO~OING TO THE ,I TH SET 
O~ Rn~S AND T4~ J TM SET OF COCUHNS 
EXPAIID ALONG Tile FI~ST ~ow OF TH;; r11NoR USIN~ THe 
LOWE~ ORDFR MI~nRS ~~FlnED av ~N~CN,HlnN 
, c , 
'ClEAR'I': 
S r co ~1 .. 1 • \I : 
POW foil tl1 rI, ;1 : f,j +, 1 : r; .. r:, /.11 Cl, 1 ri' 
RU",,,' TRl'E'; 
IFCR'~ITO'Nn'wHIlE'~UN'OOI 
, 
'Cl ~tNO THF CORRESPONJING ROW SET 
,( I!rlWIII\I: [~;l ! IlU:: .. 1 FALSE! i I hi-!) : 
'~O~'L'TO·N.1'DO' 
'QEGn,' 
C+CI>;1[J;lJI 
( l" 1 I C PI. .. e tJ 1 C J , Z 1 ,,) + 11. 
,: L"N.1,CC'l"Cf11 CJ,1 i'H] 
" 
1 cr.-Le 1 1(-1 J ... C H 1 [J , , ,ll-1l : COd L :1'4) "C N 1 t J; L.1 ~ 1 
RUN"'T~uF'r ' ' 
, FeR' n ' T C , tl C I IJ H I LE' IW tJ I DO , 
'e I ~f"'[) THE 'COPRE:SPO!:DIllG COLUIIN SeT 
( C () L 11 C Ii er: j r R U:! .. , F.u se. : J J .~') i 
A I ~ L U E: , ( K [ R , n ... M n: fl r 1 r ,'J J ] • S I G~!) : 
SIr: IH·· S I G " 
'er,'D': 
Iq:;1'1 Cl ,Jj~" 
, Et; :> ' 
iENDt: 
i~ROC'S"IT~=CIREF'[,l'pGLv'~~: 
i C I 
i Cl 
"lAIr; pf(nCEtlU~E Te: FINr, Tlil' [JF:TER'lIr,A'·!TAL DtVIS(IRS OF A 
POLvNOrlIAL HAnIX . J( OF (,If'rllS10rlS .I'.N 
iBEGINI ' 
I iN Tt f'~ +1 1(: pr;' I: , "+2 ' L' F'!'l I K, 0 ~ r> .. ili <r·j 1'''1 1 Il) , R 0 14'; C O'L I 
I~OOL'~A~K.'T~UE': 
[ 1 10 , FLEX' , 1 : ('I.F LEX' J ' TNT q. r; , (; H; ~ I'll , Cl< 1 : 
t;- I 0 , F l El( , , 1 ,e' FL F. X I ~ I pO Lv I fi ! I. 'j , rtun;,' j' 
tit"',. ,Il] , PC L ,,, K 1 : I C LEA R I K 1 : 
ipOLV'bETFAC,DETFAC~;'~LE.R'~~TFAC: 
P ':0 F , DE T F A eR" r 0 : 0 , 0 : 0 j , FE.H I : ,P' 0 r ' 0 E T FA eR) [ 0; 0 ] ... , • 0 I 
, C I 
I~lTJALIZE RN1;CN1;M!~q1 AS 1ST OR~ER ~r"ORS OF K 
ii:' 
MiN!!' +I:i 
RN1·C1:,,>,1:11'r NT': 
'FOR'liTO'MIDO' PN1[I,11 .. r; 
CN1"C1 ill,':1] I rNT': 
iFOR'IITO'''''O()1 CN1[J~1l4.r: 
.,ORIR'TO'ORD 1 uHILE
'
RANKID0 1 
1.!iEG PI I 
IROOL'U~IT+IFALS~"ZEQO.'~RUeli 
~1I ,. N +111 r;tH , 
RN.Rfl1 JC~;+CN1: 
IJF'R#' 
'THEUI 
j ~ I , : 
~"'+~EARCHCOMB(M;R);' 
CN'.SEARCHCOMBC".~)i 
'-11 N H 1 .. t 1 11 1 iJ P B I R 1I 1 ,1 : 1 '{J P'b TeN 1 1 I pO Lvi : I C LEA R 1 H % N N 1 I 
[lTP.I:(~N,CN,~1J1 ,C~I~ ,f~If.!'1;.K,HINr;1' 
ROW., 'UP~ 1MINN'; 
coL ... ;! 1 uPr. Hll "IN1; 
'~oR'r'T~IROWIWHJlEIINQT'UNIT'DOI 
'FO~IJ'TCICOL'WHfLt',INCTlu~rTIDoI 
IseGlfi' 
. 'IF' '''IOT'ZF.RQ 
'THENI 
'1F
' 
ZBO 
C "l 0 T 1 F.f1 r 1!tl1 Cl , J ! \'D F. T'F A c ... o. CO ( 0 E T F A C , ", 1 N '" 1 tI ; Jl ) ; I 
(1'UPB'P'uF'OETFAC=OIAN6IiluP~IP'OF'DeTFAC.O 
!IJNlT+'TI-:Uel) . 
'ELSE', '. 
C 1 AI 0" 1 eH I fHi 1 [ J ; J ! \ D E TF A C ... rH fW 1 rI , J 1 : Z E R 0 ... 1 FAtS E i ) 
, F 1 1 
'EIJD!; 
'THE'" 
RA"IK+'FAlSEI: 
F'r. C ( • = q , 22) : pR Src" r: (J T C lJ L L R A 'I K; RAN i: =" , 1\ .. 1 ) i PR C ( • =" , 2 2) i N C (2 
1 E CS E • 
'tP 'f.JOTllltJI'!'. 
ITHF:N' 
I F I) R ' I I TO I IlO 1-11 ~ ° I 
IFOR1J'TD'COLion' 
1 iT II r; 1 rI, J 1 .. r~ J 11 '" 1 t I , J , 10 ET F A e : 
'C' REM~~F ~~E R TH nRbE~ ~ETE~"INA~TA( DIVISOR 'e 
DETFACR'TIH~5'DETFAC 
, FI ' : 
, ~·lCl" rc' nET F ~ c ~ I J' n'!I (; , rl E T F A C;(I 
p~CC"·n,9':PRS!C·Jl~nER=·,~lipRCC"-P;Q): 
NLC:):PRS("nFTER~If;ANTAC OIVrSOR")ipRec"a",2')~ 
PRI"T P OLVCOF.TPr.I1): -
tllC ;;) : PR S ( " Pl V A R r At: T ~ n L V ~; m1t 11 L") : P 11 C ( n =" , 2 n) : 
PR I:: T P 0 LV ( nET FA C) ; ;ll{ C ( "-" , 6 C) :rh t:3) i 
1<1 t::,RhDEiFAC 
'-I: I' 
, E IJ D , ~ 
"." 1 
. ; EN D I ; 
.~AOCIRUNS~IT~.'VOl~': 
I C'I 
~UNS TBE S~tTH ~ORH ALGORtTHH 
READING IU THE INITIAL pQLVNOIIIAL flATRIX K. OF DIMENSIONS 
i - , 
,c 
'BEG HI I ii NT! H;';; 
i c" 
.. 
~EAD I~ THE POLVNG~lAL ~ATRIX K 
; ", 
. c . 
READ«M;f1»1 
n',,,,', 1 I w] , PO L'I ' 10 
READPOLVI-l)(CK) , 
S~(16)ipRSC"SSSSS M M Ill. TTTTT H . H")~ 
S~('6) JPRS("S MM 111., I-T· H 'H"H 
S~(16):PRS(PS~SSS M M M r T HH~~H")~ 
S~('6)jpRS(" S. M M I T· H H">! 
S~(16)'PRS("SSSSS M' ~ III T H H")j: 
NL(3) :PRee n =" ,25) :PRS("I1lITIAI. POLvr:Or!ti\L ~lATRIX") ,Pl\ccw'"·.,2S): 
N~(2):PRSI("~OOF ROWS=",4): 
p*SI("NO CF cnLS=";W),: 
p~SI("MAX pPS~taLE RANK'"~;tH<"1~IU»):gLC2):, 
PRlII"PCLVf~X(K) : 
SMl'f'll(IC) : 
~~(5):PRCCft~",60) 
iENDl, 
N',:(1) 
ieNDI 
iK E E p. I P (' l. V I , , 0 E G ' , D F ~ £ , :! , , C LEA Ri, R E!l fli'. r: ., • '; .. , I P l. US' , , I-U '" U SI; , T I ME S 
a;~EA'POl.VMX'~I.,SP,PRC;PRS;PRSt;DRtNrpOLV~PRI~TPOLvMX.'~ONtCI,DI 
IN~ER,SU~RES,VA~,Gcn,SEARCHCoAu;~T~M,SHITH,RUNSMITH 
i FINlSH i ' . . 
**'**. 
APPENDIX D 
PROGRAM LISTINGS 
POLYNOMIAL OPERATORS AND THE SMITH FORM ALGORITHM 
OVER IR[ s , z 1 OR IR ( Z)[ 51 
i v 0 f'l F , , P 0 LY~ a'S TR 11 eT' ( r Co : C ' F ~ E){ , , i" :C:',F L F. X ' 1 ' R EA L. if') I 
j~ODE"DEG'=r1 ,aJ'INT': ' , 
I pOLY' Ol'Ft·y: 
'DFG'D1i 
'~O~L'RAT~'F~LSE'; 
, P R ~ C , 0 F = C 'RH' , [) r: G ' D ~ , F G L V 'A) : 
, r. , ~ IfJ C S T 11 r: ' C i: G R E E 0 FAr: 0 LV r: (j M I A L i.C ' 
'REG1'" 'INT'D1+"u~n'p'OF'A'D?·Z'UP6"P'QF'A~ 
L1.1 'L~,'Il' P' OF 'A, L" .. 2' Lwr. 'P'OF' AI I: J, (B+O;LT .. O: 
'ROOl' ~U~~'TRUE': 
iFOR'.R'FRCM'C1+D2'BV'-1 'T~'l1.L2'WHILEfRU~'DOi 
"BEGIN' ' 
I .. C 1\ > = D 1 "l2 I 0 1 I R· I. 2 )i J +r.. I ;, " , 
'IJHlLE'Je=D2'AND'1>=L1'M<D'RUt·PDel,', 
, ( 'A B S ' (P , 0 F , A) [ I , J h 1. 0 ~ ~ 6 r R U" ~'F A L!; E ' I J , PLUS' , :'1 ' M 1 NUS' 1 S 
,'END';' 
RU~~"'TRUE i: 
iFOR'L'FROM'L2,TC'o2'UHILE'RUN'DO. . 
(iAaS,(p'OF'A)[D1,LJ>1.C;-6IRUH~'FALSE·i~B"L)i 
RUN+'TRUE': ',. 
IFOR'liFRCM'CZ'BYI."TO'l2'WHILE'RUNTDO' 
(iA&S'(P'OF'A)tDf;Ll>',C~-6IRU~"'FAL~E'i'[T.L): 
(LT<LBILT~Le)': . , 
, 1: ' 
Dt1l= uPPE~ eOUND OF THF FIRST VA~IA~LE 
Dt2l= UPPER BOCNO ~F THE SEC~HD VARIABLE 
Ce3l= LOWE~ BOUND OF THf FIRS' VARIASLE 
DC',= LOUER BOU~D D~ THr: SECD~DVARIABLE 
~[S];D[6l. pOSITION OF THE LEADIRG eOEFFIc~ENT 
D[7l- PDSITION OF T~E LEADING COEFFICIENT ~F RATIONAL 
LiCSl. RAt;Ge OF THE ::>OLVNOt'IAl COEFFICIENT iN Z OF THE 
. HIGHEST TERM rh s 
i r. f . 
D~(D1;D2;L1;L2;I,J;LT,LT·LB) 
'·EfJD':, . 
10P'£=( 'I)[)LVI,) 'eCOL': 
ie' CHECKS IF A POL,N9 MIAL IS ZERO 
'IIEGItn 
IOEG'D,' 
DF(tl,A,i 
',c i; - . 
( I) [ 1 ] = 0 ! A" D'D [ 2 JII 0 ' A r~ 0 • 0 [ :s l" (j , At; D • D ~ 4la 0 , A N rH i A as' ( PlO F • A) [0 , 0 l < 1 ':'0 & .. 6 : 
iE~D': 
ioP'I=('~DLV'A)'P~LY': 
ie' TRIl'S THE POLVN~~IAL A 'C' 
iREGIN' . 
'PCJLV'B;C~/q 
iDF.G!oit>F(O,C) : 
i~O~L'r.DL.'T~UE',~Ow+'T"Ue'; 
'\.iHILE'CCL'DC' 
'nEGp,1 
'~OR'I'~I)O"toITO'nt11'ODi 
(IAnS'CP'nF'c>Cr,O(?lJ>1,OC.61COL+'FALSE')/ 
·(D[2l=OICOL.'~ALSE'): 
(COLIDr2)'MINUSI1) 
. 'E" I> I : 
( D [ i.] <0 I C CL .. ' '!'P U E ' ) : 
,I.iHILEICCL'DC' 
'BEGt!'oi! 
I ~ C ~ I I ' F ~ 0 III 1) I TO I [) t1 ] I [l r, i 
(IArS'(pIOFlr)tI,u~4]l>~.~&~6ICDL·'~ALSE'): 
(COLI D (4] 'Pll'S' 1):· . 
(D[4]=OICoL.'FAl~~I) 
'EIH)': 
ie' nll·t~ED Tlie COlUMI;S 'c' 
i1.iHILEI~CL.'I[)OI 
'IlEGUn 
I~OR'J 'F~OM'tI(4J 'TO'0[23 I OO' 
('AtS'(pIOF'C)rDr11;JJ>1.~t~61~OW.tFALSEI)1 
(D[11=OI~OW.'FAlSE'):· 
(ROL.'I0(11'HlrlU5'1) 
'E"'O ': 
CD[3j<OIRO~ .. ITRUe'): 
iWl-ll LE' !iO!"' DO I 
'BEGIN' 
'F OR IJ ' F R OH , 0 ( 4 J ' TO , D r 2 j I DO , 
(IA~SI(~'OFIC)[Dr3j;·Jl>1.C&~6IRDU.I~AlSEi); 
(ROWIP[31'PlUS t 1,: 
(D[3]=OI~OW.'FALSEI) 
'EN:)! : 
'Cl .. nl'H~eD THe ROWS 'Cl .. 
p~OF'a.(p'OF'C'[O[31:Dr11'AT'bt3l;ot4lln[2l'A"Dt4lll 
B 
lEND': 
·'OPI'CLEARI=(IREFI'POLyIA,,(IClEAR'~TO~'A;J 
j~ROcIReDIH=('~eFI'POLyl~;'I~T'02;l2JI 
i i: , 
RF~DrMENSIONS A .POLv~O~rAl TO AccEpT MORE ooeFFrCIE~TS 
i r. I 
'illF.Gtr~' 
i6EG'Di 
DF C~, Hj 
ir:.oLV'Ai 
, 
p j 0 r: , a. r 0 i [) [, ] '; l2 I D i! 1 'RE Al'; 
. iCLEAR'S: . 
'( p I :I F ' B) [ ; 0 r 4] : 0 [ 2]]. ( ~ 1 0 ~ I A ri' 
p'o;t A .. [ 0 ID f 13 ; l2 : 1)2l 1 R Elt L ., • 
A4.B 
iEND': 
i 0 pI/ = ( 'R F. F I , PO LV' A; , P ~ LV' B) 'p 0 LV' i 
, C I 
j C 1 
OPERATOR FOR THE DIvISrON of TWO POLYNOHIA(S 
~UOTIEI;T POLYNO~lIAL Ar.~ AlTe;:;'RIt~G POLVllO~1AL A 
iilEGIrP 
IINT'LCW,DEG'tIJ,~;tl 
ill.~L!t;;C: 
IDEG'DA;tJB,OC: 
Or:COA,A) :OF(C!I;S): 
. I 
J, 
11 
A/ B 
TO BE 
1 
I , 
OELlVERt'IJG A 
TIiE REMAINDER 
j~OOl'RII~~"~UE': 
ipOLV'oi ' 
'I~' £A 
'Oil' £11 
'OR' DArn <Oil [1 J 
'o~' (DA[51+DA[6l<D~[51+DGr6J 'A~n' 'NOTiqAT) 
'CRI (~AC1J+OA[7]<~Br1J.~a[7] 'AND'RAT'AND'DACSJ<DB[8]) 
irl!~t;,. 
'Cl - '1:(1 DIVlSJOr, REr,UIrieD so SeT U=O RIIA 'C t 
'!:(EAP,e 
-'F.LSE' 
LCP+DA[4j.DB[4l; 
. (LOIJ>O I LOIJ~O): 
iF I ': 
A;~~I 
Xa,' , 
DEG~DA[2]·Dar2J ; 
(DEG<CI f[lEG+'): 
OQ+(DA[1].bn~'J,DEG,O,lOw;O;O,~~n): 
P'O~'Q+[OIO~r1J'DO[4lIDQ[2ll'REAL'; 
'CLEAR'Q: 
(RATIK~Dpr1J~L~OB[7]lu+ont51;L+Dar6l51 
't,;HlLE'Rlm'Dn' ,. . 
IBEtiINI 
'Cl, MAIII LOOP ,0 CA~RV OUT THE LONG DIVISION 'C' 
A+~A: . -,' 
DF(nA,A':DF(oQ~Q); 
(p.ATll~DAC11:J+OAC7]II.OAt5ljJ+OA[6lS: 
'I F' £A 
tOR' l<H " 
,O~, (I+J<H.L'AND"'NOTIRATiORi~RAT'AND"DAt8l<DBtal») 
'OR' (J<L'Ar<O'IIJOTIRAT~ 
'THE~' RU~.'FALSE~ 
IELse' , 
HC+(P'OF'A)rI,J]./(~IOF'B)CH7Lli 
(~~t2J-J<ORC2]~LIReDIH(A.DB[2l~~-L.oA[4])' 
, F 11 
'EN!)'-
, REDIH(Q,DQc2].oSC2l~DAr2]+J·L,OQ[4lS): 
(J-DAt4l<L.DB[4l'4ND'RATIREOIH~4,DA[Zl;Da[4J·L.J)J " 
'REDr~(Q~DQf2l;OQ[41.DS[4].DA[4i.(+J: 
'F~RftI'F~"M'C'TnIDBt'llDOj 
,IFOR 'JJ 'FRO~1iD9r'1 ITO',DSO] IDCI 
(P'O~'A)[II¥f·",JJ+J.L11~INUSI 
kC*CP·OFiB)tII,JJ1: ' 
'r.' SURTRACTS MULTiPLE of e' FROM A ic' 
C!"OFIQ) [I.H,J.L].nc 
'c" ~OR"s TH~QUOTIENT POLYNOMIAL le. 
lEND': 
iop ,*=( II)OI.V 1 ... ;0) 'po!.Y': 
;1:1 HULTtPLIES ,,-,0 pOI.'{tJO!'1tALS A*ll . 'c' 
iREGII;; 
iOEG'OA;OA: 
H ( :> A, A' : 0 Fe I) s·; [) : 
I I)OLV 'illRCO: 
'JP £AIOI<'£I; 
i!Heli', 
'el p~nOUCT IS z~no , 'C'· 
'CLEARIPQt)D 
. h=LSE' 
plc~lpnv:I4oCr.~[Jl.o~~3':f.Ar1l+or!1l,CAt4l.Dar41:DA[2J.pa[2l1'~EAL': 
I Ct:::.H!' 121;00: 
• ~ 0 1\ , 1 • F PO: 11 [I A t :5 1 I T r) I ::I A ~ 1 1 I I) 0 I 
'F~~IJ'FRO~I~Ar41'TO'DA[21T~01 
'FnR'HI~~ryMIDSC31'TO'D~r11'cO' 
'~~~IL'F~0H'DGC'1ITOIOB[2~IDCI -
("'nF'p~O()rr.H,J.Ll ipLIJS' 
(~'~F'A)[r,Jl*(P'OFjn)[H,LJ 
'Ft I : 
XpR:ltl 
IE"D' : 
lOp'*:C 'P(iLV'A';'RE"L'f1C~ '~O\.V': 
; c , . M It LT I ~ L t E SAP 0 LV N O,H AL· A a" A CO /j S T Atl T r: c --, C , 
'AEGtfil 
; pO LV I R .. A: 
iOEG'oir>F(D,E) : 
'FO~'IiFRDM'C[31'TD'D[1J'DO' 
'FDRIJ'F~OMID[41'T010[2l'oOl 
CP'~F'~)[JIJ"TI~cSiMC: 
ioP'+a(lp(ILV'4;S)'POLV'-: 
le' ADPS TWO POLVNOHtALS A+a 'C' 
heGH,' 
'DEG'OA;OIl: 
DF(OA;A):DF(Da;S): 
~tNTjDEG1;DEG2:LOW1ILOY2: 
DF.G14o(DAt11 )D!H1ll D.A en J Dn (11) f 
DF.G Z40{OA(2l )1)11 r 21 J.,AC 2 j I Of; r Z-l) : 
LOW140(OA[3l<OB[31IDA[31l0B[33i; 
Lou240(DA[4l<O~C4)IDA["l.D~[41S; 
I PDL'/' su,':: 
PIOF'SU~40CLOW'IDEG1,LOu2:nEG21'REAL'j 
'cLEARISUf~: 
~FORII'FRDM'DAr1]ITOI~~r4l'DD' 
'FORiJ'FROMIDA[4]ITC'nAC2]'OO' 
( p I (I F ' S IJ~') [ 1 • J he P , tJ F I A) [ 1 , J 1 : 
iFOR'IIFRDM'06[3]ITOIOIIC,,'DO' 
'FORIJ'F~OM'DBr4]'TO'nGr2]IDO' . 
(PIOF'SUM'CI;J]'PLU~I(PIOFrD)[r~Jli 
):SUI! 
iE N D I I 
inp'-:C'~OLVIA) 'POLV': 
ic' hONADIC Mt~US 'c' 
iSEGII\I 
ipOLV',sj 
iOEG'oi· 
DF(O,A) I 
- . 
pI-a F '1'. [ 11 r 3] ::l C 1 ] , D [ .. ] : n 21 ] 'RE A\ ' : 
IFDRIIIFRDM'DC3l ITO'D(,]lno' 
'FO~tJ'F~DR'~[4l'T~'oC2:'DOI 
n 
lEND' : 
i 012 ,_ = ( I PC LV , A , B) '" 0 LV , : 
ic' SUBTRACTS T~O POLY~D~lA~S A-G 'c' 
IREGT1~ , 
i!)E~'OA~D!l; 
D~(OA,A):~F(Dn~B): 
tINT'OEG1;DEG2;LOIJ1,Low2: 
DEG'.(DAt1]>O~[1] IPA[1' l:liH1]5: 
DEG2"(rlA[2]>0~r2lIDr.C2] tear;::,): 
LOW 1 + ( D to C 3 ] <0 r; [ ;;] , [) A t.3] t :'> r, :: 3] 5 : 
Low2+(DA[4]<DI1[4lIDAC4) l~tlr4j;: 
ipOLV'Dl~F; 
pi~FIDIFF+CLOW1:D~G1,LOW2:oeG2l'REAL!~ 
ieLEARiOIFFi 
i~OR!liFROM'DAC3] ITO'OA[1] 'DO' 
, FOR' J ' FRO ~1 , n A [ 4] , T C I 1) A t2l I DI' I 
( p , 0 F ' 0 r FF) t I , J 1 + 0>1 0 F' A) [ I ;J] : . 
i~OR'1'FRO''POE[3JITO'Det1l'D(01 . 
'.F 0 11 'J ' F Il. 0 t-\ , DEI [ it liT CH 0 a [ 2 JI DO' 
'(P'OF'DIFF)[r,Jl'MIUUS'(P~OFIB)tr,J~ ; 
leD-IF F 
ie"lD'; 
. . - . 
iOPIIPLUS'=(':lEF"POLV'A,tPCLV~B)"(A+A+B)i; . 
. . '. 
.' 
i 0 P " CL EAR' ,. ( , RE F ' [ , ] t pO I. Y I i' H) I 
ie' ClEARS A POLyNOMIAL ~ATRIX 
iRE~I~i . 
ilNTI~+1'UPBI~M,~+2'UP8'PM: 
ipOLV'ZERDPOI.V,'CLEAR'ZEROPOLV; 
.j FOR' I , TO' M I DOl 
'FOR'J'TC'NIO('t! 
prH 1 ,Jl +ZEROf'O.LV 
i (j P , * =, [ , ] I !l 0 LV' K 1 '; KZ) r I 1 I 11 0 I. V' I . 
, C i,. 
ie' HUI.TI~LIES T~O POLYNnMIAL ~AT~ICES'Cl 
iREaI~'. . 
. , 
i t N T It-! 1 .. 1 'U j: B I K 1 , :J 1 .. 2 , tI P!3 , K 1 , r i Z +1' U pE iK 2 1112"2 iu pe' K 2 r 
H,'11;11"Z] ,pnV1rRIiD:'Ci.EARlpRODi' 
iIF'rI1.~:2 
iTHENI 
, ~ eR' I I TO lIi 1. , DO' 
'FOR'JITO'N2
'
PO' 
IFOR'K'TO'N1'DO' 
" 
. PRnO[y,J]'PLUS'(K1CI,Kl*K2fK,Jl) 
;J:I'·r 
PROD. 
lEND': 
.~ 
, PR :l C ' REA D P Cl LV ,.,x = ( , R EF , t , ] , P I:' LV ' ~:) : 
tCI t~~UTS A P~LY~OMrAL ~AT~IX ICI 
hEGII,' 
it N TIt; +1 III P.PJ , ~,,; Ij +. ' U PR ' ~: I 
i FOq 'I I TO 'I·, 'Dn I 
, 'FOR'J'Tnlljl~O' 
'HG Till 
'lNT'DEG1,Der.ZI 
REA~CCOEG"DFG2)): 
P'CF'K[I;J]+r~:~~G1;O:OEG~l'REAL': 
REA~(PIOF'Ktr,J]); 
K rI, J 1 +X K t 1 ; J ] 
, c , 
~NSU~£S T~AT THE INPUTTEn PO~VNOMIAL IS OF LoweST FORM 
. , C , 
'ENDI 
'END' : 
... 
-iPROC'PRIHTPOLY=CI~OLV'A): 
it' OUTPUTS A POLYNOMIAL 
!ReGlt-i' 
ttNT'I1;JJ: . 
iDEG'Di!>FCD,A) I 
.BOOL'RU~+'T~l'E': 
tI+Dt4liJJ+Dt4l+4: 
i I.:H tL E i R U fl I Il C , 
. '. ~ 
,- ". 
i C , 
'.BEGIN' 
C J J >;; 0 [ 2' I J J • I) t 23 : RUt! + I FA LSE' ) : 
'IF' 0[3]<0 IOR
'
O[4l<O 
1.'1'11 EN' 
..... 
. .. 
'kEGr"'· 
'FCRMAT'FT1+sL·~wV2X;NCJJ-Il.~)(;D:~DXE·2WVX)SI 
NL(1)ISl'CS): . 
IFOR'L'~ROM'tI'TO'Jj'DOI 
OUTFCSTAND OUT~S3X.2uV6XS,~): 
NL(1); , 
'FORIL'FROMIDt3]ITO'Dt1l'DOi 
OIJTFCSTAND OUi',FT'1,(L,(P'OFi·A)[C:Il:'JJl» 
, END I 
'ELSE' 
DUTF(STA~D OUT,SQ(D(1].1)(L~(JJ~It.1)(·D~3~XE.2WVX)Si 
(PIOF'A)c;rtIJJl) 
':Ft'; . 
(R UN, I I I !) L US' 5 I J J ' P L us' 5 i fl L C 2' ) 
, '~r. [) I : 
NU 1) 
i END' : 
, 
ICl OUTPUTS A ~nLY~OM!AL M~TprX 'C' 
i~eCiII;1 
iTN1'1.+1Il'P1, I~:;N+?'l!Pp IK: 
iFO~IJ '10
'
fi'Do' 
'~Cr.'J 11Cllfj'''Cl' 
'~EGrt,' 
I I ~ I 1/; OT I £ KC , , J 1 
'THn!' . 
(,IJTFCSUltl nllT~SLn["::SI!",n,2sv.~"~,CI,J»f 
p~I~TpnLV'K[J,J]) 
'F l' 
'E'~D'; 
NL(n :PRC("*",6C') :l;L(1) 
ir;l-lD': 
i PRO C 'H 0 r-; J C = ( I I<E F' [ , 1 ' P CL. y q: , pO S T ~ I 1 !JTI R) :: . 
I i: I . 
DIVIDES THF PIVCT_L C~LUM~ TO 1"4kE THE PIVOT·HONle OVER R[S~Z] 
:Ill R (Z) [ S 1 
i Ci 
iREGINi . . . 
i t'N T H; +1 I l! P b I I( ~ t: +i?' UP B I K, J +0 : 
iilEAL'r.ONST; 
i~OLVIIION;4~~[R,R': 
iaOOL'RUN~fTRUE'~ 
iOEGIDi 
",' . 
. , 
. , ~ 
• Of(D,.A); . _. . 
rRAT·ICONST+(PICF'A)[D[11,O[71]:J~D[71·ICO~ST+CPIOF'A)tD[Sl;D[6]])J 
p i 0 ~ , HO!; +(J >0 I CO: I) ';,. J I Cl J , REA L I I C 0 :~O • 0 I Jl I REAL h ; I CL EAR I plO F I MO N ; 
(~IOF'ltON)[G,pJl+1.0/CCNST:NON+~HON: 
i~O~IIITCIN'DO' . . 
POSTt!;RlITIMESIMON: 
iFORIIIFROMI~'TO'M'DOI 
J[I,RJ'Tr~ESIMO~ 
i c i 
DIVIDES 
i Cl . 
iEND' : 
... ' 
. , 
ip R OC I L STD E G. ( I Fi EFl t , ] I PC L V I K ~ PR E ;PO'S T ~I IN T ' R; , RE F , 'S 00 L , Z E R O' ~ CH AI; G E) : i C,· . . . 
~!NDS THE POLYNOH!AL CFLEAST DeaREE AND MOVES IT TO POSITION CR;R) 
i c , 
iaEGINi . 
iINT'M+1'UPBIK,N+2'UPlIK,ir+R~JJ~R.~f,DQ.iR: 
iiiEG'Di . 
ZFRO.'TRUE'IC~AMGE+·FALSE·'r 
iFOR'l'FROM,q'TO'~'DO' 
'~OR'JIF~O~'~ITO'N'DCI 
'BEGt"" 
'POLY' h·KC I. J J.; 
OF (D';4); 
'IF' 'NOT'£A 
'THEF I. ZERO 
'TliE~J' ~'+Dt']:DG~(RATlbt7]fOCSl.Dt6]):OR+O[ali 
Ir~liJJ+J:zE~o~'FALS~'. 
'ELSF'. 
'TliEN' 
'ELSF' 
'Tlle~l' 
RAT' Ar,!) , Dt~ ]<01 
~1+Dr1l;oG+OC'1:DR+DtS]iII+tiJJ+J· 
RATIA~~'ot1]=D1'~NOIO[7]<DG . 
CG+Dc7]:DR+OCRl,!I+IjJJ+J 
i i: I . 
'ELSF' 
'THEN' 
'ELSF' 
'THI;"" 
'ELH' 
'THI:r~ 1 
iF l' 
'er,;/) t; 
'RA~~A~D'OC1]=D1'A[O'D[~l=DGiANO'DtSl<Dn 
DQ+D[Sl:II+IIJJ+J 
'/-!OT'FAT 'AI.D' DCShoC6l<DG 
DG+C(S3+CC61101+D[11ill+l:JJ+J 
'f-;OT'"-AT 'AI:D' DCSl+nr6l=DG 'ArHl' 0[1]<01 
o,+cr']:lt+t:JJ+j 
, 
, 
I 
FIRSTLV SEARCHES THE SUR-~ATRIX FOR THE 
THEN CDNTl~UES'F~OM THERE TO SEARCH FOR 
OF LEAST DEGREE AT pDSITIOI: Clt,~J' 
FIRST HONI!!ZcRO eLEI.lENT 
THE NON-ZERO ELE~EhT 
, 
IF THERE ARE ~o NON-ZERO ELE"E~TS THE ZERO wILL MEMAIN TRUE it I ,. 
I tI:' ll#R 
ITHE~I .: . . 
11:NIIPOLVIA+K[11,J:K[II:]+K[~,liK[R;]+Ai 
CH.Ar~GE .. ITRUIP: '.' 
t11~1'POLv'a.PRECIl,':PREtlr;] .. PRErR;]:PREtR,]+B ht I: . 
• ~I INTERCHANGes ROWS Il;R' 'C' 
ii~'JJItR 
ITH Er>' 
t1 :rO'POLV 'A+K[ ,J.l] :KC ,JJJ+K[ ,RI iKt ,R] +Ai' 
C~ANGE"'TRUE':.· . 
C1:~]'POLV'B+POST[,JJl,pnST[;JJ! .. pnsTt,R]IPOSTt,Rl .. B 
j F 11 . . . 
i i: I . . 
tRTERCHANGE~ COLUM~~ JJ,R 
AND HAS MOVED ELEMENT O~ LEAST 
i c" 
oeCI:EE .TO POSITIoN Crt,R) 
.' 
iF.NDIj . '," ' .. .: .' . 
f • • '. .... -
IPROC'G~USS.(IREF'[i]"OLV'K,PRe,FoST"INTIR)~ 
i~I . . 
CARRIES OUT O~EFULL ST!;p M G~US~IAtI ELIrH~IAn-ON 
i c , 
hEGINi 
i~OLV'PIV~K[R'RJ;Q;PZJ . 
'rNTi~+1'UPQI~;N~2'upn'K'I,Jr . .. . .. 
iBOOL'CHAh~E,DEGeN+'FALS~"WOREM+'TRUE';RUN+tTrtUe', 
:zeRO: 
iriEG'D: 
hR :J~R.'I 
CJ>'lII"~.1 : J +R.' : 
. ,. 
Cj=R'AND'I>~IRUN+'FALS~!)~ 
. it.iH ILE' RUIJ 1 DO' . 
'.REGt t~ 1 
(J >f,j I I 'oR +' : J +R ~ : 
'rF"NoTI£KCI;Jl 
'THEN' 
'IFIDEGEN 
'TIiEN' 
DFC 0, PIV): 
P10FIPZ+CO,O,[H4l :0[21] 'REAL': 
( P , 0 F ' P z) co, ] .. ( P , 0 F ' P I v, t [H 11 , l 1 
PZ+Y.PZ: 
'IF'I=R 
'T'HEN' 
'FQR'rrITn'NI~o' 
posTtrI,Jl'TIMES'P~: 
, . 
, 
, F I 1 : 
'FOR'rt'C Kil'1 IR'iO'''I'OO' 
. KtILJl I 1f'!ES'PZ 
'C'~UL?IPLrES COLUMn J BV PZ 
'ELSE' 
I F I I 
'FOR IJJ ''ir;'~''DOI 
;H/ HI; J J 1 , 'iI r' r: s , p z : 
'Fn~'JJ'~POMIR'TO'N'DO' 
~ rI, J J l'T III E S'P Z 
MULTIPLIES ~o~ I SV pZ 
Q.~rr,J"PIv: 
'IFlltlOT'£Q 
'THEN' 
':F'IeR 
'THEN' • 
'FOR'lf'TO'NIDO' 
pnST[rI,J].'HI~USI(Q.POST[II'Rl)1 
'FOR 'I r' FRor." R+' fTO I H '.OOi 
I([IC'Jlntyr,;USI(Q*I{[Ir~Rl) 
1 c: ' 
"ELSE' 
SUGTRACTS Q TIMES COLUHrl R FROM COLUMN J 
'FOR IJJ '10'M 100' 
PRE[I;JJ1'nl~USI~Q*PRE[R,JJl): 
'FO~IJJ'FROMIR+~'TOI~'DOI 
IC n , J' J 1 'Ii I fj us I (Q * re [R; J J 1 ) 
1 C' ~UBTRi\C,.S Q TIMES ROIJ R.FROM· ROW 1 
'FI': .' 
LSTDEG(IC'PRE,PnST,R,ZERO,CHA~Ge): . 
(CHANGEII+R:J.R+1·lprv.K[R,~1:UnREM.'TRUE' 
I( '~cTI£KCI;J] "(r:nRE,·,.IFALSE'); 
Chl'IJ'PLUS'1 [!IPI.US'H)·. 
'ELSE' . ... -NOREM.'~ALSE'i(I.R'J'~LUSI1'II~LUS~1' 
'F l' 
let:SE' 
(I =Il I J I I' L US' 1 I I I P L Us' 1 ) . 
i ~ t' i 
(1.R'ANDIJ>~IJ+R:t·~.1)J .. 
(J.R'A~D'I>~I:NORE"IRUN.iFALSEI .' 
'END': 
MONIC(i(;POST,Q) 
iEND': ' 
r t.R U.R+1 : IlvR E"I.'·TRUi;1.J 
DEGEH·'TRUe!j~~T~~TRUE'r. 
i PR:) CIF ACe H Eel( = ( , RE F I [.~ 1 II' 0 LV i K,P 0 Si', 'rN "R , I ~ E F " BOO L ' FA C.T 0 R)r i . 1 .. . C . 
, C' 
CHECKS WHETHER tHE pIVOT Is A FAeTO~ OF THe REI'AIHING SUB~MATR!X i ~ , .' 
iREGIN' 
i 1 N T "'.1 'u P B 1 I( ~ rJ. Z ' up a ' K, J J I 
FACTDhlTl;UE! J 
ipOLV'F~C.KC~,RJ: 
i~O~'1'FROMIR+1 'TOIM'WHILc'FACTOR'DOT 
"~QRIJ'F~OH'~.1'TnlNlwllrLE'~ACTCR'DOI 
'SEGIN' 
'POLV'A+K(I,JJ: 
'IF' 'NOT'£A 
I TH EN I 
'SEGHl' 
, i 
• 
'l'OLY'Q.A/FAC: 
'I~' 'NOT'>!A' 
'TYEN' rACTOR.'~ALSE':JJ+J 
, F J ' 
'END' 
'I: I ' 
'EN~t; 
jlF' I~OT'FACTOR. 
iTHEIJ' 
!CrI ,Q]' ~LUS' ICrt: JJ3 j: 'FCR' I I T('I Hl' 1'\0' 
'FC·R'I'TIlIIHniJ' pO S T[ r , id '11 LUS' ~ OST [l , J J'l 
,n' 
, e' IF 
iENO': • C i 
i~R~C'SMITHFORH=('REF'[,l,pDLY'K,~R~,POSTi, 
ie' PROCEOURE WHICH FtNOS THE SPITR FORM ie' 
i BcG I!H. . 
.INT'K.1'UPB'!C~N+2'UPR,~,nR~+i">NI'NIAS: 
iBOOL'FACTOR'REST~T.ITPUe',CHANGE;ZeRO: 
RST: 'FOR'R'TD'ORnlDO' . 
'8EGIN' ' 
FACTCR+'FALSE' : 
IUHILE"NOT~FACTOR'Dn' 
IBEGfNI . . ." 
LST~EGC~;.Re,POSTIR;ZERO,C~ANG~5t 
(ZE'ROIIGOTO' HT): 
GAU~S(K.PRE;POST.R)i .' .. 
(RAT'AND'RESTRT,RESTRT+1FALSE'J'GOTOIRST):: 
FACCHECI{(~d'(')ST, R. FAt~TOR)' 
. 'EN!)I .. :: "':",', . 
, EIII D I : 
... ,', 
xiT, (RATIPRC("="~28):PRS("RATIONAL TERHSWERE REQ~IRED"):PRC(".~;2a):~ 
iEND': 
jp Roe' 0 ET!: ( [ , 1 ,'p 0 L V ~ I() 'P:l LV' I 
; e' 
FINDS 
FIRST 
THE DETeRMINA~T nF A POLyNOMIAL MATR~X BY. EXPANSION ALONG THE, 
ROW AND RECUR~IO~ FCR'LgWER ORDER DETERNINA~TS 
; c" 
iREGHH 
HNT'N.IUPB i K/ 
iPOLV'D'RH;ICLEAR!DTRMI. 
iRE ~ L ' S I G 1 •• 1 ; 0 : 
'Ill' "1>2 
.THEII' 
I FOR' 1ITO''1' DOl 
'!lEGPI' ' 
[1IN,.1;1 IN-1]' I)O!.ylSl:-
'IF' 1=1 
'THEr~ , 
I ELSP 
'THEf.p 
'ELS e ' 
t ='J S L+KC 2 irJ; 11~IJ;on . 
SLC;1: 1.1 ] +Kt 2 1',.(;1 11 .. 1] :' 
SLr;I:A.11+KC214:1.'IN] 
rn' . . . . , . .. . 
( "l Q T' £ r.c 1 • 11 loT ~ 11' P L US' (~[ 1 , Il .. D F.T ( S'L) '" SI G tl) ) ; 
SIGIJ+-SIGN ' 
I E IJ 0 , 
N=1 
'THEIl' 
IELSE' 
ir: r' : 
OTR"+K ['.'1 
OTRM+K[1~1'·~r2,2l·Kt1.!l.K[2.1l 
"DTR'~ 
IF.llf)': 
, PRO C ' t ,. !';',E R = ( , R E F • r , 1 ' ,0:' v • ~) :: 
I Cl' 
FINns THE IN"E~ S~U.\I\E of A IIAUIX 
, c" I : 
iBEGItn I 
ii N T "~+' UPS' K : 
. t 1, ~-Z; 1 ,'H- 2] 'P 0 Lv 'I Nt! .. 1( [2 I il"',' 2 11:-11 j, .' 
K 6. piN 
iENO': 
i PRO C ' S U Il R F. S. ( , R E ~ • [ , ] • Pt') LV' K, I PO L Y , A ~;B) ,'. 
; i: I 
I 
FINDS THE SUSRESULTANT OF THE nIGRADIE~THATRIX USeD IN FINDING THE 
. GREATEST COMMON DIVISOR _' ' 
i i: I . 
iREGliIil 
iOEGIDA:~B:DF(DA.A);DF(D~;~); 
irNT'~+'UPB'KiNN+(OA[1].OR[1]-~)I/'2; 
r; ,'h1,N] IPOLV'S8~S+K: 
ipOLYI!;: 
p i OF'S+[O,1.0,O] 'ilEAL': 
(PlOPS) [;Ol+(0,0,1,O): 
IIF' (OB[1l~NN»O 
hHENI, . , 
SBkS[OR[1].N~'N]+A: ' (( Dun;. NN) >1 I ' ~ 0:\'1 r ' F R Oil I DB [f l.rW-1 'B Vi .. , 'TO' 1 ' 00 i" 
iFI';' .. 
liF' (DA[ll,,!.HI»O 
;rH Ell I, 
SB~srI,~l+S*SBRSrt.,.Nl) 
SBRS[O~[1]-~N.1~Nl+~: 
«OA[1]-~N»11'FO~'I'FRorll"-OA[1l+NN·2ITOINIDO'i-­
, S ~ >l S [t .1/] .. s *5 tl R SrI -1 , N 1 ) 
iF1' ; 
K4.SBRS 
'EN 0' ; 
, 
i PRO C ' V A R" ( , RE F ' I PO L \' t ~) : 
i i: I -
eHANGES THE V4RIABLES O~ _ POLV~OMIAL AROU~6 s TO Z & Z TO S 
i c'l 
iREG tr;i 
iDEtjlDi(lFCD,A) : 
hOLVllli 
p i ,01= , a + [ 0 [ 4] I !) r 2] , 0 [ 3] : 0 r 1 11 'RE A t. I : 
jFOR'LIFROM'~r3]'TOIOr1llnOI 
(1)1 0 F ' s l ['; L] + ( P , M I .-\) CL. i j ; 
A+a 
iENDI: 
i PRO t; , V ARC H = C IRE F , r • ] , , () t. v ' Iq :; 
, C I 
CHAI;GES THF. V4PI \i3LES Cl: ~ P~I.·(NOI!tAt. IIATR!X 
i i: I 
hEGIIH 
iJNTII'i+1't!Pi:"~""~'UI)RII(: 
I ~OR' I I TO' i~ I on' 
I ~ 0 R , J I TO 'In ~ 'l I 
VARO:tt,J]) 
IF.ND'l 
i PRO C , GC D 1= ( , Cl 0 t. V I A 1 , Ii 1 ) I P " LV "1 
i ~ I , ' 
FII10S THE GRE.I,TEST r.0 111\:)I. !lIVtSO~ MTLJO 
VARIABLE USING BLA~~INSHIPs ALGO~tTK~' 
i Cl ' 
iBEGIN' jPOLY"A+A1 ,[>'+~1,QI 
iDEGIDA;DB: 
''''Ha", tr;OT'£A'ANO' 'NOT'Er; fOO", 
'll E G I,N , 
DF(DA,A) fOF(De,S) t 
Q+CDA[1l<DB[1l161AIA/S) 
'EIlD'1 
C£AIBIAS 
j EN D' f . 
. , , 
i'~RO~iGCD=(IPOLV'A1,B1)'POLV'~, 
POLVN0MIALS IN.ONE 
I i: I , 
,FINDS THE GREATES'" CO!1I·i~II, DIVISOR OF TWO POLVNOMIAl.S USING THE 
SVLVESTER MATRIX OR 6tG~ADIEN' ,. 
f c i
I~EG1NI' 
IP'Ol.V'hA1,B+~1: . . . ' 
iDEGIDA;DR,OFACfOF(DA;A):OFCDk7B)F 
iJNT1DJM+(OA[1].DA[2].Dht1]~OBt2]=OIO 
IlnA[2].DB[2J=OlA~U'DA[11.~BC11>OI1 
IIOAt1].06C11=0'AhO'OA(2)iDa[Zl>OI312): 
iBOOL'CH+'FAI.SE': ' , 
( D 1'>1-3 I v A" ( A) : v A R ( a' : D F ( 0 A ; A) : D F ( DB , El) I CH.,t T Rile' i D tM =1 ) I 
ipOLV'FACTOR,CONTeNT'CH~CK,COhTA,CO~Tci.DUMHYi ,. 
iJFI£AfOR'£a . " , . 
'THEN', 
'Ci GREATEST COM~'OtJ OIVISOR IS zeRO :1c.1 
, I~(EAR'F'CTOR 
·;ELSE' .. , 
I.t;: I 0,1/1,.2 . '" 
!THEN' , ., .. , 
t1'.IOAC1l+C8[1l 'FI.i:X
'
·,·':OAt'l'l.oatll i Fl.EX I~ 'POLVfaIGRAD; 
'ctEAR'9IGRAD: ' 
I Co' 
"REllOVE COllTE!IT OF, A 1:. B AND FIND GCD(COI-lT(A) ;CONT(B» 
, C , 
'~pOL'zeROA+IT~ue',ZEROB.'TRUEi~ 
'FbQ'I'FQOH'n'TD'O~r1lIDOI 
'B~GIN' . ' 
'I PlO F ' CH F. C K .. r 0 10 '; 0 lOA C E ~ l 'RE AL' j 
(P'OF'CHECK'tQ;]"CP'oFIA)tI;ll~HECK+~CHECK: 
(INOT'£CHECK! :zEROAICOWTA"CHEc~izEROA""FA~SE' 
I COl, TA+.GC 0 C CONT A. C HE CK) ), 
F IfIDS CI'HliEl!T i:;: :, =Cor:TA 
, C ' 
I F('~ ~ '1 ! F R 11 /! , ,i ' or., I D n r 1 J , [) 0 I 
'SF'GIt;t 
r ' I')F , CH F C ~ ~ r 0 :0) ; r. : 1) B ~ 21l ' "F. A LJ i 
(plnF'~~EC~)C0;l~(plnFIR)rl:l:C~ECK.%CHECKi' 
(' t·:OT' £CrIEC~'1 :7.EKO~ I CO'.Tat-CHECiOZEkOC.'.FALSE' 
I cor: T e t-G C 0 ( i: 0 N 11: • CH e C K) > 
'E':!)': 
" C ' 
FHjOS CO',Te'jT OF El =CO~lTB 
, C ' 
A.A/CONTA:DFCDA;A): 
Rt-6/CONTB:OFCD~.s): 
C~NTE~T.GCD(CO~TA,CQNTaiJ 
, C , 
SFTS UP THE nIGQAOIE~T HATRIX 
, e , 
'FOR'I'TO'DRr11'nO" 
, FOR' J , FRO Il' 0 r T 0 'OA C 1 n II 01 
C P , ;):: , n ur~ll Y.( 0 : 0, C ,'" At 2] , iRE A L ' J 
'~n~'L'F~GH'O'TnfbAr2]I[)Oi 
C p , 0 F ' 0 urH~ V) CO, Ll • C P i 0 F I A) t 0 A [1 J .. J , Ll J 
SIGR,\O[ I. i.Jlt-:'::>Ur:HV) i: ' 
'FaRtI'TD'DAr111~O! -
'FOR '"j • FRGII' 0 I TO' on t1' 'no' 
(p I OF'r, Un;v.co,o,n,DI![211 iREAL·" 
'FnR'L'F~oMIO'TQfDR[2]'DOi , 
( Cl ' C F , 0 UI! HY ~ [() , L] • ( p i 0 Fit,) t I) BC 1 J - J , L] J 
BIGI\AorOE<'[11.(,J;'I.DAt1l.1 ]"~DuMliy) J 
'IF' £l)ETCBIGRAo) 
'THEN' , ',. 
, 8 F.-G ffJ , 
, C I 
I c ' 
REDUcES THE BiGRADIENT TO FIND THE SUB~RESULTANT 
ANC ~o THE GREATEST cOMHON DIVrsoR 
'800L' Rlj'H"TRlle', EQUAL ... FAlSE I i 
l\.lHILE'RU/.;'DOI 
IsEGINI 
'pOLy, D.TIlH i 
~rF' 'UpBlBIGRADa2 
"HEUI. 
RUE~'FALSEriDT~M.DET(BIGRAD)1 
C £DT~111 EOU'; L.' TRUE I 5 
'ELSe' 
,!~UER(aIGRAO):DTRM+DET(~lGRAD)1 
-C'UUTI£DTRHIRUN+IFA~SEI) 
.' ~ tI . 
'F.ND': 
SUA~ESC8I~RAD,A;B)i~ 
FACTOR.oEi(SIGRAD)i 
(EoUALI,ACTOR4oA)1 
'C' REMOVE CO~TEfIT OF FACTOR 
DFCOFAC;FACTn~§;ZEROA.'TRUEf: 
'FnR'I'~ROM'O'TO'OFACr'l'Do' 
le' 
I El eG t fP 
P'oFIC~IECKt-[OiO,OIJDFAcr21,iREAL'; 
( P , 0 ~ I c: I1 EcK) t n , j + ( plO ~ , FA C TOR) t 1 , ] I 
CHF.CK.l!ClleCK: 
('NOTI~CHECKliz£RCAICONTA+CHeCK;zeROA+'FALSE' 
ICoNTA4oGCD(CONTA,CHECK» 
'EN C' : 
FACTOR +1: ACTORI C(lI',!, A 
'END' 
'E1.SE' 
. 'r.' COI~UItI FACTOR IS UIJITY . 'e' 
(P'OF'I:ACTDR)[niO:+'.O 
• 'F I , 
'ELSE' 
FACTOR~(DIM:OIAI~CD1(A,6» 
',~JI: . 
lDIH.21~ACTOR'TIM~S'~DNTENT)f 
(CHIUAR(FACTOR~)i 
!HCDFAC, ~ACTOR': 
FAC'!'U~'TIMeS'(1.0/(~'nFI~ACTOR)rOFAct3l~aFAc[,11) 
i ~ I ,.: 
f(FACTOR .. 
'eND': 
iPROC'.SMITHF('ReF'[~l'p01.V'K)i 
i c , 
. ~AIN PROCEDURE TO FIND THE SHITH FORM OF A POLYNOMIAL 
~ATRIX K OF DI"EUSI0NS ~*N 
i c , 
iBEGlk' - . .. 
i I NT' 1-;.1' UPS' K';N+2' OPa I K. OR (I~( n<N PII RS -; 1.A1400 ;'LB1'+O i ' 
til~111~l'POLVIK1"K,K2+"K~"Ki' . 
t 1111,' I ~11 Ip 0 LV ' PR e '; PR E 1 : , c LE Ail I PR E : . 
til~"IN]'PDLV'POST~POST1:'CLEAR'POST~ jpOLY'UNtT: . . ... , ..... 
~~'O;'Ut;nHO,oh1 ;0;' . .. ",.' .... 
IFOR'I'TO'M'OO' PRECI,Il .. UNIT: 
i~OR11jTQ'~'OO' POST[r,Il+u~i'!':·_· 
PRE1~PRE:POST1+POSTI 
VARCH(K1): 
iaOOL'RAT~'FA\SE': 
S~!TH'ORI;(KiPREIPOST): 
itF' UT' 
"HEN', " 
'IIEGIN' 
' .. 
.-
.. 
·PRS(~PRE.MULTIPLVrNG ~QUIVALENCe ~ATRIX")~PRC(~~~,3'): 
PRt~TPOLVMX(P~E),: 
PRS(~DETERHI~ANTcpRE)"):~RC(N~~~~6): 
PRINTPOLV(DET(PRE)~;PRCC··",60):~L(1)i . 
PRS("POST.HULTIPLVING EQUIVALEUee ~~TRIX"):PRC("."t35)' 
PRINTPOLVMX(POSTj: . 
PRS("OETFRI"INAUT'(pOSn", :PRC(" .. "~17) j' 
PRINTPOLv(DET(POST»:pRCc"·w;6nl:NL(1): . 
PRSC"SHITH FORM OVER R'Z)[S]"):P~C("=",23)' 
PR!~TPOLVHX(K)' , 
PRS(~PRE * K * POST~):P~C("~",14l: 
K3~prE*K2*POSTI . 
PRINTPCLYMXCK3): 
kL(4):PRC(··-;34):P~S("S2ARCH FOR SMITH j~RH OVER ~(s)tZl·): 
PRC("·p.~4) pJL(2): 
RAT+'FALH' , 
SHITHFOR!I(K1 d'RE1 ,90ST1) i' 
VARC~(rRE1):vARCH(pnST'):VA~CH(K1'; 
PRS("~Re.f.lULTlPLVtfHi FQUI.VALENCE ~'ATRIX"j :PRC(~"",,34): 
RRINTPOLVMX(PRE1): 
PRS("OET~RMINAHT(PRE)"):~RC(".",·16): 
PRINTPOLV(DET(~R~1»;PRC(··p;6n)iNLC1): 
PR S ( " PO!: 'l' -I i U I. T 11' L V I r: Cl Et) u I VALe:; c F. >'f.~ TR I ): " ) H f, C ( " -" I :5 5) I 
~RI~,pnLVHX(~OST1': 
FRS("DETERMIUAnT(~OST)·'iPRC(·~~,17)i 
PRINTPOLV(DET(POST1»:P~C(~.",60):NL(1)i 
'IF' RAT 
'THEJ.I' 
PRS("SHrT~ FORM OVER R(S)[Z]")IP~C("="12~' 
'ELSE' 
PRS("C(lR~FCT S~HT~ ~(\1111 fiVEr<. RCS,zl")JPRC(".",:50) 
'.~ I , : . 
PRINTPOLV/1X(K1": 
PRS(MPRE * K * Po~T"):P~c(·-·,14): 
K340P~ e1 *;:2*pnST1: . 
PRINTP(.JLV,",X(K3): 
I,J: 0 R 'I , T n , 0 R!) '\.IIII lE I ~ AT' D (l , 
'OEGI'" 
, C , 
~E .. t'ORMALIZEs BOTH SPITF! FORi·1S OVER F\cZ)[Sl. & R(S) CZ~ 
TO SrllTH FORns OVER IHZH!;l & R(S] CZl AlII) TAKES THE 
~CD OF THFH TI'I GIVE TH~ SMITH FORM OveR RCS,Zl 
, C' . 
'pOI-V'A,B: 
'INT'L'~L2,LA2+o;Ln2~O: 
'FO~IJ'TO'H'DO' 
'HG Ill! 
l2+2'LW6'P'n~'~REtI;Jll 
L1+1 'LIJIIIP'nF'~RE1tl;J] j. 
CL2<LAZILAZ.l2): . 
CI.1<LB21 LB2+L 1) 
·,EtUI" 
LA1'PLUS'LA2rLA2.01 
LB1'pLUS'LBZ:~~2·0, 
·'FOR,J'TO!N'DOI· 
> -
. . 
'SEGI"', . 
L2.2'L~R'P'OF'pOSTrJ.IliL1.1'LwB'P'OFlpOS'1CJ,I]i 
(L2<LA2ILA2+LZ" 
CL1<LS?rLR2+L.15 
'E~I)'; . . . 
. LM IPLUS'LA2:L.S1 'PLUSIL!>2i ' 
P , 0 P A.r 0 i 0,0 ,- LA 1 ] '~EA L I J re L F. A R ' Plo j:' A: C PlO F ' A) CO. ~LA n +1 .0 : 
PICF'B+COj·LR1,0:01'REAL':'CLF.A~'PIOj:'6:'P'OF'S'[~LS1;0]+1;0; 
HA*lCtI;n, 
S40hIC1n=ll; 
Kt I; t] +r,cl>< A~S) 
'E'i!)., 
q.IRAT 
'THEt.' 
. . . 
FRSC"CALCULATED SMITH FORM OVER Rrs"z]~)i'PRe("a~;33'i' 
PRnapOL"MX(IO' 
, F I' . 
'EIJD' 
iELSEI 
PRSCMPRE-HULTIPLYING eqUIVALENCE MATR!xni:PRCC~~·.34j: 
PRIIITPOLVMXCPRE); 
PR S ( It 0 ET ER 111 U MIT ( PR E) " ) ; PR CC" .'1' I 1 6) I' 
P I< I "T P 0 L. VC P F. T ( PR E' ) ; p ~ C ( "." I 60) n: Le 1 ) : 
PRS("PCS'_~ULTIPLvt~G EnUIVALEUCe HAT*IX ri ):PRCC".",3S)1 
PRtNTPClY~X(POST): . 
PRS(~OETEI'!~lIIJANT(POST)") :PRC(,,_n~'17):' 
PRt~TPOlV(DET(POST»:PRc("+n;601INL(1'; 
PRS("COR~ECT SMITH FD~.I OVER RCS;Zl"j:PR~C·.";30): 
PR! IJ'rPOLvr·,X (10; 
. I 
I 
K3 .. Pr.E"'K~ ... POST' 
PRS(MPRE'" K ... ~n~TP):prc(""",~4): 
PRIlJjPOLVMX 0:3' 
i ~ l' 
IENDI: 
'PROC'~UNSMITHa'vrIO': 
'C' ~UhS T~E S~tT~ FOR~ ALGORITHM 
READING IN THE POLYNOMIAL ~AT~IX ~ OF DtMENSIOUS H*N 
i C' , 
iBEGlt;' 
iiNTIH;": 
I i: I 
~EAD IN THE POLYNOMIAL ~ATRIX K 
i C' 
REA D ( (I~; 11) ) : 
[1rll,11f.:] 'POLv'K; 
RE'ADPClLyrXCI(), , 
.. 
S~(13)ipRS("SSSSS MM lIT TTTTT H HSBBB"i: 
sp(13);~~S(~S MM M,., I T H' H6 Bri), 
S~(13)i~RS("SSSSS M M M I T HH~HH 6BBB~5, 
SPf13)i~RS(~ S M· M t T. H. H B 6~); 
SP(1!)iPRS("S~SSS M' M III T ,H H GBBBRi:. 
N l ( 3) : pp C ( " .. ~ , 20) : PR S ( "T 0 L E ~ MJ C E S Eh 1 • (') ' '''6'' ) i PR C ( "" It,; 2 0) j: 
-
NLC2):PRC("=".37):PRS("t~JTIlL PCLV"OHIAL MATRIX OVER RtS;Zl~):PRC(".", 
PRt~TPOLYHXCK': . 
SMlTli(lC; : 
N~(5):PRC("~~,60):PRc("sn,60) 
'END,' : " ~. 
', .. 
N'l(n . 
i~NDI . . . . • 
t K E E P' 'P 0 L V I , , DE G , ; 1\ AT; [) F , £ , %; R hI M , , , '* , +.,. .. , , P L us' , 'rH NUS i;, .1 TI M E S , , i eLl 
READPDLVKX,NL,SP,PRC,~RS'PQI~TPOLy,~RINTPOLYMX:HONIC'LSTDEG,GAUSS; 
FicCHECK,SMtTMFORM:DET~I'I~ER,~U6RES,VAR,VARCH;GC~,SMITH,RUNSM1TH 
htNISHi' 
'. ,: 
, 
APPENDIX E 
PROGRAM LISTINGS 
THE SMITH MCMILLAN FORM ALGORITHM 
~ROC'SI'"C='VDIDI, 
i: I 
P~DCEDURE TO p~nouc~ TH~ SHIT~-MCHILL4~ FOPH ~F A RATIONAL 
. "IATIIIX IliPlITTEO AS TIIO POLv,.Ol,:IAl HATRICES Nuri ~ DEll 
·THE LEAST COMMON OEuOMI~ATDR UILL BE FOU~D A~~ THEN NUM 
REFO~~EO ACCORDINGLV 
C'f 
ti eG It: i 
i NT·'r1.N: 
Cl 
INPut THE TWO POLNOMIAL HATR{CES NUM & ~EN, OF SIZE M*N 
e'" . 
E4!l«",;N): 
11 11, 1 I" 1 i PO I. V , NUll; 0 E t.j : 
"" 
EA!lPOLVHX(~U"';REA~POLYMX(DEu): 
P(4) :PR5C"'l 11 cee M, M 111· L L A N Nlt): 
P(4),PRS("'H,lMM C M;~ loll-! I·L L AA r;NNII)" 
P(4):PRSC"H M M e M N M L' "L AAAAA'~ N Nil), 
~(4) :PRSC"Jo; "r~ C M M It.L A A N NN"" 
P(4):PRS("H M cce M MIll l(LlL LL~LL A A N Nil), 
~e(~=";24)jP~s("rNITIAL UUM~~ATOR ~ATRIX",)':P~CC"=~f24):PRINTPOlYHX(NUM) 
RCC"=";(6) iPRSC"!lIITul. DENOI:IIJATOR 'IATRtX") jPRC("=~;26' i: 
~!~TPO(Y~X(DEN): ' ' 
POLY1LCM,CH,AJ ' 
BOOL'URh'FALSEt: . '. -, 
i: t rVALUATes THE LEAST r,Opq,!ON rlUL T1 PLE OF THE ELEMENTS OF DE~1 
FOR1ltTOIMIOO, 
'~O R t J , TO' N , 00" 
rBEGt~I 
'1F'STRT 
'T~EN' '. 
cH~Le~*nEN[IfJ17, 
' .. , ... " 
.' 
, : 
i e ' 
l.e/A~C!l/GCO( Lcr:;OEIH 1 ~:n): 
('NO"£~HlpReCh*",24):~RS("ERR6R 1~ CAI.CULATING (CH"S, 
pqC (';*",24) r' 
'ELse' -
LCH.OENrI,J]:STRT~'TRUE' 
IF l' 
'Er~O'l 
~.' ~DRM THE NE~ NUMeRATOR MATRIX . IC' 
'OR'!'TO'M'~oi .' 
'~()RiJ'TO'NIOO' 
'BEGIN' 
eH~lu~1 U;-.J 1 *,-cr, I 
~UM[I,J].CH/oEN[r,JlJ 
(INOT'ECHIPRCC"*",40)/ 
PRSC"eRRDR IN EVALUATING MEU ~UMERATOR ~ATRrX",j 
PRC(n.",4{))) 
'E~O q . 
~(3):PPSC·LEAST ~OM~O~ OENorINATOR")ipRC(·-";24):pRtNTPOCVCLeM):PRC("+~ 
~ ( 3) : 11 R S ( " J,J e \J Il·U ',' ERA ToR HAT R I X" ) : PR CC" = " : 20) i pR H: T P 0 LV H X ( NU IU I 
L(3):PRCC"~",53):IIRS("S~A~CH TO Fl~D THE S~ITH FeRN OF THE NUMERATOR M~ 
RCC",,";53) I"'L(2):' . 
MtT"(~UH): . 
L(4) :PPS ("sr'rTH-MCMI LLAri ~01{I:") :PRC{"=",19) i 
AT.,I FALSF.', 
i: LEAR 1 ~E~JI 
~ 0 RI! , 'I' [) I ( '" <"I I r~ I rn ' 00 , 
'BEGIN' 
A.t:er.' : 
Cfh·GCD (f;'!HC I, r J, Lr':) : 
NUKrr,11~~U~tr,1]/CH: 
!lEI. Cl, n +AI CIl 
'ENt:!; 
IS("NUpE~AT:J!:l") :~I!C(·-",C;) :~r,p'TPOLVI:X(I~UH) I 
IS (n D E ~J (J"t": It; AT 0 R ~) : P ~ C ( "-" , 11 j : PR I N 'I'P Q L V 1"1 X ( 0 E In I 
:CS),PRCC"H",60) 
;N D , : 
:.( 1 , 
;N D , 
1eEP'sl"'C 
:PIlSH i 
. ' .. 
. '. . . I 
APPENDIX F 
PROGRAM LISTINGS 
THE REALIZATION ALGORITHM 
i aEG Hi I 
i~ROCI6~USS=(IR~F'[,l'PCLvl~,PREN;P~E~~'I~T'R51 
i c , ' 
~ARRIES CUT ONE FULL STFP DF ~AUSSIAN ELI~~NATIO~ WITH PARTIAL PJV01 
i r. I 
iREGI~I 
i~OLV'PIV~K[~,RJ,Q;PZ,PZ'~ 
i J NT" t',.11l'PB t 1·';~J.~lllP~' K, 1 : 
'ROOLIC~A~GE,~EGE~.IFALSEI,NCREM.ITRU~"RUN.I'RIIEI.ZEROI 
inEG!O;DI: ' . 
t 4-!H" ; 
(~>~IRU~ .. IFALSF')f 
.~, T~E FC~YARD EL1~~NATIO~ 
"'ONrC(y.;p~ft,.~) I 
H.iHILE I ~U~.'!lO' 
IIIEGH:' 
'l~".CT'£KtI;R.J 
'" T 11 Et> I 
qFjcEGE~ 
'TflENI . 
I c" 
DF (f.\, Ft V) : Il F ( 0 i ~ K n. " !) , , 
P , C'F ' F Z ~ [ C : Cl , 0:'0 t 2l ] • REAL' :. 
PIDF'PZ1·CG 1 0.D:DI[211'REAL': 
, ( P , 0 F , P" ), t fl ; l.'( plO F I P I \I) [() t 1 1 • , i p Z .% P Z ;' 
'FI" 
,( P I OF I p 2" [ Cl, 1 .. ( III OFt K a , R l') t J) i r l' " : P Z ,.:; P Z1 , 
PZ1.GCDCPZ;PZ'~' •. 
PZ.r;-Z/P21I 
'FCPlJJ'TCIM'OO~ " '. .. 
t'NOT'£PR~G[JJ.l!IPREDtJJ;Il'TIMESIPZ): 
·tF~R1JJIFRo~I~I~O'~IOO' 
'KO ,JJ' 'Tr'1ES "PZ 
, Cl·' " 1·1 U LT IP L IF. S R NI I B V P Z " C t 
Q .. K [ I , R J/ P I Ij : 
. . 
'IF''''CT'£~ 
ITHENI 
I FOP I J J' TC' iM' [,01 
IIF'RAT' 
, . 
, 
ITHEN" 
IpOLv'FR.PR~~[JJ~RJ;FI"PRePtJJ,Il.G+GCO(FR;FI: 
F 11.;: RIG: 
Fl+FI/G; , , . 
PI1ED[JJ,Rl1TIMES'Flj. 
PREI; tJ J.l(hP"~IHJJ, 11, *F r .. Q,*PREN tj J, I 1 *'11. 
'ELSE' . 
, PI1EWfJJ,RljP(USI.(Q*PREN[JJ,11) 
'IFIII , ' 
,'FGR'JJ'FRO~IR ... 1'TOtNrDO' , 
,K[t,JJl I~itr.:US' (O.KCReJ'J]);' 
'C'· ,suETRACTs Q TI~Es RD~ R ~RO~ ROW r 
LSTCOLPEG(K;PPEN,PREoi~;zeRO,C~ANGe)' 
, (C io! A t< GEl I .. R ... 1 If I 0 q C 0:; PI! E Il ; R' : P r v • K CR I R] ; NOR eM .. I T RUE i 
I ( , NOT I £ K et ; R 1 r t; eRE M.' ~ At SE I ) n I,p L US' 1 ) , 
'ELSE' . , 
NOREM+'~ALsE':I·PLUS" 
, FIt, 
I ELS E ' 
I'PLUS l 1 
t F f I I • 
(t>~I:~nRe"'r~~.'FALSE' Ir~R ... 1:I;OReH"'TRUe':DeGEN+'TRUE'IRAT.'TRUE 
LSTrCLDEG(~,P~Eh,PREO,~,ZERO'CHANGE)'1 
(CkAN~EI·:nN!C(.K'~RE~;~)I'tV~~[R,R~» 
I"U 
Cl<RI~lll.'TP~E'): 
O~C!l,~n): 
~iOF'Pz~tG:G,:,or~]]'~~AL': 
'~O~'JJ'FP~~~'0'TCID[51'DCI 
[PICF'PZ)[O,~J]~(PICF'~I\')rDt1],JJ'; 
IC' TIlE' EAC!: nH:H'ATIG~ 'C' 
ilollO LE i In;" I cc, 
, 'BEGIU 
. O~CDi.~tt;P,]): 
'IF'I~OT'£Ktl~~J'A~CI~Ir6l>cC[6l 
'THEt,' 
'1F'pAT 
'THEN' 
'FOP'JJITC""'O"ot 
.. ":. 
(INCi'£Pf<Et-ItJJ, I1I,PREDtJJ;Il tTH1ES'PZ): 
'H, RI J J IT C , ~ , t: 0' 
, F 11 : 
K[f,JJl'Ti'IES'PZ 
~ULTIPLIESRCU I AV PZ 
. r.t.Krt.IO/PIV:· 
'IF"NCT'£~ 
'THFIJ' 
'FCP'JJ 'TCI~'Do' 
. IIF'FAT 
. :'THHI 
• C t 
'~OLv'FR~PREDrJJ.R~,il.PREDtJJ,:],G.~C!l(FR;FI) 
FR·~R/Gi . . .. 
F!·Fl/~I"· " . 
PREetJJ irn 'TIMESi,FI r· 
. P~EhtJJ,R~~PR~~[jJ.R'*Ft·Q*PREHtjJ,11*FR 
'ELSE'. . 
PPE~tJJ'R]ipLUSt~~*PREN[JJ1I11 
'FI': . 
'fOR'JJ'Fpr~I~."Tn'NfDOI 
Ktr,JJ"~iNUS'(C~KrR,'JJ1)? 
'C' SU&iRACTS. Q Tl~Es ROW R ~ROH ROW % 
. DFco% ,11:[1,11]): 
. ( , r~OT! £ I( t I ; R] , All 0 It] I r 6])=0 f61 Hl 0 REI"~' F HS E '" I 
I'PLUS
'
1 
'ELSE' 
NO~E"·IFALSE':lrpLus'J 
'Ft' . 
'ELSE' ,". 
.: . . , 
tI P LuSt, " . 
iF!I; ." _. . 
(l>=RIIP~ORe!4IRUN"'F;l.I.se' 1!~1 :NORE"1"'TRUEiiRAT~'TRUEI) 
.'["Di - . 
;END': 
i P'R CC ' GC r. c = ( , R ~ Fir ';] , p n l. '" , I() C ;' J i PO LV' i~ . 
t 1: i 
i c ' 
"'AIN' p!:(Jcer,URE Te Frr;c 'THE GC!!!) OF TiJO ItlPUTTED POtVNOM%AL 
"'A'~ICES "S ADJDl~TED lk K OF DIMENSlnNS H-H 
i~EGJ~" .' ' jtNT'I~1 'lJPI)'I{·:N.2'UP!\'KICR~ .. (M<t:rM\lh I' . 
[; , 1\,1 ,t!] 1 ~ CL v , PR I: '" i ;0 R. et- I I CL EAR' P 11 g : i C LE A R I, r: J: E t> i 
.. . 
'POLY'ur·;n: 
CP'O~'U~IT'[O.O].1.0: 
i ~ Cl R , J ' TO' III [)" ' 
'r. EG nn 
PH" [1; n .lJl; f TI 
'~()R'JITCH~'~G' 
P~EI'[I~J]40tif,;IT' 
I H:D 'I 
isOOL'CHAt:GE'. ZERO. FfST!!T., HUE': 
RST: '~O~'R'TO'OP.D'·DD' 
'BEGIN' . 
LSTCOL!)eG(K, "'R"N~ pFCD~ R. ZERt";CIiAIiGF1:' 
I 1 ~ , , ~l C· T I Z E R Cl 
'T}ln' 
. GAUSS(~,P~EN.P~E~;Rir . 
I , 
e~~T1A~DIRESTRTI~ESTRT.'FALSEli'GCTn'RST~ 
'n' 
'HID': . 
C~AT·IP~C(KmP.37):~RSC"F~LL p~(YNOriI'[EQUtVALRNCE NOT FOUNO~)~PRC(".",J 
NUl»; . . . . 
PRSC"EuurVALE~CE ~ATRIX"):p~c~r=";1~):NLC2): 
j~FJ RAT . 
hH Er~ I 
'FOR' l' TO Hi' ~O' 
.'FOR'J1TO'H'OC' 
'BEGIN' 
I C I 
.. 
MAKE T~EELEME~TS OF PkEN ANOPREO RELATIVELV PRI 
.-< I. 
, e' . .' 
'POLV'FAC.GC~(FRED[I,~l:PR~~[I;jl)i 
., DEG ID: D FeD; Pr. EO n; ab' . .. 
'REAL·MC·(p'O'~PREotl.J')tD[11;DtS]1' 
FAe 'TiMES 'hel 
FRECtl~JJ~PREDtI~Jl/FACi 
... P RE" [ L J.J .p I! E r; r I ; J 1I FA C 
. ·'END': 
RAT+' FALSE' : 
.. ';FORiR!TOIORD'DO' 
'BEGIN' 
'POLV'LCM·LC~C(p~E~;Rl,A: 
'rO~'I'TO'M'DOI 
'BEGIN' 
'C' Re·ND~HALIZES PRe~ 
A.LC~: . • C i 
PREN[I~p]'TrMES'CA/P~E~[I,R]) 
'END'i . 
'FD~fJ'TOYORD'OO" 
'BEGIN. 
'C' Re·~CQMA~Izes GCRD 
A"I(Cr:,Jl:. 
K[q;JJ.A/Lc"" 
• C i 
('!ICT'£AI~r<SC"PE .. H(jRr'ALJ2ATlOr.: IIOT cOHPLETe"';PRCC"_1i,29 
'e~;D~ 
'HIli: 
. /;UZ» 
P~S.("AFTEP. Rf-~ORMALIZATICNP):P~C("."~22j:NL(2) 
i , I ' : . 
PRl~TPOLVMXCP~E~): 
PRCe":" ;29) I p~s ("GPEATES"T cIH:t!CN RICHT DIvI SOR"): PRC cn :", ?9) I "'!HNTPOLn 
PR H " P ~ e * G C ~ D·) : P F< e ( .. ".'~ 1 0' i ~ ~ !I; TP 0 L v ~, X ( C P R ~ N * I() , ; 
PR eN 
'END': 
i PR 0 C I At, J = ( [ 1 , , p Cl LV ! K) r 1 1 ,~ (j LV': ie' ~n!lS.HE ADJClp,:T'C'F A fATRIX KCS,Z) 
;"EGH' 
IINT'f''''IJ~A 'K: 
[1 I 'I 1 1 i~' 1 , PC L V I J( 1 : 
t; i :< .. 1 ; 1:'; -1] , " 0 LV ' ~; Pu 
i A F U I S I G!.'" '; r, : 
iFOIi'I'TO'f,;IDC' 
I ~CR' J 'TO Hi I tlO I 
'EEGn;' , 
S I G t.. .. ( , CO 0 C I ( I 4' ~) 1 - ~ ': c 11 ~ ~) J 
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