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Abstract
There is increased interest in the ability to predict the noise associated with commercial ship propellers. Key compo-
nents of the computational analysis process are considered for two test cases and the future direction in resolving the
associated challenges is presented. Firstly, the Potsdam Propeller Test Case is used to compute tonal blade passage
noise using the Ffowcs Williams-Hawkings acoustic analogy. Cavitation extents predicted using the Sauer and Schnerr
mass transfer model agree well with the experiment but show little unsteadiness due to URANS being used. A com-
plementary study of initial results from the study of cavitation noise modelling attempt are presented for a NACA0009
section, used as a simplified representation of a propeller blade. Large Eddy Simulation and FW-H acoustic analogy
are used in order to estimate the cavitation-induced noise. Results indicate that the discussed approach provides the
means for identifying low-frequency noise generation mechanisms in the flow, but does not allow for the fine-scale
bubble dynamics or shockwave formation to be resolved. It is concluded that the discussed approach is a viable option
to predict large parts of the marine propeller noise spectra but still further work is needed in order to account for the
broadband components.
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1. Introduction
Concerns about limiting the input of noise into the
Oceans have been increasingly more pronounced in re-
cent years. One may associate the anthropogenic noise
with multiple mechanisms, shipping being one of the
larger contributors (Hildebrand, 2009, Urick 1984). The
significance of this is even greater given that a large part
of the energy of the ship-related noise falls within the
10-1000 Hz regime and thus has a high potential to ef-
fect marine wildlife (Lloyd 2014).
Hence, several initiatives have been established in or-
der to investigate how to mitigate the impact of ship-
ping on the marine environment (Van der Graaf et al.
2012, Tasker et al. 2010). These have contributed to
the debate as to whether regulation should be intro-
duced and updated where necessary in order to limit
the noise induced by commercial vessels (Kellet et al.
2014, Bertschneider et al. 2014). According to the re-
view by the ITTC Specialist Committee on Hydrody-
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namic Noise (Bertschneider et al. 2014) the noise due
to the vibration of the hull structure induced by its inter-
action with the propeller and ship board machinery will
be of smaller interest as far as marine wildlife is con-
cerned, although it is of key importance for the crew and
passenger comfort on board a commercial ship. It may,
however, play a role if the dominant machinery frequen-
cies, such as engine rpm, will coincide with frequency
range of particular importance to a given species. This
may be overcome by increasing vibration impedance of
the structure, for example by avoiding rigidly mounted
engines.
The tonal noise sources associated with the propeller,
cavitating and non-cavitating, are typically considered
to be dominant when assessing the environmental im-
pact of shipborne noise. This is because of their high
sound power and low attenuation resulting in the poten-
tial to affect the largest area most severely (Bertschnei-
der et al., 2014). It is likely, however, that other noise
sources, such as those due to machinery or broadband
cavitation, will become of greater importance in off-
design conditions, such as when operating in shallow
coastal waters, during manoeuvring or while at port.
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The tonal, non-cavitating sound component is caused
primarily with the loading noise caused by the blade
passing through non-uniform wake of the hull as it ro-
tates (Lloyd et al. 2015, Ianniello et al. 2013). Due
to the induced change to the pressure distribution on
the blades this phenomenon also has an effect on pe-
riodic cavitation. This fluctuation of cavitation volume
will act as a strong monopole noise source (Park et al.
2009, Seol et al. 2005, Salvatore & Ianniello 2002).
This may also be expected to be accompanied by contri-
butions from higher order acoustic sources, particularly
for smaller source-receiver distances (Seol 2013).
The unsteadiness of the flow will play a crucial role in
determining the noise signature of alifting surface such
as a propeller or hydrofoil. Thus, while some useful
insights may be gained into the cavitation phenomena
using approaches such as unsteady RANS or boundary
element methods, it is likely that Large Eddy Simulation
(LES) will be required to develop a deeper understand-
ing of the underlying flow.
The work reported contributes to a wider study into
the assessment of the environmental impact of a ship
on marine ecosystems which requires computation of
propeller-induced noise levels. Specifically the current
focus is to assesses the potential benefits and disadvan-
tages of turbulence and cavitation modelling techniques
from the numerical propeller noise modelling perspec-
tive.
In order to allow more detailed analysis to be un-
dertaken a basic understanding of the limitations of the
modelling methods constituting the current state of the
art must be developed. This is done on the example
of the Potsdam Propeller Test Case (PPTC). This has
seen a significant amount of both experimental and the-
oretical attention (Abdel-Maksoud 2011), thus becom-
ing one of the more established validation problems.
The presented results were obtained using the Schnerr-
Sauer mass transfer cavitation model for the flow being
solved using unsteady RANS with the k-ω SST turbu-
lence model (Sauer & Schnerr 2001).
The flow over a propeller may be regarded as com-
plex and is thus not well suited for preliminary sim-
ulations aimed at assessing the mechanism of cavita-
tion noise. Hence, a simpler test case of a NACA0009
hydrofoil is considered, where LES is used instead of
RANS to solve the equations of motion of the flow.
The far-field sound pressure level is computed using a
porous Ffowcs-Williams Hawking acoustic analogy im-
plemented in OpenFOAM. The presented analysis fo-
cuses on correlating the relationships between the pre-
dicted flow features and the corresponding noise sig-
nals, allowing for preliminary conclusions to be drawn
with respect to the aptness of the presented approach to
the modelling of noise of a complete propeller.
2. Numerical modelling
2.1. Cavitation
Cavitation may be described as the transition of liquid
into vapour in regions of low pressure. This is caused
by the presence of small gas nuclei in the liquid (Ples-
set & Prosperetti, 1977). When subject to tensile stress,
these nuclei expand and lead to different types of cavi-
tation, such as sheet or bubble cavitation, depending on
the flow conditions (Vallier, 2013).
It is possible to simulate the behaviour of individual
cavitation bubbles, as described, for instance, by Ja-
maluddin et al. (2011) and Hsiao & Chahine (2004).
However, because of the small size of the cavitation nu-
clei, ranging between 2 and 50 µm for standard sea wa-
ter (Woo Shin 2010), it would not be feasible to compute
the behaviour of every individual bubble in full detail
for a flow over a full-scale propeller or a hydrofoil.
Alternatives involve, for instance, the use of volume-
of-fluid or level-set multi-phase flow solvers in order
to describe the physics governing the motion of large
cavities. Schnerr-Sauer cavitation model has been used
here in order to account for the pressure-induced phase
change of liquid into vapour and vice versa (Sauer &
Schnerr 2001). This is done based on solving the trans-
port equation for avolume fraction, α, with an additional
source term introduced on the right-hand side to account
for the evaporation and condensation:
∂α
∂t
+ ∇ · (αU) = − m˙
ρ
, (1)
where m˙ denotes the rate of change of mass of the
liquid-vapour mixture, ρ is the density of the mixture
and U is the fluid velocity. The presence of the addi-
tional source term also modifies the continuity equation
which now becomes
∇ · U =
(
1
ρv
− 1
ρl
)
m˙, (2)
where subscripts v and l refer to vapour and liquid
phases, respectively. One may also define the density
and viscosity of the liquid-vapour mixture as
ρ = αρv + (1 − α)ρl,
µ = αµv + (1 − α)µl, (3)
respectively.
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In order to close the system of equations, an expres-
sion for the rate of mass transfer between the liquid and
the vapour has to be introduced. In the approach pro-
posed by Sauer and Schnerr this is done by considering
the equation of motion of a single bubble and rearrang-
ing it as
m˙ =
ρl ρv
ρ
(1 − α)α 3
R
√
2
3 (p − pv)
ρl
, (4)
where R is modelled based on the specified characteris-
tic nuclei radius, R0, and their volumetric density, n0.
2.2. Large Eddy Simulation
In the discussed hydrofoil study Large Eddy Simula-
tion (LES) was used in order to model the fluid flow.
Use was made of the implicit PISO solver on a col-
located finite-volume grid, as implemented in Open-
FOAM 2.2.2. The LES approach is based on resolving
the most prominent turbulent structures and modelling
the remainder of the turbulent kinetic energy spectrum.
This is achieved by filtering the momentum equation
yielding
∂U
∂t
+ ∇ ·
(
U ⊗ U
)
= −1
ρ
∇p + ν∇2U − ∇ · τ, (5)
where the overbar denotes the filtering operation, p is
the fluid pressure and ν is the kinematic viscosity. Sim-
ilarly, the continuity equation becomes
∇ · U = 0. (6)
the non-linear subgrid stress tensor, τ, used to describe
the effect of the filtered eddies on the flow in Equa-
tion(5), may be expressed as
τ = U ⊗ U − U ⊗ U. (7)
In order to model this quantity one may consider the
Boussinesq hypothesis, whereby the stress tensor is as-
sumed proportional to the fluid strain-rate and an as-
sumed subgrid viscosity, νSGS , yielding
τ − 1
3
τ · I = 2νSGSS (8)
In the above I is the identity matrix, and the strain rate
may be computed as
S =
1
2
(
∇U + ∇UT
)
. (9)
An expression provided by the Smagorinsky model
assumes the subgrid scale viscosity to be dependent on a
constant coefficient, CS , and the filter width, ∆, dictated
by the mesh density. These yield an expression:
νSGS = (CS ∆)2 |S| . (10)
2.3. Ffowcs Williams-Hawkings Acoustic Analogy
Ffowcs-Williams Hawkings (FWH) acoustic anal-
ogy uses the extended Lighthill’s equation to predict
noise due to turbulence (Ffowcs Williams & Hawkings,
1969). It does so by transforming noise sources present
inside a volume of fluid into a set of surface and a sin-
gle volume integral using the Green’s function. If the
integrals are evaluated on a control surface surrounding
a region of fluid the so-called porous formulation, for-
mally derived by Di Francescantonio (1997), is used. A
key concept in using this method is that no additional
modelling of the noise sources needs to be carried out,
as long as their effect on the flow within the integration
surface is correctly accounted for. In the context of the
present work this would imply that as cavitation is cre-
ated and varies in volume it must displace the flow in
accordance with the momentum and mass conservation
equations, for instance.
Based on rearranging the mass and momentum con-
servation equations of the fluids the acoustic analogy
introduces a solution to the inhomogeneous wave equa-
tion of the form
p
′
(x, t) = p
′
T (x, t) + p
′
L(x, t) + p
′
Q(x, t), (11)
where x and t are the receiver position and time, respec-
tively, p
′
is the acoustic pressure disturbance, and sub-
scripts T, L and Q refer to the thickness, loading and
non-linear contributions (Lyrintzis, 2002, Ianniello et
al. 2012). Each of the terms on the right-hand-side of
Equation (11) is computed by evaluating a surface inte-
gral of quantities dependent on the state of the flow.
In the case of the porous formulation the non-linear
term for sources located within the control surface are
accounted for via the thickness and loading contribu-
tions. It should be noted that in this case p
′
Q(x, t) tends to
zero only in a strictly numerical sense. This assumption
may not hold true if there are noise sources present out-
side or leaving the control surface. Similarly, for such a
formulation the monopole and dipole contributions lose
their physical meaning (Ianniello et al. 2012). It is im-
portant to note that the quadrupole noise source outside
of the control surface is described by a volume integral,
which makes it relatively expensive to compute if high
sampling frequencies are desired. Instead, it may thus
be more convenient to design the porous data surface in
such a way as to enclose as many of the relevant noise
sources as possible. In practice this may prove difficult,
particularly for marine propeller cases which exhibit a
well-defined wake with strong vortical structures over a
large distance downstream.
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FW-H analogy makes use of two intermediate vari-
ables, Ui and Li, which, for a stationary control surface,
may be written as
Ui =
ρ
ρ0
ui, (12a)
Li = Pi jnˆ j + ρui(ui · nˆi), (12b)
where u is the flow velocity and Pi j is the compressive
stress tensor. Given the pressure field of a fluid, p, and
its value when the fluid is at rest, p0, one may simplify
the Pi j tensor to p−p0 (Lyrintzis, 2002,Salvatore, 2009).
For compressible flow the fluid density is composed of
a steady value, ρ0 and a density disturbance, ρ
′
, yielding
ρ = ρ
′
+ρ0. In this study an incompressible flow formu-
lation is used and the fluctuating term is neglected.
For the case of a stationary control surface the general
form of the terms of the porous FW-H equation may be
computed as
4pip
′
T (x, t) =
∫
S
[
ρ0U˙n
r
]
τ
dS , (13a)
4pip
′
L(x, t) =
1
c0
∫
S
[
L˙r
r
]
τ
dS +
∫
S
[Lr
r2
]
τ
dS . (13b)
Here c0 denotes the speed of sound in the medium r
is the magnitude of the radiation direction, dot defines a
source time derivative, and subscripts r and n refer to the
dot product of the quantity in question with a unit vector
in either radiation or normal directions, respectively.
In order to account for the fact that the sound contri-
bution of an infinitesimal control surface element will
take afinite amount of time to travel between the source
and the receiver all of the quantities in Equations (13)
must be evaluated at an appropriate emission time, τ,
given by
t = τ +
|x − y|
c
, (14)
where y is the location of the source (integration surface
element). In the current implementation of the FW-H,
developed for the purpose of the discussed project, the
control surface is defined by a set cell faces. This pro-
vides less control over the density and shape of the con-
trol surface than if the flow field was interpolated onto
an independent discrete surface. On the other hand,
the approach used introduces no additional errors and
avoids local pressure and velocity perturbations from
being lost.
3. Potsdam Propeller Test Case
3.1. Simulation set-up
The discussed controllable pitch propeller has pa-
rameters as described in Table 1. The presented work
focuses on replicating the conditions from the experi-
mental test case 2.3.1, where cavitation measurements
were made for the propeller at the advance coefficient of
1.019, rps-based cavitation number of 2.024 and oper-
ating at 24.987 revolutions per second (Abdel-Maksoud
2011). An implicit time stepping algorithm with δt =
3 · 10−6 s was used to solve the unsteady flow.
The propeller and shaft were treated as non-slip walls
with wall-functions applied, velocity inlet and pressure
outlet boundary conditions were used to impose the ax-
ial flow, with the outer extents of the domain assumed
to be slip walls. To match the experimental conditions
the water and vapour were taken to have densities of
997.44 and 0.023 kgm−3, and kinematic viscosities of
9.337 ·10−7 and 4.273 ·10−6 kgm−2. The saturation pres-
sure was taken to be 2818 Pa.
Table 1: Parameters of the VP1304 (PPTC) propeller.
Parameter Unit Value
Diameter m 0.250
Pitch ratio r/R = 0.7 - 1.635
Chord r/R = 0.7 m 0.10417
Skew deg 18.837
Hub ratio - 0.3
Number of blades - 5
rps s−1 25
An unstructured hexahedral mesh was created using
the snappyHexMesh utility native to OpenFOAM 2.2.2
and consisted of 8.8 million cells. Additional refine-
ment was applied around the propeller tips and roots
in order to refine the relevant geometry details. Care
was taken to ensure that the y+ falls within the logarith-
mic boundary layer region in order for the wall function
models to be valid (y+ ∈< 30, 200 >). A cylindrical do-
main was considered as it was deemed that modelling
the cavitation tunnel walls as present in the experiment
would be too expensive computationally. In order to ac-
count for the rotation of the propeller a sliding mesh in-
terface was used. An overview of the mesh and domain
arrangement is presented in Figure 1.
First order time discretisation was used which was
considered appropriate as only the low-frequency fea-
tures of the flow were of interest. The convection term
of the RANS equation being resolved using second or-
der upwind scheme to better resolve the wake of the
propeller. First order schemes were used to model the
turbulent quantities and van Leer scheme with interface
compression was applied to the volume fraction field.
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Figure 1: Overview of the domain setup for the PPTC
simulation (rotating mesh zone highlighted in orange).
3.2. Results and Discussion
One of the primary considerations for this part of
the study was analysing how well the selected cavita-
tion model predicts the extents of cavitation for a ma-
rine propeller operating close to its maximum efficiency
point. As shown in Figure 2, a relatively good agree-
ment may be observed between the predicted and mea-
sured location of the cavitation regions. One of the
drawbacks, however, is the lack of the tip vortex ex-
tending downstream of the propeller This is caused by
lack of appropriate refinement of the mesh away from
the propeller blade and by the fact that RANS meth-
ods in general tend to introduce too much dissipation
and thus cause the vortices to disappear much sooner
than they would in reality unless appropriate local mesh
refinement is applied (Turnock et al., 2006, Phillips &
Turnock., 2013).
Despite the relative coarseness of the mesh an accu-
rate prediction of the thrust coefficient was achieved in
non-cavitating conditions, yielding 0.3740 against the
experimental value of 0.3870, i.e. 3.36% relative error.
This indicates that the presented method is well suited to
provide information useful throughout the propeller de-
sign cycle. Unsteady RANS is not able to predict the un-
steady behaviour of the cavities particularly well (Ben-
sow & Liefvendahl, 2008, Lidtke et al. 2014), nor is it
capable of resolving the tip vortex regions accurately.
Both of these phenomena may be expected to play a
significant role in the noise generation mechanisms of a
complete marine propeller (Salvatore, 2009). It is there-
fore desirable to use Large Eddy Simulation, or similar
high-fidelity turbulence modelling techniques, for the
purpose of noise prediction.
Due to the simplifications made to the Navier-Stokes
equations in the RANS approach the noise due to tur-
bulence could not be reliably predicted in the present
(a) CFD
(b) EFD
Figure 2: Comparison of the experimental and com-
puted cavitation extents (experimental data from Abdel-
Maksoud (2011)).The predicted interface was assumed
at volume fraction value of 0.95.
simulation. In a number of studies, however, it has been
reported that the blade-pass frequency components may
be predicted well without the use of more complex tur-
bulence modelling techniques (Ianniello et al., 2013,
Lloyd et al., 2015). A final part of the PPTC study thus
involved using the FW-H acoustic analogy in order to
study this part of radiated pressure. A cylindrical porous
data surface was defined just inside of the fine mesh re-
gion in Figure 1, approximately 5D downstream of the
propeller plane and with diameter of 2D. Pressure sig-
nals were computed for a receiver at the propeller plane
and 100m away, which corresponds to approximately 8
wavelengths at the BPF.
Figure 3 presents the sound pressure level at the re-
ceiver, computed according to
S PL = 10 log
(
p′
pre f
)2
, (15)
with the reference pressure level pre f of 1 µPa. One
may note that a dominant peak in the spectrum is as-
sociated with the blade pass frequency, and is followed
by higher order harmonics, as expected. The cavities
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present on the blades have been observed to be stable,
thus yielding little volume oscillations. This was the
case because of steady, uniform inflow being used and
the cavitation number being favourable. Consequently,
no additional noise source was predicted due to cavita-
tion other than due to the attached cavitation acting to
effectively modify the shape of the propeller blades.
Figure 3: Sound pressure levels computed for the PPTC
case at a receiver placed 100 m away from the shaft cen-
treline at the propeller plane.
4. NACA0009 Cavitation Noise
4.1. Case set-up
Numerical simulations aimed at providing initial
noise estimates of a cavitating hydrofoil have been fo-
cused on awing with a NACA0009 section profile. This
was done in order to replicate the conditions used for
the Delft Twist 11 foil first presented by Foeth et al.
(2006). In their study a wing with a span-wise angle of
attack variation symmetric about the mid-span was con-
sidered. Here, however, the geometry has been simpli-
fied to a fixed span-wise pitch distribution in order to al-
low a more in-depth study of the sheet cavity behaviour
without the added complexity dictated by the complex
three-dimensional flow features reported in the original
experiments. The span of the domain is deemed suffi-
cient to capture the major influences of spanwise fluctu-
ations.
The foil with chord of 0.15m, angle of attack of 9◦
and span of 0.05m was placed in the centre of a domain
which was to resemble the working section of the cavi-
tation tunnel used by Foeth et al. The domain was cho-
sen to extend 2.5 chord lengths upstream, 4.5c down-
stream, and was 2.5c wide. The densities of both fluids
were taken to be 998 kgm−3 and 0.023 kgm−3 for water
and vapour, respectively, and their corresponding kine-
matic viscosities were assumed to be 10 − 6 kgm−2 and
4.273 · 10−6 kgm−2. The mean nucleation radius was as-
sumed to be 50 µm with the corresponding distribution
of 108 m−3. Finally, the saturated vapour pressure of the
mixture was taken to be 2970 Pa. Speed of sound in
water was assumed to be 1500ms−1. As in the propeller
case, the implicit PISO algorithm was used to solve the
flow at a time step of 2 · 10−6 s, guaranteeing maximum
Co ≤ 0.5 at all times.
The FW-H porous control surface used to perform the
integration of Equation (13) has been constructed by ex-
panding the wing section offsets by 0.065m. This dis-
tance was chosen so as to avoid any cavities impinging
directly onto the surface. Similarly, the downstream ex-
tent of the integration surface was chosen to be 0.182m
downstream of the trailing edge. The exact placement of
the control surface with respect to the wing is depicted
in Figure 4. Further work is reported on the influence of
location of the control surface in Lidtke et al. (2015).
Figure 4: Mesh structure close to the wing (yellow) and
the placement of the FW-H integration surface (red).
The inlet was prescribed a fixed velocity of 6.97ms−1
and the simulation was carried out at the cavitation num-
ber of 1.07 which was achieved by using a fixed value
of pressure at the outlet of 29 kPa (Foeth et al. 2006).
Top and bottom of the numerical cavitation tunnel were
treated as slip walls and cyclic boundary condition was
prescribed to the span-wise boundaries. Convective out-
let velocity condition was used in order to limit the
amount of reflections being propagated into the domain
for the LES simulations. The wing was treated as a
non-slip surface and wall functions were used in order
to limit the cell count required in the boundary layer
region, following the approach outlined by Lu et al.
(2010). In order to promote convergence from the early
stages of the simulations the runs were initialized from
a steady-state, non-cavitating flow solution.
Temporal discretisation has been achieved by the use
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of a second-order implicit scheme. For a grid of cell size
∆x this implied the maximum Courant number limit of
U∆x/∆t ≤ 0.5 was needed to maintain stability for LES
simulations. The volume fraction was discretised us-
ing the van Leer scheme with interface compression and
a hybrid convection scheme was adopted in which up-
winding is applied when required to maintain stability
(Lloyd, 2013).
The domain was spatially discretised using a
480x284x40 grid with 5.4 million elements, most of
which were concentrated in and near the boundary layer
of the foil and between the wing and the FW-H integra-
tion surface. Special care was taken to ensure that the
cavities present would not experience rapid changes in
mesh density as they are formed, shed and convected
downstream of the foil. Similarly, it was ensured that
any flow disturbance moving towards the FW-H con-
trol surface would not be affected by dissipation errors
associated with large changes in mesh topology. The
mesh was created using a set of in-house Python li-
braries combined with the OpenFOAM blockMesh util-
ity. The first wall-normal cell height was ensured to
fall within y+ ∈< 30, 50 >, and, to achieve appro-
priate span- and chord-wise resolution of the flow, the
mesh was designed to be characterised by x+ < 200
and z+ < 350. The grid had been subject to a conver-
gence study whereby the relative change in the predicted
steady-state, non-cavitating force coefficients was in-
vestigated and found to be less than 2% when compared
to a mesh with 9.0 million cells.
4.2. Results and Discussion
Several receivers were placed around the wing in or-
der to record the predicted noise pressure levels. These
were located approximately 50m from the foil and their
detailed locations are described in Table 2.
Table 2: Locations of receivers used to predict noise
around the hydrofoil.
Receiver x [m] y [m] z [m]
1 0.00 50.00 s/2
2 50.00 0.00 s/2
3 0.00 -50.00 s/2
4 -50.00 0.00 s/2
In order to allow correlation between the recorded
noise levels and the predicted flow features the total vol-
ume of the cavity,
V =
Ncells∑
i=0
min(0, αthreshold − α)
|αthreshold − α| (1.0 − α)Vcelli, (16)
was also recorded, together with its extents.
It is important to first understand the flow regime
around the hydrofoil, which will dictate how noise is
generated. Figure 5 shows the predicted cavity vol-
umes in the entire domain. One may note how for high
volume fraction threshold values the signals are rela-
tively smooth and periodic with a dominant frequency
of about 20 Hz. This may be surprising as one could ex-
pect the actions of the cavity sheet and shed clouds to
be distinguishable. However, a more in depth analysis
of the flow reveals that a new cavity sheet starts to form
before a shed cloud becomes disintegrated, as shown in
Figure 6. This implies that the maximum volume of
the cavity is reached while a cloud is still present in the
vicinity of the foil. It thus becomes apparent that, un-
less the total cavity volume may be broken down into
the contribution of the sheet and the clouds, their action
on the radiated noise and other flow parameters may not
be distinguished reliably.
Figure 5: Time history of the total cavity volume for
different volume fraction thresholds.
Furthermore, it is also interesting to closely examine
the state of the flow at various emission times. Around
τ = 0.125 s a large cloud may be seen to shear off from
the downstream edge of the cavity sheet, as shown in
Figure 7. This is also accompanied by a collapse of
a smaller cavity structure, which is trapped in a vortex
with its core parallel to and downstream of the trailing
edge of the foil.
Next, for time τ = 0.175 s a re-entrant jet may be
seen to impact upon the upstream end of the cavity and
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Figure 6: Snapshot of the flow showing formation of a
new cavity sheet and the presence of a shed cloud (vol-
ume fraction, α < 1.0) downstream of the leading edge.
(a)
(b)
Figure 7: Shedding of a cavity cloud from the down-
stream end of the sheet and destruction of a convected
cloud trapped in a span-wise vortex.
cause a cloud to be shed, as depicted in Figure 8. This
is a typical mechanism by which sheet cavitation ex-
periences instability and transient behaviour (Lu et al.
2010). There is also a cloud present in the wake of the
foil which may be seen to be shrinking rapidly between
the two consecutive time steps.
(a)
(b)
Figure 8: Necking of the cavity sheet close to the lead-
ing edge leading to the shedding of a cloud in a three-
dimensional manner.
Finally, for the time of τ = 0.185 s the collapse of
a shed cloud following the formation of a re-entrant jet
is shown in Figure 9. While similar to the already dis-
cussed behaviour this event shows a significant amount
of three-dimensional disttortion. It is also interesting
to note the visible wake of the jet around the mid-span
of the wing and how it causes the cavity to fold over
the foil from the sides. The later of the associated snap-
shots also reveals a complicated cavity structure that this
event gives rise to.
Results presented in Figure 5 also indicate that there
is a significant amount of small-scale oscillations of the
cavity interface, particularly for well-defined cavities
with low bounding volume fraction thresholds. These
are likely to interact strongly with local disturbances to
the flow, both creating and being affected by turbulence.
This becomes more apparent as one examines the veloc-
ity distribution in the wake of the foil, shown in Figure
10. It is also worth noting how the flow circumnavigates
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(a)
(b)
Figure 9: Complex three-dimensional cavity cloud col-
lapse event following the passing of the re-entrant jet.
the cavities, showing how they act to effectively modify
the wing profile shape. The turbulent wake is also likely
to affect the noise signature.
Figure 10: Span-normal cut showing instantaneous ax-
ial velocity and volume fraction field iso-contour, α =
0.9 (black), at z/s = 0.5 and simulation time τ =
0.160 s.
Finally, it is worth examining the sound pressure lev-
els predicted at receivers placed around the hydrofoil,
presented in Figure 11. One may note that all of them
see nearly identical spectral characteristics despite their
different positions. The dominant frequency in the sig-
nals also coincides closely with that observed for the
cavity volume fluctuations, namely 22 Hz. This indi-
cates direct dependence of the far-field radiated sound
on the oscillation of the cavity volumes and indicates
that hte noise source is of monopole nature, as expected
from the literature.
Figure 11: Predicted sound pressure levels for receivers
placed in a circumferential manner around the hydro-
foil.
5. Conclusions
It has been shown that appreciably accurate predic-
tion of the cavitation extents may be made for a pro-
peller at a typical loading condition using unsteady
RANS combined with a mass transfer cavitation model.
This is of particular importance to the designers, who
may utilise such cost-effective computational meth-
ods in order to support their decision making process.
Drawbacks of this method are, however, the inability to
resolve the vortical and other turbulent structures accu-
rately without significant mesh refinement. Blade pass
tonal noise has also been predicted and showed expected
behaviour. Due to the cavities being relatively stable in
the present case no associated noise source could be pre-
dicted. It should also be noted that RANS methods are
known for their inability to accurately account for cav-
itation dynamics. Thus, while it may still be possible
to gain substantial insight into the nature of the noise
generation mechanisms with said approach for initial
design, it is likely that detailed design will require the
increase in computational costs associated with Large
Eddy Simulation and similar approaches. These offer
the potential benefit of substantially increasing the ac-
curacy of the unsteady flow predictions.
The second of the presented studies, focused on the
noise analysis of a hydrofoil, has indicated that detailed
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insight may be gained into the nature of the noise gen-
eration mechanisms when high-fidelity turbulence mod-
elling is employed. In particular, the analysis of the
presented data has showed that the noise signature of
dominant events such as cloud shedding and sheet for-
mation may be captured. These have been shown to be
the primary noise sources. Because an incompressible
flow formulation is used it is unlikely that the model
used predicts these final stages of oscillation of cavity
volume accurately. This, in turn, implies that the input
data to the acoustic analogy becomes corrupted, mak-
ing its predictions incorrect. Studies involving com-
pressible flow simulations, such as those by Wang &
Ostoja-Starzewski (2007) and Seo et al. (2008), have
reported that far more physical results may be obtained
if the incompressible assumption is not invoked. How-
ever, undertaking compressible simulations of marine
problems is still an uncommon practice and, reportedly,
may be associated with significantly increased compu-
tational costs (Wikstrom 2006, Godderidge et al. 2009,
Budich et al. 2015, Fujiyama 2015).
Furthermore, it has been discussed, for instance by
Wang & Brennen (1995), that complex collapse mech-
anisms may occur during collapse of cloud cavities.
Predicting these, reportedly, requires one to consider
the behaviour of individual bubbles more carefully than
what may be achieved using a volume of fluid approach,
even if it accounts for some of the compressible effects.
This limitation becomes more significant in areas of the
flow where intermediate volume fractions become ob-
served, as was the case in the present NACA foil sim-
ulations where large cavities break up to form clouds
of smaller bubbles. Similar observations have also been
reported by others for the PPTC case during inclined
shaft simulations when mass transfer models were un-
able to capture bubble cavitation and were instead in-
dicating the presence of continuous sheet cavities (SVA
Hydrodynamic Solutions, 2015). On the one hand it in-
dicates the need for using fine numerical grids to keep
mesh-induced effects to an absolute minimum. More-
over, it also highlights one of the fundamental disad-
vantages of utilizing the VOF approach when modelling
disperse phases with no well-defined interface.
It may thus be concluded that the proposed numerical
approach based on a mass transfer cavitation model and
acoustic analogy is readily capable of predicting the low
frequency components of the cavitation noise. It suffers,
however, from not being able to predict the effect of
small bubbles and because the fluid is considered to be
incompressible and hence some noise components are
expected to be lost from the analysis The above indicate
that the discussed method provides a useful tool allow-
ing greater insight into the nature of cavitation noise but
requires further refinement in order to be more reliable.
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