Abstract. To investigate the similarity of natural languages, we use the following motivation: when a listener hears for the first time a language, it is plausible that he can distinguish and individualize syllables; due to this fact, he is able to say to which language or to which family of languages the language he hears is similar to. In order to investigate more rigorous the above hypothesi, a statistical analyze of common syllables excerpted from the representative vocabularies of seven Romance languages is presented.
Introduction
How many languages are spoken in the world? There is a generally accepted estimation that there are over 6000 languages in the world today [Grimes, 2000,Maxwell and Amith, 2005] 1 . The natural languages have a life cycle similar to any living organism: they are born (first of them probably since the turn of Babel), then they have a adulthood period (in many cases this stage is closely related by the sociologic, cultural, economic and military development of the community which spoke the respective language) and, unfortunately, many of them die or arrive on the verge of extinction. A common prediction is that during the XXI-th century more of half of these languages will disappear (see the Linguistic Society of America at http://www.lsadc.org). A language is endangered (the common syntagma which is used to say that a language is likely to become extinct in the near future) from various reasons. The most abrupt cause of language extinction is the outright genocide: for example, when European invaders exterminated the Tasmanians in the early 19th century, an unknown number of languages were extinct. A similar situation appears when the community is pressured to give up its language and even its ethnic and cultural identity. However, not only the political or military situations determine the endangering or even the extinction of a language, but the economical or cultural environment too. When a community is put under pressure to integrate in a larger or more powerful group, many languages are failing out of use and are replaced by others that are more widely used in the region or nation, such as English in the U.S. or Spanish in Mexico. Many other languages are no longer being learned by new generations of children or by new adult speakers; these languages will become extinct when their last speaker dies. For example, in the Yupik Eskimo communities in Alaska, where just 20 years ago all of the children spoke Yupik, today the youngest speakers of Yupik in some of these communities are in their 20s, and the children speak only English. Not only some exotic languages are endangered nowadays, but also some European languages like Scots Gaelic, Irish, Frisian, Provencal, Basque or some Romance languages spoken by a few thousand people. Ancient Greek and Latin are in a slightly different situation. They weren't abruptly replaced by other languages but Ancient Greek slowly evolved into modern Greek, and Latin slowly evolved into modern Italian, Spanish, French, Romanian, and other languages. When a community loses its language, it often loses a great deal of its cultural identity at the same time: this ranges from prayers, myths, ceremonies, poetry, oratory, humor, ways of speaking to children, and terms for habits, behaviors, and emotions. Much is lost from a scientific point of view as well when a language disappears. A people's history is passed down through its language, so when the language disappears, it may take with it important information about the early history of the community. Languages can be preserved not only by continuing to be spoken, but by being written down and described, too. Some of the ancient languages (including the well-known Latin, Classical Greek, Sanskrit) survived because they and their grammars have been preserved in written form, which the researchers are able to study. In contrast, the complete loss of other languages is due to their lack of documentation. Thus, because so many languages are in danger of disappearing, linguists and related scientists are trying to learn as much about them as possible. Researchers make videotapes, audiotapes, and written records of language, they analyze the vocabulary and the rules of the language and write dictionaries and grammars. Naturally, not all language documentation is equal. If we cannot know a lot about all languages, then we should at least know a lot about a few languages, and a little about a lot of languages. So, the tendency to group the natural languages is a natural and necessary one. The problem of clustering the natural languages and determination of the similarity relation between different languages (belonging or not to the same class) is one of the most ancient concerns of the linguists which resulted in numerous linguistic atlases. Although the similarity of natural languages is in principal a very vague notion, the linguistic literature seems to be full of claims of classification of natural languages (which are belonging or not to the same category of languages) as being more or less similar. A better knowledge of the similarity of the languages would help us to solve some current problems, like: the automatical translation, the acquisition of a new language, etc.
These are some of the reasons which conducted us to investigate the similarity of natural languages. In the following we will provide a new approach of this problem. Before that, we remind some of the main approaches in language similarity problem (cf. [Homola and Kubon, 2006] ).
On the similarity of languages
Most of the claims related to closeness of two or more languages are in some cases a result of a detailed comparative examination of lexical and/or syntactic properties of languages under question, in some cases they are based on a very subjective opinion of the author, in many other cases they reflect the application of some mathematical formula on textual data.
The last case contains in many situations a confused answer, because the notion of language similarity can be easy confused with the notion of text similarity. This is a general trend and is quite understandable, due to existing a plethora of mathematical methods for measuring text similarity. However, the notion of text similarity and, by extension, the notion of linguistic similarity, is in an likewise situation with the notion of "time" of St. Augustine. At the most recent meeting of the Association for Computational Linguistics (ACL-COLING, Sydney, July 2006), an entire workshop was dedicated to the linguistic similarity (Workshop on Linguistic Distances, eds. John Nerbonne and Erhard Hinrichs) and one of the motivation of this workshop was: "In many theoretical and applied areas of computational linguistics researchers operate with a notion of linguistic distance or, conversely, linguistic similarity... While many CL areas make frequent use of such notions, it has received little focused attention, an honorable exception being Lebart and Rajman (2000) ...We assume that there is always a "hidden variable' in the similarity relation, so that we should always speak of similarity with respect to some property, and we suspect that there is such a plethora of measures in part because researchers are often inexplicit on this point..."
On the other hand, the approach based on the application of some mathematical formula on textual data is too concentrated on the surface similarity of word forms and thus may not properly reflect the similarity of languages. In [Homola and Kubon, 2006] a solid criticism of this approach can be found. Homola and Kubon give a lot of words belonging to different languages in their forms, but with different means in each of them. Much more, they create (more or less) syntactically correct sentences in English containing only Czech word forms or create a similar sentence in Czech containing only English word forms.
In [Homola and Kubon, 2006] there are present four types of language similarity (typological, morphological, syntactical and lexical), and each of them is shortly described.
Measuring and testing
To investigate the similarity of natural languages, we have decide to use the following motivation [Dinu and Dinu, 2005] : when a listener hears for the first time a language, it is difficult to believe that he is able to distinguish types, syntactic constructions or even words. In fact, it is more probable that he can distinguish and individualize syllables; due to this fact, he is able to say to which language or to which family of languages the language he hears is similar to.
To measure the similarity of Romance languages, in [Dinu and Dinu, 2005 ] the following strategy was used: the representative vocabularies of seven Romance languages (Latin, Romanian, Italian, Spanish, Catalan, French and Portuguese languages) (Sala, 1988) were syllabified. For each vocabulary a ranking of syllables was constructed: the most frequent syllable of the vocabulary was putted on the first position, the next frequent syllable was putted on the second position , and so on. Then each of the seven Romance languages was compared to the other six (using rank distance [1]), for each comparison having a graphic as a result. Some quantitative aspects of used corpus are presented in this volume in [Dinu and Enachescu, 2007] In the following we will use the same corpus, but a different strategy will be used to investigate the similarity of Romance languages.
In the statistical approach we consider as random variables the seven Romance languages and as cases the common syllables in the representative vocabularies of the languages.
The sample size is 165 (i.e. the number of the common syllables) and each case is represented by a row-vector with seven components. Each component contains the absolute frequency of the syllable in the corresponding language (i.e. the number of occurrences of the syllable in the representative vocabulary of the language). Since most of the common syllables are situated in the first part of the rankings of their languages, their contribution to the general corpus is an important one (cf. previous section); so, an analysis related of this sample is a robust one. A descriptive statistics of the data and also graphically depicted are presented in this volume in [Dinu and Enachescu] .
In order to investigate more rigorous the above observations we consider the Nonparametric (rank-order) Correlations Analysis. In this setting we compute the Spearman R and the Kendall Tau correlations matrices (Table  1 and Table 2 respectively and Figure 1 for a matrix scatterplot).
Spearman R can be thought of as a regular Pearson product-moment correlation coefficient (Pearson r); that is, in terms of proportion of variability accounted for, except that Spearman R is computed from ranks of the common syllables.
Kendall Tau is defined as T = (#agreements − #disagreements)/total number of pairs Kendall Tau and Spearman R imply different interpretations: while Spearman R can be thought of as the regular Pearson product-moment correlation coefficient as computed from ranks, Kendall Tau rather represents a probability. Specifically, it is the difference between the probability that the observed data are in the same order for the two variables versus the probability that the observed data are in different order for the two variables.
The statistical significance of the correlation coefficients in Table 1 and  Table 2 is p = 0.05. The statistical significance of a result is an estimated measure of the reliability of the result. Specifically, the p-level represents the probability of error that is involved in accepting our observed result as valid, that is, as "representative of the whole population" Figure 1 Table 2 . Kendall Tau correlation matrix of the data; MD pairwise deleted; Marked correlations are significant at p<0.5 scatterplots (i.e. each syllable is represented by a point of coordinates given by the observed frequencies in the pair of the considered languages) of all possible pairs of variables with the corresponding regression line (i.e. the line which minimizes the sum of squared distances from each point to it). Histograms (i.e. the height of each bar is proportional with the frequency of Table 1 and Table 2 we observe:
• the first three Spearman R correlated languages are Spanish with Portuguese (R=0.90), Catalan with Portuguese (R=0.86) and Italian with Spanish (R=0.84). At the opposite end we find Portuguese with French (R=0.65) and Portuguese with Latin (R=0.61); • the Kendall Tau follows the same trend as the Spearman R coefficients, except the less correlated languages, which are, in this case, Romanian and Portuguese (T=0.48).
The above approaches are pair wise; what is really required in our situation is something that is common to all the variables and can be used as a 'score' of a language. From a geometrical point of view, a line or lines (factor axes) that would pass through the centroid of the cloud of points in the multidimensional space are required. The technique that can accomplish this is Principal Components Analysis (PCA).
In PCA, basically, the factor axes are thought of as best fit for the cloud of points in the vector space of variables (in our case included in R 165 ) according to the least squares criterion. Mathematically speaking, the objective is to obtain a set of orthogonal vectors, where each vector generates a straight line in R 165 with the least squares property. These vectors are called the factor axes and are further used for computing the factor coordinates of the points-variables in R 165 . Projection of the original variables onto the factor space F 2 , generated by the first two factors (the first factor is extracted so as to capture the variance to the maximum extend; second factor is extracted so as to capture the remaining variance to the maximum extend, and so on) can reveal the hidden differences among variables ( see Enȃchescu, 2003 for additional details).
It may be noted that:
• the orientation of the factorial axes is arbitrary because they are computed modulo the sign. This fact doesn't alter the form of the cloud and hence the distances between the points; • the PCA emphasize only the linear relationship between the variables. A small absolute correlation coefficient between two variables means that they are linear uncorrelated while a nonlinear relation can exist. Table 3 and Figure 2 present the results carried out via the correlation matrix (of the Pearson r coefficients) and not on the covariance matrix in order to avoid that the factors are affected by the differences in the amount of variability in the active variables (i.e. the original variables). The factor space F 2 (Figure 3 ) explains 84.49% of the whole variance and suggests three correlation-clusters: (1) Portuguese, Spanish and Catalan; (2) Romanian and Italian; (3) French. The Latin variable is set as supplementary variable (i.e. variable not used to compute the factor axes and projected onto the vector subspace generated by the factors).
Analyzing the results in Table 3 , we observe that Factor 1 explains 91% of the variability of the Spanish variable while Factor 2 is most correlated with the French variable (r=-0.49). Hence from 'the Spanish point of view' the Catalan, Portuguese and Romanian languages are very similar (highly correlated) while from 'the French point of view' the Portuguese and the Italian are similar.
Finally, it may be noted that all the languages are 
Conclusions
During the time, different comparing methods for natural languages were proposed. We saw in Section 2, that these methods can vary a lot. Since the similarity of natural languages is an important problem (with applications in automatical translation, language acquisition, problems of endangered languages, etc.), but on the other hand it is a vague notions, it is important to have more results coming from different approaches. The more similar results come from different points of view, the more robust the conclusions are. In this paper we have investigated the similarity of Romance languages based on rankings of syllables from the main vocabulary of each language, using two complementary approaches: one based on rank distance and the other on statistics. The conclusions are very similar to each other. They are also in concordance with other approaches (e.g. Dinu and Dinu, 2005) , bringing a plus of rigor and statistical significance.
