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This doctoral dissertation research makes advances in conceptualizations and 
methodologies in racial/ethnic segregation, environmental health, and environmental 
justice research by incorporating human mobility into an analytical framework. Many 
environmental justice studies have examined the association between residential 
segregation and racial disparities in environmental exposure, but little is known about 
how segregation in non-residential contexts impacts these inequalities. This dissertation 
argues that people experience segregation and unequal exposure to air pollution not only 
in their residential neighborhoods but also in various locations of daily activity, such as in 
the workplace or social/recreational venues. To examine such complexities, it moves 
beyond residence-based static approaches and suggests a new comprehensive notion of 
segregation, called multi-contextual segregation (segregation occurring in various 
everyday life contexts), and a new spatiotemporal method for assessing the association 
between multi-contextual segregation and the disparity in exposure to air pollution. This 
approach––which uses geospatial datasets that include people’s daily travel information  
––addresses several methodological problems (e.g., the uncertain geographic context 
problem and the modifiable areal unit problem) that may have undermined the reliability 
of the findings of previous residence-based studies.  
The findings of the case study of the Atlanta metropolitan area reveal that the 
association between segregation and racial disparities in air pollution exposure differs by 
times of day and race. During the daytime, people are more integrated for work in high-
traffic areas (downtown) and consequently, all racial groups share similarly high levels of 
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traffic-related air pollution in these areas. The daytime integration in the central cities 
may be because of the influx of white suburban/exurban commuters. In contrast, no 
recognizable racial integration is observed in large job clusters in the suburbs––where air 
pollution from traffic is relatively low. At night, if white people experience higher levels 
of residential segregation, they are more likely to experience lower levels of near-road air 
pollution exposure. However, such a beneficial effect is not found in other racial groups. 
This uneven spatial distribution of racial groups may be closely related to the regional 
transit system, which was built to prevent people of color from reaching white-flight 
neighborhoods in the suburbs and exurbs. It suggests that a number of minority people 
that do not own a private vehicle, particularly African-Americans, may have to live, 
work, shop, and undertake social and recreational activities within areas reached by the 
transit lines. Such limited mobility is more likely to entrap racial minorities in the inner 
cities or inner-ring suburbs with high-traffic volumes both during the day and at night.  
These findings contribute to advancing knowledge about the effects of residential 
and non-residential segregation on racial disparities in environmental exposures and 
health risk. This dissertation generates critical insights for the development of effective 
policies for addressing environmental inequalities. Policies for establishing an extensive 
and equitable public transit system should be implemented together with the policies for 
residential mixes among racial groups in order to mitigate traffic-generated air pollution 
and environmental disparities. The effort toward the fair distribution of environmental 
burdens and benefits would contribute to achieving environmental justice and health 
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CHAPTER 1: INTRODUCTION1 
 
Air pollution is a serious health hazard in major cities, causing many respiratory and 
cardiovascular diseases associated with the deaths of millions around the world annually. 
When examined closely, however, the burden of air pollution tends to be 
disproportionately borne by marginalized groups. Numerous studies have reported that 
racial and ethnic minorities or socioeconomically disadvantaged people are exposed to 
greater environmental harm (e.g., Bullard, 1990; Bullard et al., 2007; Chakraborty, 2009; 
Chakraborty et al., 2014; Cutter, 1995; Jerrett et al., 2001; Pulido, 2000; Mohai et el., 
2009; United Church of Christ Commission for Racial Justice, 1987). This phenomenon 
has been well documented in environmental justice literature and has been variously 
termed environmental injustice, environmental racism, or environmental inequality 
(Mohai et al., 2009). Environmental justice, the term that this dissertation research would 
mainly use, refers to the “equal access to a clean environment and equal protection from 
possible environmental harm irrespective of race, income, class, or any other 
differentiating feature of socio-economic status” (Cutter, 1995, p. 13). Environmental 
injustice may cause from the combination of unevenly distributed environmental 
stressors/polluting sources and spatial segregation among social groups. Given the 
continuous rise in the number of deaths from air pollution in the U.S. and the trend of 
gradual re-segregation in major U.S. cities (Bader & Warkentien 2016), it is urgent to 
                                                             
1 Portions of this chapter are from a previously published work and the copyright owner has 
provided permission to reprint: Park, Y.M. & Kwan, M.-P. (2017). Multi-contextual segregation 
and environmental justice research: Toward fine-scale spatiotemporal approaches. International 
Journal of Environmental Research and Public Health, 14(10), 1205. 
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conduct research to advance knowledge, concepts, and methods to address the larger 
social justice agenda at the intersection of racial segregation, environmental justice, and 
air pollution exposure.  
This dissertation research aims to advance an understanding of the effect of 
racial/ethnic segregation on environmental injustice by using fine-scale spatiotemporal 
methods. A number of quantitative environmental justice studies have sought to 
understand the association between residential segregation and social disparities in 
exposure to environmental health hazards (e.g., air pollution) or environmental health 
benefits (e.g., green space). However, the heavy use of aggregate data and narrow focus 
solely on residential contexts have led to several methodological problems and 
inconsistent findings on the association. This makes it clear that more sophisticated 
research methods and fine-scale data (e.g., individuals’ daily movement pattern data) are 
needed to enhance the understanding of the relationship. This dissertation research argues 
that: 1) multi-contextual segregation—the uneven spatiotemporal distribution of 
individuals from different racial groups in various everyday life contexts—is a more 
meaningful and comprehensive concept than residential segregation for understanding the 
complex social mechanisms behind the unequal burden of air pollution; 2) including a 
time dimension in the theoretical and analytical framework enables the examination of 
segregation and air pollution exposure as dynamic phenomena; and 3) several 
methodological problems that stem from the use of spatiotemporally aggregated data in 
past studies can be addressed using individual-level, fine-spatiotemporal data and 
methods, which can generate more reliable results.  
 3 
Based on the above arguments, this research seeks to address the following 
research questions: 
1) Do people experience different levels of racial segregation at different times of 
day and, if so, do racial minority groups experience higher levels of segregation 
both during the daytime (i.e., in non-residential areas) and at night (i.e., in 
residential areas) than the majority? 
2) Are the average levels of exposure to air pollution significantly different for 
different social groups and, if so, which group faces the highest exposure? 
3) If segregation levels change by time of day, how does the observed segregation 
at different times affect the racial disparity in exposure to air pollution? 
Chapter 2 reviews literature and discusses the limitations of the residence- and 
place-based approaches that have been most commonly used in segregation and 
environmental justice research. It then suggests that environmental justice research 
should consider spatiotemporal population dynamics and regard individuals as mobile 
agents in urban spaces in order to understand the complexity of dynamic socio-spatial 
mechanisms underlying unjust environmental exposure among social groups. This in turn 
calls for a reconceptualization of segregation and new methods for assessing segregation 
and environmental exposure. 
Chapters 3, 4, and 5 answer the three major questions of this dissertation. Chapter 
3 focuses on measuring segregation levels at different times of day using people’s daily 
movement pattern data and a multi-contextual segregation index developed in this 
	 4	
dissertation research. It then compares racial differences using an analysis of variance 
(ANOVA) and deploys a repeated measures ANOVA to examine temporal variation in 
segregation levels. It also uses three-dimensional (3-D) geographic information science 
(GIS) techniques to visualize geographic and temporal variations in segregation patterns 
in the study area. Chapter 4 consists of two studies that suggest fine-scale methods for 
assessing personal exposure to air pollution. The first study (Part I) demonstrates the 
importance of integrating human mobility in exposure assessments, suggests an advanced 
GIS-based method for estimating personal exposure levels using daily movement pattern 
data, and presents the result using a 3-D geovisualization technique. The second study 
(Part II) builds on the first and enhances the accuracy of exposure assessments using 
spatially more resolved air pollution estimates. Utilizing geospatial techniques, it assesses 
personal exposure to traffic-related air pollution by combining people’s daily movement 
paths and high-resolution near-road air pollution estimates generated from air dispersion 
modeling. Spatiotemporal variability of traffic-related air pollution concentrations is 
visualized with the support of GIS. Using the outputs from Chapters 3 and 4 (Part II) as 
data resources, Chapter 5 compares the average near-road exposure levels for racial 
groups with an ANOVA and conducts regression analysis to examine the association 
between daytime and nighttime segregation and the racial disparity in exposure to traffic-
related air pollution. Lastly, Chapter 6 presents discussion and conclusions. 
Chapters 1, 2, 3, and 4 (Part I) include previously published materials. The 
bibliography is included as a footnote at the bottom of the first page of each chapter. 
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CHAPTER 2: LITERATURE REVIEW2 
 
2.1 Residential Segregation and Disparities in Environmental Exposure  
Early environmental justice scholars focused largely on the residential neighborhoods of 
socially marginalized people and their proximity to noxious resources and facilities 
(Bullard, 1983; 1990; 1994; Helfand & Peyton, 1999; Korc, 1996), yet they were 
engaged in a “chicken-or-egg” debate—whether marginalized people move to an area 
before toxic chemical sources are introduced, or their communities were intentionally 
established in areas where toxics already existed (Anderton et al., 1994; Been, 1994; 
Bullard, 1994; Hernandez et al., 2015; Pastor et al., 2001; Pearce et al., 2006). Helfand 
and Peyton (1999) argued that toxic facilities would likely be established in 
disadvantaged areas due to their low property and land values and the increased 
likelihood that socioeconomically marginalized residents in these areas would accept the 
proximity of such facilities with less compensation. Bullard (1983; 1990; 1994) found 
that many hazardous facilities, including landfills, toxic chemical sites and lead smelters, 
were disproportionately constructed in residential neighborhoods with high percentages 
of African-Americans, despite the smaller proportion of African-Americans relative to 
other racial groups living in the city at large. However, Bullard (1990) also noted that 
socially marginalized groups tend to “choose” neighborhoods where hazardous facilities 
already exist, due in part to low housing costs. Accordingly, he found that their housing 
choices tended to be based on cost rather than environmental quality. The polarization of 
                                                             
2 This chapter is derived from a previously published work and the copyright owner has provided 
permission to reprint: Park, Y.M. & Kwan, M.-P. (2017). Multi-contextual segregation and 
environmental justice research: Toward fine-scale spatiotemporal approaches. International 
Journal of Environmental Research and Public Health, 14(10), 1205. 
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the early debate compelled environmental justice researchers to focus on residential 
locations and their spatial proximity to toxic facilities. 
As an extension of these residence-based studies in the vast environmental justice 
literature, several researchers argued that residential segregation may be one of the 
fundamental factors perpetuating inequalities in environmental exposure and health (Gee 
& Payne-Sturges, 2004; Jia et al., 2014; Lopez, 2002; Morello-Frosch & Lopez, 2006; 
Morello-Frosch, 2002; Morello-Frosch et al., 2001; 2002; Schulz et al., 2005; Williams & 
Collins, 2001). Residential segregation refers to the geographic separation of a specific 
social group from another in a residential context (Johnston et al., 2007). This practice 
results from systemic, structural and complex discriminatory processes, such as 
discriminatory housing practices supported by the federal government, uneven 
distribution of educational and employment opportunities between inner cities and 
suburbs, the ideology of white supremacy and uneven industrial development, all of 
which affect people’s well-being (Cell, 1982; Landrine & Corral, 2009; Massey & 
Denton, 1993; Morello-Frosch, 2002; Morello-Frosch & Lopez, 2006; Williams & 
Collins, 2001; Wilson, 1987). 
There has been a long history of measuring residential segregation by developing 
indices in sociology and demography (Wong, 2016), but it was only in the early 21st 
century that researchers began to use measures of residential segregation for 
environmental justice or environmental health issues (e.g., Jia et al., 2014; Jones et al., 
2014; Landrine & Corral, 2009; Lopez, 2002; Morello-Frosch, 2002; Morello-Frosch & 
Jesdale, 2006; Morello-Frosch & Lopez, 2006; Morello-Frosch et al., 2001; Rice et al., 
2014; Schulz et al., 2005; Williams & Collins, 2001). William and Collins (2001) viewed 
 7 
residential segregation as a fundamental cause of health disparities among racial groups 
insofar as it adversely impacts access to education and job opportunities as well as social 
and physical environments. Extending this argument, Schulz et al. (2005) suggested a 
conceptual framework in which residential segregation is a primary determinant of the 
risk of cardiovascular disease. The authors argued that social and physical environments 
serve as intermediate factors that modify relationships between residential segregation 
and factors more directly associated with health outcomes, such as health behaviors, 
exposure to environmental and social stressors and psychological factors. Similarly, 
Landrine and Corral (2009) presented three ways in which residential segregation may 
lead to health disparities among African-Americans: higher exposure to air pollution, 
lower healthcare quality and poorly constructed residential neighborhoods. The authors 
concluded that to better understand racial disparities in environmental health, researchers 
need to focus on the characteristics of local contexts/places in which racial groups reside, 
rather than on just their racial characteristics or cultures. 
Although the literature has increasingly linked residential segregation to social 
disparities in environmental exposure and associated health risks, recent studies have 
noted that it is still unclear whether segregation is significantly associated with such 
disparities (e.g., Ard, 2016; Jones et al., 2014). Research findings on this relationship 
have thus far been inconsistent (Ard, 2016). Using air pollution as an example of an 
environmental health risk factor, the next section reviews previous studies that have 
yielded different results on the association between segregation and disparities in 
environmental health risk. 
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2.2 Discrepancies in Research Findings in the Literature  
Previous empirical studies on the association between residential segregation and unequal 
exposure to air pollution have reported inconsistent results, ranging from a strong 
association to no association. Using the dissimilarity index—-the most commonly used 
measure of residential segregation—Lopez (2002) found that African-Americans tended 
to live in census tracts with higher levels of total ambient air toxics than whites in every 
large metropolitan area in the U.S. The author suggested that the observed strong 
association between residential segregation and unequal exposure to air toxics may be 
due to disproportionately located pollution sources as a consequence of racism and 
African-Americans’ limited mobility entrapping them in polluted residential areas. In 
another study using the same segregation index, the relationship between average 
metropolitan air pollution levels and values of the segregation index in metropolitan 
statistical areas (MSAs) differed by pollutant (Morello-Frosch & Lopez, 2006). The 
authors observed that segregation of whites from African-Americans was positively 
associated with sulfur dioxide and ozone but negatively associated with carbon monoxide 
and nitrogen oxides; no significant association was found with particulate matter less than 
10 micrometers in diameter (PM10). These mixed associations, however, may be due in 
part to the size of the spatial unit used to derive relevant variables (i.e., MSAs). An MSA 
may be too large to capture small-scale spatial variations with respect to some air 
pollutants, and the resulting imprecise macro-scale analysis may lead to erroneous results 
(Park & Kwan, 2017a).  
Unlike the aforementioned studies, which focused only on a dyadic racial 
comparison, Morello-Frosch and Jesdale (2006) utilized the multi-group dissimilarity 
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index to examine the association between residential segregation and health risks 
associated with exposure to air pollution. The authors found that cancer risk associated 
with hazardous air pollutants grew with increasing levels of residential segregation for all 
racial and ethnic groups, but the relationship was strongest for Hispanics. A more recent 
study found that air pollution-related cancer risk increased in census tracts with higher 
proportions of African-Americans (Jia et al., 2014). However, as many studies have 
pointed out that percentage is not an appropriate segregation measure (Massey & Denton, 
1988; Reardon & O’Sullivan, 2004; Oka & Wong, 2015), the use of percentages of 
African-Americans in the study raises the question of whether high percentages of a 
certain group necessarily reflect a high level of segregation. A higher percentage of a 
particular racial group could merely indicate the areal dominance of that group or 
diversity across the area if any other racial groups are also highly concentrated in the 
same area (Oka & Wong, 2015). Oka and Wong (2014) argued that simply using racial 
proportions as a measure of segregation makes it harder to understand pathways through 
which segregation affects health outcomes.  
Contrary to the findings of these studies, however, several empirical studies 
concluded that the association between residential segregation and environmental health 
disparities is either unclear or nonexistent. For instance, Downey (2007) found that 
highly segregated cities in the U.S. metropolitan areas did not correspond to cities with 
the highest racial disparities in terms of exposure to air pollution. The author argued that 
minorities are not always concentrated in areas with high air-pollution levels, and that 
polluting sources may be evenly distributed across urban areas. As an extension of this 
study, Downey et al. (2008) used the dissimilarity index and average toxic levels for 
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metropolitan areas in the U.S. to demonstrate that metro-level residential segregation did 
not adequately explain disparities in environmental exposure. A more recent study using 
the same index also observed no association between racial residential segregation and 
disparities in lifetime cancer risk associated with air pollution in Charleston, South 
Carolina (Rice et al., 2014). Rather, the authors found that economic deprivation was 
more closely associated with all sources of lifetime cancer risk than racial residential 
segregation. This finding contradicts Lopez’s (2002) conclusion that income disparity is a 
relatively poorer predictor of inequality in environmental exposure than racial disparity. 
Clark et al. (2014) also arrived at the conclusion that racial disparity had a twofold 
greater association with unequal exposure to nitrogen dioxide (NO2) than income 
disparity.  
This chapter argues that the mixed findings regarding the association between 
segregation and environmental exposure are due to several methodological problems 
found in residence- and place-based approaches in environmental justice research. The 
next section discusses these methodological problems and how they can lead to 
misleading research findings.  
 
2.3 Methodological Problems in Segregation and Environmental Justice Research  
2.3.1 Limited Incorporation of Geographic Principles in Assessing Segregation and 
Environmental Exposure  
For decades, segregation studies have developed various indices to measure levels of 
residential segregation, with most early works completed by sociologists and 
demographers (Wong, 2016). It was only after the 1990s that geographers assumed a 
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more explicit role in the segregation literature by integrating the spatial dimension into 
measures of segregation. Due to the limited involvement of geographers in the history of 
segregation studies, the vast majority of the literature has separated social processes from 
spatial processes, even though segregation is a complex socio-spatial phenomenon, with 
spatial aspects receiving less scholarly attention. Many traditional measures have tried to 
quantify the five dimensions of segregation defined by Massey and Denton (1988)—
evenness, exposure (or isolation), centralization, concentration and clustering (The five 
dimensions of segregation are defined as follows (for more detailed explanations, see 
Massey and Denton (1988)): (1) evenness: the differential distribution of social groups; 
(2) exposure (or its counterpart, isolation): the possibility of interaction between social 
groups; (3) centralization: the extent to which a group is located near the city center; (4) 
concentration: the share of urban space occupied by a group (density of a group in urban 
space); and (5) clustering: the degree of spatial proximity of social groups.)—but some 
recent studies have pointed out that these indices do not adequately address the spatial 
patterns of residence of different population groups (Ard, 2016; Morrill, 1991; Oka & 
Wong, 2014; 2015; O’Sullivan & Wong, 2004; Reardon & O’Sullivan, 2004; Wong, 
1997; 2004; 2016).  
For example, the dissimilarity index (D), developed by Duncan and Duncan 
(1955), measures the evenness dimension of segregation and can be interpreted as the 
proportion of a minority group that would need to move to another area (e.g., census 
tract) to achieve an even distribution of that group throughout an entire metropolitan area 
(The dissimilarity index (D) is calculated by the following equation (Duncan & Duncan, 






|, where A is the total population of group A in an entire city; Ai is 
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the population of group A in ith sub-areal unit; B is the total population of group B in the 
entire city; and Bi is the population of group B in ith sub-areal unit). Although this index 
has been the most commonly used, even until recently due to its easy calculation (Oka & 
Wong, 2015; Wong, 2016), it has long been criticized as an “aspatial” measure that only 
considers the racial/socioeconomic composition within each areal unit and is thus 
incapable of capturing spatial relationships between areal units or population groups 
(Morrill, 1991; Oka & Wong, 2015).  
White (1983) articulated this aspatial attribute by suggesting two methodological 
problems of traditional indices: (1) the checkerboard landscape problem, and (2) the 
modifiable areal unit problem (MAUP) (Openshaw, 1984). With regard to the 
checkerboard problem, imagine a checkerboard landscape on which two population 
groups live exclusively on alternating squares. In aspatial measures, even though each of 
the squares (e.g., a census tract) is rearranged with any spatial patterns within the entire 
landscape (e.g., a metropolitan area), the value of the segregation index will not change if 
each square is still occupied exclusively by one of the two population groups (White, 
1983). The value still indicates perfect segregation (e.g., D = 1) because it is affected 
only by the population mix within each spatial unit (e.g., census tract), not by spatial 
patterns between the units across the entire region (Figure 2.1). This thus raises the 




                   
Figure 2.1: The checkerboard problem in traditional measures: All the cases above have the same 
value in a segregation index (e.g., D = 1) despite the different spatial arrangements of spatial 
units.  
 
 The MAUP, which was proposed by Openshaw (1984), is a well-known 
methodological problem in geography and spatial analysis. The MAUP arises when 
artificially delineated areal units are used to analyze geographically continuous 
phenomena. The value of a segregation index may be inconsistent depending on which 
areal unit is used to calculate it because the values are affected by the size of the areal 
unit (i.e., the scale effect)––such as block groups versus census tracts––and the way of 
groupings at a given scale (i.e., the zoning effect)––such as health professional shortage 
areas versus health service areas. Many studies on how to measure segregation have 
relied on area-level data because population data are usually collected based on 
administrative units, such as census tracts, and because such data are easy to use and 
interpret (Farber et al., 2015; Reardon & O’Sullivan, 2004). Wong (1997) found that 
when evaluated based on smaller spatial units, the level of segregation tended to be 
higher than when larger units were used. 
 These problems apply to all traditional indices that use population counts that are 
aggregated within arbitrarily delineated spatial units and that do not consider spatial 
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patterning (or spatial contiguity) of the units. Due to such limitations in traditional 
measures of residential segregation, Johnston et al. (2009) pointed out that all traditional 
global measures are no more than single numbers. For instance, such summary measures 
do not yield a comprehensive understanding of the geographic configuration of a 
socioeconomic/ethnic residential mosaic throughout a metropolitan area because a 
significant number of important spatial details are lost when the index value is calculated 
for the metropolitan area.  
 Some efforts have been made to develop spatial segregation measures (e.g., 
Brown & Chung, 2006; Frank, 2003; Reardon & O’Sullivan, 2004; White, 1986; Wong, 
1998) to better reflect the spatial nature of segregation. Johnston et al. (2009) suggested 
using geographical approaches, such as measures of local spatial autocorrelation, instead 
of using single-number global measures. In a study that examined the association 
between exposure to ambient air pollution and racial residential segregation, Jones et al. 
(2014) utilized the Getis and Ord Gi* statistic (Getis & Ord, 1992; Ord & Getis, 1995) to 
identify the level of spatial clustering in U.S. census tracts in which a particular 
racial/ethnic group was concentrated (The Gi* statistic returns a z-score, which indicates 
which areas with low or high attribute values cluster spatially. If an area has a high z-
score, it means that its neighboring areas also have high attribute values, and vice versa. 
The statistic is calculated by the following equation: 𝐺𝑖∗ =
∑ 𝑤𝑖𝑗𝑥𝑗𝑛𝑗=1
∑ 𝑥𝑗𝑛𝑗=1
, where 𝑤𝑖𝑗  is the 
spatial weight value between areas i and j (which indicates their spatial relationship); 𝑥𝑗 is 
the attribute value of area j; and n is the total number of areas.). Similarly, a more recent 
study used the same spatial statistical method to investigate the joint effects of racial 
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segregation and air pollution on cardiovascular outcomes (Hicken et al., 2016). However, 
some scholars have been skeptical about whether spatial autocorrelation and local spatial 
statistical approaches can improve the measurement of segregation levels (Lee & 
Culhane, 1998; Wong, 2016), arguing that a high degree of positive spatial 
autocorrelation does not always indicate a high level of segregation. For example, even if 
a particular social group is highly concentrated in some nearby areas and thus has a high 
level of local spatial autocorrelation, we cannot say that this group is highly segregated if 
any other social group is also clustered in the same areas. 
 Despite many efforts to “spatialize” segregation measures, it remains unclear 
whether such measures produce more reliable and accurate results than aspatial measures 
in segregation-related research and whether they involve a conceptually and theoretically 
agreeable meaning of segregation (Reardon & O’Sullivan, 2004; Wong, 2016). Although 
spatial measures account for the spatial dimension of segregation to some degree, this 
dissertation argues that they also have a major shortcoming. Nearly all such measures 
define segregation as a phenomenon observed only in a residential context. In other 
words, these measures only take residential segregation into account, which is just one of 
numerous types of segregation that occur in the multiple geographic contexts of people’s 
everyday lives, including the workplace and social/recreational venues. For this reason, 
segregation measures, be they spatial or aspatial, that ignore the multi-dimensional 
aspects of segregation may lead to a biased understanding of people’s segregation 
experiences (Kwan, 2013; Wong & Shaw, 2011). 
 Meanwhile, many previous environmental justice studies on the association 
between racial segregation and environmental inequalities have relied on spatially and 
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temporally aggregated environmental data. However, if spatiotemporally continuous 
environmental risk factors, such as air pollution, are artificially aggregated into areal 
units and used in exposure assessments, the MAUP can also result. For example, Rice et 
al. (2014) used census tract-level data for lifetime cancer risk associated with air toxics, 
which were estimated from the national-scale air toxics assessment (NATA), in order to 
examine their association with census tract-level segregation index values. Many other 
studies have also used NATA data (e.g., Apelberg et al., 2005; Chakraborty, 2009; 
Gilbert & Chakraborty, 2011; Hernandez et al., 2015; Jia et al., 2014; Liévanos, 2015; 
Linder et al., 2008; Morello-Frosch & Jesdale, 2006). Aggregate-level air pollution 
exposure data have also been employed in other studies (e.g., Downey et al., 2008; 
Lopez, 2002; Morello-Frosch & Lopez, 2006). In summary, such a limited incorporation 
of geographic principles in the assessment of the two spatial phenomena––segregation 
and environmental exposure—can cause several methodological problems in 
environmental justice research.  
This dissertation research argues that the most important but least recognized 
methodological problem in the literature is that the research has focused only on the 
residential context, even though it may not represent the true geographic context in which 
individuals experience segregation and disproportionate environmental impacts. 
Therefore, a significant amount of uncertainty remains in research findings because 
people’s experience of segregation and environmental exposure outside of their 
residential areas is not considered (Kwan, 2013; Kwan et al., 2015). The next subsection 
discusses this problem in greater detail. 
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2.3.2 The Uncertain Geographic Context Problem (UGCoP)  
While both aspatial and spatial measures of residential segregation have contributed to 
quantifying the degree of residential separation among different social groups, 
segregation experienced in various other daily activity locations has been less examined. 
In previous studies, the basic assumption underlying the use of residential segregation 
measures was that people are non-mobile and face segregation only in residential 
contexts; accordingly, people living in the same residential areas would be expected to 
experience the same levels of segregation over the course of a day. As a result, attempts 
to determine the association between segregation and environmental justice issues have 
also been bound to residential contexts. Yet, focusing only on residential neighborhoods 
can produce a considerable amount of uncertainty in research results, given that people 
spend a significant amount of time outside their homes. Kwan (2012a) defined this issue 
as the uncertain geographic context problem (UGCoP).  
 The UGCoP refers to the fundamental methodological problem that research 
results about the association between contextual (or environmental) factors and people’s 
health and behaviors may be erroneous when individuals’ geographic and temporal 
contexts are misrepresented yet nonetheless used to derive the relevant contextual 
variables (Kwan, 2012a,b). This problem arises when a spatial (contextual) unit used to 
examine the contextual effect on individuals does not correspond to the actual geographic 
context in which the individuals experience the contextual influence. In other words, the 
problem can be found in studies in which individuals’ actual geographical contexts are 
misspecified by using data aggregated over large areas (e.g., census tract or metropolitan 
area-level data), and studies in which the temporal contexts (i.e., timing and duration that 
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an individual spends at each location) are not considered or data with a coarse temporal 
resolution is used. 
Failing to address the UGCoP could lead to serious inferential errors or 
misleading findings, such as false negative or false positive associations (Chen & Kwan, 
2015; Kwan, 2012a). Nevertheless, most quantitative environmental justice studies on the 
relationship between segregation and environmental health risks have paid very little 
attention to the UGCoP. The reason that a residential area has been dominantly used as 
proxy as a spatial context of people’s experience is the availability and the easy use of 
data (van Ham & Tammaru, 2016). Residential distribution of the population is readily 
obtained from census data (e.g., the county-level percentage of African-Americans in the 
Atlanta metropolitan area).  
Therefore, this dissertation argues that the resultant erroneous findings have 
generated uncertain conclusions about the association between segregation and social 
disparities in environmental exposure and health risk in the literature. Some more recent 
studies have recognized the UGCoP as an important methodological issue and the need to 
mitigate its effects on research findings (e.g., Liao et al., 2014; Park & Kim, 2014; Park 
& Kwan, 2017a; Robinson & Oreskovic, 2013; Weaver, 2014). Approximating an 
individual’s true spatiotemporal context is especially crucial in studies on exposure to air 
pollution due to the highly dynamic characteristics of both air pollution and human 
beings (Buonanno et al., 2014; Dons et al., 2011; Fang & Lu, 2012; Kwan et al., 2015; Lu 
& Fang, 2015; Park & Kwan, 2017a; Pilla & Broderick, 2015; Ryan et al., 2015; Steinle 
et al., 2013; Steinle et al., 2015; Yoo et al., 2015; Zhou et al., 2011). Since air pollution 
concentrations constantly change and humans are mobile across space and time, various 
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levels of air pollution may be experienced at different moments as well as in residential 
neighborhoods, workplaces and recreational venues (Kwan, 2012a,b; Park & Kwan, 
2017a). Without considering such dynamism, research findings may be corrupted by the 
UGCoP.  
 A promising way to mitigate the UGCoP is to use geospatial technologies, such as 
global positioning systems (GPS), which enable researchers to identify how people move 
around over space and time and better delineate true geographic and temporal contexts in 
which people interact with various social and environmental factors (Kwan, 2012a). GPS 
allows researchers to collect precise, high-resolution information about people’s daily 
movements, enabling us to know not just their exact residential locations but also where 
and when they work, shop and do leisure activities. The spatiotemporal contexts in which 
individuals travel around or perform daily activities better correspond to the true contexts 
in which they are affected by environmental or contextual factors (Basta et al., 2010; 
Chen & Kwan, 2015; Cummins et al., 2007; Kwan, 2012a; Perchoux et al., 2013). GPS 
data can be used in tandem with survey data about individuals’ activities and travels, such 
as destinations, start/end times, activity types (trip purposes) and transportation modes. 
Note that these methods can considerably mitigate the effects of the UGCoP as well as 
the other methodological problems (i.e., the checkerboard problem and the MAUP) 
(Reardon & O’Sullivan, 2004). This means that by addressing all three major 
methodological problems, such fine-scale human movement data permit far more robust 
results. The value of detailed, individual-level data is further enhanced when combined 
with advanced geographic information science (GIS) methods (Kwan, 2012b) or with 
qualitative data (e.g., interview data). Recent advances in 3-D GIS have also enabled 
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researchers to better analyze and visualize large and complex spatiotemporal data like 
those collected from GPS or other location-aware devices.  
 Some recent environmental exposure studies have made use of the emerging 
geospatial technologies and Big Data (which is also called “fine-scale spatial-temporal 
data” in spatial information sciences (Liu et al. 2016)) revolution over the last decade. 
For instance, Park and Kwan (2017a) simulated individual-level movement data using a 
geospatial technique and found that individuals’ actual levels of exposure to air pollution 
can be either underestimated or overestimated if their daily mobility is not considered in 
the exposure assessment. Similar conclusions were also drawn in Setton et al.’s (2011) 
study, which was based on transportation survey data; Yoo et al.’s (2015) study, which 
used both activity-travel diary data and GPS data; de Nazelle et al.’s (2013) study, which 
used smartphone-based movement and physical activity tracking data; and Su et al.’s 
(2015) study, which used smartphone-based real-time location tracking data obtained 
from public WiFi networks. Furthermore, Jerrett et al. (2017) demonstrated the great 
potential of wearable air-pollution sensors together with mobile phone tracking 
capabilities. These studies show how using human movement data with high 
spatiotemporal resolutions can modify research questions and designs, as well as how 
such data can help generate more reliable and realistic findings, mitigating the UGCoP.  
 However, while richly detailed individual-level data have significantly benefited 
environmental exposure/health studies via the increased accuracy of exposure 
assessments, environmental justice scholars have not yet adequately taken advantage of 
such benefit. It may be because of the challenges in obtaining or using such high-
resolution data, including the significant amount of cost and time of data collection, data 
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confidentiality, computational complexity and the need to protect research participants’ 
privacy (Kwan, 2012b; Park & Kwan, 2017a) (Table 2.1). However, these limitations are 
addressable. Several activity-travel survey datasets and GPS datasets collected in major 
U.S. metropolitan areas are available at the Transportation Secure Data Center in the 
National Renewable Energy Laboratory at no cost upon their approval. Confidentiality 
for geocoded individual-level data can be ensured with geographic masking techniques 
for minimizing the risk of reidentification of individuals, and personal privacy can be 
protected by suitable human subject protocols (Kwan et al., 2004; Kwan & Schuurman, 
2004; Park & Kwan, 2017a). Advanced GIS and geospatial technologies have enabled us 
to analyze, store, manage and visualize such large, complex geospatial datasets (Kwan, 
2012b). Moreover, strategic sampling methods that are based on suitable geographic and 
socioeconomic stratifications would help obtain an adequate number of participants from 
all population groups at various localities of the study area (e.g., oversampling 
underrepresented groups). Efforts to address the limitations of fine-scale spatiotemporal 
approaches that use high-resolution data have been actively ongoing. Future 
environmental justice research should also focus on addressing these challenges in order 
to enhance the benefits of such approaches. 
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Table 2.1: The advantages and disadvantages of traditional residence-based approaches and fine-scale mobility-based approaches 
in segregation and environmental justice research.  
 Checkerboard Problem MAUP 
























O * O O 
1. Easy to calculate and 
interpret. 
2. Easy to obtain the 
required data (e.g., 
census population data). 
3. Large sample size.  
1. Incapability to capture 
segregation and environmental 
exposure that people experience 
in non-residential contexts.  
2. One or more methodological 
problems, including the UGCoP. 
































various daily life 
spaces 
X X X 





2. Address or mitigate 
the three methodological 
problems. 
3. Produce more reliable 
and robust analysis 
results. 
1. Difficulty in obtaining high-
resolution data due to high-cost 
and time-consuming collection 
process and privacy/data 
confidentiality issues. 
2. Computational complexity of 
calculation. 
3. Research participants may not 
be representative of all population 







N/A X X 
† MAUP: modifiable areal unit problem; ‡ UGCoP: uncertain geographic context problem; 
* O: the problem likely exists in the measure; ** X: the problem does not exist in the measure or is mitigated.
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2.4 Beyond Residence- and Place-Based Approaches  
2.4.1 Segregation in Various Daily Life Contexts  
Traditionally, socioeconomic or racial/ethnic segregation has been a static notion closely 
associated with residential areas (Kwan, 2013). This notion, however, aggregates diverse 
individuals’ daily life spaces into the same residential areas or neighborhoods (e.g., the 
same census tract or block group). With the emergence of a “mobilities” paradigm within 
social science over the last decade (Sheller & Urry, 2006; Urry, 2007), geographers and 
social scientists have recently started to reassess segregation as a dynamic concept, 
noting that people can experience segregation beyond their residential areas or 
neighborhoods (Atkinson & Flint, 2004; Ellis et al., 2004; Krivo et al., 2013; Kwan, 
2013; Palmer et al., 2013; Shareck et al., 2014b; Wang et al., 2012; Wong & Shaw, 
2011). Given that mobility affects people’s exposure to both various spatial and temporal 
contexts and different groups of people (Chaix et al., 2013; Kwan & Schwanen, 2016), it 
influences their spatiotemporal segregation experiences accordingly (Kwan, 2013). 
Mobility is more than just the actual distance traveled or the sum of trips and travel time 
(Jirón, 2010; Uteng, 2009). Rather, mobility is affected by several factors: the availability 
of transportation modes, socioeconomic and racial constraints, spatial and temporal 
constraints, individual preferences, spatial distributions of services and activities, urban 
policies and designs, and so forth (Chaix et al., 2013). In general, socially marginalized 
groups tend to have more restricted daily mobility than other groups (Chaix et al., 2013; 
Shareck et al., 2014b; Vallée et al., 2011), because they tend not to own private vehicles 
and their residential neighborhoods are deprived of adequate public transportation, which 
spatially entraps them in resource-poor and environmentally unfavorable areas and limits 
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their pursuit of a higher quality of life (Hernandez et al., 2015; Jirón, 2010; Matthews, 
2011; Matthews & Yang, 2013; Schönfelder & Axhausen, 2003).  
 Recent studies have suggested that the scope of segregation-related research 
should be extended to include workplaces, grocery stores, or churches to better capture 
the dynamic experiences of segregation in various daily-life contexts (Krivo et al., 2013). 
This extension is supported by the argument that people living in the same residential 
area would not necessarily experience the same level of segregation (Jones & Pebley, 
2014; Sastry et al., 2003; Vallée et al., 2010; Zenk et al., 2011). Some studies have 
reported that different racial/ethnic groups tend to work in different urban areas. A 
century ago, workplaces were spatially tightly linked to residences because limited 
transportation modes reduced the maximum spatial range for commuting (Ellis et al., 
2004). The clustering of racial/ethnic groups occurred as a result of slanted job referrals 
or familiar networks created via the immigration process or of ethnic-serving businesses 
around residential neighborhoods (Toomet et al., 2015). In contemporary urban areas, 
however, the difference in geographic patterns between home and work locations has 
become more prominent as more people can commute to non-residential areas due to 
advances in transportation modes, as well as urban processes such as gentrification, urban 
sprawl and the decentralization of employment (Ellis et al., 2004). This transformation 
has caused individuals’ segregation experiences to become more dynamic. Workplace 
segregation can be examined using the dissimilarity index (e.g., Ellis et al., 2004), but a 
more sophisticated, comprehensive method is needed due to the aforementioned 
methodological problems of the index.  
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 In addition to workplace segregation, another important but less recognized 
segregation type is free-time segregation. Different racial/ethnic groups tend to visit, for 
example, different parks (Sasidharan et al., 2005), groceries (Ellis et al., 2004) and 
churches (Dougherty, 2003), but activities based on common interests, such as sports, 
tend to attract people of diverse racial/ethnic backgrounds (Boschman, 2012; Kao & 
Joyner, 2004). While some scholars have argued that people are less segregated in 
recreational places than at home or work because more spatial options for recreation exist 
(Goodin et al. 2005), others have suggested that free-time segregation may occur through 
income, status identification, and social and ethnic networks (Toomet et al., 2015). For 
instance, low-income people tend to have fewer opportunities for leisure activities than 
high-income people (Stalker, 2011), which may result in socioeconomic segregation 
during leisure time. Also, some people prefer to conduct free-time activities with their 
own social or ethnic group to preserve or strengthen their cultural identity and status 
(Floyd & Gramann, 1993; Roberts, 2004). Individuals’ workplace and residential social 
networks also influence where and with whom they spend leisure time because 
colleagues, neighbors, or co-ethnics are more likely to accompany them (Toomet et al., 
2015).  
 Along with this extended scope, the scale of segregation measures has also shifted 
from global measures (i.e., summary indicators for an entire study area (Wong, 2002; 
2003)) to individual-level measures. The term “scale” in this context means the level of 
detail in the measure. Individual-level measures, if they are designed to use detailed 
human movement pattern data, can provide rich spatiotemporal details of individuals’ 
segregation experiences. Examining segregation at the individual level has shown great 
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potential in some recent segregation studies (e.g., Farber et al., 2012; Netto et al., 2015; 
Schnell & Yoav, 2001; Shelton et al., 2015; Silm & Ahas, 2014; Wang et al., 2012; 
Wong & Shaw, 2011; Wong, 2016). For instance, using an activity-travel survey dataset, 
Wong and Shaw (2011) derived an activity space for each respondent by identifying a set 
of census tracts visited by that respondent, and then aggregated all the activity spaces 
based on his or her race/ethnicity. Then, the authors measured segregation levels using 
these aggregated activity spaces. Although this approach is an improvement over 
traditional segregation measures, it nonetheless continues to rely on residential 
population counts under the assumption that people are exposed to static residential 
populations in the census tracts they visit (Farber et al., 2015). Silm and Ahas (2014) 
addressed this limitation by using mobile phone data that included detailed daily 
movement patterns of Russians and Estonians in Estonia. Wang et al. (2012) also 
extended Wong and Shaw’s (2011) aggregated activity-space approach by decomposing 
activity space into three categories by activity type (i.e., working, shopping and 
recreation) using individual-level travel-behavior survey data in Beijing. Using 3-D 
geovisualizations and an ANOVA, the authors showed that people from three 
socioeconomically different neighborhoods in Beijing had significantly different activity 
spaces in terms of extensity, intensity and exclusivity.  
Considering individuals as active actors moving through the city, Netto et al. 
(2015) visualized the daily movement trajectories of individuals and observed how 
different income groups in Niteroi, Brazil, have different mobility patterns and how they 
can be spatially co-present. In a study using social media data from Twitter and 
Foursquare, Shelton et al. (2015) visualized the odds ratio between the number of tweets 
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by East End people and West End people in Louisville, Kentucky to identify segregation 
during the daytime. The resulting map showed that nearly no tweets were posted from 
East End people in the West End, while tweets from both East and West End people in 
the East End were posted during the daytime. Temporal variations in segregation are also 
found in other recent studies (e.g., Le Roux et al., 2017; Silm & Ahas, 2014). All these 
studies clearly demonstrate how segregation can be assessed at the individual level. 
 Despite the growing literature, however, there is still no consensus on the term 
used to describe this dynamic dimension of segregation in the literature. Some studies 
have used separate terms for different activities, such as workplace segregation (Aslund 
& Skans, 2010; Ellis et al., 2004; Toomet et al., 2015), occupational segregation (Blumen 
& Zamir, 2001; Deutsch et al., 1994), or free-time segregation (Toomet et al., 2015). In 
the meanwhile, the more comprehensive terms have been proposed, such as “time-space 
trajectories of segregation” (Atkinson & Flint, 2004, p. 877), or “activity-space 
segregation” (e.g., Palmer, 2012; Wang et al., 2012; Wang & Li, 2015). The former term 
was created, recognizing that the elite social groups in England tended to be voluntarily 
isolated from the public spaces (in which there are chances to contact different social 
groups) by traveling and conducting routine activities only within their gated 
communities for the sake of safety and security. This term may be appropriate for studies 
using mobile tracking data with a time-geographic framework given that the word 
“trajectory” typically means the path of an object moving through continuous space-time 
from one destination to another. However, it may not be proper for studies utilizing 
spatiotemporally discrete data, such as activity-travel survey data, or using activity-space 
approaches (polygon-based approaches), such as standard deviational ellipses or 
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minimum convex polygons. The problem of the latter term is that it does not embrace 
time-geographic approaches since the concept of activity-space—“the subset of all 
locations within which an individual has direct contact as a result of his or her day-to-day 
activities” (Golledge & Stimson, 1997, p. 279)—does not necessarily include an explicit 
“time” component (Wong & Shaw, 2011). Therefore, the temporal context may be less 
emphasized in this term. For example, some segregation studies that use activity-space 
approaches that do not take into account the time dimension, inevitably leading to some 
temporal uncertainties in their findings (e.g., Jones & Pebley 2014; Schönfelder & 
Axhausen 2003). 
In summary, neither of these terms embraces both time-geographic and activity-
space approaches. However, since every human activity occurs at a particular place for a 
certain period of time and thus space and time are inseparable, both space and time 
dimensions and their joint effect on people’s daily mobility patterns should be considered 
as the principal variables for social studies (Hägerstrand 1970). Suggesting the domains 
approach in segregation research, van Ham and Tammaru (2016) also emphasized the 
importance of including both time and space components in a conceptual framework of 
the domains approach.  
 Noting the need for a more comprehensive term that can embrace both time-
geographic and activity-space approaches, this dissertation research suggests a new 
notion of segregation, called multi-contextual segregation, to better describe the full 
spectrum of individual segregation experiences and to facilitate a more explicit 
articulation of the research paradigm. Multi-contextual segregation refers to the uneven 
spatiotemporal distribution of individuals from different social groups in various daily 
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life contexts. The multiple contexts include various spatial contexts of individuals’ 
everyday lives (e.g., home, workplace and recreational places) as well as temporal 
contexts in which an individual is situated. This comprehensive conceptualization would 
help address the limitations of the traditional understanding of segregation as well as of 
many disparity issues that result from it, such as environmental injustice. It also calls for 
the development of new, fine-scale spatiotemporal and people-based methods that can 
incorporate such new concepts in order to untangle the dynamics and complexities of 
people’s segregation experiences.  
 
2.4.2 A Notion of Multi-Contextual Segregation in Environmental Justice Research  
Environmental health benefits (e.g., parks, access to health care, social infrastructure, and 
transportation networks) and health risk factors (e.g., air, water, and noise pollution) are 
not evenly distributed in general. Some studies have found only weak associations 
between the social and physical characteristics of people’s residential neighborhoods and 
those of their jobs, schools, shops, churches, recreational venues and other socially 
significant places (Jones & Pebley, 2014; Kestens et al., 2010; Shareck et al., 2014b; 
Zenk et al., 2011). This means that even individuals who live in the same residential 
neighborhood or are even from the same household can experience different levels (or 
kinds) of social and environmental influences over the course of a day if they conduct 
daily activities outside of their residential areas. This dissertation argues that the notion of 
multi-contextual segregation is theoretically more meaningful and sounder than 
residential segregation for examining such differences.  
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 Disparities in exposure to environmental stressors among different social groups 
can be intensified or mitigated depending on how greatly people are segregated at work 
or social/recreational venues and how much the environmental characteristics of these 
places differ from those of their residential neighborhoods. For example, if different 
social groups are more integrated in their workplaces or leisure-activity places than in 
their residential neighborhoods, then they may be equally exposed to similar levels of air 
quality in these non-residential places. If environmental quality of these non-residential 
areas is better than that of socioeconomically marginalized groups’ residential areas, 
being mobile may enable them to mitigate some of the environmental disadvantages of 
their residential neighborhood. This may reduce the disparity in total exposure to 
environmental health hazards among social and ethnic groups. This phenomenon is called 
the neighborhood effect averaging problem (Kwan, 2018). Inagami et al. (2007) found 
that the self-rated health of people in poor neighborhoods improved when they performed 
daily routines in non-residential areas. For socioeconomically marginalized people or 
racial minorities, however, long-distance commuting is often undertaken not by 
preference or choice, but rather by less-localized job markets and poor spatial access to 
job opportunities in every sector of the economy (McLafferty & Preston, 1992).   
 On the other hand, the disparity may increase when a particular group has limited 
access to workplaces or other activity places with better air quality than their residential 
neighborhoods, while other groups enjoy greater access. In general, whites or affluent 
people have the social privilege and financial capacity to choose their activity places 
(Krivo et al., 2013). They tend to voluntarily isolate themselves by limiting their mobility 
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only to environmentally advantaged neighborhoods and avoiding disadvantaged urban 
spaces (Atkinson & Flint, 2004; Boschmann, 2008). 
 The same can be said for unequal exposure to beneficial environmental factors, 
such as exposure to urban green space, blue space, biodiversity, good aesthetics and 
community resources. Environmental injustice among social groups has been observed 
not only in exposure to environmental health hazards but also in exposure to 
environmental health benefits. Some studies have reported that minority groups or people 
from socioeconomically deprived communities tend to have poor access to and poor 
quality of green space, which may affect their health adversely (Hoffimann et al., 2017; 
Roe et al., 2016). These residence-based studies can be improved by considering human 
mobility and multi-contextual segregation. Shareck et al. (2014a) found that when people 
prioritize the environmental quality of places in which they conduct daily activities, their 
movements have a protective effect on their health. However, exposures to different 
beneficial and harmful sources tend to co-occur and are intertwined, having synergetic or 
hindering effects on health. Therefore, to better understand the effect of environment on 
health and health disparities, it is useful for future research to consider a wide variety of 
environmental exposure factors simultaneously and examine how the spatial and 
temporal contexts in which people are exposed to multiple environmental factors are 
segregated.  
 Figure 2.2 shows how multi-contextual segregation can affect social disparities in 
environmental exposure. This conceptual framework demonstrates that individuals’ 
spatiotemporal contexts can be shaped and segregated by social, cultural, economic and 
political processes based on socioeconomic and racial identities (Atkinson & Flint, 2004; 
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Järv et al., 2014; Wang et al., 2012), generating multi-contextual segregation. Further, 
social disparities in environmental exposure arise when different social groups are 
segregated into various daily-life contexts as well as when environmental factors, such as 
air pollutants, are also spatially and/or temporally unevenly distributed (Figure 2.2). In 
conclusion, this dissertation argues that examining environmental justice issues through 
the lens of multi-contextual segregation could provide fruitful insights into the 
mechanisms underlying such disparities and strengthen the conceptual and analytical 
framework of environmental justice research. 
 
Figure 2.2: Conceptual framework for incorporating multi-contextual segregation in 
environmental justice research 
 
2.5 Conclusions 
This dissertation research suggests a future direction of quantitative environmental justice 
research. It argues that future research that seeks to link segregation and social disparities 
in environmental exposure should go beyond residence-based approaches and assess both 
segregation and environmental exposure at a fine spatiotemporal scale to address several 
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methodological problems in residence-based methods. Integrating the notion of multi-
contextual segregation into environmental justice studies, instead of the concept of 
residential segregation, would help examine the full range of segregated contexts in 
which people are disproportionately exposed to environmental health hazards or benefits. 
Such fine-grained research would provide more nuanced and fruitful insights into the 
complex socio-spatial mechanisms behind the perpetuating disparities in environmental 
exposure and health.  
 Including time and human mobility into research design and analysis as critical 
dimensions would significantly enhance the knowledge about how people dynamically 
experience segregation and exposure to environmental health hazards/benefits over space 
and time (Kwan, 2013). Time geography (Hägerstrand, 1970), which considers 
individuals’ mobility in space and time, can provide a useful conceptual and analytical 
framework for integrating environmental justice, multi-contextual segregation and Big 
Data-based environmental exposure/health research. The successful integration of a 
comprehensive and dynamic concept of segregation, fine-scale spatiotemporal data, fine-
grained geospatial methods and advanced GIS technologies can strengthen existing 
segregation and environmental justice theories or highlight their limitations, while at the 
same time guide us toward developing new perspectives, critical insights, questions or 
theories that will enhance our understanding of various social issues. This would in turn 
help to address the broader social justice agenda at the intersection of urban segregation, 
environmental justice and health disparities and to develop more effective policies for 
contributing to desired societal changes. 
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Segregation is an ongoing social problem in major U.S. cities. One may argue that there 
are some positive aspects of racial/ethnic segregation, such as maintaining ethnic 
communities and social ties or facilitating the migration process (Peach, 1996). From a 
geographic perspective, however, the segregation of the racial majority and minority 
groups of an area or region tend to have discriminatory consequences. For instance, when 
natural and social resources/infrastructure or polluting sources are not evenly distributed 
in space, the segregation between groups means that certain groups may be more 
clustered in environmentally less friendly and resource-poorer areas than the other 
groups. In general, racial minority groups have limited access to public services and 
fewer educational/employment opportunities and housing choices, and experience higher 
exposure to violence and environmental hazards (e.g., air pollution) which have negative 
impacts on their well-being and health.  
Numerous studies found that residential segregation is one of the fundamental 
factors of persistent social and environmental inequalities (Jia et al. 2014; Morello-Frosch 
& Lopez 2006; Schulz et al. 2005). For decades, many quantitative segregation studies 
have developed various indices to measure the geographic separation of people of color 
                                                             
3 This chapter is derived from a previously published work and the copyright owner has provided 
permission to reprint: Park, Y.M. & Kwan, M.-P. (2018). Beyond residential segregation: A 
spatiotemporal approach to examining multi-contextual segregation. Computers, Environment 
and Urban Systems, 71, 98-108. 
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from white people in a residential context, in efforts to help address the wide range of 
disparities stemming from racial segregation. However, little is known about how people 
experience segregation in non-residential contexts. Comprehensive examinations of the 
full spectrum of segregation are still at an early stage. Increased availability of human 
movement pattern data (e.g., activity-travel survey data and GPS tracking data) and the 
advancements in GIS have allowed researchers to examine segregation at high 
spatiotemporal granularity (Netto et al., 2015; Silm & Ahas, 2014; Toomet et al., 2015), 
or even at the individual level (Farber et al., 2012; Netto et al., 2015; Schnell & Yoav, 
2001; Wong & Shaw, 2011; Wong, 2016). They also help mitigate the UGCoP (Kwan, 
2012b).  
This study aims to make methodological advances in segregation research by 
moving beyond static measures of residential segregation. Based on the new dynamic 
notion of segregation––multi-contextual segregation, it develops a new individual-level 
measure of multi-contextual segregation that can address the UGCoP, MAUP, and 
checkerboard problem. This study answers the following research questions: 1) Is there 
temporal variation in both segregation levels and its geographical patterns throughout the 
day in the study area? 2) Do racial minorities experience higher levels of segregation 
during the daytime (i.e., in non-residential areas) as well as at nighttime (i.e., in 
residential areas) than the majority group? (Because the spatial contexts are interlinked 
with the temporal contexts, this chapter is based on the views that nighttime segregation 
is closely associated with residential segregation (Silm & Ahas, 2014), and daytime 
segregation likely occurs at workplace (Ellis et al., 2004)). 3) Does the measure of multi-
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contextual segregation and the measure of residential segregation produce significantly 
different values?  
 
3.2 Data and Methods 
3.2.1 Study Area 
The study area is the Atlanta metropolitan area (Georgia), one of the major metropolitan 
areas in the U.S. (Figure 3.1). It is a metropolitan region with one of the largest 
concentrations of African-American population in the U.S., sprawl-related long 
commutes, and a high level of automobile reliance (Bullard, 2000). Although Atlanta has 
been reported as one of the most diverse cities in the U.S., it also ranks as the second 
most segregated city (Silver, 2015). This is due to many problems that still linger in the 
area, such as racial discrimination in housing/mortgage and poor public transportation. 
These characteristics provide a useful context for investigating racial segregation. 
Further, the sprawl-induced spatial mismatch between work and home for low-income 
minorities would facilitate the identification of individuals’ dynamic segregation 
experiences in various daily activity locations over the course of a day.            
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Figure 3.1: Study area (the Atlanta metropolitan area). 
 
3.2.2 Data 
This study uses an activity-travel diary dataset of 10,278 households (25,810 persons) 
collected in the Atlanta Regional Commission (ARC) Regional Travel Survey (2011). It 
includes household and personal information and information about 93,713 trips (e.g., 
geocoded trip locations, activity types, travel times, and durations). Each survey 
participant reports all trips taken during a specified 24-hour period (a non-holiday 
weekday). For a more reliable projection from the sample to the entire population, the 
ARC used a stratified probability sampling method to ensure adequate, realistic 
representation of the population by area type across the region and by demographic 
group. The dataset is remotely accessible through the secure portal of the Transportation 
Secure Data Center (TSDC) in the National Renewable Energy Laboratory (2016) upon 
their approval. This dataset is the best option for this research in terms of its 1) detailed 
information about individuals’ daily trips that census data do not have; 2) wider variety of 
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useful personal information than the vast amount of the GPS tracking data from mobile 
phones or social media that do not usually include race information (Kwan, 2016); and 3) 
larger sample size compared to small-sample GPS data, which allows us to obtain reliable 
results.  
Information about race is available at the household level, and the household race 
is classified as seven categories in the data: white, African-American, Hispanic/Mexican, 
Asian, Native American/Alaskan Native, Pacific Islander/Native Hawaiian, and 
multiracial household. Households that refused to report their race, that reported that 
none of the seven categories describes their race, or that said, “don’t know,” are removed 
from the samples. Multiracial households are also removed because the race of each 
household member cannot be identified. This study reclassifies the sample into four 
racial/ethnicity groups:: 1) non-Hispanic white (hereafter, white) (51.0%), 2) African-
American (31.1%), 3) Hispanic (10.9%), and 4) Others (i.e., Asian, Native American, 
Alaskan Native, Pacific Islander, and Native Hawaiian) (7.0%). Note that these 
proportions of the racial/ethnicity groups are the values after raking (sample-balancing), 
which well follows the population statistics in Census 2010. The raking technique is a 
method for adjusting the sampling weights of the sample data based on known population 
characteristics. It is also known as a sample-balancing, iterative proportional fitting, or 
raking ratio estimation technique. By adjusting the weights, the survey sample is forced 





Phase 1 – Measuring multi-contextual segregation 
Phase 1 of this study examines multi-contextual segregation using a new method that 
integrates the modified version of Grannis’s (2002) multi-group spatial proximity index 
and the k-nearest neighbors approach. This study calls this method the individual-level 
spatiotemporal proximity index (i-STP index). Before using this index, this study 
determines a time frame and spatial range within which an individual’s segregation index 
value is calculated. It then measures each individual’s segregation level within the 
defined spatiotemporal context. All the analyses in Phase 1 are conducted using the R 
programming software. 
Determining the temporal units 
Since people’s movement patterns tend to be relatively simple on weekdays compared to 
weekends due to some fixed daily activities (e.g., work), the use of an extremely fine 
temporal unit, such as every minute, would create many similar location points for each 
individual in the dataset, causing data redundancy. It may be inefficient for investigating 
the changes in the overall tendency of segregation over the course of a day. Therefore, 
this study decomposes a day into seven periods: the six 3-hour periods from 3 am to 9 pm 
and the 6-hour period from 9 pm to 3 am. Each individual thus has seven segregation 
index values during a day. The time from 9 pm to 3 am is considered one period because 
the segregation level is expected to be very similar during the period given that most 
people stay at home during that period. The 3-hour unit has been used in other research 
that examined the temporal variation in segregation (Silm & Ahas, 2014). 
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Defining a person-specific neighborhood using the k-nearest neighbors approach 
Unlike Grannis’s (2002) index that uses total population in an entire study area and thus 
generates a global value for the whole city, the i-STP index uses a population threshold k 
to define a person-specific neighborhood in which a segregation level is evaluated. k is a 
pre-defined count of the nearest neighbors from an individual’s activity location in a 
given time period. The person-specific neighborhood defined by k-nearest neighbors 
reflects Tobler (1970)’s first law of geography––that an individual tends to be affected 
more by geographically nearer individuals than by those who are farther away. In 
addition, given that the individual may be influenced more by people who are temporally 
closer than those who are temporally farther away, a set of k-nearest neighbors may be 
different in different time periods. That is, k-nearest neighbors are close to the individual 
both in space and time. The k value can be defined differently depending on the 
characteristics of a study area (e.g., population density).   
Figure 3.2 shows a conceptual model for the i-STP index. With k = 3, individual 
i’s neighborhood changes over time. At t1, the three nearest neighbors are 𝑝1, 𝑝2, and 
𝑝3, but at t5, they are 𝑝4, 𝑝5, and 𝑝6. This change in nearest neighbors and their spatial 
arrangement leads to temporal variation in segregation levels. If the gray lines in Figure 
3.2 represent the daily movement paths of African-Americans, and the black lines 
represent those of white people, then at t1, i spends time in his/her person-specific 
neighborhood in which there are two white people and one African-American, while at t5, 
there are two African-Americans and one white person in his/her person-specific 
neighborhood. The i’s segregation level in a particular time period is determined by how 
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these neighbors from different racial groups are spatially distributed within the i’s person-
specific neighborhood during that time period. 
 
Figure 3.2: A conceptual model of an individual’s dynamic segregation experiences in different 
person-specific neighborhoods (k=3) over time. 
 
Once the value of k is determined, k nearest neighbors of i are detected as follows: 
1) Using the information on activity time durations in the activity-travel diary dataset, 
find all neighbors whose activity duration overlaps with i’s activity duration in a given 
time period. 2) Among these neighbors, find k nearest neighbors based on the Euclidean 
distance between i and i’s neighbor. Because the dataset does not include the information 
on the actual routes taken by an individual, and because locations a person passes by 
when moving are too fleeting to trigger segregation experience, the locations while 
traveling from one activity location to another are not considered in the analysis. 
For example, in Figure 3.3 (A), the red line indicates i’s activity duration and the 
blue lines indicate neighbors’ activity durations in the given time period. Supposing k = 
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𝑝3, 𝑝5, 𝑝6, and 𝑝7. Among them, three nearest neighbors are 𝑝1, 𝑝3, and 𝑝5. Note that 𝑝3 
conducts two activities at different locations during that time period. In this case, the 
activity location that is closer to i’s location is selected. Figure 3.3 (B) shows a case when 
i conducts two activities during one time period. During the first activity (𝑑1), three 
nearest neighbors are 𝑝1, 𝑝3, and 𝑝4, while they are 𝑝2, 𝑝4, and 𝑝6 during the second 
activity (𝑑2). Using these different sets of nearest neighbors, segregation levels are 
measured separately first. Then these two values are averaged by weighting by its time 









                             
 
                             
 
Figure 3.3: Finding k nearest neighbors whose activity duration overlaps with i’s activity 
duration. (A): When i conducts one activity in a given time; (B): When i conducts more than one 





























Calculating the segregation index at the individual level at different times of day 
The i-STP index is inspired by Grannis’s (2002) multi-group spatial proximity index. 
Grannis’s index is a multi-group version of White’s (1983) spatial proximity index that 
measures the relative proximity between the majority and minority populations using an 
inverse distance function. Putting the individual and time dimensions into Grannis’s 
index and using the k-nearest neighbors approach enable it to be modified as Equation 1. 
                                                      i-STP =
∑ 𝑁𝑔𝑃𝑔𝑔,𝑡𝑛𝑔=1
𝑘∗𝑃𝑘𝑘,𝑡
                                                            (1) 
where i-STP represents individual i’s spatial proximity index value during a specific time 
period t (e.g., t=1 represents the time period 3–6 AM). 𝑃𝑘𝑘,𝑡 is the average proximity 
between all k neighbors during t. 𝑃𝑔𝑔,𝑡 is the average proximity between individuals of 𝑔 
group among k neighbors during t. 𝑁𝑔 is the number of individuals among k neighbors, 
which follows the proportion of 𝑔 group in the city (the region-wide proportion of 𝑔 
group multiplied by k).  
The use of the region-wide proportion of groups in k neighbors allows us to 
examine how evenly different groups of people are distributed in a person-specific 
neighborhood when assuming the same proportion of groups as region-wide are in the 
person’s neighborhood. Reardon and O’Sullivan (2004) pointed out that a segregation 
measure for assessing spatial evenness should depend on the spatial distribution of people 
instead of the population composition. It is also noteworthy that the i-STP index uses 
individuals’ exact daily activity locations, unlike most of Grannis/White’s indices’ 
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applications that use centroids of each spatial unit (e.g., census tract) as residential 
locations. 
The proximity between two points (𝑝𝑖 and 𝑝𝑗) can be defined in several ways. 
This study uses the proximity function based on a double negative exponential function: 
𝑓 (𝑑𝑝𝑖𝑝𝑗 ) = exp (−2𝑑𝑝𝑖𝑝𝑗), where proximity decreases double-exponentially when the 
distance between the two individuals increases. Based on this function, 𝑃𝑘𝑘,𝑡 and 𝑃𝑔𝑔,𝑡 are 
defined as Equations 2 and 3. 
                                                       𝑃𝑘𝑘,𝑡 =
1
𝑘2
∑ ∑ 𝑓(𝑑𝑝𝑖𝑝𝑗 )𝑗𝑖                                                      (2) 
                                          𝑃𝑔𝑔,𝑡 =
1
𝑁𝑔2
∑ ∑ 𝑓(𝑑𝑝𝑖𝑝𝑗)𝑗𝑖                                                    (3) 
The resulting index represents the average of intra-group proximities weighted by 
each group’s fraction of k neighbors in a given time period. By repeating the computation 
for each time period, each individual has seven i-STP index values. Similar to White’s 
(1983) interpretation, the i-STP index value of 1.0 indicates that an individual 
experiences no differential racial clustering in a given time period. A value greater than 
1.0 means that an individual spends time in a neighborhood in which people are 
geographically closer to members of the same group as theirs than to those of other 
groups in a given time period. A value less than 1.0 indicates that an individual spends 
time in a neighborhood in which people are geographically nearer to members of other 
groups than to those of the same group in a given time period. 
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Examining temporal variation in segregation levels and racial differences 
The average segregation levels at different times of day are compared using a repeated 
measures ANOVA to assess whether they are significantly different. The repeated 
measures ANOVA is an extension of a standard ANOVA for non-independent groups. It 
is used when the same subjects are repeatedly measured over time under different 
conditions (i.e., segregation levels). To determine between which two time periods the 
differences occur and how much they differ, a post hoc test for ANOVA, called the 
Tukey’s honest significant difference test, is carried out. Lastly, ANOVA and the 
Tukey’s test are conducted to examine the racial differences in i-STP index values. 
Phase 2 – Geovisualizations of the temporal variation in segregation during a day 
The geographic patterns of segregation at different times of day are visualized to identify 
the temporal variation in segregation patterns. Using GIS techniques, individuals’ i-STP 
index values in each time period that are assigned to location points are aggregated into a 
hexagonal grid surface. If individuals have more than one point in one period of time, 
those points are regarded as distinct points. Each hexagon is then color-coded based on 
the average segregation value of all individual points located in each hexagon in a 
particular time period. Also, using ESRI’s ArcScene 10.3.1, each hex bin is extruded 
vertically by its average segregation value to create a 3-D hex bin. A number of different-
sized hexagons are tested to best represent the data in manageable computational time. 
The resulting seven segregation maps are compared to each other in order to identify the 
temporal variation in segregation patterns during a day. 
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Phase 3 – Comparing total daily multi-contextual segregation with residential segregation 
Phase 3 investigates whether multi-contextual segregation is different from residential 
segregation. First, residential segregation is measured at the individual level using k-
nearest neighbors from individuals’ residential locations. This measure, as most of the 
traditional measures of residential segregation do, assumes that people do not move from 
their home locations during the whole day. Thus, the temporal component is not 
considered in this measure. Next, the mean of the seven i-STP index values is calculated 
to generate the total daily level of multi-contextual segregation. This single value for each 
individual indicates the full daily segregation experienced during the whole day. Finally, 
the paired sample t-test is performed to see if there is a significant difference between the 
two measures.  
 
3.3 Results 
3.3.1 Results in Phase 1 
Because each individual should have one segregation index value for each 3-hour period, 
the respondents who did not report their activity information for longer than three hours 
are removed. People who traveled for longer than three hours are also removed (e.g., 
flying to another state). As a result, 24,888 respondents remain and are used for the 
analysis. 
Various k-scales are tested to find the population threshold that best captures the 
segregation tendency in the study area. A population threshold of k = 200 is used in this 
study, considering the spatial distribution of the respondents across the study area. This 
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means that each individual has two hundred neighbors for determining the segregation 
level of his/her person-specific neighborhood. To consider the difference in population 
density across the study area (e.g., the difference between the inner city and rural areas), 
this study uses a distance threshold that limits the spatial range of a person-specific 
neighborhood. This makes individuals in areas with low population density have less than 
two hundred neighbors in their person-specific neighborhood, preventing them from 
having unrealistically large person-specific neighborhoods. 
To set a distance threshold of d, this study first calculates distances at which each 
individual finds the 200th neighbor from his/her location. As shown in the boxplot in 
Figure 3.4, the minimum value of these distances is 1.401 km, while the maximum value 
(except the outliers) is 11.619 km. This study chooses the value of 75th percentiles (7 km; 
6.713 is rounded up) as the distance threshold. 75% of the respondents find all two 
hundred neighbors within 7 km. For the rest of the respondents who do not have all two 
hundred neighbors within 7 km, only neighbors within 7 km are used to calculate the 
segregation index. If the number of neighbors of an individual within 7 km is less than 
30, then the individual is discarded so that all individuals have at least 30 nearest 
neighbors. After applying these procedures, 23,178 individuals remain for the next step 
of the analysis.  
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Figure 3.4: Distribution of distances (km) at which individuals find their 200th neighbor. 
 
After defining a person-specific neighborhood in each time period, segregation 
levels at different times of day are evaluated at the individual level using the i-STP index. 
Then the repeated measures ANOVA is performed to see if an individual experiences 
different levels of segregation at different times of day while conducting daily activities 
at various locations. The result shows that mean segregation level is significantly 
different at one or more time periods (p < 0.001). To see where these differences occur, 
the Tukey’s test is used. As shown in Table 2.1, most of the differences between time 
periods are significant at a significance level of 0.1%. The smallest difference is found 
between 𝑡3 (9 AM–12 PM) and 𝑡4 (12–3 PM) although it is significant at a significance 
level of 1%. This may be because many people tend to be at work from 9 AM to 3 PM 
and thus people may not move or may travel only a short distance between these two 
periods. This constrained mobility may lead to little change in their nearest neighbors and 
their spatial arrangement.  
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Figure 3.5 displays the distributions of segregation levels across different time 
periods. The mean values of segregation levels (white marks on the boxplots in Figure 
3.5) decrease during the daytime and increase at night. This finding corresponds to the 
result of previous studies (Roux et al., 2017; Silm & Ahas, 2014). Given that the data is 
collected during weekdays, the resulting daytime segregation is shaped most likely by 
individuals’ work locations. It is also noteworthy that segregation levels during the 
daytime are less variable than the nighttime (Figure 3.5), which suggests that regardless 
of race, people experience relatively similar levels of segregation during the daytime 
compared to the nighttime.  
Table 3.1: Pairwise comparisons between time periods (Tukey’s test) (Note: 𝑡1: 3–6 AM; 𝑡2: 6–9 
AM; 𝑡3: 9 AM–12 PM; 𝑡4: 12–3 PM; 𝑡5: 3–6 PM; 𝑡6: 6–9 PM; 𝑡7: 9 PM–3 AM) 
 





𝑡2–𝑡1 -0.2800 <0.001 
𝑡3–𝑡1 -0.5325 <0.001 
𝑡4–𝑡1 -0.5246 <0.001 
𝑡5–𝑡1 -0.3770 <0.001 
𝑡6–𝑡1 -0.1819 <0.001 
𝑡7–𝑡1 -0.0238 <0.001 
𝑡3–𝑡2 -0.2525 <0.001 
𝑡4–𝑡2 -0.2445 <0.001 
𝑡5–𝑡2 -0.0970 <0.001 
𝑡6–𝑡2  0.0981 <0.001 
𝑡7–𝑡2  0.2562 <0.001 
𝑡4–𝑡3  0.0079 0.0058 
𝑡5–𝑡3  0.1555 <0.001 
𝑡6–𝑡3  0.3506 <0.001 
𝑡7–𝑡3  0.5087 <0.001 
𝑡5–𝑡4  0.1475 <0.001 
𝑡6–𝑡4  0.3426 <0.001 
𝑡7–𝑡4  0.5008 <0.001 
𝑡6–𝑡5  0.1951 <0.001 
𝑡7–𝑡5  0.3533 <0.001 




Figure 3.5: Temporal variation in segregation levels during a day. 
 
However, different racial groups may experience different levels of segregation 
during a day. The result of the ANOVA and Tukey’s test indicates that all differences 
between racial groups are significant (Table 3.2). Based on the mean values of the 
segregation index, African-Americans tend to experience higher levels of segregation 
than other racial groups, and whites experience the lowest levels of segregation overall 
(Figure 3.6). Others including Asians are more integrated than the other minority groups, 
while Hispanics experience intermediate levels of segregation. This pattern is present for 





Table 3.2: Pairwise comparisons between racial groups (Tukey’s test). 
 




African-American–White  0.1479 <0.001 
Hispanic–White  0.1049 <0.001 
Others–White   0.0377 <0.001 
Hispanic–African-American -0.0430 <0.001 
Others–African-American -0.1103 <0.001 
Others–Hispanic -0.0673 <0.001 
 
It is noteworthy that there are many more outliers with extreme values in the 
boxplot of whites when compared to those of other racial groups (Figure 3.6). The most 
extreme outlier is found in the boxplot of whites. This demonstrates that some whites are 
most exclusively self-segregated from other racial groups. They are generally located in 
the exurbs of the Atlanta metropolitan area. This geographic pattern is discussed in more 
details in the next subsection.  
 
Figure 3.6: Racial difference in segregation levels during a day. 
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This study conducts a sensitivity analysis with various sets of k and d values to 
determine whether changing any of these parameters lead to different conclusions of the 
findings (Table 3.3).  
Table 3.3: k and d parameters for sensitivity analysis. 
 
k 100 100 200 200 200 200 200 400 400 400 
d (km) 5 7 5 7 10 12 17 10 12 17 
  
The sensitivity analysis result indicates that the smaller the k and d values are, the 
higher the segregation levels are in general. Likewise, if the two values are higher, the 
segregation levels tend to decrease. This result is reasonable because it is likely that 
people are more homogeneous if their person-specific neighborhood (delineated by k 
nearest neighbors) is smaller. However, the sensitivity analysis result shows that the 
change in k and d values does not significantly affect the segregation analysis results, 
which strengthens the credibility of the findings. Although the absolute numerical values 
of segregation may vary depending on the two parameters, they do not produce a 
significant change in the rank order of the segregation values for the respondents. Even 
with different k and d values, the temporal variation and racial differences in segregation 
levels have almost the same patterns, and most of the differences remain statistically 
significant (exceptions: when d is 5, the difference between 𝑡3 (9 AM–12 PM) and 𝑡4 
(12–3 PM) is not significant (Table 3.4); when k is 100 and d is 7, the difference between 
African-Americans and Hispanics is not significant (Table 3.5)). When considering the 
spatial distribution of the samples across the study area, the k value of 100 makes the size 
of a person-specific neighborhood too small (especially in cities) and the k value of 400 
makes it too big to capture local variations in segregation in the study area. 
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Table 3.5: Differences in segregation levels between time periods (different k and d parameters).  
 












































































































































 ‘***’ p ≤  0.001;  ‘**’ p ≤ 0.01;  ‘*’ p ≤ 0.05;  ‘ ’ p > 0.05. 
 
 
3.3.2 Results in Phase 2 
The 3-D geovisualizations in Figure 3.7 show which part of the study area is highly 
segregated and in what time period segregation is greater than other time periods. With 
regard to the geographic pattern, high segregation is observed in the inner city and inner-
ring suburbs for all time periods. This study finds that African-Americans are 
predominant in these areas both during the daytime and at night, indicating that many of 
them in the metropolitan region tend to work, live, and play in these areas. The increasing 
number of African-Americans in the inner-ring suburbs––which were formerly 
predominantly white––is partially the result of rapid suburbanization of middle-class 
African-Americans that has occurred since the 1970s (Pooley, 2015). The growing 
Asians and Hispanics also contribute to high segregation in the northern suburbs (Strait & 
Gong, 2015).  
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High segregation is also found in the exurbs, reflecting self-segregation of whites 
through the process of exurbanization (Pooley, 2015). As burgeoning non-white groups 
have moved to the suburbs, the white population has increasingly been moving from the 
inner-ring suburbs to the exurbs (the low-density periphery of a metropolitan area) that 
are farther from the urban core (Pooley, 2015). It is notable that most tall hex bins with 
extremely high segregation levels are located in the exurbs. This is because there are at 
least a few individuals of all four racial groups in the inner city and inner-ring suburbs, 
whereas most people who live in the exurbs are whites, with only a few Hispanics, and 
African-Americans or Others are rarely found. This indicates that whites, at least those 
who live in the exurbs, tend to have much stronger preferences for staying in their own 
race-dominant areas than other racial groups (Dawkins, 2004). The public transit network 
that ends right before the exurban counties accounts for the extreme segregation in the 
exurbs (Freemark, 2017). Racial discrimination in the transit system poses a major 
challenge to public transport planning that seeks to make transit lines reach the borders of 
the exurban counties, such as Cherokee and Fayette (Hatfield, 2013). 
The Metropolitan Atlanta Rapid Transit Authority (MARTA) system, a principal 
public transit service in the region, does not reach several dense employment centers in 
suburbs, which prevents racial minorities in the inner cities (who do not own private cars) 
from accessing those clusters (Freemark, 2017; Schmitt, 2014). It reflects the changing 
commuting pattern from 1990 to 2008 in the region that whites increasingly traveled in 
both directions between the exurbs/outer suburbs (probably their home) and the inner 
city/inner-ring suburbs (probably their workplace), whereas such increase is not clear for 
African-Americans and Hispanics (Jang & Yao, 2013). 
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The maps also show the temporal variation in segregation levels and its cyclical 
pattern. Overall, segregation levels are higher at night than during the daytime. From 3 
AM, segregation levels gradually decrease until noon, reach the lowest levels from 12 
PM to 3 PM, and increase back after 3 PM. It implies that people may experience 
different levels of segregation when they are at home, work, and conducting out-of-home 
and non-employment activities over the course of the day. Interestingly, at 𝑡4––which is 
the time period when most of the people experience low levels of segregation (< 1.92), 
the segregation levels in the middle part of the metropolitan region including City of 
Atlanta remain high (> 2.70). This pattern indicates that the minority groups remain 
highly segregated and are more confined to the central city and inner suburbs at all time 
periods of a day. It means that home and job locations of the minority groups are 
geographically more constrained than those of whites.  
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3.3.3 Results in Phase 3 
The total daily level of multi-contextual segregation for each individual is compared with 
the level of residential segregation. The result of the paired sample t-test indicates that the 
mean value of the total daily levels of multi-contextual segregation is significantly lower 
than that of residential segregation levels (mean of the differences: -0.2433; p<0.001). 
The relationship between residential and multi-contextual segregation is visualized in 
Figure 3.8. The result indicates that people who live in highly segregated neighborhoods 
tend to work or conduct other daily activities in relatively more integrated urban areas 
than their residential neighborhoods.        
             
                              
Figure 3.8: Scatterplot of residential segregation versus multi-contextual segregation 
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Figure 3.9 shows an example of one African American household with three 
members (Persons 1, 2, and 3) who experienced very different levels of segregation 
throughout the day. Their home is located in City of Atlanta, which is highly segregated 
both during the daytime and at night as shown in Figure 3.7. But the segregation levels 
that Persons 1 and 2 experience significantly change over time whereas Person 3 
experience very similar levels of segregation for all time periods. In greater details, 
Person 3 stayed at home and went grocery shopping in her residential neighborhood in 
City of Atlanta, while Person 1 left home early in the morning and worked in the outer 
suburb during the daytime. At 𝑡3, Person 1’s i-STP index value is 1.28. Given that an 
index value equal to 1.00 indicates no differential racial clustering, Person 1 experienced 
almost racial integration in her workplace during that time period.   
 




3.4 Discussion and Conclusions 
This study examines segregation that people experience when they move around in urban 
areas, using individuals’ daily movement pattern data and a measure of multi-contextual 
segregation. The major finding is that people in the Atlanta metropolitan area experience 
varying levels of segregation over the course of a day depending on where they spend 
their time.  
This study has several limitations. First, although the proposed segregation index 
takes various daily life contexts into account, it does not capture segregation that may 
occur at the micro scale––within a building or a workplace. For example, in places for 
activities based on common interests, such as watching sport games, people from 
different racial groups may seemingly be integrated because they are at the same stadium. 
However, when looking more closely, people of different race, ethnicity and income 
levels may seat in different areas, reflecting segregation in the micro spatial environment 
of the stadium. Another example is the geographic separation of employees within a 
workplace. Minority workers tend to be located in the back offices, kitchens, or other 
areas, whereas the front offices are occupied mostly by people from a dominant group 
(Vallas, 2003). Although such “micro inequities” might seem insignificant, they have a 
powerful effect on the reproduction of racial/ethnic boundaries within workplaces 
(Creese, 2011). This micro-scale segregation is another important aspect of segregation 
that needs to be examined in future research. Such research will provide more fruitful 
insights into the micro-geographic dynamics of segregation, marginalization, and social 
disparities that are mutually constitutive with segregation (Kwan, 2013).  
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Second, segregation that people may experience when commuting or traveling is 
not examined in this study because there is no information on the respondents’ actual 
travel routes. However, it is known that minorities tend to rely more on public 
transportation systems than whites (Austin, 2017; Ramey, 2015). Examining segregation 
caused from the use of different travel modes using GPS tracking data and qualitative 
methods would be an interesting future research area. Lastly, the results of this study may 
be affected by how the time frame is defined because it uses a 3-hour period as the 
temporal unit of analysis for examining the temporal variation in segregation levels. This 
issue has been articulated as the modifiable temporal unit problem (MTUP) (Cheng & 
Adepeju, 2014). It is important to test whether findings are sensitive to not only the 
MAUP and UGCoP but also the MTUP when a particular spatial and temporal unit is 
used. The MTUP is relatively new compared to the MAUP, but it recently has been 
gaining increasing attention from spatiotemporal data analysts because emerging 
geospatial datasets, such as GPS data, contain both spatial and temporal information. This 
study found that daytime and nighttime segregation patterns are consistent when it tested 
with a 2-hour unit and different start and end times for each period, but more experiments 
of temporal discretization would be needed to further strengthen the credibility of the 
findings. 
Despite these limitations, this study contributes to advancing methodology in 
segregation research. A single value of traditional global measures of segregation may 
inform us whether the whole city or metropolitan region is segregated or not, but it 
cannot tell us where, when, and how much segregation people experience dynamically 
throughout a day. Moving from place-based to people-based approaches can provide a 
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better understanding of dynamic human space-time behaviors (Kwan, 2009). The 
dynamic notion of segregation and the individual-level measure proposed in this study 
provide insights into how people are spatiotemporally distributed throughout the day. 
This people-based measure is especially useful because it can be directly linked to other 
individual-level variables to examine critical issues related to dynamic human space-time 
behaviors, such as personal levels of exposure to air pollution, personal dietary intake, 
and health/medical history. If the measure is used to examine the effect of segregation on 
health disparities associated with exposure to air pollution or dietary intake, it would 
yield new insights into how those disparities are shaped through the uneven 
spatiotemporal distribution of different social groups in various everyday life contexts. 
The spatiotemporal approach in this study also helps mitigate methodological problems 
such as the UGCoP and the MAUP. The UGCoP is an important concern since it can lead 
to inferential errors or misleading findings (Kwan, 2012a; Park & Kwan, 2017a,b). This 
innovative measure of multi-contextual segregation would call for more development of 
fine-grained methods in social disparity research, which would in turn articulate a 
fundamentally new research paradigm.  
Further, this study helps facilitate desired societal changes in a broad context. It 
generates more nuanced knowledge for future policy recommendations. Along with the 
existing policies for residential mixes among racial groups, policymakers and urban 
planners should also try to improve the daily mobility of marginalized social groups to 
diverse parts of urban areas by planning a more just regional transit system. Lastly, the 
geovisualization results would help promote the general public’s awareness and 
understanding of the unfair use of urban space in their everyday life.  
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CHAPTER 4: GEOSPATIAL ASSESSMENTS OF EXPOSURE TO AIR 
POLLUTION 
 
This chapter consists of two studies on fine-scale assessments of personal exposure to air 
pollution using human movement data. The first study, in Part I, examines the 
spatiotemporal dynamics of human exposure to ground-level ozone using GIS and 3-D 
geovisualization methods and sheds light on the importance of critically engaging with 
the UGCoP in environmental health research. It examines how people in Los Angeles 
County are exposed to ground-level ozone when they move around. The results show that 
advanced GIS methods combined with high-resolution geospatial data on people’s 
movement patterns can significantly improve the accuracy of assessments of 
environmental exposure and health impacts by mitigating the UGCoP when compared to 
residence-based, aggregate-level data and methods. This first study also demonstrates that 
3-D GIS techniques allow researchers to visualize large, high-resolution geospatial 
datasets to represent complex geographic phenomena. It contributes to advancing the 
environmental health literature by empirically demonstrating the potential for the over- or 
underestimation of exposure levels and for misleading findings on health risks in 
residence-based assessments. It calls for the development of new fine-grained, individual-
level geospatial approaches in the field. 
The second study, presented in Part II, builds on the first in terms of geospatial 
methodology for individual-level exposure assessments, but uses an improved exposure 
assessment method and a more advanced air pollution model over the first study, while 
taking important insights from the first study. It assesses personal exposure to traffic-
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generated particulate matter (PM2.5) for people in the Atlanta metropolitan area at a fine 
spatiotemporal scale using geospatial methods and a roadway air pollution dispersion 
model. It generates spatially and temporally more resolved air pollution data than the first 
study does. It also finds that if people’s workplaces or non-work activity places are 
located near high-traffic roads, their total daily exposure to traffic-related air pollution 
may be high even if their residences are far away from freeways. The outputs from the 





Part I. Examining the Spatiotemporal Dynamics of Human Exposure to  




Air pollution can lead to a variety of health problems, such as respiratory and 
cardiovascular issues, lung cancer, and even premature death. The American Lung 
Association reports that ground-level ozone is the most widespread pollutant in the U.S., 
and it is especially harmful to children, the elderly, people with cardiovascular or lung 
diseases, and people who work outdoors. To better assess the adverse health effects of 
ozone on humans, it is important to estimate personal exposure more accurately. Given 
that the level of air pollution is continuously changing over space and time and that 
humans are mobile across space, both of these dynamic characteristics and their complex 
interactions should be considered in order to accurately assess personal exposure levels 
(Buonanno et al., 2014; Dons et al., 2011; Fang & Lu, 2012; Kwan et al., 2015; Lu & 
Fang, 2015; Pilla & Broderick, 2015; Ryan et al., 2015; Steinle et al., 2013, 2015; Yoo et 
al., 2015; Zhou et al., 2011).  
However, many previous environmental health/exposure studies tended to assume 
that air pollution levels are spatially stationary and temporally constant throughout a day, 
month, or year or that people are non-mobile and thus are not exposed to air pollution in 
areas outside of their residential neighborhoods. For example, one study used a ten-year 
                                                             
4 This Part I in Chapter 4 was previously published and the copyright owner has provided 
permission to reprint: Park, Y.M. & Kwan, M.-P. (2017). Individual exposure estimates may be 
erroneous when spatiotemporal variability of air pollution and human mobility are ignored. 
Health & Place, 43, 85-94. 
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geometric mean concentration of ambient air pollution and census-tract level 
socioeconomic and demographic data (Jerrett et al., 2001). Similarly, Gray et al. (2013) 
utilized daily average PM2.5 concentrations, daily eight-hour maximum ozone 
concentrations, and census-tract level demographic data. In Buzzelli and Jerrett (2007)’s 
study, the two-week average of nitrogen dioxide (NO2) concentrations in Toronto was 
used together with Statistics Canada's 2001 census data to obtain the socioeconomic 
status of places of residence. Some other studies attempted to take human mobility and 
non-residential exposures into account (Chum & O’Campo, 2013; Nyhan et al., 2016; 
Setton et al., 2008). However, these studies also used temporally aggregated air pollution 
data (the average weekday 24-hour traffic volume data as a proxy for air pollution; daily 
PM2.5 concentrations; and the annual average NO2 concentrations, respectively).  
While these previous studies offer a useful foundation for future research, they 
have several limitations. First, because air pollution levels not only change across space 
but also change between hours or even minutes, it is important to consider their 
spatiotemporal variations and the dynamic interactions between pollutants and humans at 
fine spatiotemporal scales (Yoo et al., 2015). In reality, people are not affected by the 
“average” pollution level but by specific hourly pollution levels during a day, which can 
directly cause acute symptoms (e.g., acute asthma). Therefore, hourly air pollution 
concentrations seem more relevant to vulnerable people than merely the daily or monthly 
average, because finer temporal information would enable them to change their daily 
space-time behaviors to minimize exposure.  
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Second, it has been noted that personal or individual exposure to environmental 
influences is determined both by a person's specific location and how much time the 
person spends there when undertaking daily activities––such as work, grocery shopping, 
and other non-work activities (Figure 4.1)––rather than being determined solely by the 
person's residential area (Crawford et al., 2014; de Nazelle et al., 2013; Kwan, 2009, 
2012a; Kwan et al., 2015; Setton et al., 2011; Yoo et al., 2015). This means that where 
people live is often not the only important factor in determining their exposure to 
environmental factors. Rather, where people visit and how much time they spend at a 
particular location are more relevant to assessing the effects of environmental factors on 
people's health behaviors or outcomes. Since most previous studies did not take into 
account the variety of places that people visit on a daily basis (Hernandez et al., 2015), 
they did not capture the full range of personal exposure at various locations and 
moments.  
              
Figure 4.1: An individual's daily movement trajectory can be represented as a continuous 
temporal sequence from the time-geographic perspective. Time geography provides a useful 
framework for examining the complex interaction between human movement and environmental 
stressors in space-time. 
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These two underlying assumptions often found in previous environmental health 
studies may lead to considerable uncertainty in research results due to the UGCoP 
(Kwan, 2012a,b). The UGCoP, particularly in environmental health research, indicates 
the issue that research conclusions about the effects of environmental influences on a 
person's health are sensitive to different delineations of the geographic and temporal 
contexts used to derive the relevant environmental variables. Using detailed individual 
movement data containing accurate spatial and temporal information can mitigate this 
problem because the data help delineate the individualized space-time context in which a 
person is actually affected by relevant environmental factors (Kwan, 2012a,b). In 
addition, if a relevant environmental factor (i.e., air pollution) continuously changes over 
space and time at a fine scale, considering the fine spatiotemporal variation of the factor 
within the individualized space-time context significantly contributes to mitigating the 
UGCoP as well.  
Despite its importance, however, most environmental health studies to date have 
paid little attention to the confounding effects of the UGCoP, especially in empirical 
research on air pollution exposure and its health effects. This may be due to the limited 
availability of public data, the cost and time for collecting high-resolution data, privacy 
and data confidentiality issues, and computational complexities (Kwan, 2012b). Recent 
advances in GIS, geospatial technologies, and geographic masking methods for privacy 
protection have helped address some of these issues (Kwan et al., 2004; Kwan & 
Schuurman, 2004; Kwan, 2012b). Mobile tracking and sensing technologies (e.g., GPS 
and portable air pollution sensors) have increasingly been used to collect accurate high-
resolution data about individual movement and personal exposure to air pollution, which 
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helps address the UGCoP. As an alternative, researchers may conduct simulations to 
create realistic individual-level data based on aggregate data that are widely and publicly 
available (which is known as “down-scaling” in spatial analysis, and the technique has 
received increasing attention recently).  
As an example of studies using such emerging technology, Lu and Fang (2015) 
used a GPS-equipped mobile air sensor to collect air pollution levels in a single person's 
immediate surroundings and presented the movement trajectory using a space-time cube. 
The mobile sensor enabled them to simultaneously consider real-time air pollution 
concentrations and human movement patterns. However, because the study used only one 
person's data, it did not provide adequate empirical evidence for evaluating the argument 
that multiple people living in the same residential area can experience significantly 
different exposure levels if they have different movement patterns. Further, although the 
study visualized a single movement trajectory that was color-coded based on the values 
of the air quality index, the geovisualization did not include spatiotemporally varying air 
pollution prediction surfaces simultaneously. Therefore, it is difficult to discern at a 
glance how the complex interactions between constantly changing spatiotemporal 
contexts (i.e., the space-time patterns of air pollution) and human movements lead to 
various exposure levels and potential health effects.  
Using geospatial methods and 3-D geovisualization, this study aims to empirically 
demonstrate why including both the spatiotemporal dynamics of air pollution and human 
movement is important in environmental exposure (or health risk) assessments. It argues 
that the two common assumptions often used in past studies may lead to a considerable 
inferential error or misleading findings due to the UGCoP. To support this argument, this 
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study compares four different types of exposure estimates generated using four types of 
data: Simulated individual-level movement patterns, individuals’ residential locations, 
hourly air pollution levels, and daily average pollution levels. In addition, it uses a 3-D 
geovisualization technique to illustrate how air pollution levels are spatiotemporally 
dynamic, how people move around during a day, and how potential health effects may 
vary depending on both of these dynamic patterns during a day. Although this study 
focuses on Los Angeles County in California, the methods used in the study are also 
applicable to other cities (in the U.S. or in other countries, such as Canada, Europe, and 
Asia) where air pollution is a serious health hazard.  
 
4.2 Data and Methods  
4.2.1 Study Area  
Los Angeles (LA) County in California, the study area, is well known for having air 
pollution in the form of smog, which mainly consists of ozone (Gorai et al., 2015). The 
American Lung Association reports that the Los Angeles-Long Beach metropolitan area 
in California ranks first for high ozone days among the 277 metropolitan areas in the U.S. 
The high levels of ground-level ozone concentration may result from high levels of 
automobile use and manufacturing activities in the county, because nitrogen oxides (NOx) 
and volatile organic compounds (VOCs) that contribute to the formation of ground-level 
ozone come from those mobile and stationary sources (US EPA, 1993), although VOCs 
also come from natural sources (Bell and Ellis, 2004). In addition, the Los Angeles Basin 
and the San Fernando Valley easily collect and hold air pollutants. Because of the area's 
diverse geography, however, air quality across the county is quite heterogeneous. The 
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southern west side and northern east side have different levels of air pollution, because 
the San Gabriel Mountains run west to east across the county (Figure 4.2). This trait of 
LA County facilitates the identification of the spatial heterogeneity of air pollution and 
differences in the levels of exposure between individuals who have different space-time 
movement patterns.  
   
Figure 4.2: Study area: Los Angeles County in California.  
 
4.2.2 Data  
Data for geostatistical interpolation (Cokriging)  
Cokriging, which is one of the most accurate geostatistical methods that uses secondary 
variables to increase spatial accuracy, is used to estimate hourly ozone concentrations 
with two secondary variables: Hourly NOx and hourly temperature data. Monitored 
hourly ozone and hourly NOx data for 2014 were obtained from the United States 
Environmental Protection Agency (US EPA), and hourly temperature data were obtained 
from the California EPA. Although ozone concentrations are higher in the summer than 
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in the winter due to the influence of high temperatures (US EPA, 1993), hourly data in 
the summer are available from fewer monitoring sites in the US EPA AirData website. 
Therefore, this study uses data measured on February 23, 2014, which was arbitrarily 
selected from the winter days with data available from the maximum number of 
monitoring sites. Data obtained from monitoring sites located in other areas surrounding 
LA County are also used in order to obtain better estimates of air pollution levels in the 
study area.  
Simulated daily movement data  
This study simulates 80 possible daily movement trajectories using JavaScript and the 
Google Maps Directions Service. Possible daily activity locations (e.g., home and work) 
are chosen based on the daily trip distribution data from the 2010 Congestion 
Management Program Report (Los Angeles County Metropolitan Transportation 
Authority, 2010) in order to reflect the actual commuting tendency of LA County 
residents. The report provides commuting pattern information that shows the flow of 
people across LA County. In the report, census tracts within the Southern California 
Association of Governments’ area are aggregated into Regional Statistical Areas (RSAs) 
(see Table 4.1 and Figure 4.3). The report provides the percentage of work trips and non-
work trips within each RSA and from one RSA to another. I sample these aggregate data 
as follows (these steps are based on the availability of high-quality demographic data): 
(1) I sample employer zip codes in LA County by weighting based on the number of 
employees within each zip code, with this information obtained from the County 
Business Patterns 2013 data (Bureau of the Census, 2015). (2) After identifying the 
corresponding RSA for the sampled employer zip code, I determine the RSA of the 
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employees residence by using a weighted distribution function based on the work trip 
distribution percentages. Note that I do not include cases where the home and work RSAs 
are the same because more movement in the simulated mobility patterns would facilitate 
the comparisons between considering and not considering the dynamics of both human 
movement and air pollution. (3) The accurate work-residence locations within the 
selected RSAs are randomly distributed using a tool for generating random points in 
ESRI's ArcGIS software, until the randomly placed locations fall into the actual 
residential or work locations identified through a satellite view of Google Maps. Given 
that non-work activities are often conducted within an individual's space-time constraints 
that result from a set of locations of fixed daily activities, such as home and work (Kwan, 
2004), non-work activity locations are generated using random points within a five-mile 










Table 4.1: Regional Statistical Areas (RSAs) in LA County (Source: Los Angeles County 
Metropolitan Transportation Authority, 2010); (Note that RSAs 1–6 are located in Ventura 
County and thus not part of the study area.).  
RSA Area generally bounded by 
7 Agoura Hills, Calabasas, Hidden Hills 
8 Santa Clarita, Castaic 
9 Lancaster, Gorman 
10 Palmdale, Agua Dulce 
11 Angeles National Forest 
12 Woodland Hills, Sherman Oaks, Sepulveda, Porter Ranch 
13 Burbank, Sun Valley, North Hollywood 
14 San Fernando, Granada Hills, Sylmar, Tujunga 
15 Malibu 
16 Santa Monica, Bel Air, Palisades, Marina Del Rey 
17 Westwood, Beverly Glen, Los Feliz, Hyde Park, Culver City 
18 Westchester, Redondo Beach, Gardena, Inglewood 
19 Torrance, Palos Verdes, Carson 
20 Long Beach, Lakewood 
21 Boyle Heights, Montebello, Compton, Willowbrook 
22 Paramount, Hawaiian Gardens, Pico Rivera, La Habra Heights 
23 Downtown Los Angeles, Exposition Park, MacArthur Park 
24 Glendale, Echo Park, El Sereno 
25 La Canada-Flintridge, Pasadena, Monterey Park, South El Monte, Duarte 
26 Azusa, Glendora, Diamond Bar, Hacienda Heights 





Figure 4.3: Map of Regional Statistical Areas in LA County (Los Angeles County Metropolitan 
Transportation Authority, 2010) 
 
An example of a possible daily activity diary is presented in Table 4.2. The 
simulated data include each individual's trip information, such as latitude, longitude, 
activity start time, and activity type. The number of non-work activities conducted by 
each individual is randomly assigned within the range of 0 and 2. The duration of time at 
home that starts from midnight is randomly generated within the range of 360 and 540 
min. Work duration is from 420 to 540 min, and non-work duration is from 30 to 120 
min. The duration of time spent at home after work or non-work activities until midnight 
is designated as the rest of the day. 
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 These simulated data are adequate for achieving the main research objective of 
this study––which is to highlight the potential for over- or underestimation of exposure 
levels and misleading findings about health risks when the dynamics of human movement 
and air pollution are not taken into account. One of the advantages of using simulated 
data is that researchers can generate a large dataset according to their needs. Another 
advantage is that the simulated data provide an opportunity for exploratory analysis, so 
that detailed analytical procedures can be developed and refined for implementation 
when real data are collected and become available with appropriate funding support. 
 
Table 4.2: An example of a possible daily activity diary 
 





Home 34.04860 -118.24202 00:00 481 
Work 34.14957 -118.77580 08:56 535 
Non-work activity 34.08892 -118.34865 18:38 37 
Home 34.04860 -118.24202 19:27 272 
 
4.2.3 Methods  
Estimation of hourly and daily ozone concentrations using cokriging  
Cokriging can help to increase the spatiotemporal accuracy of estimations if a fine-scale 
temporal component is integrated into the modeling process. Cokriging is an extension of 
ordinary kriging that predicts values at unsampled locations using known (or measured) 
values. Since it uses secondary variables to improve the spatial accuracy of estimations of 
a primary variable, it can mitigate the spatial inaccuracy that ordinary kriging often 
suffers from due to the limited number of monitoring stations. It is especially useful for 
predicting ozone concentrations because it can consider secondary variables that 
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contribute to ozone formation and dispersion. Ozone is a secondary pollutant that is 
formed in the atmosphere through the photochemical reactions of other pollutants, such 
as NOx and VOCs, and is more easily generated under high temperatures and low wind 
speeds (Chung, 1977, Gorai et al., 2015, Im et al., 2013, Ordonez et al., 2005, Seinfeld & 
Pandis, 1998, Xu & Zhu, 1994). In this study, ozone is a primary variable in the 
cokriging analysis, while NOx and temperature are used as secondary variables. Because 
the temperature data have almost four times more samples than the ozone data have, 
spatial accuracy can be improved when compared to the accuracy of ordinary kriging 
estimates that are based solely on ozone data. To generate temporally more accurate 
prediction maps, cokriging can be iterated several times. This study performs cokriging 
24 times (once for each hour of the day) based on hourly ozone, hourly NOx, and hourly 
temperature data, so as to create an interpolated ozone map for each hour on February 23, 
2014, the day for the monitoring site data.  
In general terms, the method of cokriging is expressed as follows:  
Z**=∑λiZi+∑kjuj 
where Z** is the estimator, Zi is the primary variable, uj is the secondary variable, n and 
m are the number of samples for each of these two variables, λi is the weight for the 
primary variable, and kj is the weight for the secondary variable. If some hourly ozone, 
NOx, and temperature data are highly skewed, log transformation is performed to make 
them less skewed. Log transformation helps to reduce the root-mean-square error 
(RMSE). The RMSE––which is used to assess model accuracy––measures the 
differences between predicted values and observed values. The exponential variogram 
 79 
model is used because it minimizes the RMSE when compared to other variogram 
models, such as the spherical or Gaussian models. Model parameters, such as nugget, sill, 
and range, are optimized using cross-validation. These processes are repeated to make a 
daily average concentration map as well as each hourly map. The final outputs are 24 
hourly ozone prediction maps and one daily map.  
Comparisons of four types of personal exposure levels  
To examine how personal or individual exposure levels may be different depending on 
whether human mobility and hourly variation of air pollution are considered, four types 
of personal exposure levels are estimated through (1) considering both human mobility 
and hourly pollution levels (hereafter, OO); (2) considering human mobility but not 
hourly pollution levels (using daily average pollution data) (hereafter, OX); (3) not 
considering human mobility (using residential locations) but hourly pollution levels 
(hereafter, XO); and (4) considering neither human mobility (using residential locations) 
nor hourly pollution (using daily average pollution) (hereafter, XX).  
All hourly ozone prediction maps and the simulated daily movement data are 
combined to calculate personal mobility-based exposure estimates (i.e., in the OO case). 
The ozone concentration in a specific activity location is extracted from the ozone map at 
the corresponding hour. The total mobility-based exposure for an individual over the 
course of a day is calculated by summing up all exposure values. Next, residential 
locations are also combined with hourly ozone maps to calculate residence-based 
exposure estimates (i.e., in the XO case). Finally, human movement paths and residential 
locations are combined with a daily ozone map to calculate the estimates for the OX and 
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XX cases, respectively. The paired sample t-tests are used to evaluate whether there are 
significant differences between these four types of estimates.  
Investigation of the potential health effects of exposure to ozone using 3-D 
geovisualization  
To illustrate how spatiotemporally variable air pollution levels are, how mobile people 
are, and how potential health effects can vary according to both of these dynamic patterns 
over the course of the day, some representative daily movement trajectories are 
visualized together with hourly ozone maps through 3-D geovisualization (i.e., space is 
represented by the x and y axes, and time by the z axis), in which each hourly ozone map 
is stacked according to the corresponding hour. The segments of a daily movement 
trajectory passing through multiple prediction surfaces have different colors based on the 
severity of the potential health effects of the exposure level. Because daily movement 
data are minute-based and ozone concentration estimates are hour-based, exposure levels 
at a given hour are assumed to be temporally constant over the hour but spatially variable 
across the study area.  
The GIS analyses and 3-D geovisualization are performed with ESRI's ArcGIS 
software (ArcMap 10.2.1 and ArcScene 10.2.1), and the cokriging is conducted using the 
Geostatistical Analyst extension of ArcGIS. The paired sample t-tests are performed with 
the R statistical programming software. All graphs are created using R and GraphPad 




4.3 Results  
4.3.1 Spatiotemporal Variability of Ozone Concentrations  
Figure 4.4 shows some of the hourly ozone maps created by cokriging (7 AM, 8 AM, 11 
AM, 5 PM, 9 PM, and 11 PM). These maps clearly reveal the spatial and temporal 
variations in ozone concentrations during the day in the study area. Much of the study 
area tends to have high ozone concentrations from 11 AM to 5 PM (0.041– 0.075 ppm), 
while the levels are relatively low in the morning and at night. These temporal variations 
indicate that individuals may experience different exposure levels at different times of 
day even if they stay at the same location. In addition, although the ozone hot spots (areas 
with the highest ozone concentrations) change on an hourly basis, ozone levels in the 
southern west side tend to be continuously lower than those in the northern east side. This 
implies that individuals with different daily movement patterns may be exposed to 
different ozone concentrations even during the same period of time.  
 




Figure 4.5: Spatiotemporal variations in ozone concentrations, temperature, and NOx 
concentrations 
 
 It is notable that the ozone hot spots are not in the urban areas with high 
population density and heavy traffic volume or high industrial occupancy. The spatial and 
temporal patterns of ozone concentrations in the study area are opposite to those of NOx 
concentrations, which are directly influenced by emissions from vehicular traffic. Figure 
4.5 shows that the temporal patterns of ozone concentrations are positively correlated 
with those of temperatures but negatively associated with those of NOx. Some previous 
studies reported that ozone concentrations can be higher in rural than in urban areas 
(Duenas et al., 2005; Kalabokas et al., 2000; Klumpp et al., 2006; Wang et al., 2007). 
There are several reasons for this pattern. Generally, the highest ozone concentrations are 
observed downwind of urban areas rather than in the city itself, because the precursors of 
ozone move from hundreds to thousands of kilometers (Moussiopoulos & Sahm, 2000). 
In addition, rural areas tend to have more VOCs, which affect ozone formation (Bell & 
Ellis, 2004). The amount of biogenic VOC emissions prevalent in rural areas tends to be 
much more than that of the anthropogenic VOCs that are usually produced in urban areas. 
In addition, ozone can persist longer in rural areas, because nitric oxide concentrations 
that contribute to the destruction of ozone are lower in those areas (Klumpp et al., 2006).  
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4.3.2 Results of Comparing Four Types of Personal Exposure Estimates  
The results of the paired sample t-tests that assess the differences among the four types of 
exposure estimates described earlier are presented in Table 4.3. Most of the pairs of 
estimates have very low p-values, indicating that the values of each type of estimates are 
significantly different from one another.  
Table 4.3: Paired sample t-test results (significance of differences in the values of two different 
types of exposure estimates) 
Pair of estimates Mean of differences p-value 
OO & OX 1.745**** p<.0001 
OO & XO 0.6923* p=.0188 
OO & XX 2.572**** p<.0001 
XO & OX 1.053*** p=.0006 
XO & XX 1.879**** p<.0001 
OX & XX 0.8268*** p=.0009 
 
‘****’ p ≤  0.0001; ‘***’ p ≤  0.001;  ‘**’ p ≤ 0.01;  ‘*’ p ≤ 0.05. 
 
 Each box plot in Figure 4.6 displays the total exposure levels of the eighty 
individuals in the sample for each case. The lengths of the boxes of the OO (i.e., both 
mobility and hourly pollution estimates) and OX (i.e., mobility and daily estimates) cases 
are smaller than those of the boxes of the XO (i.e., residence and hourly estimates) and 
XX (i.e., residence and daily estimates) cases. This means that the difference in total 
exposure levels among the middle half of the samples (between the first and third 
quartiles) decreases when mobility is considered. It implies that the exposure levels 
among different individuals become more similar when people move to areas outside of 
their residential areas than when they spend the whole day within their residential areas. 
This means that, in this particular case, the diverse pollution levels people experience 




Figure 4.6: Box plots of the total exposure levels of the 80 sampled individuals in the OO, XO, 
OX, and XX cases 
 
In addition, the mean values of the four cases are different (Figure 4.6); they are 
marked as red points in the plots. The mean value of the OO case is the smallest, and the 
mean value of the XX case is the largest. This indicates that the actual total exposure 
levels can be overestimated when residence-based data and temporally coarse data for air 
pollution (even daily data) are used.  
Figures 4.7 and 4.8 show the differences between two types of estimates for each 
individual in more detail. Figure 4.7 includes hourly-daily comparisons (all *O and *X 
comparisons). The first plot indicates the differences between OO and XX of the 80 
individuals. The differences are generated by subtracting XX from OO. The longer the 
bar is, the larger the difference between the two estimates. It is notable in these four 
graphs that many of the differences are negative numbers. This means that, regardless of 
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using mobility- or residence-based data, the total exposure levels can be overestimated 
when daily average air pollution data are used rather than hourly data.  
On the other hand, Figure 4.8 includes mobility-residence comparisons (all O* 
and X* comparisons). Here, the differences look more variable than in the hourly-daily 
comparisons. There is much variation in both the magnitude and direction of the 
difference between mobility- and residence-based estimates. This finding suggests that 
actual exposure levels can be either over- or underestimated when residence-based data 
are used. Overestimation happens when people spend a significant amount of time in 
areas with better air quality than their residential areas, while underestimation happens 
when people spend a lot of waking time in more polluted areas than their residential 
areas. It is evident that a residential location does not fully represent an individual's true 
relevant geographic context in terms of air pollution exposure.  
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Figure 4.7: Differences between hourly pollution-based and daily pollution-based exposure 
estimates 
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Figure 4.8: Differences between mobility-based and residence-based exposure estimates 
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4.3.3 3-D Geovisualization of Spatiotemporally Varying Potential Health Effects  
Three representative movement trajectories (Persons 24, 39, and 49) are geovisualized 
together with the 24 hourly interpolation maps of ozone concentrations in an interactive 
3-D scene in Figure 4.9. The start and end points of a movement trajectory represent the 
residential location of an individual. The 3-D scene shows how mobile humans interact 
with hourly changing ozone concentrations over the course of a day. We can see how 
these dynamic interactions lead to various personal exposure levels and potential health 
effects. 
To better identify the potential health effects in the 3-D scene, the segments of 
some of the movement trajectories are color-coded based on the severity of the potential 
health effects at a given exposure level. Ozone levels, potential health effects, and 
corresponding colors are presented in Table 4.4. Because the highest ozone concentration 
is 0.075 ppm in this study, the potential health impact of most ozone levels across the 
study area are within the ranges of “good” and “moderate” according to the US EPA’s 
Air Quality Index standard (in which more than 0.076 ppm ozone is considered 
“unhealthy”). However, a previous study demonstrated that elderly people are vulnerable 
even when they are exposed to a mere 0.030 ppm ozone (Simpson et al., 1997). In 
addition, exposure to 0.050 ppm can trigger mild respiratory symptoms in asthmatic 
children, such as coughing, breathing problems, and excessive phlegm production, and 
exposure to 0.065 ppm can cause respiratory symptoms to be more frequent for asthmatic 
children (Gielen et al., 1997).  
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Table 4.4: Ozone levels and the corresponding health effects 
 
 
As shown in Figure 4.9, all three individuals tend to experience high levels of 
ozone concentration between 11 AM and 5 PM. Even within this same period of time, 
however, individuals with different movement patterns experience different ozone levels 
and potential health effects depending on where they are and how long they stay there. 
Persons 24 and 49 have longer red-colored segments of the movement trajectories than 
Person 39, which means that they experience ozone concentrations over 0.065 ppm for a 
longer period of time than Person 39. This indicates that Person 39 is at relatively low 
health risk during the day compared to the other two people. Additionally, if Person 24 
has asthma, he or she may experience increased symptoms for the longest time. 
The reason behind the differences in exposure levels and potential health risks 
among individuals is that each individual has a different “person-specific space-time 
context.” The person-specific dynamic space-time context is shaped by an individual’s 






(Gielen et al., 1997; Simpson et al., 
1997) 
Health effects based on 
Air Quality Index (US 
EPA) 
 0.000 – 0.029 No health effects are expected. Good 
(No health effects are 
expected.) 
 0.030 – 0.049 The elderly can be sensitive. 
 
0.050 – 0.064 
This level may trigger mild 
respiratory symptoms for asthmatic 
children. Moderate 
(Unusually sensitive 
people may experience 
respiratory symptoms and 
should avoid prolonged 
outdoor activities.) 
 
0.065 – 0.075 
This level may increase respiratory 
symptom frequency for asthmatic 
children. 
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Research findings may be misleading due to the UGCoP if the different space-time 
contexts between individuals are not considered. 
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Figure 4.9: 3-D geovisualization of spatiotemporally changing personal exposure levels during a day and the potential effects on health
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4.4 Discussion and Conclusions  
This study contributes to the environmental health literature by demonstrating that 
considering both the spatiotemporal variability of air pollution and human daily 
movement patterns is vitally important for accurate exposure (or health risk) assessments. 
It also presents geospatial methods that enable researchers to take into account both of 
these variables. The results from the comparisons of the four types of exposure estimates 
suggest that exposure levels can be over- or underestimated due to the UGCoP if both of 
these variables are not considered simultaneously. These findings also call for more 
attention to the UGCoP, because it is a less recognized but important methodological 
problem that can significantly affect the accuracy of exposure assessment in 
environmental health research. The methods presented in this study highlight the 
potential impact of the UGCoP on research findings through considering both (1) the 
hourly variations in environmental or contextual factors (i.e., air pollution concentrations) 
rather than daily average data and (2) an individual’s dynamic exposures at different 
times of day and in various activity locations as well as the relevant residential area. 
These methods allow for a more realistic evaluation of personal exposure levels and the 
potential health effects, because they enable a better approximation of the true geographic 
and temporal context in which an individual is exposed to air pollution.  
This study clearly shows how advanced GIS, geospatial techniques, and 3-D 
geovisualization can support empirical examination of the UGCoP and help to mitigate it. 
Guo et al. (2007) pointed out that it is challenging to visualize a complex dataset 
containing more than three dimensions (such as space, time, and one or more additional 
attributes) and to make the output easy to understand. However, recent advances in 3-D 
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GIS enable researchers to develop methods for visualizing and analyzing such complex 
data more effectively, which contributes significantly to expanding the frontier of 
environmental health research. The 3-D geovisualization presented in this study 
illustrates how the methods for considering both dynamic factors can help to capture the 
true relevant geographic and temporal contexts in which an individual is actually affected 
by air pollution and how such contexts vary among individuals. It also reveals that the 
complex spatiotemporal interactions between individuals and air pollutants create various 
person-specific space-time contexts, which in turn place different individuals at various 
levels of health risks. The visual examination of the UGCoP calls for the development of 
dynamic conceptualizations of geographic contexts and sophisticated analytical 
approaches for mitigating contextual uncertainties in exposure assessment and 
environmental health research. Finally, the 3-D geovisualization enables both researchers 
and the general public to more easily understand how personal daily exposure levels are 
spatially and temporally contingent. The general public, especially vulnerable groups 
such as women, children, or the elderly, can refer to this map to modify their daily 
behaviors. They can avoid going out or be more careful during peak hours of air pollution 
levels. It might also be possible to integrate the information on the potential health effects 
with mobile phone location data and/or voluntarily provided personal health data so that 
people could receive personalized warnings. 
This study has several limitations that need to be addressed in future research. It 
does not consider the fact that indoor air quality may be different from outdoor air quality 
due to different pollution sources (e.g., heating or cooking fuel sources), although indoor 
air quality is partially influenced by outdoor air quality. Future research could expand 
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upon these findings by using a reliable method to measure or estimate indoor air pollution 
levels. Although the present study assumes that each individual uses the same travel 
mode during a day, future studies could improve the accuracy of the results by 
considering the effects of different travel modes (e.g., commuting by car versus riding a 
bicycle) on the inhalation rates. Further, due to fewer monitoring sites at non-peak hours 
than at peak hours, the estimation of ozone concentrations at non-peak hours still have 
non-negligible errors, although these estimates can be improved by using secondary 
variables in cokriging analysis. In future studies, air dispersion models that are less 
affected by the number of monitoring sites––that use emission, meteorological, and 
topographic data, which address the dispersion of air pollutants in the atmosphere––can 
be used to improve the accuracy of air pollution estimates.  
Finally, future research can use movement tracking data (e.g., GPS data) collected 
from real human subjects in order to assess actual exposure levels. The methods used in 
this study can readily be applied to such high-resolution movement datasets. If these 
datasets also includes individuals’ socioeconomic and demographic information (e.g., 
race, gender, income, education, and class), the method can be used to more accurately 
examine the relationships between air pollution exposure and individuals’ socioeconomic 
characteristics. The findings of such kind of research would provide useful answers to 
many interesting questions, such as: Which social group is at the highest health risk 
associated with exposure to air pollution? To what extent do different social groups 
experience unequal exposure levels in their daily lives? Being able to identify the 
population group(s) with the highest health risk based on more accurate individual-level 
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data will lead to more effective intervention measures that mitigate social inequalities 
associated with various environmental risk factors.   
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Part II. Assessing Personal Exposure to Traffic-Related PM2.5 Using an R-LINE Air 
Dispersion Model and Geospatial Methods 
 
4.5 Background  
Road vehicle emissions, which include particulate matter, nitrogen oxides, carbon 
monoxide, and volatile organic compounds, are one of the most significant sources of 
ambient air pollution in major cities (Batterman et al., 2015). Typically, pollutants 
associated with traffic show steep gradients with distance from roadways (D’Onofrio et 
al., 2016; Zhai et al., 2016; Zhu et al., 2006). They spike dramatically near major roads 
and quickly diminish to near background concentrations at distances of 100 to 200 m 
from the roads (Isakov et al., 2014). Given that 19.3% of the US population lives near 
busy roads, traffic-related air pollution has increasingly become a major public health 
concern (Rowangould, 2013). The body of evidence of adverse health effects from 
exposure to traffic-generated air pollution has been growing (Colvile et al., 2001). Much 
environmental health research has found that exposure to roadway air pollution was 
significantly associated with cardiorespiratory emergency department visits in Atlanta, 
GA (Sarnat et al., 2013), deficits in children’s lung development (Gauderman et al., 
2007), cardiovascular morbidity and mortality (Brook et al., 2010), and increased 
incidence of asthma and allergic diseases (Bowatte et al., 2015). 
Although roadway emissions contribute a small portion of the total PM2.5 
concentration (Isakov et al., 2014), it is important to estimate how much PM2.5 comes 
from mobile sources, to better support health research that links traffic-generated PM2.5 
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and health outcomes. Examining source-specific concentration rather than total 
concentration is often more beneficial because it more precisely identifies a population at 
high health risk associated with the specific source (Krall et al., 2018). Source-specific 
concentration estimates may better represent regulation targets that help reduce health 
risk; the health effects of traffic-generated air pollution may differ by source because 
different sources create different particle composition and structure. 
One of the most commonly used methods for assessing near-road exposure is to 
measure the proximity between residential locations and high-traffic roadways (Jerrett et 
al., 2005). Exposure to PM2.5 is more directly associated than that of other pollutants 
(such as ozone) with proximity to sources (Adams, 2015). However, exposure estimated 
from the distance measure may be inaccurate because it does not consider important 
factors determining traffic-related pollution levels, such as traffic volume, fleet mix, and 
air dispersion patterns (Batterman et al., 2015). Specifically, the proximity-based measure 
does not capture spatiotemporally varying air pollution concentrations caused from 
changes in traffic activity patterns between rush hours and normal traffic or between 
weekdays and weekends, temperature-dependent emissions changes, and wind direction 
(Isakov et al., 2014). Other methods, such as geostatistical interpolation that uses 
measurement data from a limited number of monitoring sites, community multi-scale air 
quality models that estimate regional-scale background concentrations, or land-use 
regression models, often do not adequately capture local variability and discern the 
traffic-related portion of the total concentration. 
Some recent studies have used on-road source air dispersion models to address 
these limitations (Batterman et al., 2010; Batterman et al., 2015; Jerrett et al., 2014; 
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Milando & Batterman, 2018; Isakov et al., 2014; Zhai et al., 2016). Line-type source 
dispersion models are useful because they can simulate spatiotemporal distributions of 
traffic-related air pollution at a fine scale by considering meteorological conditions and 
do not rely on an existing sparse monitoring network that often hinders capturing local 
variation of air pollution concentrations (Bartonova et al., 1999; Jerrett et al., 2005). Fine-
grained concentration data help estimate exposure to traffic-related PM2.5 more 
accurately, allowing more precise assessments of health risk associated with roadway 
exposure. The Sarnat et al. (2013) study also found that when spatiotemporally more 
resolved air pollution data and exposure estimates were used, compared to central site 
monitoring data, the association between exposure to roadway air pollution and 
cardiorespiratory emergency department visits was strengthened. 
Another limitation in the literature on exposure to traffic-related air pollution is 
that most studies confine the spatial range to residential neighborhoods (e.g., Chen et al., 
2017; Jerrett et al., 2014; Rowangould, 2013; Weuve et al., 2016). Such residence-
focused approaches exclude near-road exposure at other places where people spend 
significant time, such as workplaces or grocery stores (Park & Kwan, 2017a). People who 
live close to freeways may work or perform leisure activities far from roads with heavy 
traffic. Likewise, people who live away from high-traffic roads may spend most of their 
waking time working near major roads. This daily mobility can lead people to be in a 
variety of environments over the course of a day and to be exposed to varying levels of 
traffic-related air pollution. There are few extant studies that have investigated the full 
range of daily activity places at which people are exposed to traffic-related air pollution. 
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This study addresses these limitations by 1) estimating near-road air pollution 
concentrations in the Atlanta metropolitan area using the Research LINE-source 
dispersion model (R-LINE) and 2) assessing personal exposure at a fine spatiotemporal 
scale by combining individual-level daily movement data and the high-resolution traffic-
related air pollution estimates (R-LINE outputs). R-LINE is particularly suited to 
research that links near-road exposure and health outcomes because it can estimate 
pollution levels at receptors that are very close to roads (Batterman et al., 2015). This 
study focuses on assessing exposure to traffic-related PM2.5 because the effect of PM2.5 
on adverse health outcomes is prominent when compared to that of other air pollutants 
(Bowatte et al., 2015). Particulate matter is detrimental to health even at very low 
concentrations, especially when it is smaller in size, because it can penetrate deep inside 
the lungs and cause lung cancer or cardiovascular and respiratory diseases, even leading 
to death (WHO, 2014).  
 
4.6 Data and Methods  
4.6.1 Traffic-Related PM2.5 Dispersion Modeling 
Motor vehicle emission simulator (MOVES) model 
The motor vehicle emission simulator (MOVES), developed by the US EPA, is a 
modeling tool that estimates emissions from all mobile sources (e.g., cars, trucks, buses, 
motorcycles). In the modeling process, a variety of conditions are specified, including 
vehicle type (e.g., gasoline and diesel), roadway type, air pollutants, vehicle operating 
characteristics (e.g., cold start, extended idle, and running), and times and geographic 
areas of interest (US EPA, 2012a). MOVES estimates emissions based on the amount of 
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time vehicles spend in different operating modes, such as accelerating, braking, idling, 
and cruising, because emissions change with vehicle behaviors. This study uses the 
MOVES2010b software to estimate total PM2.5 emissions in the 20-county Atlanta 
metropolitan area. The model outputs are generated by each hour, weekday (because 
human movement data used in this study were collected only for weekdays), and month 
of the year 2011. The MOVES output is used in R-LINE. 
R-LINE 
R-LINE is a line-type source dispersion model developed by the US EPA Office of 
Research and Development (Heist et al., 2013; Snyder et al., 2013; Venkatram et al., 
2013). It is designed to capture a fine-scale spatiotemporal variability of traffic-related air 
pollution concentrations in urban areas with a large number of large/small roadways 
based on a steady-state Gaussian plume formulation (Arunachalam et al., 2013). This 
model is appropriate for this study because it was developed primarily to support health-
risk assessments associated with exposure to near-road air pollutants. More detailed 
information about the model, including its dispersion formulations and performance 
evaluation, can be found in Snyder et al. (2013) and Venkatram et al. (2013). 
Required inputs for R-LINE are geospatial on-road source emissions data, 
meteorological data, and a receptor grid across a modeling area. This study estimates 
hourly traffic-related PM2.5 levels over the course of the year 2011 using the roadway 
link-based emissions data provided by the Atlanta Regional Commission (D’Onofrio et 
al., 2016) (Figure 4.10), hourly meteorological data, and a 200-meter receptor grid. The 
link-based emissions data include 43,712 links, the XY coordinates of start/end points of 
each link segment, hourly emissions of several pollutants for all major roads as well as 
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smaller roads, and lengths of each link segment. These link-based emissions are adjusted 
using the MOVES model output because emissions tend to differ by season, weather, day 
of the week, or hour. The adjusted data reflect weekday/weekend differences, traffic or 
fleet composition differences between hours (e.g., rush hour has a higher proportion of 
passenger cars), monthly travel pattern changes, traffic activity changes, gasoline blend 
differences, and temperature-dependent changes. The unit of the PM2.5 emission rate is 
prepared in grams/meter/second so that it can be directly used in R-LINE. 
 
                            
Figure 4.10: Link-based PM2.5 emission rates (Raw data source: Atlanta Regional Commission) 
 
Hourly meteorological data are obtained from Lakes Environmental Consultants 
Inc. Because the data are preprocessed using the AERMET model (a meteorological 
preprocessor for the AERMOD air dispersion model (Cimorelli et al., 2005)), it can be 
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directly used as an input in R-LINE. The minimum wind speed is set to 1 m/s, as 
recommended, because Gaussian dispersion models do not perform well under very calm 
conditions (Batterman et al., 2010; Snyder et al., 2013; Zhai et al., 2016). The 200-meter 
spacing between receptors results in a network of 513,001 receptors throughout the 
metropolitan area and the nearby areas outside of its boundary. 
Using R-LINE, a concentration at each receptor location is estimated by 
calculating the contribution of every source point throughout the modeling area. Each 
model run produces specific-hour pollution concentrations on a specific day in 2011. The 
model run is repeated 6,240 times to generate hourly concentrations for a full year (24 
hours x 260 weekdays). However, previous studies suggested that most existing air 
dispersion models tend to generally overestimate concentrations (Venkatram et al., 2004). 
Therefore, the R-LINE outputs are calibrated with monitored values using the 
formulation developed by Zhai et al. (2016), which reduces bias by slightly increasing 
underestimated concentration values and decreasing overestimated values. The calibrated 
6,240 outputs are then averaged by hour to produce annual average hourly PM2.5 
concentrations, which reflect the representative levels for health-risk assessments. The 
final results are rendered as hourly concentration maps using ESRI’s ArcGIS software 
(Version 10.6). 
 
4.6.2 Exposure Assessment  
This study uses the GIS-based exposure assessment method proposed by Park and Kwan 
(2017a) (a detailed description is presented in Chapter 4, Part I). Utilizing this method, it 
 103 
estimates individuals’ levels of traffic-generated PM2.5 exposure by integrating people’s 
movement trajectories and line-source PM2.5 concentrations (R-LINE outputs). A 
growing body of literature has shown that mobility-based exposure estimates are more 
accurate and reliable than residence-based estimates (Dewulf et al., 2016; Nyhan et al., 
2016; Park & Kwan, 2017a). The ARC Regional Travel Survey data used in this 
assessment have several advantages over other types of data for the purposes of this 
study. First, the activity-travel diaries in the survey data include more detailed 
spatiotemporal information about individuals’ daily travel behaviors than residence-based 
census data do, which mitigates the UGCoP in exposure estimates. Second, it is 
appropriate for this regional-scale (metropolitan-level) study because it includes a quite 
large number of respondents (25,810) and they are from various localities of the Atlanta 
metropolitan area. In general, it is very challenging to collect GPS data from a number of 
participants throughout a large metropolitan area. The survey is carefully designed using 
a stratified sampling method to obtain a diversified and representative sample of the 
population in terms of locality, race, and age (ARC, 2011). These data can be a good 
alternative to GPS data because they include the travel information (e.g., geocoded 
activity locations, travel modes, trip start/end times, and durations) necessary for 
estimating travel routes. 
This study uses the Google Maps Directions API to estimate a probable travel 
path between activity locations. It generates realistic travel routes because its routing 
algorithm reflects on-ramps, one-way streets, traffic, speed limits of road segments, etc. 
In addition, the survey respondents’ actual travel modes (e.g., driving, walking, cycling, 
and transit), reported travel times, and traffic are considered in the estimation. The 
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following describes the procedures to obtain probable movement trajectories that include 
minute-by-minute waypoints. 
1) Estimate travel routes using the information on origins/destinations of trips 
reported by the respondents and the Google Maps Directions API. Alongside the optimal 
travel routes, the API provides an estimated duration for each road segment and the end 
time of the trip. 
2) Compare the Google-estimated and reported travel times. If they are equal, 
then create the waypoints on the route (which will be used to estimate air pollution 
exposure every minute alongside the individual’s movement trajectory). If they are not 
equal, the Google estimate is presumed to be incorrect. Assuming that travel time 
reported by the respondent reflects reality (except for certain unreasonable responses), 
this study adjusts the estimated duration of each segment of the route to match these 
reports and estimate where people were at each minute before generating the waypoints. 
The estimated duration of each segment is modified by multiplying it by a ratio of 
reported travel time to estimated travel time. The waypoints are then created based on 
these modified durations. 
Individuals who reported unreasonable travel times compared to the estimates are 
discarded from the sample. A travel time is considered unreasonable if there is a greater 
than 20-minute discrepancy between the estimated and reported travel times and the 
reported time was either 0.5 times less or 10 times greater than the Google estimate. The 
following cases are acceptable. 1) If the ratio of reported travel time to estimated travel 
time is greater than or equal to 0.5 (that is, no more than 50% less than estimated), the 
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reported travel time is regarded as probable. It is likely that some drives or transit trips 
are faster than estimated due to lighter than expected traffic, favorable traffic lights, 
speed limits, or driving habits. Some people walk or ride a bike faster than the average 
person. 2) If the ratio of reported travel time to estimated travel time is less than or equal 
to 10, the reported travel time is considered plausible. It is likely that some people might 
travel 10 times slower than the estimates if there were a traffic accident or unusual 
congestion on the road. 3) A discrepancy less than or equal to 20 minutes is regarded as 
reasonable because some people do not include time spent at the parking space when they 
report total travel time, while others report door-to-door time. Respondents also may not 
remember their travel durations precisely. 
The output for each person includes all stationary locations for daily activities and 
mobile locations that were likely passed. Once all individuals’ movement trajectories are 
generated, personal exposure levels are assessed using the movement data and annual 
average hourly PM2.5 concentrations. Minute-level movement data are combined with 
hourly pollution maps based on the assumption that pollution concentrations are constant 
over an hour. People who traveled outside of the metropolitan area boundary are 
discarded because there is no air pollution data to combine in the exposure assessments. 
After estimating personal exposure levels, this study identifies individuals whose 
annual mean exposure exceeds 10 μg/m³ and examines where they live, the locations of 
their out-of-home daily activities, such as workplaces, schools, grocery stores, and 
restaurants, and which location affects their high level of exposure the most. Although 
some studies suggested that particulate matter does not have a threshold value (i.e., 
reference dose) below which there is no adverse health effect (e.g., de Oliveira et al. 
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2012; WHO, 2014), the WHO sets a PM2.5 guideline value of 10 μg/m³ in its recent report 
(WHO, 2016).  
 
4.7 Results  
4.7.1 On-Road Source PM2.5 Dispersion Modeling Results 
This study finds hourly and seasonal variations in traffic-related PM2.5 concentrations and 
spatial variation in the Atlanta metropolitan area. Annual average hourly concentration 
maps in Figure 4.11 show that levels of traffic-related pollution vary dramatically even 
within a short distance. Consistent with previous studies (Isakov et al., 2014; Zhang & 
Batterman, 2013), PM2.5 concentrations sharply increase near major roads and quickly 
decrease with distance from the roads. 
With regard to temporal variations, high peaks in PM2.5 concentrations are found 
during the morning and evening rush hours, but overall, the morning peak is higher than 
the evening peak (Figures 4.11 and 4.12). This is because the combination of the large 
amount of emissions from high traffic volumes during the morning rush hours and unique 
meteorological conditions in the early morning fosters the highest pollution spike 
(Adams, 2015). Specifically, wind speeds are relatively low in the morning and shallow 
temperature inversions occur before the air is heated by sunlight; these poorer dispersion 
conditions and the cooler air mass prevent air pollutants from dispersing and keep them 




Figure 4.11: Hourly PM2.5 concentrations from mobile sources (Annual averages) 
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However, the morning peak drops to low levels (less than 0.5 μg/m³) more 
quickly than the evening peak does because pollution is removed more easily during the 
daytime due to sunlight (Figure 4.12). When air is heated from sunlight and the warm air 
rises, the surrounding cold air fills its lower density. This meteorological process 
facilitates air dispersion and lowers pollution levels quickly during the day. The evening 
peak concentration, in contrast, decreases more slowly because at night, the air cools 
again, which makes pollutants continue to accumulate near the surface. Moreover, trucks 
moving on roads at night or occasional nighttime road construction activities add more 
PM2.5 to the air. 
                
 



































































































Figure 4.12 also shows the seasonal variation. The timings of the morning and 
evening peaks are slightly different between the winter and summer. Morning peaks are 
7–9 AM in the winter and 6–8 AM in the summer; evening peaks are 6–8 PM in the 
winter and 8–10 PM in the summer. In addition, much higher PM2.5 concentrations are 
found in January, February, November, and December than in May, June, July, and 
August. These patterns are closely related to the change in sunrise and sunset times 
between winter and summer. Since the sun rises later in the winter, the cool air during the 
pre-sunrise period traps more of the morning rush hour emissions and thus elevates 
pollution concentrations (Choi et al., 2012). 
Short- or long-term exposure to concentrations greater than 10 μg/m³ may cause 
minor symptoms or serious adverse health effects (Nieuwenhuijsen, 2015). Most average 
values shown in Figure 4.12 are below 3 μg/m³, but the maximum concentrations to 
which some people might be exposed could be substantially higher than the averages. 
The shaded area in Figure 4.13 shows the range between hourly minimum and maximum 
concentrations. The dashed lines indicate the US EPA’s air quality standards, set in 2012 
(US EPA, 2012b). At all hours, maximum concentrations are greater than the WHO 
guideline. The high maximum values, which are above the EPA’s “very unhealthy” level 
(>150.5 μg/m³), are found during 7–9 AM and 6–8 PM. At 8 AM, the maximum value 
reaches the “hazardous” level (>250.5 μg/m³). If sensitive people live and spend most of 
their waking time near high-traffic roads by working, shopping, or doing other activities, 
they may be at a health risk associated with high exposure at almost all hours, except 2–4 
AM. It is important to note that the concentrations presented in this study include only the 
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Figure 4.13: Range between hourly minimum and maximum concentrations 
 
4.7.2 Exposure Assessment Results 
This study identifies individuals whose annual average exposure levels exceed 10 μg/m³ 
and examine where they live, work, and spend their time for other activities. Using the 
information on primary trip purposes (activities) that respondents reported in the survey, 
this study reclassifies 25 kinds of activities into three categories: home, work/school, and 
non-work activity. Non-work activities include shopping, going to see doctors/dentists, 
eating meals at restaurants, performing civic or religious activities, going to gyms, doing 
household errands (bank, dry cleaning, etc.), changing travel mode/transferring, dropping 
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It finds that for most of these individuals, not only their residential locations but 
also their workplaces, schools, or non-work activity locations are near major roads with 
high traffic-related PM2.5 concentrations. Some of them live quite far away from major 
roads but work very close to freeways. This finding suggests that workplace exposure 
dominates their total exposure. Furthermore, since home and work/school are less likely 
to be flexible than non-work activities are, these two locations often determine non-work 
activity locations (e.g., between home and work, near workplace, or near home). 
Consequently, if people live and work in highly polluted areas, it is more likely that they 
also undertake non-work activities in polluted areas. It is reasonable to state that these 
people are at a high health risk associated with long-term exposure to traffic-generated 
PM2.5, assuming that the weekday travel patterns they reported in the survey are their 
typical weekday-movement trajectories. 
 
4.8 Discussion and Conclusions 
This study characterizes on-road source contribution to PM2.5 concentrations at the 200-
meter resolution and assesses traffic-related exposure at an individual level by combining 
individuals’ daily movement paths and hourly pollution estimates. It also finds that 
people’s total daily exposure may be attributed to not only their home locations but also 
their workplaces or other out-of-home activity places located near major roads. This 
finding highlights the limitation of residence-focused research and the importance of 
incorporating the full range of geographic contexts in which people spend their time into 
exposure/health-risk assessments. It also supports the significance of addressing the 
UGCoP in environmental exposure/health research.  
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 This study has some limitations that open up interesting avenues for future work. 
First, the exposure assessment method does not incorporate inhalation rate and assumes 
that pollution levels are exposure levels. However, the actual inhaled dose of air 
pollutants can differ by the intensity of physical activity, travel modes, gender, age, body 
weight, etc. (Andersen et al., 2015; de Nazell et al., 2013). These factors should be 
considered together to improve the accuracy of exposure assessments in future studies. In 
general, being physically active improves health, but this may not be true if people 
perform vigorous physical activity in highly polluted environments. Future studies that 
incorporate measurement data for both air pollution and physical activity levels would 
better establish links between environmental exposure, response, and health risk, support 
better decision-making to reduce health risk, and inform evidence-based policy and 
recommendations. Second, individual travel routes estimated in this study might not 
correspond to respondents’ actual routes. Although travel routes are estimated based on 
travel modes actually used and travel times reported, people might have also considered 
other factors, such as safety, personal preference, or quality of roads, in making route 
decisions. The self-reported nature of travel times might be another related limitation. In 
future research, it would be useful to compare exposure assessment results based on real 
GPS tracking data and the travel routes estimated using the method proposed in this 
study. The ARC Regional Travel Survey data include GPS subsamples (i.e., 649 persons) 
collected in four counties (Fulton, Gwinnett, Dekalb, and Cobb) in the Atlanta metro 
region.  
Third, this study assesses annual average exposure levels using hourly pollution 
data and daily travel pattern data, but the assessment is based on the assumption that the 
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activity-travel patterns that people reported for one weekday represent routine weekday 
patterns that do not change between days, months, or seasons. Since travel decisions are 
often influenced by weather, considering seasonal changes in activity and travel patterns 
would significantly improve the accuracy of long-term exposure assessments. Lastly, this 
study does not take indoor air quality into account in the exposure assessment. Outdoor 
air pollution can influence indoor air quality; a study found that the air quality of 
classrooms that have windows oriented directly to roads was more affected by traffic-
generated pollution (Amato et al., 2014). However, the study also found that 47% of 
PM2.5 indoors is generated by specific indoor sources (e.g., particles from building 
deterioration, chalk, and clothes). Thus, it is important to assess both outdoor and indoor 
air pollution for accurate exposure and health-risk assessments because indoor pollution 
levels may be significantly different and people spend a considerable amount of their 
time indoors. 
Despite the limitations, the findings of this study enhance an understanding of 
particle pollution from on-road sources and its health risk. Mobility-based personal 
exposure estimates can support accurate health-risk assessments, and if aggregated at a 
group level, the outputs can be used for public health or health disparity research. The 
fine-scale individual-level estimates can produce more accurate and reliable group-level 
exposure estimates, which might reveal unforeseen characteristics of exposure patterns of 
different social groups that have not been uncovered in research that used coarse-scale, 
residence-based data. Subgroup-level exposure/health-risk assessments may be more 
beneficial than individual-level ones because public health policies are implemented to 
improve population health, not individual health (Steinle et al., 2013). The personal 
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exposure assessment outputs created in this study are used for the group-level study in 
Chapter 5. 
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CHAPTER 5: ASSOCIATION BETWEEN MULTI-CONTEXTUAL 




Numerous studies have found that the burden of air pollution is disproportionately 
distributed among racial/ethnic groups, and many of these studies have tried to 
understand such disparities by examining the effect of residential segregation among 
racial groups. However, the effect of segregation occurring at other places (e.g., a 
workplace)––which is termed “multi-contextual segregation” (Park & Kwan, 2018)––on 
unequal exposure to air pollution has gained less attention (Park & Kwan, 2017b). A 
growing body of research has suggested that environmental exposure outside the 
residence and the amount of time spent in non-residential places should also be 
considered in environmental justice research (Lopez, 2002; Morello-Frosch & Lopez, 
2006). 
Despite the advances in infrastructure and technology and rapid increase in 
automobile use in the U.S., different population groups do not travel to the same extent or 
with the same resources (Camarero & Oliva, 2008) and do not visit the same places, 
because their mobility patterns are influenced by a variety of social, political, financial, 
and cultural factors. This indicates that segregation could take place at any time/place if 
different groups of people spend their time at distinct parts of urban areas due to variation 
in mobility patterns. Park and Kwan (2018) found that segregation during the daytime 
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(when many people spend time outside of the home) was lower than at night (when most 
people stay at home) in the Atlanta metropolitan area, but even during the daytime, racial 
minorities in the inner city or inner-ring suburbs remain relatively highly segregated 
compared to the majority group. This implies that the association between segregation 
and racial disparities in exposure to air pollution may vary by time. This dynamic, multi-
contextual segregation over the course of a day and people’s daily mobility complicate 
efforts to understand the link between segregation and environmental disparities. 
Incorporating the temporal dimension into conceptual and analytical frameworks 
is particularly important in environmental justice research associated with air pollution 
exposure because air pollution concentrations continuously change, even for a short 
period (Park & Kwan, 2017a). Such temporal variability adds another layer of complexity 
to examining environmental inequalities. Therefore, a more sophisticated approach is 
needed to uncover the complex socio-spatial mechanism underlying the disproportionate 
burden of air pollution on certain racial groups. 
Compared to the attention devoted to disparity in total exposure, however, even 
less has been paid to the effect of multi-contextual segregation on the inequality in near-
road exposure. Previous studies reported that a disproportionate number of racial 
minorities or low-income people tend to live near major roads compared to the majority 
group (Apelberg et al., 2005; Rowangould, 2013; Tian et al., 2013), which may place 
them at an unequally high health risk because air pollution specifically from vehicle 
emissions has profound impacts on human health. Several studies suggested that this 
disparity was greater by race and ethnicity than by income levels, education attainment, 
or other indicators of socioeconomic status (Clark et al., 2017; Tian et al., 2013). The 
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literature, however, offers relatively little on how the differences in locations of 
workplaces, schools, and other places in which different racial groups spend their waking 
time impact the disparity in roadway exposure. 
In light of the above discussion, this study aims to investigate how daytime (i.e., 
non-residential) and nighttime (i.e., residential) segregation are associated with near-road 
exposure. It hypothesizes that the associations differ by racial group: for white people, 
greater daytime and nighttime segregation is associated with lower levels of exposure to 
traffic-related air pollution, while the reverse is true for people of color. Accordingly, 
regression models are run separately by race. The regression model includes individual-
level variables, such as the multi-contextual segregation data generated in Chapter 3 and 
personal exposure metrics produced in Chapter 4, Part II. The method is applied to the 
case study of the Atlanta metropolitan area. This study aims to answer the following 
questions: 1) which racial group faces the highest/lowest level of exposure to traffic-
related air pollution and 2) how segregation at different times of day affects the racial 
disparity in near-road exposure. 
 
5.2 Methods  
The average exposure levels among racial groups are compared using an ANOVA. The 
Tukey’s honest significant difference test is then conducted to examine between which 
racial groups the differences occur and by how much they differ. These group-level 
average exposure estimates are more reliable than those derived from population- and 
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residence-based approaches because they are calculated using fine spatiotemporal 
pollution estimates and individual movement data, mitigating the UGCoP. 
This study uses regression models to examine whether nighttime and daytime 
segregation affect the total personal exposure level. The dependent variable is 
individuals’ total daily exposure levels, and the main independent variables are nighttime 
and daytime segregation levels. These two segregation variables are calculated using a 
measure of multi-contextual segregation, called an “individual-level spatiotemporal 
proximity index” (i-STP index) (Park & Kwan, 2018). A detailed description of the index 
and formulation can be found in Chapter 3 or in Park and Kwan (2018). In general, 
daytime is defined as after sunrise (6 AM) and before sunset (6 PM). Therefore, a 
daytime segregation index value is calculated by averaging the values of four i-STP 
indices measured for 6–9 AM, 9 AM–12 PM, 12–3 PM, and 3–6 PM. A nighttime 
segregation index value is assessed similarly, using the values of the remaining i-STP 
indices. The regression model includes other individual characteristics, such as gender, 
age, household income, and education attainment, as control variables. Regression is run 
separately for each racial group. Various assumptions of multiple regression analysis are 
tested using diagnostic plots, including QQ plots for the normality assumption and 
scatterplots for the assumption of constant variance of residuals. 
 
5.3 Results 
The ANOVA result suggests that different racial groups are exposed to different levels of 
traffic-generated PM2.5 (p < 0.001). White people have the lowest average exposure 
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levels at 1.1841 μg/m3, followed by Hispanics at 1.2404 μg/m3, African-Americans at 
1.3345 μg/m3, and Others at 1.3477 μg/m3. The result of the Tukey’s test (Table 5.1) 
indicates that the difference of means is statistically significant between white people and 
African-Americans (p < 0.001), white people and Others (p < 0.001), and Hispanics and 
African-Americans (p = 0.0306). 
Table 5.1: Racial differences in exposure to traffic-related PM2.5. 
Difference of Levels  
(Racial Groups) 
Difference of Means p-Value 
African-American–White    0.1504*** <0.001 
Hispanic–White            0.0563  0.2758 
Others–White     0.1636*** <0.001 
Hispanic–African-American           -0.0941* 0.0306 
Others–African-American            0.0132 0.9907 
Others–Hispanic            0.1073 0.1543 
‘***’ p ≤  0.001; ‘*’ p ≤ 0.05. 
 
Separate multiple linear regression models are run to assess the segregation effect 
in different racial groups. To check if residuals of the regression models are normally 
distributed, histograms of residuals for each regression model are created. As shown in 
Figure 5.1, the residuals of all regression models have strongly positively skewed 
distributions. The diagnostic plots also suggest that the normality assumption may not be 
valid in all four regression models because the Q-Q plots do not present straight lines 
(Figure 5.1). In addition, the plots of residuals versus predicted values indicate that the 
assumption of constant variance is not likely to be true, because a clear funnel shape is 
observed in all four plots. When the residual variance increases, the fitted values increase. 
 121 
 To make the dependent variable and main independent variables normally 
distributed and achieve approximate homoscedasticity (i.e., the constant variance of 
residual for any value of an independent variable), this study log-transforms these 
variables and reruns the regression models.  
 
 







   
Others 
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Table 5.2 shows that white people’s roadway exposure is negatively associated 
with both nighttime (p < 0.001) and daytime segregation (p < 0.001). This means that the 
greater the segregation—which white people experience at higher levels at home, in the 
workplace, and at other daily activity places—the less air pollution to which they are 
exposed. In general, people in power have social privilege and the financial capacity 
(e.g., car ownership) to select their activity locations, including home and workplace. 
White people tend to be willing to pay commuting costs in order to live in white-flight 
neighborhoods that may be far from their workplaces (Boschmann, 2008). This negative 
association can also be interpreted as indicating that if white people are more integrated 
with other racial groups, they are more likely to be exposed to higher traffic-related air 
pollution. This effect is stronger during the daytime than at night, which may be because 
the central business district in which white people and other racial groups work together 
during the daytime has high traffic-related PM2.5 concentrations. 
Table 5.2: Race-specific regression analysis results. 
 
‘***’ p ≤  0.001; ‘**’ p ≤  0.01; ‘*’ p ≤ 0.05. 
 
Variables White African- American Hispanic Others 
Main independent variables 
log(daytime segregation) -1.836***  -0.823***  -1.484***  -1.273*** 
log(nighttime segregation) -0.338***     0.040     0.113   -0.272 
Control variables 
Sex (male:0; female:1) -0.030***     0.018   -0.065*   -0.006 
Age   -0.000    0.000***   -0.000   -0.000 
Income dummy 1 -0.168***  0.063**    0.215***    0.194** 
Income dummy 2 -0.082***     0.053*   -0.058   -0.077 
Education dummy 1 -0.212***  -0.281***  -0.151***   -0.106* 
Education dummy 2 -0.180***    -0.017    0.094*   -0.223*** 
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The negative association between daytime segregation and near-road exposure is 
also significant for African-Americans, Hispanics, and Others. Again, the result 
demonstrates that people are more likely to experience high exposure to traffic-generated 
PM2.5, regardless of their race/ethnicity, if they are less segregated for work during the 
daytime. This study then identifies the locations of those individuals whose daytime 
segregation levels are less than 1.2 (note: although racial integration is theoretically 
indicated by a value of 1.0 (Park & Kwan, 2018), 1.2 is used here because there was no 
individual with a value of 1.0 or 1.1 in this case study). It finds that the areas in which 
people experience more integration during the daytime present higher traffic-related 
PM2.5 concentrations than the other areas in the metro Atlanta region do. The daytime 
integration in the central cities may simply be because of the influx of white 
suburban/exurban commuters. In contrast, no recognizable racial integration is observed 
in large job centers in the suburbs––where roadway PM2.5 concentrations are relatively 
low. This result demonstrates that minority people who commute to the suburbs are less 
prominent than white commuters to the cities. 
However, the association between nighttime segregation and exposure levels is 
not statistically significant in other racial groups, in contrast to white people, although its 
coefficient has the sign expected from the hypotheses. Possible reasons for this result 
may be that fewer people were near high-traffic roadways at night overall (which could 
make it difficult to detect a significant relationship), that air pollution levels are spatially 
less variable at night, or that the residential (nighttime) clustering of each minority group 
is not as strong as that of white people living in outer-ring suburbs or exurbs. Additional 
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research is needed to further investigate the effect of nighttime segregation on traffic-
related air pollution exposure. 
The assumptions of normality and equality of variance are re-evaluated with the 
log-transformed variables. As depicted in Figure 5.2, all four regression models satisfy 
the assumptions, indicating that the regression analysis results are reliable and valid. The 
histograms appear to be bell-shaped, and the Q-Q plots show reasonably straight lines, 
although there is a slight curvature, which means there are some deviations from normal 
distribution in the largest residuals. The assumption of constant variance is also 
reasonably met in all four regression models because residuals appear to be randomly 
scattered around zero and equally variable across the entire range of fitted values in the 











Figure 5.2: Diagnostic plots of linear regression models with log-transformed variables 
 
To further examine racial differences in exposure to traffic-related air pollution, 
this study performs an additional analysis. It investigates what percentage of each racial 











Buffers within 200 meters from major roads are created using GIS (Figure 5.3) and then 
overlaid with individual locations in each time period. 
 
             
 
Figure 5.3: 200-meter buffers around major roads 
 
 
The percentage of each racial group near roadways for each time period is 
calculated by dividing the number of near-road population of each racial group for that 
time period by the total number of that racial group. The result shows that during the 
daytime (i.e., 𝑡2, 𝑡3, 𝑡4, and 𝑡5), a greater number of people spent their time close to the 
major roadways than at night, and this temporal pattern is present for all racial groups 
(Table 5.3). However, the percentage of near-road population is highest in African-
Americans at all times of day. For example, at 𝑡4, about 24% of African-Americans 
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stayed near high-traffic roads, while roughly 17% of whites/Hispanics and 18% of Others 




Table 5.3: The percentage of near-road population at different times of day (by race)  




 The percentage of near-road population (within 200 meters from major roads) at different times of day  
Race 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 𝑡7 
White 4.62% 10.52% 16.17% 17.13% 13.71% 10.19% 6.36% 
African-American 9.69% 17.63% 23.12% 23.65% 22.14% 16.10% 12.16% 
Hispanic 6.63% 10.32% 15.87% 16.96% 14.15% 11.54% 7.62% 
Others 7.56% 15.03% 18.78% 18.16% 19.78% 15.40% 9.88% 
 
 
5.4 Discussion and Conclusions  
This study contributes methodological advances in environmental justice research by 
using individual-level, fine-scale spatiotemporal data and methods for assessing 
segregation and environmental exposure to examine the association between racial 
disparities in roadway exposure and multi-contextual segregation. This new 
spatiotemporal approach addresses several methodological problems (e.g., the UGCoP 
and MAUP) that may have undermined the reliability of the findings of previous 
residence-based environmental justice studies.  
This study also contributes to advancing knowledge by revealing that the effect of 
segregation on near-road exposure differs by time and race and by providing a new 
insight into the effect of non-residential segregation on environmental justice. During the 
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daytime, people are more integrated for work in high-traffic areas, and consequently, all 
racial groups share similarly high levels of traffic-related air pollution in these areas. At 
night, if white people are more segregated (i.e., higher levels of residential segregation), 
they are more likely to experience lower levels of near-road exposure. This suggests that 
white people specifically benefit from nighttime segregation because they are segregated 
into environmentally better areas at night. However, such a beneficial effect is not found 
in other racial groups. These findings indicate that although all vehicle drivers in this 
region, regardless of their race/ethnicity, are responsible to some degree for high levels of 
traffic-generated air pollution in the central cities (though white suburban/exurban 
commuters probably have the greater responsibility for it), white people can reduce their 
burden of air pollution by living in suburban/exurban areas far away from high-traffic 
roads, which may not always be the case for other racial groups. 
The uneven spatial distribution of racial groups may be closely related to public 
transit in this region. Many public transportation systems in the U.S. are strongly tied to 
long-standing racial discrimination (Schmitt, 2017). The Metropolitan Atlanta Rapid 
Transit Authority (MARTA) system in the Atlanta metropolitan area was also developed 
and has been maintained based on a long history of racial and ethnic tensions. The transit 
lines were built to prevent people of color from reaching white-flight neighborhoods in 
suburbs and exurbs. For some people, however, public transit is not a choice but a 
necessity to reach work, grocery stores, health care, leisure activity places, or other places 
they want/need to go (Ramey, 2015). In this region, African-American and Latino 
workers are roughly five times as likely as white workers to rely on public transit to 
commute due to lack of a private vehicle (Austin, 2017). This suggests that a number of 
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minority people, particularly African-Americans, may have to live, work, shop, and 
undertake social and recreational activities within areas reached by the transit lines. Such 
limited mobility is more likely to entrap racial minorities in the inner cities or inner-ring 
suburbs with high-traffic volumes both during the day and at night. 
This study has some limitations that need to be addressed in future studies. First, 
the travel-activity diary data used in this study only contains people’s movement patterns 
during weekdays. Weekend travel patterns might be quite different because people tend 
not to work during weekends and instead spend more time on leisure activities. 
Therefore, the findings may not fully reveal the disparity in exposure to traffic-related air 
pollution related to leisure activity places. It has been found that different racial groups 
tend to undertake recreational activities at different places (Floyd, 1993; Roberts, 2004; 
Stalker, 2011; Toomet et al., 2015). If data on weekend travel patterns were to become 
available, it would allow us to understand how recreational activity places visited by 
different racial groups may further differentiate the racial disparities in exposure to 
environmental stressors.  
Second, the effect of segregation while travelling or commuting may not be well 
explained in this study because the samples are not dense enough to examine the 
segregation of people on the move. In addition, it is unclear whether we can say that 
people are integrated when all racial groups are driving at the same time on the same road 
but they are inside of their private vehicles. More discussion would be needed to define 
what segregation while travelling means and how to quantify it. Quantifying racial 
segregation resulting from the use of different travel modes is an interesting future 
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research topic because it may provide important insights into unequal exposure to traffic-
related air pollution. 
Third, future research needs to look into both indoor and outdoor environments in 
which different social groups spend their time. Socially marginalized groups tend to 
occupy less favorable indoor environments than others do. The study that revealed the 
higher rate of asthma-related emergency department visits in rural counties in eastern 
North Carolina compared to the rest of the state found that one primary reason for this 
unequal pattern may be poor housing conditions (Dieu et al., 2018). Poor-quality houses 
are more likely to have inadequate kitchen ventilation for cooking, mold from leaking 
roofs, and vermin that trigger allergies (Northridge et al., 2010). Pollution created inside 
homes, schools, and other indoor activity places by cooking, heating, or wood burning 
could also adversely impact human health. Therefore, in addition to ambient air pollution, 
the differential characteristics of indoor environments (e.g., housing or workplace 
conditions), indoor air quality, and people’s health behaviors (e.g., smoking) would be 
important to consider to better understand the significant factors that lead to 
environmental health disparities and develop precisely targeted policies for achieving 
health equity, because all of these factors may exacerbate the disproportionate burden of 
environmental health hazards and health outcomes among different social groups. 
Lastly, this study does not consider spatial regression models that account for 
spatial autocorrelation because taking into account the complex spatial structures 
generated by movement data in regression models is technically very challenging. It also 
may not be necessary for several reasons. First, because people move during a day, there 
is no single fixed location from which spatial observations can be obtained for a spatial 
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regression model, unlike residence-based approaches. The dependent variable (i.e., 
individuals’ total exposure levels) is generated by summing up all exposure values at 
multiple locations throughout the day. Therefore, the total exposure level could be 
regarded as an individual feature that does not have specific spatial information, as other 
individual-level variables (such as gender, age, or income levels) do not. Second, each 
independent variable (segregation at night and during the daytime) has a unique spatial 
pattern because they are generated at different locations. These various spatial patterns 
may counterbalance the clustering of values among the independent variables, correcting 
for potential spatial dependence in a regression system. Lastly, most commonly used 
spatial regression methods (e.g., spatial lag models and spatial error models) usually rely 
on a single spatial weight matrix for one regression analysis to address spatial 
dependence in the dependent variable or the error term. If we consider spatial 
dependencies in multiple independent variables generated at different locations, we may 
need multiple different spatial weight matrices for one regression analysis, which is not 
possible with existing methods. Examining this interesting spatial structure in movement 
data remains an important area of ongoing research (Anselin et al., 2013). 
Despite these limitations, this study advances an understanding of socio-spatial 
mechanisms underlying environmental injustice. To the best of my knowledge, it is the 
first study that reveals the effect of daytime segregation on traffic-related air pollution. It 
generates critical insights to develop effective policies for addressing public health 
concerns and environmental inequalities. Reducing traffic in these areas is crucial to 
mitigate everyone’s near-road exposure and health risk and ultimately improve public 
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health, as the findings suggest that all racial groups who work/spend time in the central 
cities are likely to be exposed to very high traffic-related air pollution. 
In addition, given that racial disparities in exposure to air pollution are the result 
of systematic discrimination in housing, public transportation, and environmental policies 
that may impose disadvantages on racial minorities, this study suggests that to address 
environmental inequalities, policies for establishing a just regional transit system should 
be implemented together with the policies for residential mixes among racial groups. 
According to the ARC’s annual survey, about 30% of respondents said that one of the top 
problems that the metro Atlanta region faces is the limited transit that renders it difficult 
for them to reach necessary or desired places, and nearly half of respondents said that the 
most ideal long-term solution to reduce traffic is to expand regional public transit. 
Investment in public transit is an essential element to mitigate the traffic congestion and 
roadway air pollution that are currently highly concentrated in the central cities, where 
many people of color live or spend a significant portion of their days. Particularly 
beneficial would be policies that allow people of color who dwell in central cities to 
access large job centers in suburbs or live in suburbs/exurbs but still be able to commute 
to the cities by transit. The effort toward more equitable public transit systems and the 
fair distribution of environmental benefits and burdens would contribute to achieving 
environmental justice and health equity and improving all individuals’ quality of life, 




CHAPTER 6: DISCUSSION AND CONCLUSIONS 
 
This dissertation research shows that fine-scale spatiotemporal methods and big 
geospatial data on human movement patterns can reveal the complexities and dynamics 
of our society’s social and environmental disparities. It argues that residential locations 
do not fully represent the geographic context in which people experience segregation and 
exposure to air pollution. Research on racial segregation and environmental justice must 
incorporate human mobility into its conceptual and analytical frameworks, as people 
experience various levels of segregation and environmental exposure when traveling 
through multiple heterogeneous environments during the day. Using individual-level, 
fine-grained data and methods, this dissertation research produces more reliable results 
than traditional residence-based methods by addressing the three major methodological 
problems in environmental justice and segregation studies—the UGCoP, MAUP, and 
checkerboard problems—and provides comprehensive insight into how people 
experience racial segregation and unequal exposure to air pollution as they move around 
in urban areas. 
One of the significant findings of this dissertation research is that people 
experience varying levels of racial segregation throughout the day, depending on where 
they go and how long they stay, but racial groups tend to be more integrated during the 
daytime than at night. This implies that people are likely to be more integrated at their 
workplaces than at their residences. However, even during the daytime, African 
Americans remain highly segregated in the inner cities and inner-ring suburbs. This 
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dissertation research also finds that using human movement data improves the accuracy 
of environmental exposure assessments. Given that people are mobile, exposure 
assessments based solely on residential locations may over- or under-estimate actual 
exposure levels. By assessing exposure to air pollution along individuals’ movement 
paths, this research reveals that white people are exposed to the lowest levels of traffic-
related air pollution, while racial minorities, including African Americans and Asians, 
experience relatively high near-road exposure. Lastly, this dissertation research finds that 
the association between racial segregation and near-road exposure varies by time of day 
and differs by race. During the daytime, all racial groups share the high burden of traffic-
related air pollution when working in the central business district of the Atlanta 
metropolitan area, but a protective effect of nighttime segregation is found only for white 
people. This racial difference in the association may be related to the region’s current 
housing and public transportation infrastructures, which were shaped based on the 
region’s historical racial discrimination.  
This dissertation research makes ground-breaking advances in the knowledge, 
conceptualizations, and methods of segregation and environmental justice research. It 
calls into question past studies’ residence-based measures of segregation and their 
spatiotemporally coarse approaches for assessing air pollution exposure, and asserts the 
need to develop more comprehensive concepts and fine-scale methods. It proposes a 
dynamic concept of segregation that accounts for the full spectrum of individuals’ 
segregation experiences throughout the day and an analytical framework that allows 
researchers to investigate the effect of these experiences on unequal air pollution 
exposure at a spatiotemporal resolution higher than previously achieved. The fine-scale, 
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space-time approach developed in this research helps mitigate the fundamental 
methodological problems (e.g., the UGCoP) that may undermine the reliability of 
previous findings. It shows the great potential for individual-level, fine-scale assessments 
of urban disparities. The findings of this research greatly enhance our understanding of 
the effect of segregation on unequal air pollution burdens. Such understanding yields new 
insights into how disparities in environmental exposure are shaped through complex 
socio-spatial processes and how non-residential segregation contributes to these 
disparities. Holding great promise for addressing broader societal concerns, this study 
situates environmental justice issues within cutting-edge research agendas by generating 
a new understanding of environmental injustice within the frameworks of multi-
contextual segregation and fine-scale environmental exposure science. 
This study has significant implications for achieving desired societal changes. 
Although it focuses on the Atlanta metropolitan area, the new concepts and methods 
developed in this dissertation research are widely applicable to other areas and other 
environmental factors (e.g., climate, green space, and food deserts) in an environmental 
justice context. In addition, it meets the urgent need to advance knowledge, concepts, and 
methods to help address the broader social justice agenda at the intersection of racial 
segregation, environmental justice, and air pollution exposure amidst a challenging shift 
in U.S. environmental policies that has aggravated many environmental justice issues. 
This study also generates critical insights for developing more effective environmental 
justice policies by providing a nuanced and comprehensive understanding of the factors 
that lead to minorities’ greater exposure to air pollution. The significant findings will be 
presented at local community organizations to benefit the community by promoting local 
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residents’ awareness and understanding of the geographies of social inequalities and by 
empowering the community organizations to take concrete action toward working with 
underrepresented stakeholder groups to achieve more environmentally just outcomes for 
all individuals in the metro Atlanta region. The findings are also publicized in the project 
website (http://www.yoominpark.com), where students, researchers, relevant community 
groups, and the general public can learn about social and environmental justice through 
maps, graphs, and tables. All these efforts would facilitate the engagement of academics, 
policymakers, and the general public in constructive conversations about environmental 








Acevedo-Garcia, D., Lochner, K.A., Osypuk, T.L., & Subramanian, S.V. (2003). Future 
directions in residential segregation and health research: A multilevel approach. 
American Journal of Public Health, 93, 215–221. 
Adams, B. (2015, May 28). What is a safe distance to live or work near high auto 
emission roads? San Diego UrbDeZine. Retrieved from 
https://sandiego.urbdezine.com/2015/05/28/what-is-a-safe-distance-to-live-or-work-
near-high-auto-emission-roads/. 
Amato, F., Rivas, I., Viana, M., Moreno, T., Bouso, L., Reche, C., Àlvarez-Pedrerol, M., 
Alastuey, A., Sunyer, J., & Querol, X. (2014). Sources of indoor and outdoor PM2.5 
concentrations in primary schools. Science of the total environment, 490, 757–765. 
Anderton, D., Anderson, A., Oakes, J., & Fraser, M. (1994). Environmental equity: The 
demographics of dumping. Demography, 31, 229–248.  
Apelberg, B., Buckley, T., & White, R. (2005). Socioeconomic and racial disparities in 
cancer risk from air toxics in Maryland. Environmental Health Perspectives, 113, 
693–699. 
Ard, K. (2016). By all measures: An examination of the relationship between segregation 
and health risk from air pollution. Population and Environment, (LaVeist 1993), 1–
20. 
Arunachalam et al. (2013). R-LINE: A line source dispersion model for near-surface 
releases. CMAS. 
Aslund, O., & Skans, O.N. (2010). Will I see you at work? Ethnic workplace segregation 
in Sweden, 1985-2002. ILR Review, 63, 471–493. 
Atkinson, R., & Flint, J. (2004). Fortress UK? : Gated communities, the spatial revolt of 
the elites and time-space trajectories of segregation, Housing Studies, 19(6), 875–
892. 
Austin, A. (2017, November 15). To move is to thrive: Public transit and economic 
opportunity for people of color. Demos. Retrieved from 
https://www.demos.org/publication/move-thrive-public-transit-and-economic-
opportunity-people-color. 
Basta, L.A., Richmond, T.S., & Wiebe, D.J. (2010). Neighborhoods, daily activities, and 
measuring health risks experienced in urban environments. Social Science and 
Medicine, 71, 1943–1950. 
 138 
Batterman, S.A., Zhang, K., & Kononowech, K. (2010). Prediction and analysis of near-
road concentrations using a reduced-form emission/dispersion model. 
Environmental Health. 9: 29. 
Been, V. (1994). Locally undesirable land uses in minority neighborhoods: 
Disproportionate disproportionate siting or market dynamics. Yale Law Journal, 
103, 1383–1422.  
Bell, M., & Ellis, H. (2004). Sensitivity analysis of tropospheric ozone to modified 
biogenic emissions for the Mid-Atlantic region. Atmospheric Environment, 38(13), 
1879–1889. 
Benson, P.E. (1984). CALINE4—a dispersion model for predicting air pollutant 
concentrations near roadways. California Department of Transportation; 
Sacramento, CA. 
Blumen, O., & Zamir, I. (2001). Two social environments in a working day: Occupation 
and spatial segregation in metropolitan Tel Aviv. Environment and Planning A, 
33(10), 1765–1784. 
Boschman, S. (2012). Residential segregation and interethnic contact in the Netherlands. 
Urban Studies, 49, 353–367. 
Boschmann, E. (2008). Getting to work: A mixed methods analysis of metropolitan area 
working poor employment access. Ph.D. Dissertation, Columbus, OH, USA: Ohio 
State University. 
Bowatte, G., Lodge, C., Lowe, A.J., Erbas, B., Perret, J., Abramson, M.J., Matheson, M., 
& Dharmage, S.C. (2015). The influence of childhood traffic-related airpollution 
exposure on asthma, allergy and sensitization: A systematic review and a meta-
analysis of birth cohort studies. Allergy. 70, 245–256. 
Brook, R.D., Rajagopalan, S., Pope, C.A. III, Brook, J.R., Bhatnagar, A., Diez-Roux, 
A.V., et al. (2010). Particulate matter air pollution and cardiovascular disease: An 
update to the scientific statement from the American Heart Association. Circulation, 
121, 2331–2378. 
Brown, L.A., & Chung, S.-Y. (2006). Spatial segregation, segregation indices and the 
geographical perspective. Population, Space and Place, 12(2), 125–143. 
Bullard, R.D. (1983). Solid waste sites and Houston Black community. Sociological 
Inquiry, 53, 273–288. 
Bullard, R.D. (1990). Ecological inequities and the new south: Black communities under 
siege. The Journal of Ethnic Studies, 17, 101–115.  
 139 
Bullard, R.D. (1994). Environmental justice for all: It’s the right thing to do. Journal of 
Environmental Law and Litigation, 9, 281–308. 
Bullard, R.D. (2000). Anatomy of sprawl. In R.D. Bullard, G.S. Johnson, & A.O. Torres 
(Eds.). Sprawl city: Race, politics, and planning in Atlanta (pp. 1–20). Washington, 
DC, USA: Island Press. 
Bullard, R.D., Mohai, P., Saha, R., & Wright, B. (2007). Toxic wastes and race at twenty, 
1987–2007: A report prepared for the United Church of Christ Justice and Witness 
Ministries. Cleveland, OH, USA: United Church of Christ. 
Buonanno, G., Stabile, L., & Morawska, L. (2014). Personal exposure to ultrafine 
particles: The influence of time-activity patterns. Science of the Total Environment. 
468–469, 903–907. 
Bureau of the Census (2015). County business patterns 2013. US Department of 
Commerce, Bureau of the Census Washington, DC. 
Buzzelli, M., & Jerrett, M. (2007). Geographies of susceptibility and exposure in the city: 
Environmental inequity of traffic-related air pollution in Toronto. Canadian Journal 
of Regional Science, 2, 195–210. 
Cell, J. (1982). The highest stage of white supremacy: The origin of segregation in South 
Africa and the American South. New York, NY, USA: Cambridge University Press. 
Chakraborty, J. (2009). Automobiles, air toxics, and adverse health risks: Environmental 
inequities in Tampa Bay, Florida. Annals of the American Association of 
Geographers, 99, 674–697. 
Chakraborty, J., Collins, T., Grineski, S., Montgomery, M., & Hernandez, M. (2014). 
Comparing disproportionate exposure to acute and chronic pollution risks: A case 
study in Houston, Texas. Risk Analysis, 34, 2005–2020. 
Chaix, B., et al. (2013). Neighborhood environmnets, mobility, and health: Towards a 
new generation of studies in environmental health research. Revue d Épidémiologie 
et de Santé Publique, 61, 139–145. 
Chen, X., & Kwan, M.-P. (2015). Contextual uncertainties, human mobility, and 
perceived food environment: The uncertain geographic context problem in food 
access research. American Journal of Public Health, 105(9), 1734–1737. 
Chen, H., Kwong, J.C., Copes, R., Tu, K., Villeneuve, P.J., van Donkelaar, A., et al. 
(2018). Living near major roads and the incidence of dementia, Parkinson’s disease, 
and multiple sclerosis: A population-based cohort study. The Lancet, 389, 718–726.  
Cheng, T., & Adepeju, M. (2014). Modifiable temporal unit problem (MTUP) and its 
effect on space-time cluster detection. PLoS One 9(6): e100465.  
 140 
Choi, W., He, M., Barbesant, V., Kozawa, K.H., Mara, S., Winer, A.M., & Paulson, S.E. 
(2012). Prevalence of wide area impacts downwind of freeways under pre-sunrise 
stable atmospheric conditions. Atmospheric Environment, 62, 318–327. 
Chum, A., & O’Campo, P. (2013). Contextual determinants of cardiovascular diseases: 
Overcoming the residential trap by accounting for non-residential context and 
duration of exposure. Health and Place, 24, 73–79. 
Chung, Y.S. (1977). Ground-level ozone and regional transport of air pollutants. Journal 
of Applied Meteorology and Climatology, 16(11), 1127–1136.  
Cimorelli, A.J., Perry, S.G., Venkatram, A.,Weil, J.C., Paine, R.J., Wilson, R.B., Lee, 
R.F., Peters, W.D., & Brode, R.W. (2005). AERMOD: A dispersion model for 
industrial source applications. Part I: General model formulation and boundary layer 
characterization. Journal of Applied Meteorology and Climatology. 44, 682–693. 
Clark, L.P., Millet, D.B., & Marshall, J.D. (2014). National patterns in environmental 
injustice and inequality: Outdoor NO2 air pollution in the United States. PLoS One, 
9, e94431. 
Clark, L.P., Millet, D.B., & Marshall, J.D. (2017). Changes in transportation-related air 
pollution exposures by race-ethnicity and socioeconomic status: Outdoor nitrogen 
dioxide in the United States in 2000 and 2010. Environmental Health Perspectives, 
125, 097012. 
Colvile, R.N., Hutchinson, E.J., Mindell, J.S., & Warren, R.F. (2001). The transport 
sector as a source of air pollution. Atmospheric Environment, 35, 1537–1565. 
Crawford, T.W., et al. (2014). Conceptualizing and comparing neighborhood and activity 
space measures for food environment research. Health and Place, 30, 215–225. 
Creese, G. (2011). The new African diaspora in Vancouver: migration, exclusion and 
belonging. Toronto, Canada: University of Toronto Press.  
Cummins, S., Curtis, S., Diez-Roux, A.V., & Macintyre, S. (2007). Understanding and 
representing “place” in health research: A relational approach. Social Science and 
Medicine, 65, 1825–1838. 
Cutter, S. (1995). Race, class and environmental justice. Progress in Human Geography, 
19, 111–122. 
Dawkins, C.J. (2004). Recent evidence on the continuing causes of black-white 
residential segregation. Journal of Urban Affairs, 26(3), 379–400.  
Deutsch, J., Fluckiger, Y., & Silber, J. (1994). Measuring occupational segregation. 
Journal of Economics, 61, 133–146. 
 141 
D’Onofrio, D., Kim, B., Kim, Y., & Kim, K. (2016). Atlanta roadside emissions exposure 
study – Methodology & project overview. Retrieved from 
http://www.atlantaregional.com/environment/air/arees-near-road-emissions. 
Dons, E., Int Panis, L., Van Poppel, M., Theunis, J., Willems, H., Torfs, R., & Wets, G. 
(2011). Impact of time-activity patterns on personal exposure to black carbon. 
Atmospheric Environment, 45, 3594–3602.  
Dougherty, K.D. (2003). How monochromatic is church membership? Racial-ethnic 
diversity in religious community. Sociology of religion, 64(1), 65–85. 
Downey, L. (2007). US metropolitan-area variation in environmental inequality 
outcomes. Urban Studies, 44, 953–977.  
Downey, L., Dubois, S., Hawkins, B., & Walker, M. (2008). Environmental inequality in 
metropolitan America. Organization and Environment, 21, 270–294. 
Duenas, C., et al. (2005). Stochastic model to forecast ground-level ozone concentration 
at urban and rural areas. Chemosphere, 61, 1379–1389. 
Duncan, O.D., & Duncan, B. (1955). A methodological analysis of segregation indexes. 
American Sociological Review, 20(2), 210–217. 
Ellis, M., Wright, R., & Parks, V. (2004). Work together, live apart? Geographies of 
racial and ethnic segregation at home and at work. Annals of the Association of 
American Geographers, 94(3), 620–637. 
Fang, T.B., & Lu, Y. (2012). Personal real-time air pollution exposure assessment 
methods promoted by information technological advances. Annals of GIS, 18(4), 
279–288. 
Farber, S., Páez, A., & Morency, C. (2012). Activity spaces and the measurement of 
clustering and exposure: A case study of linguistic groups in Montreal. Environment 
and Planning A, 44, 315–332. 
Farber, S., O’Kelly, M., Miller, H.J., & Neutens, T. (2015). Measuring segregation using 
patterns of daily travel behavior: A social interaction based model of exposure. 
Journal of Transport Geography, 49, 26–38. 
Floyd, M.F., & Gramann, J.H. (1993). Effects of acculturation and structural assimilation 
in resource-based recreation: The case of Mexican Americans. Journal of Leisure 
Research, 25, 6–21. 
Frank, A.I. (2003). Using measures of spatial autocorrelation to describe socio-economic 
and racial residential patterns in US urban areas. In D. Kidner, G. Higgs, & S. White 
(Eds.), Socio-economic applications of geographic information science, innovations 
in GIS (pp. 147–162). London: Taylor and Francis. 
 142 
Freemark, Y. (2017, Feb 23). In Atlanta, transit service lags behind a booming 
population. Streetsblog USA. Retrieved from 
https://usa.streetsblog.org/2017/02/23/in-atlanta-transit-service-lags-behind-a-
booming-population/. 
Gauderman, W.J., Vora, H., McConnell, R., Berhane, K., Gilliland, F., Thomas, D., 
Lurmann, F., Avol, E., Kunzli, N., Jerrett, M., & Peters, J. (2007). Effect of 
exposure to traffic on lung development from 10 to 18 years of age: A cohort study. 
Lancet, 369, 571–577. 
Gee, G.C., & Payne-Sturges, D.C. (2004). Environmental health disparities: A framework 
integrating psychosocial and environmental concepts. Environmental Health 
Perspectives, 112, 1645–1653. 
Getis, A., & Ord, J.K. (1992). The analysis of spatial association by use of distance 
statistics. Geographical Analysis, 24, 189–206.  
Gielen, M.H., et al. (1997). Acute effects of summer air pollution on respiratory health of 
asthmatic children. American Journal of Respiratory and Critical Care Medicine. 
155(6), 2105–2108. 
Gilbert, A., & Chakraborty, J. (2011). Using geographically weighted regression for 
environmental justice analysis: Cumulative cancer risks from air toxics in Florida. 
Social Science Research, 40, 273–286.  
Golledge, R.G., & Stimson, R.J. (1997). Spatial behaviour: A geographic perspective. 
New York, NY, USA: Guilford Press. 
Goodin, R.E., Rice, J.M., Bittman, M., & Saunders, P. (2005). The time-pressure illusion: 
Discretionary time vs. free time. Social Indicators Research, 73, 43–70. 
Gorai, A.K., Tuluri, F., Tchounwou, P.B., & Ambinakudige, S. (2015). Influence of local 
meteorology and NO2 conditions on ground- level ozone concentrations in the 
eastern part of Texas, USA. Air Quality, Atmosphere, and Health, 8(1), 81–96. 
Grannis, R. (2002). Discussion: Segregation indices and their functional inputs. 
Sociological Methodology, 32(1), 69–84. 
Gray, S.C., Edwards, S.E., & Miranda, M.L. (2013). Race, socioeconomic status, and air 
pollution exposure in North Carolina. Environmental Research. 126, 152–158. 
Guo, D., Liao, K., & Morgan, M. (2007). Visualizing patterns in a global terrorism 
incident database. Environment and Planning B: Planning and Design. 34, 767–784. 
Hägerstrand, T. (1970). What about people in regional science? Papers of Regional 
Science Association, 24, 7–21. 
 143 
Hägerstrand, T. (1989). Reflections on “What about people in regional science?” Papers 
of Regional Science Association, 66, 1–6. 
Hatfield, E.A. (2013, April 29). A well-tied knot: Atlanta’s mobility crisis and the 2012 
T-SPLOST Debate. Southern Spaces. Retrieved from 
https://southernspaces.org/2013/well-tied-knot-atlantas-mobility-crisis-and-2012-t-
splost-debate. 
Heist et al. (2013). Estimating near-road pollutant dispersion: A model inter-comparison. 
Transportation Research Part D: Transport and Environment, 25, 93–105. 
Helfand, G.E., & Peyton, L.J. (1999). A conceptual model of environmental justice. 
Social Science Quarterly, 80, 68–84. 
Hernandez, M., Collins, T.W., & Grineski, S.E. (2015). Immigration, mobility, and 
environmental injustice: A comparative study of Hispanic people’s residential 
decision-making and exposure to hazardous air pollutants in Greater Houston, 
Texas. Geoforum, 60, 83–94. 
Hicken, M.T., Adar, S.D., Hajat, A., Kershaw, K.N., Do, D.P., Barr, R.G., Kaufman, 
J.D., & Diez Roux, A.V. (2016). Air pollution, cardiovascular outcomes, and social 
disadvantage. Epidemiology, 27, 42–50. 
Hoffimann, E., Barros, H., & Ribeiro, A.I. (2017). Socioeconomic inequalities in green 
space quality and accessibility—Evidence from a Southern European city. 
International Journal of Environmental Research and Public Health, 14, 916. 
Im, U., et al. (2013). Analysis of surface ozone and nitrogen oxides at urban, semi-rural 
and rural sites in Istanbul, Turkey. Science of the Total Environment. 443, 920–931.  
Inagami, S., Cohen, D.A., & Finch, B.K. (2007). Non-residential neighborhood 
exposures suppress neighborhood effects on self-rated health. Social Science and 
Medicine, 65, 1779–1791.  
Isakov, V., Arunachalam, S., Batterman, S., Bereznicki, S., Burke, J., Dionisio, K., 
Garcia, V., Heist, D., Perry, S., Snyder, M., … & Vette, A. (2014). Air quality 
modeling in support of the Near-Road Exposures and Effects of Urban Air 
Pollutants Study (NEXUS). International journal of environmental research and 
public health, 11(9), 8777–8793.  
Jang, W., & Yao, X. (2013). Tracking ethnically divided commuting patterns over time: 
A case study of Atlanta. The Professional Geographer, 66:2, 274–283. 
Jerrett, M., Arain, A., Kanaroglou, P., Beckerman, B., Potoglou, D., Sahsuvaroglu, T., 
Morrison, J., & Giovis, C. (2005). A review and evaluation of intraurban air 
pollution exposure models. Journal of exposure analysis and environmental 
epidemiology, 15(2),185–204. 
 144 
Jerrett, M., Burnett, R.T., Kanaroglou, P., Eyles, J., Finkelstein, N., Giovis, C., & Brook, 
J.R. (2001). A GIS–environmental justice analysis of particulate air pollution in 
Hamilton, Canada. Environment and Planning A, 33, 955–973. 
Jerrett, M., Donaire-Gonzalez, D., Popoola, O., Jones, R., Cohen, R.C., Almanza, E., de 
Nazelle, A., Mead, I., Carrasco-Turigas, G., Cole-Hunter, T., et al. (2017). 
Validating novel air pollution sensors to improve exposure estimates for 
epidemiological analyses and citizen science. Environmental Research, 158, 286–
294. 
Jerrett, M., McConnell, R., Wolch, J., Chang, R., Lam, C., Dunton, G., Gilliland, F., 
Lurmann, F., Islam, T., … Berhane, K. (2014). Traffic-related air pollution and 
obesity formation in children: A longitudinal, multilevel analysis. Environmental 
health, 13: 49.  
Jia, C., James, W., & Kedia, S. (2014). Relationship of racial composition and cancer 
risks from air toxics exposure in memphis, Tennessee, USA. International Journal 
of Environmental Research and Public Health, 11, 7713–7724. 
Jirón, P. (2010). Mobile borders in urban daily mobility practices in Santiago de Chile. 
International Political Sociology, 4, 66–79.  
Johnston, R., Poulsen, M., & Forrest, J. (2007). Ethnic and racial segregation in U.S. 
Metropolitan areas, 1980–2000: The dimensions of segregation revisited. Urban 
Affairs Review, 42, 479–504. 
Johnston, R., Poulsen, M., & Forrest, J. (2009). Measuring ethnic residential segregation: 
Putting some more geography in. Urban Geography, 30, 91–109. 
Jones, M.R., Diez-Roux, A.V., Hajat, A., Kershaw, K.N., O’Neill, M.S., Guallar, E., … 
Navas-Acien, A. (2014). Race/ethnicity, residential segregation, and exposure to 
ambient air pollution: The multi-ethnic study of atherosclerosis (MESA). American 
Journal of Public Health, 104(11), 2130–2137. 
Jones, M., & Pebley, A.R. (2014). Redefining neighborhoods using common 
destinations: Social characteristics of activity spaces and home census tracts 
compared. Demography, 51(3), 727–752. 
Kalabokas, P.D., et al. (2000). Mediterranean rural ozone characteristics around the urban 
area of Athens. Atmospheric Environment. 34, 5199–5208. 
Kao, G., & Joyner, K. (2004). Do race and ethnicity matter among friends? The 
Sociological Quarterly, 45, 557–573. 
Kestens, Y., Lebel, A., Daniels, M., Thériault, M., & Pampalon, R. (2010). Using 
experienced activity spaces to measure foodscape exposure. Health and Place, 16, 
1094–1103. 
 145 
Klumpp, A., et al. (2006). Ozone pollution and ozone biomonitoring in European cities. 
Part I: Ozone concentrations and cumulative exposure indices at urban and suburban 
sites. Atmospheric Environment. 40, 7963–7974. 
Korc, M.E. (1996). A socioeconomic assessment of human exposure to ozone in the 
South Coast Air Basin of California. Journal of the Air and Waste Management 
Association, 46, 547–555. 
Krall et al. (2018). Source-specific pollution exposure and associations with pulmonary 
response in the Atlanta Commuters Exposure Studies. Journal of Exposure Science 
& Environmental Epidemiology, 28, 337–347. 
Krivo, L.J., Washington, H.M., Peterson, R.D., Browning, C.R., Calder, C.A., & Kwan, 
M.-P. (2013). Social isolation of disadvantage and advantage: The reproduction of 
inequality in urban space. Social Forces, 92(1), 141–164. 
Kwan, M.-P. (2004). GIS methods in time-geographic research: Geocomputation and 
geovisualization of human activity patterns. Geografiska Annaler B, 86(4), 267–280. 
Kwan, M.-P., Casas, I., & Schmitz, B.C. (2004). Protection of geoprivacy and accuracy 
of spatial information: How effective are geographical masks? Cartographica, 
39(2), 15–28. 
Kwan, M.-P., & Schuurman, N. (2004). Issues of privacy protection and analysis of 
public health data. Cartographica, 39(2), 1–4. 
Kwan, M.-P. (2009). From place-based to people-based exposure measures. Social 
Science and Medicine, 69(9), 1311–1313. 
Kwan, M.-P. (2012a). The uncertain geographic context problem. Annals of the 
Association of American Geographers, 102(5), 958–968. 
Kwan, M.-P. (2012b). How GIS can help address the uncertain geographic context 
problem in social science research. Annals of GIS, 18(4), 245–255. 
Kwan, M.-P. (2013). Beyond space (as we knew it): Toward temporally integrated 
geographies of segregation, health, and accessibility. Annals of the Association of 
American Geographers, 103(5), 1078–1086. 
Kwan, M.-P. (2016). Algorithmic geographies: Big data, algorithmic uncertainty, and the 
production of geographic knowledge. Annals of the American Association of 
Geographers, 106(2), 274–282. 
Kwan, M.-P. (2018). The neighborhood effect averaging problem (NEAP): An elusive 
confounder of the neighborhood effect. International Journal of Environmental 
Research and Public Health, 15(9), 1841. 
 146 
Kwan, M.-P., Liu, D., & Vogliano, J. (2015). Assessing dynamic exposure to air 
pollution. In M.-P. Kwan, D. Richardson, D. Wang, & C. Zhou (Eds.), Space-time 
integration in geography and GIScience: Research frontiers in the US and China 
(pp. 283–300). Dordrecht: Springer. 
Kwan, M.-P., & Schwanen, T. (2016). Geographies of mobility. Annals of the 
Association of American Geographers, 106, 243–256. 
Landrine, H., & Corral, I. (2009). Separate and unequal: Residential segregation and 
black health disparities. Ethnicity and Disease, 19, 179–184. 
Lee, C.-M., & Culhane, D.P. (1998). A perimeter-based clustering index for measuring 
spatial segregation: A cognitive GIS approach. Environment and Planning B, 25, 
327–343. 
Liao, Y., Intille, S.S., & Dunton, G.F. (2014). Using ecological momentary assessment to 
understand where and with whom adults’ physical and sedentary activity occur. 
International Journal of Behavioral Medicine, 22, 51–61. 
Liévanos, R.S. (2015). Race, deprivation, and immigrant isolation: The spatial 
demography of air-toxic clusters in the continental United States. Social Science 
Research, 54, 50–67. 
Linder, S.H., Marko, D., & Ken, S. (2008). Cumulative cancer risk from air pollution in 
Houston: Disparities in risk burden and social disadvantage. Environmental Science 
and Technology, 42, 4312–4322.  
Liu, J., Li, J., Li, W., & Wu, J. (2016). Rethinking big data: A review on the data quality 
and usage issues. ISPRS Journal of Photogrammetry and Remote Sensing, 115, 134–
142. 
Lopez, R. (2002). Segregation and Black/White differences in exposure to air toxics in 
1990. Environmental Health Perspectives, 110, 289–295.  
Los Angeles County Metropolitan Transportation Authority. (2010). Congestion 
management program (2010). Author, Los Angeles, CA. 
Lu, Y., & Fang, T. (2015). Examining personal air pollution exposure, intake, and health 
danger zone using time geography and 3D geovisualization. ISPRS International 
Journal of Geo-Information, 4, 32–46. 
Marcińczak, S., Tammaru, T., Strömgren, M., & Lindgren, U. (2015). Changing patterns 
of residential and workplace segregation in the Stockholm metropolitan area. Urban 
Geography, 36(7), 1–24. 
 147 
Massey, D.S., & Denton, N.A. (1988). The dimensions of residential segregation. Social 
Forces, 67, 281–315. 
Massey, D.S., & Denton, N.A. (1993). American apartheid: Segregation and the making 
of the underclass. Cambridge, MA, USA: Harvard University. 
Matthews, S.A. (2011). Spatial polygamy and the heterogeneity of place: Studying 
people and place via egocentric methods. In L.M. Burton, S.P. Kemp, M. Leung, 
S.A. Matthews, & D.T. Takeuchi (Eds.). Communities, neighborhoods, and health: 
Expanding the boundaries of place (pp. 35–55). New York, NY, USA: Springer. 
Matthews, S.A., & Yang, T.-C. (2013). Spatial polygamy and contextual exposures 
(SPACEs): Promoting activity space approaches in research on place and health. 
American Behavioral Scientist, 57, 1057–1081.  
McLafferty, S., & Preston, V. (1992). Spatial mismatch and labor market segmentation 
for African-American and Latina women. Economic Geography, 68, 406–431. 
Milando, C.W., & Batterman, S.A. (2018). Operational evaluation of the RLINE 
dispersion model for studies of traffic-related air pollutants, Atmospheric 
Environment, 182, 213–224. 
Mohai, P., Pellow, D., & Roberts, J.T. (2009). Environmental justice. Annual Review of 
Environment and Resources, 34, 405–430. 
Morello-Frosch, R. (2002). Discrimination and the political economy of environmental 
inequality. Environment and Planning C: Politics and Space, 20, 477–496. 
Morello-Frosch, R., & Jesdale, B.M. (2006). Separate and unequal: Residential 
segregation and estimated cancer risks associated with ambient air toxins in U.S. 
metropolitan areas. Environmental Health Perspectives, 114, 386–393. 
Morello-Frosch, R., & Lopez, R. (2006). The riskscape and the color line: Examining the 
role of segregation in environmental health disparities. Environmental Research. 
102, 181–196. 
Morello-Frosch, R., Pastor, M., & Sadd, J. (2001). Environmental justice and southern 
California’s “riskscape”: The distribution of air toxics exposures and health risks 
among diverse communities. Urban Affairs Review, 36, 551–578. 
Morello-Frosch, R., Pastor, M., & Sadd, J. (2002). Integrating environmental justice and 
the precautionary principle in research and policy-making: The case of ambient air 
toxics exposures and health risks among school children in Los Angeles. The 
ANNALS of the American Academy of Political and Social Science, 584, 47–68. 
 148 
Morrill, R.L. (1991). On the measure of geographic segregation. Geography Research 
Forum, 11, 25–36. 
Moussiopoulos, N., & Sahm, P. (2000). The OFIS model: An efficient tool for assessing 
ozone exposure and evaluating air pollution abatement strategies. International 
Journal of Environment and Pollution, 14, 597–606. 
National Renewable Energy Laboratory. (2016). NREL Transportation Secure Data 
Center. Retrieved from http://www.nrel.gov/tsdc. 
de Nazelle, A., Seto, E., Donaire-Gonzalez, D., Mendez, M., Matamala, J., 
Nieuwenhuijsen, M. J., & Jerrett, M. (2013). Improving estimates of air pollution 
exposure through ubiquitous sensing technologies. Environmental Pollution, 176, 
92–99.  
Netto, V.M., Soares, M.P., & Paschoalino, R. (2015). Segregated networks in the city. 
International Journal of Urban and Regional Research, 39(6), 1084–1102. 
Nieuwenhuijsen, M.J. (2015). Exposure assessment in environmental epidemiology. New 
York, NY, USA: Oxford University Press. 
Nyhan, M., et al. (2016). “Exposure track”—the impact of mobile-device-based mobility 
patterns on quantifying population exposure to air pollution. Environmental Science 
and Technology, 50(17), 9671–9681. 
Oka, M., & Wong, D.W.S. (2014). Capturing the two dimensions of residential 
segregation at the neighborhood level for health research. Frontiers in Public 
Health, 2, 118.  
Oka, M., & Wong, D.W.S. (2015). Spatializing segregation measures : An approach to 
better depict social relationships. Cityscape: A Journal of Policy Development and 
Research, 17(1), 97–113.  
Openshaw, S. (1984). The modifiable areal unit problem. Norwich, England: Geo Books. 
Ord, J.K., & Getis, A. (1995). Local spatial autocorrelation statistics: Distributional 
issues and an application. Geographical Analysis, 27, 286–306. 
Ordonez, C., et al. (2005). Changes of daily surface ozone maxima in Switzerland in all 
seasons from 1992 to 2002 and discussion of summer 2003. Atmospheric Chemistry 
and Physics, 5, 1187–1203. 
Palmer, J.R.B. (2013). Activity-space segregation: Understanding social divisions in 
space and time. Ph.D. Dissertation, Princeton, NJ, USA: Princeton University. 
 149 
Palmer, J.R.B., Espenshade, T.J., Bartumeus, F., Chung, C.Y., Ozgencil, N.E., & Li, K. 
(2013). New approaches to human mobility: Using mobile phones for demographic 
research. Demography, 50, 1105–1128. 
Park, Y.M., & Kim, Y. (2014). A spatially filtered multilevel model to account for spatial 
dependency: Application to self-rated health status in South Korea. International 
Journal of Health Geographics, 13: 6. 
Park, Y.M., & Kwan, M.-P. (2017a). Individual exposure estimates may be erroneous 
when spatiotemporal variability of air pollution and human mobility are ignored. 
Health and Place, 43, 85–94.  
Park, Y.M., & Kwan, M.-P. (2017b). Multi-contextual segregation and environmental 
justice research: Toward fine-scale spatiotemporal approaches. International 
Journal of Environmental Research and Public Health, 14(10), 1205. 
Park, Y.M., & Kwan, M.-P. (2018). Beyond residential segregation: A spatiotemporal 
approach to examining multi-contextual segregation. Computers, Environment 
and Urban Systems, 71, 98–108. 
Pastor, M., Sadd, J., & Hipp, J. (2001). Which came first? Toxic facilities, minority 
move-in, and environmental justice. Urban Affairs Review, 23, 1–21. 
Peach, C. (1996). Good segregation, bad segregation. Planning Perspectives, 11(4), 379–
398. 
Pearce, J., Kingham, S., & Zawar-Reza, P. (2006). Every breath you take? Environmental 
justice and air pollution in Christchurch, New Zealand. Environment and Planning 
A, 38, 919–938.  
Perchoux, C., Chaix, B., Cummins, S., & Kestens, Y. (2013). Conceptualization and 
measurement of environmental exposure in epidemiology: Accounting for activity 
space related to daily mobility. Health and Place, 21, 86–93.  
Pilla, F., & Broderick, B. (2015). A GIS model for personal exposure to PM10 for Dublin 
commuters. Sustainable Cities and Society, 15, 1–10. 
Pooley, K. (2015, April 15). Segregation's new geography: the Atlanta metro region, 
race, and the declining prospects for upward mobility. Southern Spaces. Retrieved 
from https://southernspaces.org/2015/segregations-new-geography-atlanta-metro-
region-race-and-declining-prospects-upward-mobility. 
Pulido, L. (2000). Rethinking environmental racism: White privilege and urban 
development in Southern California. Annals of Association of American 
Geographers, 90, 12–40. 
 150 
Ramey, C. (2015, Feb 27). America’s unfair rules of the road - How our transportation 




Reardon, S.F., & O’Sullivan, D. (2004). Measure of spatial segregation. Sociological 
Methodology, 34(1), 121–162. 
Rice, L.J., Jiang, C., Wilson, S.M., Burwell-Naney, K., Samantapudi, A., & Zhang, H. 
(2014). Use of segregation indices, townsend index, and air toxics data to assess 
lifetime cancer risk disparities in metropolitan Charleston, South Carolina, USA. 
International Journal of Environmental Research and Public Health, 11, 5510–
5526. 
Roberts, K. (2004). Leisure inequalities, class divisions and social exclusion in present-
day Britain. Cultural Trends, 13, 57–71. 
Robinson, A.I., & Oreskovic, N.M. (2013). Comparing self-identified and census-defined 
neighborhoods among adolescents using GPS and accelerometer. International 
Journal of Health Geographics, 12: 57. 
Roe, J., Aspinall, P.A., & Thompson, C.W. (2016). Understanding relationships between 
health, ethnicity, place and the role of urban green space in deprived urban 
communities. International Journal of Environmental Research and Public Health, 
13, 681. 
Roux, G.L., Vallée, J., & Commenges, H. (2017). Social segregation around the clock in 
the Paris region (France). Journal of Transport Geography, 59, 134–145. 
Rowangould, G.M. (2013). A census of the US near-roadway population: Public health 
and environmental justice considerations. Transportation Research Part D: 
Transport and Environment, 25, 59–67.  
Ryan, P.H., Son, S.Y., Wolfe, C., Lockey, J., Brokamp, C., & LeMasters, G. (2015). A 
field application of a personal sensor for ultrafine particle exposure in children. 
Science of the Total Environment, 508, 366–373.  
Sasidharan, V., And, F.W., & Godbey, G. (2005). Cultural differences in urban recreation 
patterns: An examination of park usage and activity participation across six 
population subgroups. Managing Leisure, 10(1), 19–38. 
Sastry, N., Pebley, A.R., & Zonta, M. (2003). Neighborhood definitions and the spatial 
dimension of daily life in Los Angeles. Santa Monica, CA: RAND Corporation. 
https://www.rand.org/pubs/drafts/DRU2400z8.html. 
 151 
Schmitt, A. (2014, Feb 18). MARTA expansion could help reverse Atlanta’s legacy of 
racial segregation. Streetsblog USA. Retrieved from 
https://usa.streetsblog.org/2014/02/18/expansion-could-begin-to-reverse-martas-
legacy-of-racial-segregation/. 
Schmitt, A. (2017, Feb 8). How racial discrimination shaped Atlanta’s transportation 
mess. Streetsblog USA. Retrieved from https://usa.streetsblog.org/2017/02/08/how-
racial-discrimination-shaped-atlantas-transportation-mess/. 
Schnell, I., & Yoav, B. (2001). The sociospatial isolation of agents in everyday life 
spaces as an aspect of segregation. Annals of the Association of American 
Geographers, 91(4), 622–636. 
Schönfelder, S., & Axhausen, K.W. (2003). Activity spaces: Measures of social 
exclusion? Transport Policy, 10(4), 273–286. 
Schulz, A.J., Kannan, S., Dvonch, J.T., Israel, B.A., Allen, A., 3rd, James, S.A., House, 
J.S., & Lepkowski, J. (2005). Social and physical environments and disparities in 
risk for cardiovascular disease: The healthy environments partnership conceptual 
model. Environmental Health Perspectives, 113, 1817–1825. 
Schwarte, C., & Adebowale, M. (2007). Environmental justice and race equality in the 
European Union. London, UK: Capacity Global. 
Seinfeld, J.H., & Pandis, S.N. (1998). Atmospheric chemistry and physics from air 
pollution to climate change. New York, NY, USA: John Wiley and Sons. 
Setton, E., Keller, C.P., Cloutier-Fisher, D., & Hystad, P.W. (2008). Spatial variations in 
estimated chronic exposure to traffic-related air pollution in working populations: A 
simulation. International Journal of Health Geographics, 7: 39. 
Setton, E., Marshall, J.D., Brauer, M., Lundquist, K.R. (2011). The impact of daily 
mobility on exposure to traffic-related air pollution and health effect estimates. 
Journal of Exposure Science & Environmental Epidemiology, 21, 42–48.  
Shareck, M., Frohlich, K.L., & Kestens, Y. (2014a). Considering daily mobility for a 
more comprehensive understanding of contextual effects on social inequalities in 
health: A conceptual proposal. Health and Place, 29, 154–160.  
Shareck, M., Kestens, Y., & Frohlich, K.L. (2014b). Moving beyond the residential 
neighborhood to explore social inequalities in exposure to area-level disadvantage: 
Results from the interdisciplinary study on inequalities in smoking. Social Science 
and Medicine, 108, 106–114. 
Sheller, M., & Urry, J. (2006). The new mobilities paradigm. Environment and Planning 
A, 38, 207–226.  
 152 
Shelton, T., Poorthuis, A., & Zook, M. (2015). Social media and the city: Rethinking 
urban socio-spatial inequality using user-generated geographic information. 
Landscape and Urban Planning, 142, 198–211. 
Silm, S., & Ahas, R. (2014). The temporal variation of ethnic segregation in a city: 
Evidence from a mobile phone use dataset. Social Science Research, 47, 30–43. 
Silver, N. (2015, May 1). The most diverse cities are often the most segregated. Five 
Thirty Eight. Retrieved from http://fivethirtyeight.com/features/the-most-diverse-
cities-are-often-the-most-segregated/. 
Simpson, R.W., et al. (1997). Association between outdoor air pollution and daily 
mortality in Brisbane, Australia. Archives of Environmental Health: An 
International Journal, 52(6), 442–454. 
Snyder, M.G., Venkatram, A., Heist, D.K., Perry, S.G., Petersen, W.B., & Isakov, V. 
(2013). RLINE: A line source dispersion model for near-surface releases. 
Atmospheric Environment, 77, 748–756. 
Stalker, G.J. (2011). Leisure diversity as an indicator of cultural capital. Leisure Sciences, 
33, 81–102. 
Steinle, S., Reis, S., & Sabel, C.E. (2013). Quantifying human exposure to air pollution- 
Moving from static monitoring to spatio-temporally resolved personal exposure 
assessment. Science of the Total Environment, 443, 184–193. 
Steinle, S., Reis, S., Sabel, C.E., Semple, S., Twigg, M.M., Braban, C.F., Leeson, S.R., 
Heal, M.R., Harrison, D., Lin, C., et al. (2015). Personal exposure monitoring of 
PM2.5 in indoor and outdoor microenvironments. Science of the Total Environment, 
508, 383–394. 
Strait, J.B., & Gong, G. (2015). The impact of increased diversity on the residential 
landscape of a sunbelt metropolis: Racial and ethnic segregation across the Atlanta 
metropolitan region, 1990-2010. Southeastern Geographer, 55(2), 119–142. 
Su, J.G., Jerrett, M., Meng, Y.-Y., Pickett, M., & Ritz, B. (2015). Integrating smart-phone 
based momentary location tracking with fixed site air quality monitoring for 
personal exposure assessment. Science of the Total Environment, 506–507, 518–
526. 
Tian, N., Xue, J., & Barzyk, T.M. (2013). Evaluating socioeconomic and racial 
differences in traffic-related metrics in the United States using a GIS approach. 
Journal of Exposure Science and Environmental Epidemiology, 23, 215–222.  
Tobler, W. (1970). A computer movie simulating urban growth in the Detroit region. 
Economic Geography, 46(2), 234–240. 
 153 
Toomet, O., Silm, S., Saluveer, E., Ahas, R., & Tammaru, T. (2015). Where do ethno-
linguistic groups meet? How copresence during free-time is related to copresence at 
home and at work. PLoS One, 10(5), e0126093. 
United Church of Christ Commission for Racial Justice (UCCRJ). (1987). Toxic wastes 
and race in the United States: A national report on the ractial and socio-economic 
characteristics of communities surrounding hazardous waste sites. New York, NY, 
USA: UCCRJ Press. 
Urry, J. (2007). Mobilities. Cambridge, UK: Polity. 
U.S. Environmental Protection Agency. (1993). Automobiles and ozone (EPA 400-F-92-
006). Washington, D.C., USA: Environmental Protection Agency Office of Mobile 
Sources. 
U.S. Environmental Protection Agency. (2012a). Motor Vehicle Emission Simulator 
(MOVES) user guide for MOVES2010b. 
U.S. Environmental Protection Agency. (2012b). Revised air quality standards for 
particle pollution and updates to the air quality index (AQI).  
Uteng, T.P. (2009). Gender, ethnicity, and constrained mobility: Insights into the 
resultant social exclusion. Environment and Planning A, 41, 1055–1071.  
Vallas, S.P. (2003). Rediscovering the color line within work organizations: The ‘knitting 
of racial groups’ revisited. Work and Occupations, 30(4), 379–400.  
Vallée, J., Cadot, E., Grillo, F., Parizot, I., & Chauvin, P. (2010). The combined effects of 
activity space and neighbourhood of residence on participation in preventive health-
care activities: The case of cervical screening in the Paris metropolitan area 
(France). Health and Place, 16, 838–852. 
Vallée, J., Cadot, E., Roustit, C., Parizot, I., & Chauvin, P. (2011). The role of daily 
mobility in mental health inequalities: The interactive influence of activity space and 
neighbourhood of residence on depression. Social Science and Medicine, 73, 1133–
1144.  
van Ham, M., & Tammaru, T. (2016). New perspectives on ethnic segregation over time 
and space. A domains approach. Urban Geography, 37(7), 953–962. 
Venkatram et al. (2013). Re-formulation of plume spread for near-surface dispersion. 
Atmospheric Environment, 77, 846–855. 
Venkatram, A., Isakov, V., Yuan, J., & Pankratz, D. (2004). Modeling dispersion at 
distances of meters from urban sources. Atmospheric Environment. 38, 4633e4641. 
 154 
Wang, D., Li, F., & Chai, Y. (2012). Activity spaces and sociospatial segregation in 
Beijing. Urban Geography, 33(2), 256–277. 
Wang, D., & Li, F. (2016). Daily activity space and exposure: A comparative study of 
Hong Kong’s public and private housing residents’ segregation in daily life. Cities, 
59, 148–155. 
Wang, X., et al. (2007). Ground-level ozone in China: Distribution and effects on crop 
yields. Environmental Pollution, 147, 394–400. 
Weaver, R. (2014). Contextual influences on political behavior in cities: Toward urban 
electoral geography. Geography Compass, 8(12), 874–891. 
Weuve, J., Kaufman, J.D., Szpiro, A.A., Curl, C., Puett, R.C., Beck, T., Evans, D.A., … 
& Mendes de Leon, C.F. (2016). Exposure to traffic-related air pollution in relation 
to progression in physical disability among older adults. Environmental Health 
Perspectives, 124(7), 1000–1008. 
White, M.J. (1983). The measurement of spatial segregation. American Journal of 
Sociology, 88, 1008–1018. 
White, M.J. (1986). Segregation and diversity: Measures in population distribution. 
Population Index, 52, 198–221. 
Williams, D.R., & Collins, C. (2001). Racial residential segregation: A fundamental 
cause of racial disparities in health. Public Health Reports, 116, 404–416. 
Wilson, W.J. (1987). The truly disadvantaged: The inner city, the underclass, and public 
policy. Chicago, IL, USA: University of Chicago. 
Wong, D.W.S. (1997). Spatial dependency of segregation indices. Canadian Geographer, 
41, 128–136. 
Wong, D.W.S. (1998). Measuring multiethnic spatial segregation. Urban Geography, 19, 
77–87. 
Wong, D.W.S. (2002). Modeling local segregation: A spatial interaction approach. 
Geographical and Environmental Modelling, 6, 81–97. 
Wong, D.W.S. (2003). Implementing spatial segregation measures in GIS. Computers, 
Environment and Urban Systems, 27, 53–70. 
Wong, D.W.S. (2016). From aspatial to spatial, from global to local and individual: Are 
we on the right track to spatialize segregation measures? In F.M. Howell, J.R. 
Porter, & S.A. Matthews (Eds.), Recapturing space: New middle-range theory in 
spatial demography (pp. 77–98). Switzerland: Springer International Publishing. 
 155 
Wong, D.W.S., & Shaw, S.-L. (2011). Measuring segregation: An activity space 
approach. Journal of Geographical Systems, 13, 127–145. 
World Health Organization (2016), Ambient (outdoor) air quality and health: fact sheet, 
archived from the original on 2019-01-04. 
Wright, R., Ellis, M., & Parks, V. (2010). Immigrant niches and the intrametropolitan 
spatial division of labour. Journal of Ethnic and Migration Studies, 36(7), 1033–
1059. 
Xu, J., & Zhu, Y. (1994). Some characteristics of ozone concentrations and their relations 
with meteorological factors in Shanghai. Atmospheric Environment, 28(20), 3387–
3392.  
Yoo, E., Rudra, C., Glasgow, M., & Mu, L. (2015). Geospatial estimation of individual 
exposure to air pollutants: Moving from static monitoring to activity-based dynamic 
exposure assessment. Annals of Association of American Geographers, 105, 915–
926.  
Zhang, K., & Batterman, S. (2013). Air pollution and health risks due to vehicle traffic. 
Science of the Total Environment, 450–451, 307–316.  
Zhang, W., & Thill, J.-C. (2017). Detecting and visualizing cohesive activity-travel 
patterns: A network analysis approach. Computers, Environment and Urban 
Systems, 66, 117–129. 
Zenk, S. N., Schulz, A.J., Matthews, S.A., Odoms-Young, A., Wilbur, J., Wegrzyn, L., 
… Stokes, C. (2011). Activity space environment and dietary and physical activity 
behaviors: A pilot study. Health and Place, 17(5), 1150–1161. 
Zhai, X., Russell, A.G., Sampath, P., Mulholland, J.A., Kim, B.U., Kim, Y., &  
D'Onofrio, D. (2016). Calibrating R-LINE model results with observational data to 
develop annual mobile source. Atmospheric Environment, 147, 446–457. 
Zhou, J., You, Y., Bai, Z., Hu, Y., Zhang, J., & Zhang, N. (2011). Health risk assessment 
of personal inhalation exposure to volatile organic compounds in Tianjin, China. 
Science of the Total Environment, 409, 452–459. 
Zhu, Y., Kuhn, T., Mayo, P., & Hinds, W.C. (2006). Comparison of daytime and 
nighttime concentration profiles and size distributions of ultrafine particles near a 
major highway. Environmental Science and Technology, 40, 2531–253.  
