ABSTRACT Fast recognition of flammable and toxic gas species within very short response time is a challenging task for the gas sensing devices adopted in a wide range of applications. The recognition accuracies of the previous implementations are always constrained by the limited feature or dynamic information extracted from the short transient gas response curves. In order to address this issue, in this paper, we propose a novel hybrid approach with both convolutional and recurrent neural networks combined, which is based on the long short-term memory module. Featuring the capability of learning the correlations of time-series data, the proposed deep learning method is well-suited for extracting the valuable transient feature contained in the very beginning of the response curve. As a result, within a response time as short as 0.5 s, the proposed implementation is capable of recognizing the gas species with an accuracy of 84.06%. In addition, the aforesaid accuracy can be further improved by increasing the response time with the step of 0.5 s. According to our extensive experimental results, the recognition accuracy can be elevated up to 98.28% at the response time of 4 s, where it typically needs 40 s for the response curve to achieve saturation. The reported accuracy dramatically outperforms the previous algorithms, including gradient tree boosting (GTB), random forest (RF), support vector machine (SVM), k-nearest neighbor (KNN), and linear discriminant analysis (LDA). Moreover, various standard drift related experiments are conducted, of which the results validate our proposed algorithm's superior robustness for the wide range of real-life applications.
I. INTRODUCTION
Gas recognition is greatly needed in a wide range of internet of things (IoT) applications, including petrochemical [1] , [2] , electric power [3] , natural gas industry [4] , indoor gaseous pollutants detection [5] , [6] and gas metering systems along gas pipes [7] . Limited by the selectivity of individual gas sensing device in the first layer of the smart gas grid system of a classical IoT system [7] , gas sensors are always implemented in an array with signal processing circuitry and recognition algorithm to form a bionic system, namely ''electronic
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nose'' [8] . Prior to the training model or the classifier, at the pre-processing stage, stable features (e.g. sensitivity [9] or maximum response [10] ) have been widely used. As a result, the overall gas recognition process is greatly retarded, due to the inherent slow reaction between the odor molecule and the surface of the gas sensing element, which typically takes tens of seconds to minutes before the response reaches a saturation status [11] . However, it is well-known that fast recognition of the combustion and toxic gases are critical for real-life applications [12] . Besides, by taking full use of the initial part of the response curve, the needed volume of the target gas can be significantly reduced, which is highly beneficial for various applications with very limited sources of target gas samples, such as exhaled vapor for disease diagnose [13] . More importantly, it can also dramatically improve the overall computing efficiency at the cloud end of the IoT system.
A number of previous implementations have been reported to achieve high gas recognition accuracy within limited response time [14] - [16] . In [14] , in order to differentiate 4 flammable liquids and 3 incombustible drinks, principal component analysis (PCA) and discriminant function analysis (DFA) were applied based on various transient features within 10s, including integral, difference, primary derivative and secondary derivative. The recognition accuracy is reported to be 85.7%. However, without the capability of non-linear transformation, the PCA and DFA based recognition algorithm is only suitable for the classification of linear gas sensing dataset. In addition, a nonlinear Gaussian mixture model (GMM) was proposed by Brahim-Belhouari et al. [15] , which is combined with a sequential forward selection method to acquire the transient features. As a result, for the target gas of methane, carbon monoxide, hydrogen and their mixtures, high accuracies of 94.5% and 96% can be achieved within 15s and 30s, respectively. The limitation is that GMM is mainly suitable for the data with Gaussian distribution and its accuracy is closely related to the training data size. Furthermore, the performances of the above two methods highly rely on the extracted transient features, with the effectiveness various for different databases. To remove the need of the transient feature engineering, gradient tree boosting (GTB) algorithm is reported by Luo et al recently, leading to a high accuracy of 96.7% in 6s [16] . Although GTB has the capability to deal with non-linearity and achieve high accuracy rate with small size of the training data, GTB that treats all input features equally is not enabled to customize a specified neural network architecture based on the gas response data.
In this paper, a novel hybrid convolutional and recurrent neural network (CRNN) based algorithm is proposed and tailored for the fast gas recognition applications. By mimicking the convolutional kernel of image processing [17] , we adopt the convolutional neural network and operate it as a filter to automatically extract the features from the input data. In order to adapt the gas recognition applications, the kernel structure and size of the convolutional neural network is greatly optimized. Moreover, a specific long short-term memory (LSTM) based neuron cell [18] is added in the recurrent neural network after the convolutional neural network to extract the sequential information from the transient response curves, which can record the gradients over time by keeping track of an internal cell state. Additionally, in order to alleviate the performance drift phenomenon widely-existing in the mainstream gas sensing devices, a generalization step is exploited as a pre-processing technique to extract the hidden differentiated information, rather than the unprocessed raw data. Consequently, we are able to acquire the dynamic characteristic of the gas response, which is mainly influenced by the gas transportation and diffusion [19] . It is known that the dynamic behavior is less sensitive to the time-related factor over time, such as the poisoning effect of gas sensors.
In conclusion, the main contributions of this work are summarized as follows: 1) A novel CRNN based gas recognition algorithm is proposed, including both the convolutional neural network and the recurrent neural network (RNN). The proposed algorithm is capable of realizing ultra-fast recognition with high accuracy. Moreover, with the increment of the response time, the real-time accuracy can be self-improved. According to our extensive experimental results, the proposed algorithm greatly outperforms the previous implementations' accuracies by 12%∼32% (at 0.5s) and 5.3%∼21.3% (at 4s).
2) According to the inherent property of the gas sensor, a LSTM unit is introduced to the adopted recurrent neural network. To the best of our knowledge, it is the first work exploiting this kind of deep learning based model for real-time and robust gas classification.
3) Compared with the previous implementations having counteraction of the drift phenomenon, the proposed algorithm can exhibit the best figure of merit for mitigating the influence of the drift.
The rest of the paper is organized as follows. In Section II, the proposed CRNN's operation principle is described in detail. Section III presents the experimental results, which are analyzed and compared with the state-of-the-art implementations. Finally, this paper is concluded in Section IV.
II. THE PROPOSED CRNN ARCHITECTURE
In this section, we describe the proposed CRNN algorithm in detail. First of all, an overview of the algorithm is provided on how it is implemented for the gas classification. Then each layer of the proposed network architecture is elaborated. This is followed by the description of the network's learning process.
A. OVERVIEW OF THE PROPOSED CRNN ALGORITHM
As a powerful approach to extract high-order features from the input data, neural network has shown great promise for distinguishing gas species in the electronic nose system [20] . Traditionally, convolutional neural network has been widelyadopted in computer vision field for automatically extracting the implicit features from the input tensor. However, with the data format changed from the image tensor to the gas response curve, the internal kernel structure is altered in the convolutional layer. Moreover, by introducing another recurrent layer, the sequential information of the transient response can be efficiently extracted. Thus, with the convolutional layer and the recurrent layer combined, our proposed hybrid neural network is capable of automatically learning the temporal information, which avoids the need of tedious hand-crafted feature extraction and greatly improves the overall classification accuracy. transcription layer from the bottom to the top. At the first stage, small portion of the response curve are used as the inputs of the network, and the convolutional layer plays a key role in the feature extraction. Then a LSTM based recurrent layer is built to calculate the gas labels' distribution based on the feature sequence. These two layers are connected in one cell, denoted as a CR-cell, which is adopted repeatedly at different stages over the entire processing steps. In addition, the neural network architecture of the proposed CRNN in time step is presented in Fig. 2 and detailed in the next subsection.
Moreover, in this network, the data set used for training is collected by m sensors, which consists of M instances (X, y). Here X is a m * (l * f ) data record (each instance contains l seconds data, and the sampling frequency is f ), and y is the corresponding label (y ∈ {1, 2, 3, . . . . . . C}, C is the number of gas species). Meanwhile, we transfer the labels to one-hot coding, then measure its difference with the predicted probability distribution. The task is to build a recognition modelŷ = GAS_model(x) based on the training result of the collected gas data. 
B. NETWORK ARCHITECTURE 1) CONVOLUTIONAL LAYER
The convolutional layer is a feed forward neural network ( Fig. 3) , which is used to preliminarily extract high order features from each segment. Different from the traditional convolutional operation, where many small-size and shared square kernels/filters are exploited in this layer to reduce the parameter quantity and extract local spatial feature, here we adopt rectangular kernels h * w (h is equal to the number of gas sensors). The reason is that the rectangular kernel is capable of processing all data from every sensor in the array simultaneously, which enables each filter to extract the feature.
It is worth pointing out that due to the special architecture of our proposed network, the pooling layer is not needed, although it is widely-used in convolutional networks, such as visual geometry group net [17] . Therefore, without the pooling layer, the rectified linear unit (ReLU) is placed after the convolutional kernel as an activation function of this layer:
Here the activation function provides the network with non-linear transformation, which substantially improves the representativeness of the extracted features.
2) RECURRENT LAYER
Following the convolutional layer, a LSTM based recurrent layer is constructed to calculate the label distribution of each segment. As shown in Fig. 4 , the LSTM network is a special type of recurrent neural network and can keep long-term information, as the output is determined by the memory and current input. The LSTM cell with the following formulas transfers the former convolutional results to the RNN outputs at each consecutive time points:
where σ (x) is the sigmoid function expressed in Eq. (8), and tanh(x) is the hyperbolic function for a vector
, . . . ,
Here is an element-wise multiplication operator. In the above formulas, c t in Eq. (6) is the memory cell to store ''long-term'' memory in the vector form. g t in Eq. (2) is the current input state. i t in Eq. (3) is the input gate. f t in Eq. (4) is the forget gate. o t in Eq. (5) is the output gate. h t in Eq. (7) is the current state which is decided by the output gate and new memory. As a result, in Eq. (6), f t c t−1 determines the information kept in the memory. The result of i t g t should be added into memory as Eq. (6), and o t tanh(c t ) in Eq. (7) influences the content to be passed to the next time step. Following the LSTM, there is a fully-connected network, which is used as a classifier to label the target gas.
3) TRANSCRIPTION LAYER
The function of this layer is to transfer the output of the recurrent layer into the gas label. There are two steps for the transferring:
Step ( of all target gas species:
Step (2): Find the maximum probability y j , then the index j is used as a key to find the gas label from a pre-defined dictionary according to Eq. (11).
where G(k) represents the gas species, and l gas is the label predicted from the model.
C. LEARNING PROCESS 1) LOSS FUNCTION
For the single output of one input segment, cross-entropy is used to measure the difference between the predicted gas probabilities and one-hot gas label as follows: (12) where q t is the predicted probability distribution, and p t is the ground-truth gas label distribution.ŷ i is the predicted probability value and y is the corresponding true label value (y {0, 1}). For the whole model, to measure the total difference between the predicted gas probabilities and one-hot gas label, we use the mean value of all calculated cross entropies. The final loss can be calculated as follows:
When we train the model, our optimization target is to minimize the loss function using the stochastic gradient descent. By minimizing the objective function, the parameters of the model can be optimized. Actually, it is observed that all outputs of the time segments are included in the loss function formula, so we can optimize every cross entropy at the same time. In the loss function, for each time step, cross entropy is calculated using the predicted value and the real gas label during training. Therefore, through training, the model possesses the self-correction ability during the identification process.
Moreover, when we train the network, the dynamic decay coefficient is used as the learning rate, with the updated formulas of the learning rate shown as follows: r decay n = r max{n−H ,0} decay n−1 (14) lr n = r decay n * lr n−1 (15) where r decay n is the decay coefficient for the n-th iteration step; H (H < total iteration) is an initialization parameter to control the step where the decay coefficient starts to work; lr n is the learning rate value at step n. From the formulas, we can see that before the iteration reaches H , lr keeps unchanged. When n > H , lr begins to decay quickly. As a result, high learning rate can ensure the network converge VOLUME 7, 2019 very fast before n equals to H . After n is larger than H , gradually decreasing the learning rate makes the loss function approach the minimum value.
2) OVERFITTING PREVENTION
To prevent the over-fitting which is a normal phenomenon in the neural network, we adopt the dropout method in the training step [21] , [22] . Dropout is a regularization technique, which randomly zeroes some neurons (the probability is p) and keeps the remaining neuron unchanged (the probability is equal to 1 − p). Dropout helps the network learn partial distributed representation of the training data, which effectively reduces the co-adaptation of neurons, and strengthens the robustness of the model.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS A. DATASET DESCRIPTION
To evaluate the performance of our proposed model for fast gas classification within a limited response time, we conducted extensive experiments based on a public dataset and the multi-gas testing system is detailed in [23] . This dataset was collected from 5 duplicate batches of sensor array. Every batch has 4 kinds of metal oxide gas sensors, which are TGS2611, TGS2612, TGS2610 and TGS2602. Each kind of gas sensor can be operated at two heating voltage levels of 5.65V and 5.00V. As a result, we labeled the eight combinations as S 1 to S 8 . Through three mass flow controllers, the gas flow was kept constant at 400 mL/min in the measurement chamber; while different concentration levels of ethanol, methane, ethylene, and carbon monoxide were exposed to the sensor unit. In the data collecting phase, 4 kinds of gases were sampled at a sampling rate of 100Hz. Concentrations with 10 steps are provided for each kind of gas, which are ranging from 12.5ppm to 125ppm for ethylene and ethanol, and 25ppm to 250ppm for carbon monoxide and methane. Table 1 shows the designed test schedule, which enables a normal real-time recognition algorithm and a series of standard drift counteraction experiments. Based on these 640 measurements, obvious drift phenomenon is observed and reported in [23] .
B. MODEL IMPLEMENTATION
We implement our model using TensorFlow. For each layer of our proposed neural network, the operation flow is summarized as follows: firstly, in the convolutional layer, the model with five 8 * 10 kernels and a 250-dimension vector is used to represent the convolutional feature for each operation (i.e. the convolutional layer). For the recurrent layer, the state vector between n and n-1 period is 150-dimension, which is enough to transfer the previous identification information along time. Then one fully connected layer is used after the LSTM structure, which converts the 150-dimension vector to a 4-dimension vector, according to the number of gas species used in this experiment. Detailed parameters of the model are summarized in Table 2 . During the model training process, we use adaptive moment estimation (Adam) with batch size equal to 32 [24] . Specifically, the initial learning rate lr 0 is 0.01. When the number of iterations is greater than 1250, the learning rate begins to decay and the attenuation coefficient is 0.997. The total iteration N and the decay control threshold are 5000 and 0.25 * N , respectively. The main training parameters are concluded in Tables 3. Finally, it takes 1.9ms to identify one sample based on a 2.3GHz CPU computer with an E5-2630 processor. 
C. DATA PRE-PROCESSING
A typical gas response curve is demonstrated in Fig. 5 (a) that the resistance of the sensor TGS2602 (5.65V) decreases after reaction with ethylene, and it takes about 40s to reach the saturation status. Then we take the first 4s of the response as an example to illustrate the data pre-processing steps: every 0.5s response is treated as a part and there are altogether 8 parts for 4s curve [ Fig. 5(b) ]. For each part of the curve, the mean value is subtracted by every collected data as follows:
In this equation, x j represents j th sub part sensor response sequence on the array, L represents the number of sampling points for each sensor response sequence in this part, and v i is the i th value in each sequence. After this operation, the result is shown in Fig. 5 (c) , and the data distribution becomes symmetric at two sides of the X-axis for every 0.5s part.
Through this generalization process in the pre-processing step, the hidden differentiated information rather than the absolute value turns prominent, which leads to significantly improved classification accuracy and anti-drift effect.
D. RESULTS ANALYSIS 1) ACCURACY AND COMPARISON
In order to validate this hybrid convolutional and recurrent neural network model, we mix up all data collected from five arrays and do 10-fold cross validation. The 10-fold cross validation result and the average value of these curves are plotted in Fig. 6 (a) and (b) . From Fig. 6 (a) , we can see that all the accuracies are above 95% at 4s. Although there are two curves' performance worse than the other eight curves for t < 3.0s (resulting from the deviation of the raw data distribution in these randomly selected two subsets), the recognition results become satisfied with t > 3.0s. This verifies the robustness of our proposed algorithm and proves that the transient information is effective for fast recognition in electronic nose. Therefore, we adopt the first 4s of the response as the reference. Based on the mean value of 10-fold cross validation, it is indicated that an accuracy of 84.06% can be achieved with an instantaneous response as short as 0.5s, and the accuracy increases with time.
A confusion matrix based on the classification result of 4s is demonstrated in Fig. 7 . It's evident from this figure that this model excels in the identification of all types of gases. For comparison, the other state-of-the-art algorithms, including the proposed CRNN without subtracting the average value in the pre-processing step, support vector machine (SVM) with radial basis function (RBF) kernel, random forest algorithm (RF), GTB, k-nearest neighbor (KNN) and linear discriminant analysis (LDA) methods, are also evaluated by cross validation with the results presented in Fig. 8 . Among the above algorithms, KNN and LDA report the worst results from 2s to 4s, due to their inferior capability of non-linear data processing. On the contrary, the mean accuracy of the proposed CRNN with pre-processing step is higher than 90% (within 1.5s), which is even better than the accuracies of the other algorithms calculated within 4s (Fig. 8) . Moreover, the mean accuracy of the proposed method within 4s is reported to be as high as 98.28%. Here we would like to point out that the focus of this work is on the real-life applications with ultra-fast flammable/toxic gas detection. As a result, we choose not to report the sensing performance with longer response time, which is not the focus of this work. According to Fig. 8 , it is observed that the proposed algorithm outperforms the other state-of-the-art algorithms at all time points from 0.5s to 4s, which enables the real-time high-accuracy gas recognition within ultra-short response time.
2) DRIFT COUNTERACTION EFFECT AND COMPARISON
In order to characterize the proposed algorithm's anti-drift capability, we follow the standard anti-drift experiment settings reported in [25] , [26] : i) The network is trained using the data collected on day-1 then its performance is tested using data collected on the other days; ii) The network is trained with samples collected at day n-1, then its performance is tested on samples collected at day n (2≤n≤4). Table 4 shows the experimental results of the proposed CRNN with both settings i) and ii), and Table 4-9 represent the results of GTB, KNN, LDA, RF and SVM algorithms respectively for comparison. It turns out that our proposed CRNN algorithm outperforms the other state-of-the-art methods. Under both settings, for array 1, 2 and 5 based on our proposed CRNN method, the averaged accuracies are higher than 90%. For array 3 and 4, the drift caused data deviations are so severe that the other algorithms report even worse accuracies. Among the previous algorithms including GTB method which is mentioned in the introduction part, RF exhibits the best result. For array 2 and array 5 based on RF method, the average accuracies are above 89% for both settings. For array1 and array 4 based on RF method, the average accuracy ranges from 72.5% to 87.5%. For array 3 based on RF, the average accuracies under two settings are 65% and 53.3%, respectively, which are much lower than 76.8% and 76% reported by CRNN. This superiority of CRNN originates from the hybrid neural networks of the special convolutional filters and LSTM unit.
IV. CONCLUSION
This paper aims at finding an appropriate gas recognition algorithm to achieve satisfactory accuracy within the shortest response time. Here we present CRNN as a solution, which is the first study combining CNN and RNN together to realize fast gas identification. Based on these two neural networks, a customized automatic feature extraction function for sequential signal is embedded.
Based on 10-cross validation method, this approach exhibits an accuracy of 84.06% at 0.5s and 98.28% at 4s, which is quite satisfactory for most cases within such a short time window. In addition, the proposed algorithm demonstrates superiority over the other previously reported algorithms. Moreover, to examine the robustness of the proposed algorithm in the real-life applications, drift related standard experiment is also conducted. Compared with all the state-ofthe-art algorithms, our proposed CRNN greatly outperforms. This proposed transient curve based deep learning method provides a smart and efficient feature extraction function, simple but useful pre-processing steps and stronger immunity to drift caused performance deviations. All these attributes contribute to a real-time fast gas recognition algorithm with superior accuracy and anti-drift capability for various IoT applications. 
