Abstract With the aim of applying numerical methods, we develop a formalism for physiologically structured population models in a new generality that includes consumer resource, cannibalism and trophic models. The dynamics at the population level are formulated as a system of Volterra functional equations coupled to ODE. For this general class we develop numerical methods to continue equilibria with respect to a parameter, detect transcritical and saddle-node bifurcations and compute curves in parameter planes along which these bifurcations occur. The methods combine curve continuation, ODE solvers and test functions. Finally we apply the method to the above models using existing data for Daphnia magna consuming Algae, and for Perca fluviatilis feeding on Daphnia magna. In particular we validate the methods by deriving expressions for equilibria and bifurcations with respect to which we compute errors, and by comparing the obtained curves with curves that were computed earlier with other methods. We also present new curves to show how the methods can easily be applied to derive new biological insight. Schemes of algorithms are included.
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Introduction
The objective of this paper is to propose new numerical methods for the bifurcation analysis of a large number of physiologically structured population models (PSPM) formulated with delay equations. The methods allow the computation of equilibrium branches and the detection of bifurcation points under one parameter variation and the continuation of bifurcation curves in two parameter planes.
In de numerical methods are developed for a size-structured (consumer) population competing for an unstructured (resource) population. The methods are used by Zhang et al (2012) to analyze the size-dependent mechanism of energy allocation. The consumer-resource model is a generalization of a wellestablished biological model of Daphnia consuming algae (see e.g. McCauley et al 1999 and Chapter 9 of de Roos and Persson 2013) .
In various models the structured population interacts with several dynamic unstructured populations: In de Roos and Persson (2002) a top predator is incorporated additionally to the resource. In Getto et al (2005) two resource populations, one for juveniles one for adults, are considered. In the formulation of the well-established fish cannibalism model in Claessen et al (2004) the natural density dependence of vital rates can be cut by introducing so-called environmental interaction variables describing ingestion and predation pressure, see Diekmann et al (2001) and Getto et al (2005) , see also Alarcón et al (2014) for environmental interaction variables in a cell population model. We here define the environment via two components, the unstructured populations and the environmental interaction variables. Then on the basis of the discussed points we generalize the environment corresponding to de in two ways:
-transition from one to several unstructured populations, -additional incorporation of environmental interaction variables.
The model under study in de was formulated as a Volterra functional equation (VFE) for the structured population, coupled to a delay differential equation (DDE) with distributed delay for the dynamics of the resource (the intrinsic resource dynamics given by an ordinary differential equation (ODE) minus a consumption term that gives rise to the delay) in Diekmann et al (2010) . Well-posedness and the principle of linearized stability for VFE/DDE is shown in Diekmann et al (2007) and Diekmann and Gyllenberg (2012) . For the analysis of sufficient conditions for consumer resource models we refer to the works done by Diekmann et al (2010) and by Diekmann and Korvasova (2016) . By defining an interaction variable corresponding to the consumption term, we reformulate the model in de as a coupled system of two VFE and one ODE. We show that this formulation is suitable for both, the application of the numerical method that we elaborate and the discussed generalization. Moreover we explain how also the generalized VFE/ODE fits into the discussed analytical framework.
After the formulation of the time dependent system for the remainder of the paper we focus on equilibria and time-independent systems. Hence, the time dependent system serves to derive the time independent system and provides a formulation for future aims like linearization, stability-and Hopf-bifurcation analysis.
Our formulation of equilibrium conditions builds up on two older ideas:
-the introduction of the basic reproduction number facilitates the biological interpretation of steady state conditions, see Diekmann et al (2003) , -the formulation as VFE/DDE (and also as VFE/ODE) allows the exploitation of linearities (in the population birth rate) that are consequences of mass action laws, see Boldin (2006) and Diekmann et al (2010) .
We here carry the second idea a step further by incorporating linearities in the unstructured populations defining similar decompositions as in Boldin (2006) . For models formulated with autonomous ODE the numerical equilibrium and bifurcation analysis can easily be carried out using packages such as MATCONT (see e.g. Dhooge et al 2006) , COCO or AUTO. These packages use continuation methods (see e.g. Allgower and Georg 2003) to compute points that approximate an implicitly defined curve. Assuming that an initial point of the curve is known, the methods predict the next point of the curve by computing its tangent, and then correct the predicted point by applying a modified Newton method (see e.g. Chapter 7 in Kelley 1995). The above mentioned continuation packages permit the approximation of equilibrium curves, the continuation of limit cycles, the detection and computation of bifurcation points, and their continuation in parameter planes. For delay equation the above discussed software can not be used. For DDE the numerical equilibrium and bifurcation analysis can be done with the established package DDE-BIFTOOL (see Engelborghs et al 2001) , in particular continuation of equilibria and periodic orbits, computation of saddle-node and Hopf bifurcations and stability analysis. These routines are typically applied to equations with discrete delays but can not be used if distributed delays appear. For linear autonomous DDE with discrete or distributed delays, stability analysis can be done with the package TRACE-DDE (see Breda et al 2009) .
The dynamics of the class of models presented in this paper is formulated at the population level with a nonlinear system of VFE/ODE. In the right hand side of the VFE the delay is distributed and the limits of integration are state dependent. Moreover the kernels of the integrals are implicitly given by the solution of a nonlinear system of ODE. Due to these complexities the existing software can not be used to analyze equilibria and linearized stability of the class of models presented in this work.
In Kirkilionis et al (2001) a numerical method for the computation of equilibrium branches is proposed for models formulated with VFE. The technique combines curve continuation with ODE solvers. The latter are used to compute the individual state given by the solution of nonlinear ODE and to approximate in parallel the integrals that appear in the map that defines the curve and that depend on the individual state. At the end of the paper the authors suggest the detection and computation of transcritical, saddle-node and Hopf bifurcations as open problems. In de the method is extended to a bifurcation analysis of VFE/DDE systems that allows the division of parameter planes into regions of stability and, e.g. oscillation induced, instability of equilibria.
We here first extend the technique in Kirkilionis et al (2001) to compute equilibrium branches of the presented class of models. Then we adapt the established notions of test functions for finding bifurcation points to the context of PSPM. Next, we use these points as initial values for the continuation of bifurcations in parameter planes that, in contrast to one parameter variation, can provide increased biological insight. In summary we present methods for the computation of equilibria, transcritical and saddle-node bifurcations. Moreover, for the detection of transcritical bifurcations we propose new test functions, that use discussed linear structures of the model to save computational cost, while for saddle-node we adapt those established for ODE systems.
We have tested and validated the developed methods with models of size structured consumer-resource (Calsina and Saldaña 1995, Diekmann et al 2010) , trophic models describing invasion dynamics (de Roos and Persson 2002) and cannibalistic fish populations (Getto et al 2005) . For the validation we have considered several examples for which ODE and integrals can be solved analytically. With the resulting functions we have obtained expressions that implicitly define equilibria and bifurcations, in which there are neither integrals nor implicitly defined functions anymore. In this way we defined standard Newton problems, the solutions of which served to compute errors which we found to lie below the tolerances of the method. By reproducing various curves from the literature we show consistency of the obtained results with the data. We have also computed new curves and explain how some of these may serve to support analytically derived results, such as existence conditions for equilibria in Calsina and Saldaña (1995) . Others of the new curves provide new biological insight by presenting a more complete picture of interesting phenomena as the life boat mechanism of cannibalism (van den Bosch et al 1988) and regions of equilibria in parameter planes in three trophic models.
The remainder of the paper is structured as follows: We develop the formulation of PSPM as VFE/ODE in Section 2 and in Section 3 define various types of equilibria. In Section 4 we define equilibrium branches and bifurcation points for one parameter variation analysis and bifurcation curves for two parameter variation analysis. In Section 5 we present numerical methods for the computation of equilibrium and bifurcation curves under one and two parameter variation respectively. First we introduce the numerical continuation method and discuss ODE solvers. Then we derive the systems of equations that implicitly define the equilibrium curves and present test functions for the detection of transcritical and saddle-node bifurcations. Finally we develop the methods for computing bifurcation curves in parameter planes. Section 6 is devoted to the validation of our methods with models from the literature. In Section 7 we present the conclusions of our research. Finally, in the Appendix we present our algorithms in an established pseudo code language to facilitate their implementation.
Formulation of a class of structured population models
In this section we construct the general PSPM. For the modeling at the individual (i-) level and the step from the i-level to the population (p-) level we use an analogous formalism and reasoning as for the consumer resource models in Diekmann et al (2010) and de Roos et al (2010) .
Individual development and environment
We use E := (I, E) ∈ R s+n to denote the environment of a structured population and E(t) its value at time t, where I(t) ∈ R s is a time dependent vector of s interaction variables and E(t) ∈ R n a vector of n unstructured populations with intrinsic dynamics.
We denote by m the number of variables that are used to describe the i-state in view of its p-dynamically relevant behavior. Commonly used i-state variables are the age or body size of the individual or related quantities. We assume a unique state at birth denoted by x 0 ∈ R m . Next we call a history a real-valued function defined on an interval [−a, 0], a > 0, where we have in mind in particular the history of the environment and of the (to be defined) p-birth rate.
Letx(τ) :=x(τ; α, ψ) ∈ R m , with 0 < τ ≤ α, be the i-state at age τ assuming that at age α the individual is alive and has experienced a history ψ. Thenx(τ) is defined as the solution of the ODE
where we introduce g(x, y) ∈ R m as the i-development rate for an individual that has state x and environment y. In the commonly used examples g is the growth rate if the i-state is size, or the function that is constant one if the i-state is age. In a similar way we denote byF(τ) :=F(τ; α, ψ), with 0 < τ ≤ α the survival probability determined as the solution of
where µ(x, y) denotes the scalar and positive i-mortality rate for state x and environment y. Then we denote with x(α, ψ) ∈ R m the i-state of an individual that at age α has experienced history ψ and similarly by F(α, ψ) its survival probability. The latter introduced quantities x and F can be computed via the definitions x(α, ψ) :=x(α; α, ψ) and F(α, ψ) :=F(α; α, ψ). Let us recall now the notation for translations
of functions y of time commonly used in functional differential equations (see for instance Hale and Verduyn Lunel 1993) . By y t a history is defined, the history of y at time t. Then, x(α, E t ) and F(α, E t ) are respectively the i-state and the survival probability of an individual that at time t has age α. Next we denote by β (x, y) the i-reproduction rate, which is scalar and nonnegative, and by γ(x, y) ∈ R s the i-rate of impact at state x and environment y. The impact rate, e.g. consumption rate of resource, will a bit further down be used to specify the interaction variables. Then the respective rates of an individual that at time t has age α are given as β (x(α, E t ), E(t)) and γ(x(α, E t ), E(t)). During its life an individual can experience periods, for instance juvenile and adult period, which are such that upon the transition the individual's dynamically relevant behavior changes abruptly (see e.g. Diekmann et al 2010) and so the modeler may want to incorporate jump discontinuities in the rates. Hence we here think of the rates g, µ, β and γ as piecewise smooth functions, meaning as smooth as necessary for numerical purposes. In this sense we denote by k the number of different life stages, hence we can expect at most k − 1 switches due to discontinuities in any of the rates. Here switch refers to the switching between different expressions to define a rate upon a transition. The transition of an individual from one stage to another may be triggered by changes in its i-state and/or on its environment. Thus it is relevant to detect and compute when a discontinuity occurs while solving numerically the system (1-2). For this we define switch functions in a similar way than in Kirkilionis et al (2001) : As further modeling ingredients let d j := d j (x, y), 1 ≤ j ≤ k − 1 be continuous functionals, such that for any fixed environment y the (m − 1)-manifolds implicitly defined by d j (x, y) = 0 define a partition in regions where the vital rates are smooth. Moreover we assume that the discontinuities are crossed transversally, i.e., assuming that an individual that has statex(α) is in the k-th stage of its life, then for any j = 1, . . . , k − 1 there exists a unique τ j , such that for any sufficiently small ε
2.2 Dynamics at the population level Let B(t) ∈ R be the p-birth rate at time t. The density of individuals that at time t have age α can be expressed as F(α, E t )B(t − α). We denote by h the (finite) maximum age of individuals. Then, B should satisfy the VFE or renewal equation
In a similar way we obtain
for the interaction variables I. Finally, we denote byF (the motivation for the bar will become clear a little further down) a function whose value gives the rate of change of
In summary the dynamics at the p-level can be formulated as (5-7), with E = (I, E), which is a closed system with state variables B, I and E. We remark that to apply the analytical formalism (see below) one can rewrite (5-7) as a system of the form
where G acts on a product of an L 1 -space and a space of continuous functions corresponding to u-and v-component respectively. Note that if the right hand side of (5-7) has I(t) dependence it can not be reproduced by defining such an operator and letting it act on (B t , I t , E t ) because pointwise evaluation in L 1 is not defined. A transformation to a system of the form (8) is possible under a reasonable assumption that includes that there exist components of γ that are independent of the I-variable, more precisely that γ has a hierarchical structure in this respect as formalized in Diekmann et al (2001) . Such a transformation step is carried out in (3.56-3.59) in Diekmann et al (2007) . In all the models considered in this paper γ has the hierarchical structure such that the transformation can be done. System (8) can be interpreted as a VFE (u-component) coupled to a DDE (v-component). For such systems well-posedness and linear stability theory is established (see Diekmann et al 2007, Diekmann and Gyllenberg 2012) . To derive equilibrium conditions, however, the formulation (5-7), with E = (I, E) is more convenient and so we will not use (8).
2.3 Linearities in the dynamics of the unstructured p-variables As we will see further down, in many models due to mass action assumptions one encounters linearities at the p-level. We would like to exploit these linearities to reduce dimensions. For this purpose it is convenient to have a notation that isolates components of a vector that have index in a certain set. Then, suppose that
are given. We introduce the notation
Now, recalling that E ∈ R n , i.e. n unstructured populations, we denote by l with 0 ≤ l ≤ n the number of unstructured populations on which we have a linear dependence inF. This means we assume that
where δ i j denotes the Kronecker-symbol such that D is diagonal, and
are given model ingredients (andF is defined in an obvious way if l = 0 or l = n).
Note that the assumption that the linearities are in the first l components ofF is without loss of generality. From the notation defined in (9) we here only need that
but further down we will make a more in depth use of the notation.
Equilibrium analysis
An equilibrium state is a time independent vector (B, I, E) that solves (5-7), with E = (I, E). We accept negative values for B, I, and E in order to define test functions for detecting bifurcations in Section 5.4, but from a biological point of view only the nonnegative values of B, I and E make sense, so later on we will only consider these. From now on we use the notation (I, E) instead of E. Then we find that (B, I, E) is an equilibrium if and only if
hold, where R 0 (I, E) is defined by
and Θ (I, E) by
Note that, as usual in population dynamics, R 0 denotes the i-reproduction number. We call Θ the p-interaction variable. As it is shown later in the examples in Section 6, in general it is not possible to derive explicit expressions that characterize equilibrium states. The linearities in (11) motivate us to think about different types of equilibria, for B = 0 or B = 0 in (11a), and for E i = 0 or E i = 0 for i ∈ I in (11c). In order to define types of equilibrium states we first define N := {1, . . . , n} and then say that for a set K ⊆ I, with / 0 K N , a vector
The K-triviality is used in the definition of transcritical bifurcations in Section 4.1, and implemented in the numerical methods in Section 5, where we consider new test functions and reduce the dimension of the model. In this research we focus our attention on six types of equilibrium states disregarding other possible types:
-trivial defined by B = 0 and E = 0, -(B, K)-trivial where B = 0 and E is K-trivial, -B-trivial satisfying B = 0 and E i = 0 for all i ∈ I, -E-trivial defined by B = 0 and E = 0, -K-trivial where B = 0 and E is K-trivial, -nontrivial such that B = 0 and E i = 0 for all i ∈ I.
The reader should note here that the motivation for the definition of equilibrium types is computational rather than biological. It is convenient to define the triviality of an equilibrium in terms of vanishing and non-vanishing components of the vector (B, I, E).
Behavior under parameter variation
Here we present the ingredients for analyzing the behavior of equilibrium types under one and two parameter variation. We denote by p a scalar parameter and by q := (q 1 , q 2 ) a vector of parameters, and allow the model ingredients depend on p or q.
First of all, we recall that the change in the qualitative behavior of the dynamics of a model under parameter variation is a bifurcation (see e.g. Perko 2001 ). The types of bifurcations considered in this work are transcritical and saddle-node, which have codimension 1 and so define points in the p-line and curves in the (q 1 , q 2 )-parameter plane. The detection of bifurcations in a one parameter variation analysis is easier than in a two parameter variation analysis, with a considerable reduction of the computational cost. So a natural way to deal with bifurcations is to start with one parameter variation and then switch to two parameters.
One parameter variation: equilibrium branches and bifurcation points
An equilibrium branch is a tuple (B, I, E, p) such that for fixed p the vector (B, I, E) satisfies the equilibrium conditions (11). Under p-variation, assuming certain regularity conditions (see e.g. Chapter 1 of Allgower and Georg 2003) , an equilibrium defines a curve in the equilibrium-parameter space. We consider particular equilibrium branches for the types defined in Section 3. At a transcritical bifurcation point two equilibrium branches, a trivial and a nontrivial, intersect transversally. For biological reasons we do not consider negative branches (see Boldin 2006) , then at the neighborhood of a transcritical bifurcation to one side there is locally a unique equilibrium and to the other side two equilibrium states. The idea now is to consider branches defined through equilibrium types, choose one component of (B, E), and define transcritical bifurcation points with respect to that component. We assume that the p-interaction variable is positive, then I = 0 if and only if B = 0 and so the triviality (or nontriviality) of I is determined by B. An additional assumption is that the qualitative behavior, triviality or positivity with respect to other components does not change. We consider and define two types of transcritical bifurcation points in terms of the intersecting branches:
-B-transcritical. A point where either a trivial and an E-trivial, or a (B, K)-trivial and a K-trivial, or a B-trivial and a nontrivial branch intersect transversally. It corresponds to the existence boundary for the structured population. -E i -transcritical. Assume a set K ⊆ I such that i ∈ K, and let K := K \ {i}. An E i -transcritical bifurcation point is a point where a (B, K)-trivial and a (B, K )-trivial, or a K-trivial and a K -trivial branch intersect transversally.
Now for a point u * := (B * , I * , E * , p * ) of an equilibrium branch, we denote by
the tangent vector to the branch at u * , and through its last component we define a function T s+n+2 : D(T s+n+2 ) ⊂ R s+n+2 → R. A saddle-node bifurcation occurs at u * if an equilibrium branch changes its orientation with respect to the parameter p at u * , i.e. if T s+n+2 (u) changes its sign at u = u * (see e.g. Chapter 10.2 of Kuznetsov 2004) . Then for a saddle-node bifurcation necessarily (11) extended to p-dependence coupled to T s+n+2 (B, I, E, p) = 0 (16) hold. Considering the hyperplane R s+n+1 × {p * } in the equilibrium-parameter space, to one side there are locally two equilibrium states, at the hyperplane only one which is the saddle-node bifurcation point, and to the other side there is no equilibrium.
Two parameter variation: bifurcation curves
Under two parameter variation, assuming certain regularity conditions (see again Chapter 1 of Allgower and Georg 2003), a codimension 1 bifurcation defines a curve in the (q 1 , q 2 )-parameter plane that divides the plane into regions in which the qualitative behavior of the dynamics of the model does not change. Moreover, for a path in the (q 1 , q 2 )-parameter plane crossing the bifurcation curve transversally, the qualitative behavior of the dynamics changes at the bifurcation. For the computation of bifurcation curves the idea is to extend the definitions of bifurcations to two parameter variation, obtain curves in the equilibrium-parameter space, and project them to the (q 1 , q 2 )-parameter plane. With this method we obtain bifurcation charts, that with respect to the one-parameter variation add a variety of possibilities for biological interpretation (see e.g. de Roos et al 2010).
Numerical methods
In this section we first present a numerical curve continuation method and an ODE solver. Then we show the techniques for the computation of the discussed equilibrium branches, bifurcation points and bifurcation curves.
Numerical continuation
Let us first consider a curve implicitly defined by
and a point u 0 ∈ D( f ) satisfying
Numerical continuation methods are techniques to compute the curve f −1 (0) by obtaining an oriented sequence of points u i for i = 1, 2, . . ., such that for a given tolerance tol, f (u i ) < tol for all i (see e.g. Allgower and Georg 2003) . We here use the pseudo-arclength continuation, which is a predictor-corrector method that computes the approximation u i+1 to the curve from the approximation u i in two steps:
-euler tangent prediction. Prediction v i+1 of the point u i+1 , considering the i-th point u i , a tangent vector t( f (u i )), and a step size ε > 0,
-correction of the predicted point. Assuming that v i+1 is close enough to the curve, we find u i+1 applying a modified Newton method (for instance Broyden see e.g. Chapter 7 of Kelley 1995) to the problem
Here t( f (u)) is the normalized tangent vector in the positive direction of the curve induced by the Jacobian matrix of f , defined as the unique vector t ∈ R N+1 such that
Given an initial point u 0 , we first approximate the curve in the positive direction, using t( f (u)) defined through (21) for the Euler prediction. Then, we proceed similarly in the negative direction considering the tangent vector in (21) with negative determinant. For equilibrium branches and bifurcation curves, as we will see in Sections 5.3 and 5.5, f (u) is derived from the equilibrium conditions (11) and usually contains the terms R 0 (I, E, p) and Θ (I, E, p) (we use p-dependence notation, but for bifurcation curves the dependence is on q instead of on p) that for a fixed p are given by (12-13).
We propose then to combine the numerical continuation method with an ODE solver to compute R 0 (I, E, p) and Θ (I, E, p) at every evaluation of f (u).
ODE solver
Considering p-dependence (for q-dependence we proceed similarly), let
and
where x(α, I, E, p) and F(α, I, E, p) are obtained by solving (1-2). The survival probability, defined via (2), is an exponential function, which results in a stiff system with a solution with rapid variation. Hence its computation with explicit methods might generate large global errors and high computational costs (see e.g. Chapter 2.7 of Ascher et al 1995) . To avoid this, instead of (2) we propose to solve
define M(α, I, E, p) :=M(α) and obtain the survival probability by
We now propose to differentiate the integral equations (22-23) to obtain a system of ODE that can be solved in parallel with (1) and (24). So, using the short notation x(α) := x(α, I, E, p), M(α) := M(α, I, E, p), r(α) := r(α, I, E, p) and θ (α) := θ (α, I, E, p), we compute R 0 (I, E, p) and Θ (I, E, p) by solving the system
up to α = h, and define R 0 (I, E, p) := r(h) and Θ (I, E, p) := θ (h) (see Algorithm 2 in the Appendix). While solving (26) at stage j, for j = 1, . . . , k − 1, we evaluate d j (x, I, E, p) at every step to detect if a switch to stage j + 1 has occurred. If so, we compute τ j by applying a Newton method to
for which a dense solution of (26) is desirable. Next, we continue solving (26) in the stage j + 1 with the initial condition given by the solution at τ j . We propose then to use an ODE solver with event location, for instance the Dopri5 method, which is an explicit embedded Runge-Kutta with dense output given by polynomial interpolation (see e.g. Dormand and Prince 1980 and Chapter 2 of Hairer et al 1993).
Computation of equilibrium branches
Here an initial u 0 := (B 0 , I 0 , E 0 , p 0 ) to start the continuation is assumed to be known. Such a point can be obtained by applying for instance a Newton, a modified Newton or a gradient method to find a solution of (11) (see e.g. Kelley 1995). By checking which components of u 0 vanish, we determine the type of equilibrium. The next step is to elaborate equilibrium conditions taking into account parameter dependence, that some of the equilibrium components may vanish and exploiting the linear structures in (11). Looking at (11) and considering the equilibrium type these conditions are straightforward, but depend strongly on the equilibrium type. We therefore define the map H :
, that induces the conditions for an equilibrium y = (B, I, E) under dependence of a parameter p via
in form of a table, see Table 1 . As is clear from this first column, the possible vanishing of equilibrium components leads to parameter independence of these components on the one hand but violations of maximum rank conditions that the curve continuation problem should satisfy on the other hand. A simple reduction of the dimension by disregarding these components leads to a well-defined curve continuation problem. Necessarily this curve continuation problem, which we denote bŷ
forĤ : D(Ĥ) ⊂ R r+1 → R r , is also equilibrium type specific and we refer again to Table 1 for a precise definition. Note that with considerable but very convenient abuse of notation for several functions we do not denote dependence on components that are zero. Considering the two sets of conditions (28) and (29) along with Table 1 , we can summarize our method as follows:
-given u 0 , determine H from the equilibrium type by simplifying (11), -reduce the dimension to obtainû 0 andĤ satisfying rank(Ĥ (û 0 )) = r, -apply numerical continuation to find an approximate solution toĤ(û) = 0, -extend the approximate solution to obtain points u i for i = 1, . . . , that approximate the curve H(u) = 0.
In the Appendix in Algorithm 1 the equilibrium type is determined from u 0 and the dimension reduction to computeû 0 is performed. Algorithm 6 corresponds to the numerical continuation method, whereĤ is evaluated at everyû i with Algorithm 3 and the tangent predictionv i+1 is computed with Algorithm 4. 
Detection and computation of bifurcation points
A test function φ : D(φ ) ⊂ R r+1 → R (see e.g. Chapter 10.2 of Kuznetsov 2004) here is a smooth scalar function that has regular zeros at bifurcation points. During the continuation of an equilibrium given by (29), we thus first check at each step whether φ (û i )φ (û i+1 ) < 0 to detect a bifurcation. If this is the case we apply a modified Newton method to (29) coupled to
to compute it. Then we start again the continuation from the bifurcation. The regularity condition of the zeros imposed in the definition is to avoid problems while applying the modified Newton method, in particular we want to avoid a Jacobian which has not maximum rank, and so can not be invertible. The selection of test functions is problem dependent (for each equilibrium branch in Table 1 and each type of bifurcation) and it is possible in most of the cases to choose one that only has regular zeros. We here propose new test functions for detecting transcritical bifurcation points and methods for their computation. On the other hand we extend to systems of VFE/ODE a classical test function for the detection of saddle-node points in ODE and a classical method for their computation (see e.g. Chapter 10.2 of Kuznetsov 2004) . The test functions presented here are assumed to have only regular zeros.
Transcritical bifurcations
In Chapter 10.2 of Kuznetsov (2004) a classical technique including a test function to detect and compute transcritical bifurcation points is proposed. This method applied to our model has two main disadvantages which increase the computational cost:
-the test function contains derivatives and tangent vectors so the implementation of numerical differentiation is needed, -for f (u) = 0 given by (11) a transcritical bifurcation u * is not a regular point of the curve, as rank( f (u * )) < N. Due to this once u * is detected and computed it is necessary to calculate high order derivatives to predict the next point of the curve.
We first explain how to derive alternative test functions from the maps H introduced in Table 1 . In Section 4 types of transcritical bifurcations were defined in terms of types of intersecting branches. The idea is that we continue a branch of a certain type and consider the type of branch with which it may intersect. For both branches maps H are defined in Table 1 . In these two maps we delete the components 2 to s + 1, i.e. the components that are derived from (11b), as well as those components that are identical in both maps. The unique remaining component in the intersecting branch, i.e. not the one that we continue, defines the test function. Finally, for the detection of the bifurcation we evaluate the test function at the points of the branch that we continue. In this way the resulting test functions are:
-detection of B-transcritical bifurcations. If the branch that we continue is E-
if the branch is trivial, (B, K)-trivial or B-trivial
where J is I for trivial, K for (B, K)-trivial and / 0 for B-trivial, -detection of E i -transcritical bifurcations. If we continue a K-trivial branch
if it is a (B,
and if we continue a K -trivial or a (B, K )-trivial branch
The two disadvantages mentioned above do not affect the new approach: it is not necessary to compute derivatives and tangent vectors, and the bifurcation point is regular in the equilibrium branch. See Algorithm 5 in the Appendix, where the evaluation of the test functions is implemented.
Saddle-node bifurcations
A commonly used test function for detecting saddle-node bifurcation points in ODE systems is given by
see e.g. Kuznetsov (2004) . The tangent vector to the curve (29) at (ŷ, p) is given byT (ŷ, p) := t(Ĥ (ŷ, p)) (note here that we obtain (15) by extending the dimension ofT (ŷ, p) to the original dimension). At a saddle-node pointĤ(ŷ, p) has maximum rank, and φ given by (36) vanishes, as a consequence the last component ofT , let us sayT r+1 , vanishes as well. Moreover, from the definition of saddle-node bifurcation we know thatT r+1 = T s+n+2 not only vanishes, but changes its sign at the bifurcation. We propose then in the case of systems of VFE/ODE to useT r+1 for the detection, as at every prediction of the curve continuation it is necessary to compute the tangent vector anyway. Then, once the bifurcation is detected we compute it applying a modified Newton method to (29) coupled to (36). See Algorithm 6 in the Appendix for the details in numerical implementation.
Computation of bifurcation curves
Here we adapt the ideas presented in Section 5.3 to compute bifurcation curves. First we assume that a bifurcation point (y * , p * ) was computed during the equilibrium continuation and that we know its type. Adding a second parameter we obtain the starting point u 0 = (y * , q * ). In Section 4 we defined types of bifurcations in terms of the behavior of equilibrium states, then by considering equilibrium types it is reasonable to think about maps L : D(L) ⊂ R s+n+3 → R s+n+2 , that induce the conditions for bifurcations under dependence of q via
and that are derived from the expressions H in Table 1 . Again a reduction of dimension helps to avoid the violation of maximum rank conditions and saves costs. Then, we consider curve continuation problemŝ
forL : D(L) ⊂ R r+2 → R r+1 with maximum rank. The idea of the method is to obtain a starting value for the continuationû 0 by reducing the dimension of u 0 , apply curve continuation to solve (38) and extend the dimension of the resulting sequence of points to approximate the solution of (37). Transcritical bifurcations are defined in terms of intersecting branches. Then, we consider two equilibrium branches that under p-variation are defined through systems of the type (28). By extending the left side of both systems to q-dependence and couple them, we obtain (37). Next we obtain (38) by reducing (37). Expressions for L(y, q) andL(y, q) are given in Table 2 for each type of transcritical bifurcation. Table 2 Dimension reduction in two parameter continuation: B-transcritical bifurcations (first three) and E i -transcritical (last two). Expressions for L(y, q),ŷ andL(ŷ, q), where L(y, q) = 0 define the bifurcations, y the reductions of y, andL(ŷ, p) = 0 determine curve continuation problems.
branches that intersect L(y, q)ŷL(ŷ, q)
For saddle-node bifurcations we consider an equilibrium branch given by (28), which associated reduced dimensional system for continuation is (29). Since for saddle node bifurcations, other than for transcritical bifurcations, it is only one branch that matters, we can use the dimension reduction in Table 1 . Hence we can extend (29) to q-dependence and defineL
for each equilibrium type in Table 1 , and for ψ as defined below. We have thatĤ : D(Ĥ) ⊂ R r+2 → R r , and for (ŷ, q) ∈ D(Ĥ) satisfyingĤ(ŷ, q) = 0 the Jacobian ofĤ has maximum rank. Then ψ has to be a scalar function ψ : D(ψ) ⊂ R r+2 → R such that DL(ŷ, q) has maximum rank for all (ŷ, q) ∈ D(L) satisfying (38). We then define ψ with the bordering technique proposed in Chapter 10.3 of Kuznetsov (2004) . We consider the normalized vectors v 1 and v 2 in R r satisfying
where Null refers to the null space. Note that under one parameter variation a saddlenode bifurcation point (ŷ * , p * ) satisfies
which implies that the null spaces in (40) are one dimensional, and v 1 and v 2 are uniquely determined (see Chapter 10.2.2 of Kuznetsov 2004 ). Next we define ψ(ŷ, q) as the last component of the vector w ∈ R r+1 given as the solution of
In the Appendix the curve continuation corresponds to Algorithm 9, whereL(ŷ, q) is obtained with Algorithm 7 for transcritical bifurcations, and with Algorithm 8 for saddle-nodes.
Validation and applications
We have implemented the methods in the development of Python routines. Considering as a basis the C-code developed by Andre M. de Roos for computing bifurcation curves in parameter planes (see Section 5 of de Roos et al 2010), we have used standard modules of SciPy and Numpy, and for the solution of the ODE systems with event location the Sundials cvode method with absolute and relative tolerances 10 −12 and 10 −6 respectively. We have tested the routines and validated the methods with several examples for which the solution of the ODE system (26) can be obtained analytically. For E-trivial, K-trivial and nontrivial equilibria it is in general not possible to give explicit expressions for the equilibrium states, for these cases then the validation is carried out as follows:
-we solve analytically (26) and obtain expressions for R 0 (I, E, p) and Θ (I, E, p) in which there are no integrals, -we introduce the expressions for R 0 (I, E, p) and Θ (I, E, p) into the equilibrium conditions and derive an expressionH(y, p) = 0 that implicitly defines an equilibrium curve, and in which there are no terms implicitly defined by external equations, -for each point u i = (y i , p i ) computed with the method proposed in Section 5.3, we fix p = p i and apply a modified Newton method with a tolerance of 10 −14 to solveH(y, p) = 0 taking u i as initial value, -we compute the error y i − y , y being the solution ofH(y, p) = 0.
With this process we compute the error obtained in the solution of the ODE (26), which also contains the error of computation of the switches defined by (27). The error obtained in the modified Newton method remains as the unique error source in the case of equilibrium states for which explicit expressions can not be provided.
For validating the method in Section 5.4 for the computation of bifurcation points, again we solve analytically the ODE system (26) and derive expressionsH(y, p) = Table 3 Model ingredients for trees competing for light. I is the total population and x := (x 1 , x 2 ) T with x 1 age and x 2 size. The parameters are: h maximum age, L maximum size, K fraction of assimilated light for growth and maintenance, and β 0 reproduction, V 0 growth and µ mortality proportionality constants.
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0,φ (y, p) = 0 that implicitly define the bifurcations, and that do not contain terms implicitly defined by external equations. Next, we compute them applying a Newton method with a tolerance of 10 −14 . Finally, we compute the error by comparing both solutions.
For the method presented in Section 5.5 for continuing bifurcations, the process is similar to the one described for equilibria:
-we solve analytically (26) and obtain expressions for R 0 (I, E, q) and Θ (I, E, q) in which there are no integrals, -we introduce R 0 (I, E, q) and Θ (I, E, q) into the bifurcation conditions and derive an expressionL(y, p) = 0 that implicitly defines a bifurcation curve, and in which there are no terms implicitly defined by external equations, -for each point u i = (y i , q i ) computed with the method proposed in Section 5.5, we fix one component of q and apply a modified Newton method with a tolerance of 10 −14 to solveL(y, q) = 0, -we compute the error y i − y . 
Trees competing for light in a forest
Our first example is a size structured consumer population of trees in a forest that compete for light (see Calsina and Saldaña 1995) . We have left all model ingredients as in the reference but have additionally incorporated age structure into the population's dynamical bookkeeping in order to test the algorithms with a two dimensional, i.e. age-size, i-state space with a unique life stage. In the model the behavior of each individual depends on the total population I (size of the forest). In this model the dynamics of the resource (light) are not taken into account, so there are no Eenvironmental variables. Finally we do not consider external inflow of newborns (no seeds carried by the wind). The ingredients of the model are presented in Table 3 . We vary the parameter K, that is the fraction of assimilated light that goes to growth and maintenance whereas 1 − K is the according fraction for reproduction. Under Kparameter variation the model has a trivial branch (B, I, K) in which B = 0 and I = 0, and a nontrivial branch with B, I > 0 satisfying
The expression for B-transcritical bifurcations is given by B = 0, I = 0 and (42a). Figure 1 shows the equilibrium branches computed with the method proposed in Section 5.3, and the error obtained for the nontrivial branch. We have detected and computed two B-transcritical bifurcations at K = 6.8338 × 10 −2 and K = 0.7317 with the method proposed in Section 5.4, with an error of the order of 10 −7 . Assuming h = ∞ and L = 1, Calsina and Saldaña (1995) concluded that for this model a unique nontrivial equilibrium exists if and only if
and that for given β 0 and V 0 , the value of K that maximizes B and I is
Figure 1 is consistent with (43) for K ∈ (6.8338 × 10 −2 , 0.7317) in the way that the corresponding equality holds at the bifurcations with an error of the order of 10 −5 which decreases while increasing the age h. Moreover the expression derived for transcritical bifurcations considering h = ∞ and L = 1 is the equality derived from (43). The value K m that maximizes B and I in Figure 1 satisfies (44) with an error of the order of 10 −3 which decreases while reducing the maximum step size. Finally, Figure 2 shows the B-transcritical bifurcation in the (K,V 0 )-parameter plane computed with the method proposed in Section 5.5 and the obtained error with respect to the expression derived from (42a).
In Figures 1 and 2 we see that the variation of the fraction K of light scheduled to growth and maintenance, and thus also of the fraction 1 − K scheduled to reproduction, can control the presence and size of the positive equilibrium. If there is little light for growth there is more for reproduction but on the other hand the slow growth has a negative effect on reproduction. Note also that mortality is not affected by light. There are hence several effects on individual reproduction numbers, and by analyzing these in more detail, which is beyond the scope of this paper, one could interpret presence and size of the positive equilibria by using reproduction numbers.
Daphnia consuming algae
We now consider a size structured consumer-resource model (see e.g. de Roos et al 1990 where the unstructured resource has logistic dynamics in absence of consumers. The consumer population has two different life stages corresponding to the juvenile and the adult period. The individuals are juveniles if their size x ∈ [X b , X a ], for X b and X a the sizes at birth and at maturation respectively, and adults if x ∈ (X a , X m ], X m being the maximum attainable size under infinite food availability. Juvenile individuals can not reproduce whereas adults give birth to new individuals. The ingredients of the model are presented in Table 4. The model has a trivial equilibrium (B, I, E) = (0, 0, 0), a B-trivial equilibrium Table 4 Model ingredients for Daphnia. E is the resource and I the p-ingestion. The parameters are: h maximum age, X b birth size, X a maturation size, X m maximum size, K carrying capacity, g m growth time constant, ξ functional response shape parameter, ν S maximum feeding, a 1 flow-through rate, R m maximum reproduction and µ mortality rate parameter.
Right hand side of DDEF(I, E) = G(I, E)E, G(I, E)
(B, I, E) = (0, 0, K) and a nontrivial equilibrium with B, I, E > 0 satisfying
where is the functional response and
the age at maturation. The B-transcritical bifurcation is defined by B = 0, I = 0 and E and K defined by (45a) and (45c). Figure 3 shows the equilibrium branches under K-parameter variation, K being the carrying capacity, computed with the method proposed in Section 5.3 (first two panels). At K = 0.1268 there is a B-transcritical bifurcation computed with the method proposed in Section 5.4. The error obtained for the nontrivial branch with respect to the curve defined by (45) is also shown in the figure (last panel) . The error of the bifurcation is of the order of 10 −8 . Similarly, Figure 4 shows the equilibrium branches under µ-parameter variation, with µ the mortality rate parameter, and the error obtained for the nontrivial branch. The B-transcritical bifurcation occurs at µ = 0.2590, and was computed with an error of the order of 10 −7 . Under two parameter variation Figure 5 shows the B-transcritical bifurcation curve in the (µ, K)-parameter plane computed with the method proposed in Section 5.5. The figure also shows the error with respect to the expression derived from (45).
Looking at Figure 3 we observe that if we increase the carrying capacity K, then the population birth rate B increases and the resource concentration E remains constant. Hence the population consumption increases and so does the total population. In Figure 4 we see that, as expected, if the mortality rate µ is very high then the population goes extinct. When decreasing µ, we see that B increases and the resource E decreases. The decrease of resource is due to an increasing consumption. If the mortality rate decreases further the p-birth starts decreasing due to competition for the resource E. The B-transcritical bifurcation curve in Figure 5 is the existence boundary for the positive equilibrium and coincides with the one in Figure 7 in de Roos et al (2010) . Above the curve the model has a trivial, a B-trivial and a positive equilibrium, and below the curve only a trivial and a B-trivial. For in depth biological interpretation we refer to the monograph de Roos and Persson (2013). 
3-trophic: predator-prey-resource
This model for invasive populations is similar to the Daphnia consuming algae, but additionally incorporates an unstructured top predator. It is analyzed in detail in de Roos and Persson (2002) . The structured population has three stages where the individuals are respectively juveniles susceptible to predation, juveniles not susceptible to predation and adults. The individuals are juveniles susceptible to predation if their size x ∈ [X b , X v ], for X b and X v the sizes at birth and at which individuals escape from predation respectively, juveniles not susceptible to predation if their size x ∈ (X v , X a ], X a being the size at maturation, and adults if x ∈ (X a , X m ], where X m is the maximum attainable size under infinite food availability. The ingredients of the model are given in Table 5 . Figure 6 shows in a) the equilibrium branches and bifurcation points obtained by varying the productivity ρ. For K = {2} the model has a (B, K)-trivial equilibrium in which only the resource is positive (without consumers and predators) a K-trivial equilibrium with resource and consumers but not predators (the predator concentration E 2 is zero), and two positive equilibria with resource, consumers and predators in a unique nontrivial branch. The population birth rate B for the K-trivial equilibrium is of the order of 10 −6 and has a positive slope that can not be well appreciated in Figure 6 a), however, it can be appreciated in b) and c), where the difference between the (B, K)-trivial and the K-trivial equilibrium is much more visible by the change of scale in the vertical axis. In the (B, K)-trivial equilibrium B, I 1 , I 2 , and E 2 vanish while E 1 = ρ/K. The nontrivial equilibria satisfy
Table 5 Model ingredients for three trophic. E := (E 1 , E 2 ) T where E 1 is the resource and E 2 the predator, I := (I 1 , I 2 ) T where I 1 is the total ingestion and I 2 the biomass of juveniles susceptible to predation. The parameters are: X b birth size, X v escaping size, X a maturation size, X m maximum size, R h half saturation, µ consumers mortality, ε conversion efficiency, ρ productivity, K flow-through rate, T h handling time, δ predators mortality, h maximum age, a 1 attack rate, and I m , R m , g m and B 1 proportionality constants. State at birth
Dimensions
Right hand side of DDEF(I,
for B, I 1 , I 2 , E 1 , E 2 > 0, where
is the mortality due to predation,
the functional response and
the ages at which the switches occur. Finally, the expression that the K-trivial equilibrium (in which E 2 = 0) satisfies is obtained by considering (48a-48d) with µ p = 0. The obtained errors for the K-trivial and for the nontrivial branches are of the order of 10 −13 , 10 −10 and 10 −8 respectively (see Figure 7) . The expression for a Btranscritical bifurcation (intersection of the (B, K)-trivial and the K trivial branches) is given by B = 0, I 1 = 0, I 2 = 0, E 2 = 0, (48a) and (48d) with µ p = 0. At ρ = 8.8569 × 10 −7 a B-transcritical bifurcation was computed with an error of the order of 10 −15 . The bifurcation is shown in detail in Figure 6 b). Saddle-node bifurcations in the nontrivial branch are given by (48) coupled to
whereH(y, ρ) is the left hand side of (48). At ρ = 8.8489 × 10 −6 we have computed a saddle-node bifurcation with an error of the order of 10 −10 . Finally at ρ = 2.5360 × 10 −5 there is a E 2 -transcritical bifurcation defined by (48) with E 2 = 0 and µ p = 0. The bifurcation was computed with an error of the order of 10 −13 and is shown more in detail in Figure 6 c). Considering two parameter variation, the (µ, ρ)-parameter plane in Figure 8 shows the B-transcritical bifurcation (dotted), the E 2 -transcritical bifurcation (dashed), and the saddle node bifurcation curve (continuous line), as well as the obtained errors for each curve. Figure 8 also shows the existing types of equilibria in each region of the parameter plane. The obtained equilibria and bifurcations in the one parameter variation analysis (i.e. Figure 6 ) are the same as those presented in Figure 2 in de Roos and Persson (2002) , which provides support for our method. In the reference the authors provide a biological interpretation for them, in particular, based on stability considerations, they find that the E 2 -transcritical bifurcation corresponds to the invasion threshold for the predator and the saddle-node to its persistence threshold. In the two parameter variation analysis presented here Figure 8 shows that for low µ values there is an E 2 -transcritical and a saddle-node bifurcation corresponding to invasion and persistence as in the one parameter variation analysis. Additionally, we see that for high µ values the saddle-node bifurcation disappears and persistence and invasion boundaries coincide. 
Cannibalism in fish populations
Our last example is based on the formulation of a size-structured fish cannibalistic model in Getto et al (2005) that in turn was based on the rates and parameters in Claessen and de Roos (2003) , see Claessen et al (2004) for a detailed review on cannibalism modeling. A size-structured population with two stages corresponding to juveniles and adults is considered. Individuals are juveniles if their size x ∈ [X b , X a ), where X b and X a are the lengths at birth and at maturation respectively, and adults if x = X a . Juvenile individuals feed on a resource and grow, but do not reproduce, whereas adults feed on another resource, reproduce, but do not grow. Additionally adults feed on juveniles, which generates in the mortality of juveniles a dependence on the density of adults and in the reproduction rate a dependence on the density of juveniles. The rates and parameters are presented in Table 6 in a similar formulation Table 6 Model ingredients for analyzing cannibalism effects. E = (E 1 , E 2 ) T where E 1 is the resource for juveniles and E 2 for adults, I = (I 1 , I 2 , I 3 , I 4 , I 5 ) T where I i is the p-ingestion of E i for i = 1, 2, I 3 and I 4 the cannibalistic terms in the functional response, and I 5 the population of adults. A i (x) for i = 1, 2 are the energy assimilation rates and H i (x) the handling times due to ingestion of resources and with subindex V due to cannibalism, C i (x) the attack rates, V (x) the victim rate, and T (x) the cannibalistic window. The parameters are: X b length at birth, X a maturation length, X p maximum length, c a assimilation efficiency, µ natural mortality, B 1 cannibalistic voracity, r i flow-through and K i carrying capacity for E i for i = 1, 2, h maximum age, and α, ξ 1 , ξ 2 , η 1 , η 2 , ζ 1 , ζ 2 scaling constants.
Parameters X b = 7.0, X a = 115.0, X p = 160.0, c a = 0.6, µ = 0.0087,
α = 7.0 × 10 −4 , ξ 1 = 1.7 × 10 6 , ξ 2 = 0.133, η 1 = 3.7 × 10 4 , η 2 = 2.1420 × 10 6 , ζ 1 = ζ 2 = 2.5 × 10 −7 . State at birth
than the one used in Getto et al (2005) . The ingredients that govern the dynamics at the i-level are adapted from those in the more complex model presented in Claessen and de Roos (2003) in which adults also grow. B 1 is the cannibalistic voracity, note that we obtain the noncannibalistic model if we set B 1 = 0. The model has a B-trivial equilibrium in which B = 0, I i = 0 for i = 1, . . . , 5 and E i = K i for i = 1, 2, and a nontrivial one. Note that (26a) can not be solved analytically despite the growth rate being a rational function. Hence we can not present the error analysis as for the three other models. In Figure 9 we can see the equilibrium behavior under variation of the carrying capacity K 2 for the resource for adults. The effects of cannibalism become visible when comparing the nontrivial branch with the one of a model free of cannibalism. In particular the figure shows the much studied lifeboat mechanism of cannibalism, see e.g. van den Bosch et al (1988) , which means that for a low carrying capacity K 2 of the food source E 2 of adults, the cannibalistic population can survive whereas the non cannibalistic population goes extinct. However, Figure 9 also suggests that adult individuals can not feed only on juveniles, as for a very low value of K 2 there is no positive equilibrium. Additionally a bistability situation, i.e. two stable equilibria 'surrounding' an unstable equilibrium, analogous to the one discussed in Claessen and de Roos (2003) can be suspected for K 2 ∈ (1.5967 × 10 −4 , 1.6501 × 10 −4 ) (note that in this work stability analysis is not presented). In the lowest of the three positive equilibria in Figure 9 a) the p-birth rate is small and the corresponding concentration of resource for juveniles E 1 in Figure 9 b ) is large. This suggests a small population of juveniles, which grows fast and leads to a large population of adults. Assuming that the middle branch is unstable we do not interpret it. Finally in the highest of the three positive equilibria in Figure 9 a) the p-birth rate is large and the concentration of resource E 1 for juveniles in Figure 9 b) low. In this case the population of juvenile individuals is large and grow slowly, which leads to a small population of adults.
Conclusions and remarks
In this paper we have developed a formulation for structured population models as a system of VFE/ODE. Such formulation describes many models studied in the literature and on the other hand can be easily transformed into a system to which analytical theory can be applied. For this general model we have developed a detailed numerical method to compute equilibria, and to detect and continue transcritical and saddle-node bifurcations. We have implemented the method in the development of routines that we have tested with realistic models. The obtained results, which are consistent with those in the literature, validated successfully the presented method.
In the previous section we have argued how the curves computed with our method reproduce biological effects analyzed in detail for consumer-resource models in Calsina and Saldaña (1995) and Diekmann et al (2010) , for trophic chains in de Roos and Persson (2002) , and for fish cannibalistic populations in Getto et al (2005) and Claessen and de Roos (2003) . Moreover, we have seen that the representation of the results in various types of bifurcation diagrams facilitates the biological interpretation. The one method we presented could thus be rather effortlessly adapted to reproduce biological conclusions for various types of established realistic models. We hence believe that is also a rather ready tool for new biological models and questions.
In a similar way as for the Daphnia model in Section 6.2 we have computed (but not presented) bifurcations for the model of fish stock dynamics proposed by Meng et al (2013) and for metapopulation models as proposed in Section 5.2 of Diekmann et al (2007) .
We are currently developing a method for the computation of Hopf bifurcations that will also allow to determine stability properties of equilibria in parameter planes. The idea is to combine pseudo-spectral techniques established by Breda et al (2015) for the computation of rightmost eigenvalues with curve continuation methods developed in the present paper.
The next step will then be to develop a user-friendly software with implemented analysis for both, the types of bifurcations considered here and Hopf bifurcations.
Such a software can be a powerful tool to analyze bifurcations, as the achieved generality of the model formulation should make it unnecessary to develop new codes for particular case studies.
Algorithm 2 Integration of ODE system (26)
input comment: begin q instead of p dependence in two parameter variation file with model data; vector (I, E, p); end; define (m + s + 2)-dimensional vector X 0 = (x 0 , 0, . . . , 0); initial value for ODE α = 0, stage = 1; define ODE system (26) and switches (27) with data of input file; while α < h do while stage ≤ k do begin integrate system of ODE until a switch from stage = i to stage = i + 1 occurs; if switch then begin compute τ i ; update initial conditions α = τ i , X 0 = X(τ i ), stage = i + 1; end; end; return r 0 (h, I, E, p), θ (h, I, E, p); Algorithm 3 Evaluation ofĤ(û i ) input comment: begin q instead of p dependence in two parameter variation file with model data; u i , dc; end; solve system (26);
with Algorithm 2 R 0 = r(h, I, E, p), Θ = θ (h, I, E, p), j = 1; if dc 1 = 0 then if equilibrium is E-trivial, K-trivial or nontrivial begin H 1 (û i ) = 1 − R 0 , j = j + 1; for k = 2, . . . , s + 1 doĤ j (û i ) = I k−1 − BΘ k−1 , j = j + 1; end; for k = s + 2, . . . , s + n + 1 do if dc k = 0 then if equilibrium is not (B, K)-trivial and not K-trivial if dc k = 1 thenĤ j (û i ) = G k−(s+1) (I, E, p), j = j + 1; else (dc k = 1) thenĤ j (û i ) = F k−(s+1+l) (I, E, p), j = j + 1; returnĤ(û i );
