by the independence of Z j and Z k . Using the fact that Var(X 0 ) = σ 2 /n 0 , cov(Z j , Z k ) = 1 + n 0 n j 1 + n 0 n k −1/2 . Error rates are lowest when the variance of the sample means is minimised, which corresponds to the trial being well balanced: in a RCT trial with fixed equal randomisation all the sample sizes are (asymptotically) equal, so we will have a good approximation for n 0 ≈ n 1 ≈ · · · ≈ n K and cov(Z j , Z k ) ≈ 1 2 . Hence, under H 0,G , δ 1 = · · · = δ K = 0 and
where K is the K × K matrix given by
So we would expect a RCT trial to control the FWER at level α by using critical value C α satisfying
where φ K is the probability density function of a multi-variate normal N K (0, K ) distribution, i.e. ensuring that
Appendix 1. Controlling the family-wise type I error rate
In order to control the FWER when carrying out multiple testing, we need to consider the joint distribution of Z 1 , . . . , Z k . We have, for 1 ≤ j = k ≤ K,
ar(X 0 ), Appendix 2: Calculating empirical cut-off values to control the type I error rate Figure A1 . Histograms of empirical distributions of the test statistic Z 0,1 in TS, RBI, RGI, UCB, KLU and CB two-arm trials, implemented under each hypothesis (as in Figure 3 ). Also marked is the standard normal distribution which Z 0,1 should follow in the FR trial (red). For each design, the sample meanZ 0,1 , standard deviation S Z 0,1 and an empirical 95th-percentile C 0.05 have been calculated under H 0 . The empirical 95thpercentile under H 0 will correspond to the critical value for hypothesis testing, and is marked by a vertical dotted line on the histograms. 
