In this paper, we present the REACHeS architecture for controlling pervasive services through physical user interfaces, using a mobile terminal and icons placed in the environment. An icon advertises a service that can be started by touching the icon with a mobile terminal. This service activation configures the mobile terminal as a remote control for the service. We have implemented this architecture and designed an icon set. The physical user interface is based on RFID technology: the terminals are equipped with RFID readers and RFID tags are placed under the icons. We present the first prototype applications and the first usability tests that we have carried out.
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Introduction
The number of devices that provide services to us in our daily environment increases at an accelerating pace, and so does the number of services accessible through these devices. Hence, the effort required from us, the users, to learn to use all these services is increasing as well. Furthermore, using the services most often requires us to interrupt our daily activities and to focus on the service's user interface.
Pervasive computing aims to change this situation by integrating services seamlessly into everyday objects and activities. The goal is that we can focus on our daily life and just use these pervasive services when we need them, without distracting our focus too much from the everyday activities.
In this paper, we present our approach in integrating services into everyday objects and activities. We describe the Remotely Enabling and Controlling Heterogeneous Services (REACHeS) system that changes mobile terminals into remote controls for pervasive services. When a user wants to use a service, she/he first scans visually the local environment for icons advertising locally available services. Then, the user touches the icon advertising the desired service with her/his mobile terminal. The icons in the environment and the mobile terminal form a physical user interface.
The action of touching generates an event that is received by the REACHeS system. The event is generated by the mobile terminal's RFID reader when it reads the RFID tag placed under the icon. REACHeS delivers the event to the server implementing the requested service. The service replies by creating a user interface into the mobile terminal and taking the necessary local resources into use. As a result, the user controls the service, and the resources used by it, with the mobile terminal. The REACHeS system transmits all communication between the service, the mobile terminal, and the local resources.
The main contributions of this work are the icon set advertising the services and the REACHeS architecture. These contributions enable a variety of services to be controlled by touching icons in the environment with mobile terminals. In addition, the architecture facilitates controlling local resources like wall displays. A further contribution is building physical user interfaces from off-the-shelf components.
Icons advertising RFID tags have not been studied much, some suggestions for visualising RFID tags can be found but not any comparable icon set. Earlier versions of our icons can be found from Riekki, Salminen, and Alakärppä (2006) and Riekki (2007) . Here, we present the largest uniform icon set thus far and elaborate further different possibilities for placing the icons in the environment. Remote controls and systems resembling the REACHeS have been studied more. However, we are not aware of any other architecture that integrates mobile terminals, services, and local resources into a single system, using a comparable set of widely used and robust technologies. We have presented the REACHeS architecture and the first prototypes in Sánchez, Cortés, and Riekki (2007) . Here, we focus on the communication between system components and report performance measurements, user interfaces that are consistent with the icons, and the first usability studies.
The rest of the paper is organised as follows: in the next two sections, we present the physical user interface and the REACHeS system. The fourth section describes prototypes and the fifth the performance measurements and the usability study. The sixth section contains the discussion and comparison with the related work. The seventh section concludes the paper.
Physical user interface
User friendliness is a central characteristic of pervasive services as these services are by definition integrated seamlessly into everyday objects and activities. Our approach in improving user friendliness is to offer a physical user interface for the user. The physical user interface consists of icons and a mobile terminal. The icons are placed in the environment and they advertise the services that are available locally. A service is activated by touching the corresponding icon with a mobile terminal.
Although other technologies can also be used to implement the physical user interface, we focus on RFID technology in this paper. The terminals are equipped with RFID readers and RFID tags are placed under the icons. A technology having a short reading distance (less than 5 cm) is used; so the user needs to intentionally bring the terminal near the icon to initiate the reading of an RFID tag. Hence, the reading events can be interpreted as commands to the system serving the user, and it is natural to describe the selection as 'touching' an icon.
An icon advertises a point in the environment that can be touched with a terminal and a service that is started when the icon is touched. An icon forms, together with the RFID tag placed behind the icon, a two-sided interface between the physical and digital worlds. For the user, this interface advertises a service available and for the system this interface contains the data needed to start the service.
The main challenge in icon design is to communicate the icons' meaning clearly to all potential users. Basically, an icon has to communicate enough information for the user to decide whether to touch the icon or not. If users do not recognise all icons that belong to the physical user interface, some services will not be activated. On the other hand, if a user recognises an icon but interprets it incorrectly, the activated service is not the expected one. Moreover, if the user touches an icon that is not part of the physical user interface, the user might reason that the system is broken. Icon design is clearly a challenging task, especially when the goal is that the icons can be placed anywhere in our everyday environment where users might potentially use the advertised services.
To tackle this challenge, we have divided icons into two parts: the outer part is a general icon that communicates to the user a point that can be touched. The inner, on the other hand, is a special icon that advertises a service. Figure 1 presents our icon set.
The first icon is the general icon. The next five icons advertise services performing simple actions: print something, show some entity's calendar, send a message or call some entity, and locate some entity. The first icon on the second row, play slideshow, starts a specific application. The following five icons have been designed to advertise the corresponding place on some document, for example, on a map. The first icon on the third row, remote control, advertises that some resource can be controlled remotely by touching here. The next four icons advertise services that are related to information storage, that is, to a container. The following icon, drop to wall display, advertises a service that drops a document from the mobile terminal to a wall display. The next icon, pick from wall display, advertises a document transfer in the opposite direction. The second icon on the fourth row, save, saves a document when touched and the third icon, play audio, plays an audio file. The next icon, blog, brings a specific blog page to the mobile terminal's display. The join the game icon configures the user's mobile terminal as a game pad for a game played in the local environment. The last icon, stop, might be used to stop a service.
All information about the service cannot be encoded in the icon, no matter how well it is designed. For example, the drop to wall display icon specifies the drop action. But which document is to be dropped and to which wall display? A shared understanding is clearly required between the user and the system; they both have to interpret the situation similarly. Icon placement can be used in building this understanding. For example, if we place the drop to wall display icon on a wall display (or next to the display), it is obvious that the document is to be dropped on just that wall display.
When a drop to wall display icon is placed on a wall display, it is clear that the action is: 'Drop a document to this wall display'. However, all icons cannot be placed directly on an entity that has a role in the service. In such cases, the icon can be placed on a document that describes the service or an entity having a role in the service. Documents advertising music might contain play audio icons. The icons advertising places (attraction, beach, etc.) can be placed, for example, on a map or on a tourist guide. Furthermore, as this technology is new for the majority of the users, we might start the usage by placing icons on posters that instruct the users. For example, a poster might describe a local resource and inform the user that touching the remote control icon (included in the poster) brings a remote control user interface on the mobile terminal's display. Moreover, a poster might contain icons for controlling a service once it has been started, for example, pause and stop icons in addition to a play audio icon. Finally, the icons might be placed on an object instead of a poster, for example, on a cube, one icon (and RFID tag) at each side.
What is more, an RFID tag can be installed under an icon that is already present in the environment, for example, under a name tag in an office corridor. Finally, an icon can be placed on top of an RFID reader. In this case, the icon is not bound to one service, but the system can change dynamically the data that is read into a terminal when the icon is touched -the icon needs to advertise this to the users. When an icon is placed on top of an RFID reader, the mobile terminal does not have to be equipped with an RFID reader, but an RFID tag suffices. When the user brings the terminal near the reader, data identifying the terminal is read from the tag and delivered to a server.
REACHeS
We suggest that the user interacts with the pervasive services mainly using her personal mobile terminal. The REACHeS system provides for services a simple interface for creating a user interface into the mobile terminal and communicating with it ( Figure 2 ). The system also controls the local resources (wall displays, etc.) and offers for the service interfaces for using these resources. When a user wants to use some service, she browses the environment, selects the corresponding icon, and touches it with a mobile terminal. The RFID reader installed in the mobile terminal reads data from the RFID tag that is placed under the icon (number 1 in Figure 2 ).
The data read from the tag is delivered as an event to the REACHeS system (2). The REACHeS passes the data to the server that is responsible for the service in question (3). The service replies with a message that determines the user interface to be created to the mobile terminal (4). REACHeS adapts and passes this information to the mobile terminal (5). As a result, the user sees the remote control interface on the mobile terminal display and can start to control the service. During operation, REACHeS transmits the messages that are sent from the mobile terminal to the service and vice versa (as indicated by 2-5). The service can also request the control of local resources (e.g. a wall display) from REACHeS (6). In such a case, REACHeS redirects events from the service to the local resources, and vice versa. From the service's point of view, the events flow directly to the resource; thus, REACHeS establishes a kind of virtual path between the service and the resource (7).
In a typical message sequence, a command given by the user is first delivered through REACHeS to the service and then the service responds by sending a response to the mobile terminal and a command to a local resource. The communication proceeds like this till the service is stopped. The main components of the REACHeS are the user interface gateway (UIG) and the system display control (SDC). UIG is the core component that delivers the messages sent to REACHeS to the intended destinations. When a service component sends a message to a local resource, UIG directs the message to the component controlling the resource. Thus far, we have defined only the component for controlling displays (SDC), but components controlling other resource types are straightforward to add. REACHeS contains also adaptor components for the client (i.e. mobile terminal) graphic user interfaces, interface components for the external services, an administration component, and a database for storing information about local resources, registered services, and relations between them.
The communicated messages deliver events. Messaging is implemented using HTTP protocol. An event is represented either directly at the HTTP request line or in the message body as simple XML fragment like <event> event parameter1 … parametern </event>, where the name of the event, event, is followed by the parameters of the event. The first alternative is used in communication between clients and services, while the second one is used to transmit messages from a service to a resource.
REACHeS is implemented using servlets and runs in a Tomcat 5.5. The mobile phones (Nokia 6131 NFC) are equipped with NFC-compliant RFID readers. The phones implement the JSR 257 (Contactless Communication API) for communicating with the RFID reader. Near Field Communication, NFC (NFC Forum, 2006a) , is a standard-based, short-range wireless connectivity technology. Data is communicated as NFC Data Exchange Format (NDEF) messages that are composed of records, which can contain, for example, a URL or location data (NFC Forum, 2006b ). Applications use record types to identify the semantics and structure of the record content.
We have two versions of the client application. The first one is simply the phone's web browser; the second client version is a MIDlet application. The browser client is started when a tag containing a URL is read. A HTTP request is sent (message number 2 in Figure 2 ) and the received webpage (5) is shown on the display. The MIDlet is started when a NDEF record associated with the MIDlet is read from a tag. The MIDlet sends a HTTP request to the REACHeS system (2) and receives a response (5). In both cases, the communication proceeds as described before.
Wall displays are the first local resources that we have integrated into the REACHeS system. A service controls a wall display by sending HTTP post requests to the REACHeS that passes the requests to the wall display's browser. A request contains one or more events. The name of an event is a name of the method from Table 1 and the event parameters are that method's parameters.
Flash is used to play the multimedia content. The multimedia player (JWMediaPlayer, www.joerenwijering.com) is a Flash application that is loaded in a webpage using the 'insertFlashObject()' method. When a service receives a command from the user (play, pause, stop, etc.), it processes the command and sends the corresponding 'sendCommandToObject()' method call as an event to the wall display's browser.
The external services need to be able to communicate with the REACHeS using the HTTP protocol. A service implementation contains a service component, tags for the service, the icons, and the client application. In addition, data can be stored in files. For example, when a user activates a photo album application, the photographs to be shown can be specified in an XML file. The location of this file can be given as a parameter in the URL that is stored in the tag. This approach allows the same application to be activated with different parameters easily.
Table 1
The interface for controlling wall displays Sends the command to the object id. Extra parameters can be given as well
Product browser
The product browser application lets the user browse advertisements on the wall display using a mobile terminal as a remote control. The wall display, for example, might be placed on a shop window or on the wall of a shopping mall. A remote control icon is bound to the product browser (i.e. the RFID tag installed behind the icon contains a set of NDEF records defining the service and its parameters). Another option would be to have a special product browser icon. The wall display and the service need to be registered into REACHeS before the application is used. When a user touches a tag (Figure 3) , the remote control sends to the REACHeS the HTTP GET request that specifies the start event ((2) in Figure 2 ). This event is listed on the first row of Table 2 ; the actual server addresses and port numbers have been replaced with 'server' and 'port'. The file playlist.xml is a file following the RSS 2.0 specification. The file specifies the information (images and text) that is shown on the wall display. The REACHeS responds to the request by reserving the display and sending a request to the product browser service ((3) in Figure 2 ). This request resembles the one received from the mobile terminal. The service accesses the internet if necessary and responds by updating both the mobile terminal's and wall's displays. The second row of Table 2 shows the event that the REACHeS receives from the service and redirects to the display. Now, the wall display presents the title page and the mobile phone's display presents the user interface for controlling the product browser (Figure 4) . The user can browse the advertisements by pressing the buttons at the lower part of the display. The small 'i' button opens a webpage presenting additional information. When the user selects, for example, the Next command, the REACHeS passes this command to the service as the HTTP request listed on the third row of Table 2 . The service replies by sending an event determining that the next advertisement should be shown on the wall display (fourth row in Table 2 ). REACHeS sends the event to the corresponding display. As a result, the first advertisement is shown on the wall display ( Figure 5 ).
Figure 5
The first advertisement in the product browser (see online version for colours)
The commands given by the user are processed like this till the user closes the service with the HTTP request that causes all resources associated to this service to be released (fifth row in Table 2 ).
Multimedia player
The multimedia player presents videos on a wall display. The application is controlled in a similar fashion with the product browser. Touching an icon configures the mobile terminal as a remote control for the multimedia player ( Figure 6 ). Figure 7 shows an alternative user interface for the multimedia player. The control panel shown in the figure is used, in addition to starting the application, also to control the application once it has been started. This panel is printed on paper (or some other material) and RFID tags are attached behind it. Then the panel is attached near the wall display. As discussed in Section 2, the panel might also be printed on a poster that instructs the users. The application is started (and stopped) by touching the icon at the top left corner. The application is controlled by touching the icons in the middle. There is no need to use the phone's keypad at all. More details can be found from Sanchez, Riekki, and Pyykkönen (2008) .
Figure 6
The multimedia player user interface on the mobile phone's display when the user has just selected the play command (see online version for colours)
Figure 7
The control panel for starting and controlling the multimedia player (see online version for colours)
The mobile terminal's user interface is shown in Figure 8 . This user interface can actually be used for all applications that are controlled by touching icons as the user interface does not contain any application-specific information. The control panel is just one example of the physical user interfaces that can be built using icons and RFID tags. As another example, Figure 9 shows a control cube, a cube containing one icon (and RFID tag) at each side.
Figure 8
The mobile phone user interface for the control panel (see online version for colours)
Figure 9
The control cube for starting and controlling the multimedia player (see online version for colours)
Testing

Performance
We performed the measurements listed in Table 3 . Owing to space constraints, we do not report the detailed test set-up or sequence but focus on the results. The aim of these measurements was to verify our assumption that the mobile network delay dominates the overall latency (EGPRS was used), to measure the significance of the service communication in overall latency, and to study the communication between the service and the display. We measured latencies for both internal (running in the same machine with the REACHeS) and external services (running in different machines). Table 4 shows the results.
The times are slightly longer if we use external services but the difference is small. Start events require much time because both the REACHeS and the service allocate necessary resources. For the other events, the latency is (on average) 1.2 s for the external services. The mobile data network is clearly the slowest component, as the REACHeS execution time is 100 times shorter than the total latency for common events. The last three experiments indicate that all the other system components have acceptable performance.
Table 3
Performance measurements 1 Total latency: the time from a button press that generates an event till the phone receives a message informing that the event has been processed by the service.
2 REACHeS execution time: the time from the moment the REACHeS receives a request from the mobile phone till it sends a response back.
3 Service execution time: the time from the moment the REACHeS sends a request to the service till it receives a response back.
4 Display update time: the time from the moment the service sends a request to the REACHeS till the display performs the required action. When a wall display is used, the total latency is not as important as the latency from the moment the user sends an event till the moment the effect is shown on the wall display. This effective time can be approximated from the measured times as follows:
Total latency Effective time display update time
We assume that the HTTP request made from the mobile phone and the response sent from the REACHeS have the same network delay. The display update time has no effect on the total latency because the service does not wait for a response from the display before it sends a response back to the REACHeS. Table 5 shows that the effective time for common events is always below 1 s.
Usability study
We performed a usability study to compare controlling a wall display using:
1 the display's touch screen 2 gestures that are recognised by a hand-held sensor device (Kauppila et al., 2007) 3 a mobile terminal as a remote control.
The last method utilised the REACHeS system. The wall display is presented in Figure 10 . The test group consisted of 11 participants with the average age of 28 years. We tested two applications: a photo album reminding the product browser and a remote browser control that allows a user to control a wall display's browser. Each command available was associated with a button in the remote control's user interface and had an own gesture as well. The normal browser graphic user interface was used directly to control the wall display. First, we tested how intuitive the different methods were. The participants used both applications with all three control methods without knowing how each command was performed. The majority of the participants succeeded in relating the commands with the buttons of the mobile terminal (five out of eight commands on average), but only two out of eight gestures were guessed.
At the second stage, we explained to the participants how to perform each command. Then, the participants had to achieve a small task and the time to accomplish the task was measured. The touch screen was clearly faster (average time was 82 s) than our remote control system (average time was 139 s), or gesture control (average time was 144 s), most probably because the participants used the familiar Windows style graphic user interface directly and there were no wireless links or sensor data processing increasing the latency. Moreover, both the gesture and the remote control graphic user interface were new for the participants and their development was in quite an early stage when this test was carried out (an earlier version of the mobile phone graphic user interface was used). This immaturity probably also affected the low rate of relating the commands to the buttons and gestures.
Figure 10
The wall display (see online version for colours) Furthermore, the participants had to share their attention between the mobile graphic user interface and the wall display. We noticed that the participants mainly focused on the feedback shown on the wall display. Selecting hyperlinks was easiest with the touch screen as the correct link could be selected directly. When gestures and the remote control were used, the participants had to move through the hyperlinks in the order they were included in the webpage.
The participants evaluated the touch screen to be otherwise the best interaction device, but the remote control was valued to be equally reliable. The remote control was evaluated to be better than the gesture control. When the remote control was used, the participants needed to touch an icon to activate the service. The majority of the participants (64%) considered the icons intuitive or very intuitive with no extra textual information required to explain them. For the majority (82%) of the users, the system worked as they expected. The REACHeS was evaluated by the majority to be reliable and easy to use. Over half (56%) of the participants felt comfortable or very comfortable using the keypad to send commands to the service and most (91%) felt comfortable or very comfortable using the mobile phone display as a remote control graphic user interface. Many participants remarked as a positive aspect that the mobile phone is a familiar device. We also noticed that the cognitive load was not very high as we could establish short conversations with the participants.
Discussion
We suggested how services could be integrated more seamlessly into everyday objects and activities. In our solution, a user configures with a single touch her mobile terminal as a remote control for a service. The user touches an icon advertising the service with her terminal. This service is then controlled either by selecting commands from the mobile terminal's user interface or by touching other icons with the terminal. This user interface is physical, as mobile terminals are used as physical objects rather than as traditional input/output devices. These kinds of user interfaces are also known as tangible user interfaces (Ullmer and Ishii, 2000) . Ailisto et al. (2006) classify this approach of service activation as physical selection and present concepts for selection by touching, pointing, and scanning. Our approach is similar to their concept of selection by touching. In addition to being easy to use, our physical user interface produces rich contextual information: who requests a service, which service, when, and where. Hence, a service can often be started with a single touch. This is a good compromise between minimum distraction and keeping the user in control.
An icon forms, together with the RFID tag placed behind the icon, a two-sided interface between the physical and digital worlds. Such interfaces have been suggested by many others, for example, Want et al. (1999) published their often referenced work in late nineties. A central characteristic of our approach is the emphasis on advertising services by icons. Icons of this kind have not been studied much. Want et al. (1999) do not discuss specific icons for advertising RFID tags but focus more on unobtrusive tagging of physical objects. Tungare et al. (2006) emphasise that the user interacts with objects and presents few examples of iconic representations. Ailisto et al. (2006) do not suggest any visual appearance for RFID tags. Arnall (2006) explores the visual link between information and physical things. Välkkynen, Tuomisto, and Korhonen (2006) present a few suggestions for visualising RFID tags. We have presented our earlier icon sets in Riekki, Salminen, and Alakärppä (2006) and Riekki (2007) . But although there is not much work on the visual appearance of RFID tags, icons indicating RFID tags are already approaching our everyday life. For most of us, the first touch to RFID icons might be the icon that is used to mark passports that contain RFID tags (Biometric Passport, 2009 ).
The main difference between the physical user interface presented in this paper and the graphical user interfaces of the commercial mobile terminals (e.g. iPhone) is that the icons of the physical user interface are placed in the local environment, whereas the icons of a graphic user interface are presented on the mobile terminal's display. Placing the icons (and RFID tags) in the environment leads to easy interaction with a large number of services. The detailed information required to start a locally available service is hidden from the user (into an RFID tag). The amount of tags that can be placed in our daily environment -and hence the number of services that can be started by touching a tag -is large. When a service is started by selecting an icon from the mobile phone's display, a compromise has to be made between the number of icons and the amount of information that the user needs to enter. One alternative is to discover automatically the locally available services and present only the icons corresponding with these services on the mobile phone's display. However, such a solution requires a considerably more complex implementation than the one presented in this paper.
We suggested that user's personal mobile terminal is the main interaction device with the services. The implemented REACHeS system illustrates how well-known, widely used technologies like HTTP, XML, and Flash suffice to build novel context-aware applications. Also, the mobile terminals are commercial, off-the-shelf mobile phones. Extra applications do not have to be installed to the computers controlling the displays nor to the mobile phone when the browser client is used.
The potential of using mobile devices as control devices has been reported earlier (Myers, 2002; Ballagas et al., 2006; Christof, 2006; Nichols and Myers, 2006) . However, these works do not cover a system that integrates the mobile terminals, services, and local resources into a single system. Raghunath et al. (2006) propose controlling external displays using mobile phones and Broll et al. (2007) present a system that allows web services to manipulate mobile phone displays. Both systems are more complex than REACHeS, but at the same time offer less functionality. Elope middleware (Pering, Ballagas, and Want, 2005) uses mobile phones with embedded RFID readers to start interoperation between components in the smart space. The middleware is in charge of setting up the parameters to start the communication between agents and services. The REACHeS controls the communication also between resources and services. Furthermore, a mobile phone is not used as a remote control in Elope.
The REACHeS system functions in a reliable fashion. The performance measurements indicate that the EGPRS connection is the bottleneck, as can be expected. WLAN connection would without any doubt decrease the latency -but unfortunately terminals offering both a WLAN connection and an integrated RFID reader are not yet available. The current version is usable in many different applications. The latency is too big for real-time applications but small enough for browsing content. We are currently working with wall displays. However, numerous useful services do not require a wall display, but the mobile phone's user interface capabilities suffice. Physical user interfaces can produce more fluent user interaction even for the common simple services such as making a phone call or sending a short message.
Our earlier usability studies (Riekki, Salminen, and Alakärppä, 2006) indicate that the icons are easy to learn and that special icons are preferred over a general icon that brings a list of choices to the terminal's display. The study reported here indicates that a mobile terminal is a reliable and easy to use remote control. A wall display's own touch screen offers the fastest interaction but is not always the most suitable interaction device. A remote control is a viable option when a user-specific user interface is justified and when touching the wall display is not possible. Furthermore, the overwhelming performance of the touch screen can be partly explained by the immaturity of the remote control prototype. However, the remote control has one characteristic shortcoming, namely a user has to share her/his focus of attention between two user interfaces: the remote control user interface and the wall display user interface. The usability study indicated that users pay more attention to the wall display, hence all important messages should be shown on the wall display. The touch panel was developed to decrease the need to share attention between several user interfaces. We expect touching big icons in the user's field of view with the mobile terminal to distract the user less than studying the mobile terminal's display and using its keypad, but this hypothesis has not yet been verified.
In this paper, we focused on starting services by touching and presented our early work on controlling an already running service by touching. Another interesting research topic is combining several touches, for example, to first pick a document from a container and then to drop it into a wall display. We are developing a general user interface for controlling a smart environment by touch sequences. The first sketch of the mobile terminal's user interface is shown in Figure 11 .
The mobile terminal's display is divided into three horizontal regions. The bottom region presents the icons that the user has touched. This stack presents the icons in a chronological order. The top region presents the icons in the local environment that the user can touch in the situation at hand. The middle region presents the commands that the user can select directly from the display. In the situation presented in the figure, the user has recently touched icons representing an audio file, play audio command, a document, and a place (TS335), in that order. This place contains the play audio, play video, save, and print icons that are thus shown in the top region.
In the near future, we will also build more prototypes and organise more usability studies. After having built and tested several prototypes, we can analyse the merits and drawbacks of REACHeS in more detail.
Figure 11
User interface for smart environment (see online version for colours)
Conclusions
We suggested how services could be integrated more seamlessly into everyday objects and activities. We presented architecture for controlling services through physical user interfaces. We presented an icon set and the first prototypes and usability tests. Although the usability tests indicate that we can achieve good usability, our research on this kind of physical user interfaces is in its early stage. We have implemented some prototypes and used some icons in these prototypes, but many services currently exist only on paper. We will continue this research by building more prototypes. We will test these prototypes in real-life settings. We will clearly have a considerable amount of work ahead, but we argue that this is the only way to gain the deep understanding that is required to build pervasive services that do not distract our focus from but instead support us seamlessly in our everyday activities.
