Abstract. This paper studies regularity property of the value function for an infinite-horizon discounted cost impulse control problem, where the underlying controlled process is a multidimensional jump diffusion with possibly 'infinite-activity' jumps. Surprisingly, despite these jumps, we obtain the same degree of regularity as for the diffusion case, at least when the jump satisfies certain integrability conditions.
1. Introduction. This paper is concerned with regularity of the value function in an impulse control problem for an n-dimensional jump diffusion process X(t).
In the absence of control, the stochastic process X(t) is governed by the following SDE:
dX(t) = µ(X(t − ))dt + σ(X(t − ))dW (t) + R l j(X(t − ), z) N (dt, dz), X(0) = x.
(1.1)
Here W (t) is an m-dimensional Brownian motion and N (·, ·) a Poisson random measure on R + × R l , with W and N independent. The Lévy measure ν(·) := E(N (1, ·)) may be unbounded and N (dt, dz) is its compensated Poisson random measure with N (dt, dz) := N (dt, dz) − ν(dz)dt. The parameters b, σ, j satisfy appropriate conditions (see Section 2) to ensure the well-definedness of this SDE.
If an admissible control policy V = (τ 1 , ξ 1 ; τ 2 , ξ 2 ; . . .) is adopted, then X(t) evolves as 
where Mϕ(x) is the so called minimal operator such that
Mϕ(x) = inf ξ∈R n (ϕ(x + ξ) + B(ξ)), (1.5) and Lϕ(x) is the partial integro-differential operator
[ϕ(x + j(x, z)) − ϕ(x) − j(x, z)Dϕ(x)] ν(dz), (1.6) where the matrix A is given by A = (a ij ) n×n = Nevertheless, an important question remains: under what conditions is the value function a solution to the (HJB) in a classical sense? Or, what is the degree of the smoothness (i.e. regularity property) for the value function in general? This is the focus of our paper.
Regularity property has been one of the central topics in PDEs theory [31, 18, 33] . Besides its obvious and natural theoretical interest, regularity study provides useful insight for numerical approximation. Controls of the impulse type by allowing discrete state space and fixed cost proves most desirable for application purpose. See [10, 22, 21, 47] for risk management, [49, 37] for real options, [4, 29, 30, 14, 38, 40] for transaction cost in portfolio management, [26, 7] for insurance models, [35, 6] for liquidity risk, and [27, 39, 8] for optimal control of exchange rates. Meanwhile, jump diffusions such as Lévy processes, have been very popular in financial modeling. See for example [42, 28, 15, 9, 11, 50, 32] .
Combined, there is a growing interest and need to analyze impulse controls on jump diffusions. Unfortunately, impulse control is among the hardest to analyze and the regularity study for the associated HJB or the value function is largely open, except for some special and degenerate cases such as singular control and optimal stopping problems, see [36, 43, 19, 2] . One of the difficulty in establishing the regularity property lie in the non-linear, non-local operator Mu in Eqn (HJB), Another difficulty is the partial integro-differential operator Lϕ(x) associated with the jump processes. For the special case when the controlled diffusion is without jumps, [3] established the regularity property by assuming that the control is bounded and nonnegative with additional smoothness in the cost structure. Recently, [20] applies the tricks of translating the regularity of the minimal operator in the action region into that of the PDEs in the continuation region. However, all these technique fail for a controlled jump diffusion component. The major issue is the additional partial integro-differential operator. Moreover, (possibly infinite) jumps through the boundary might potentially reduces the degree of smoothness for the value function.
Our work. This paper investigates the regularity of the value functions for the jump-diffusion models with impulse control. Building on the existence of the viscosity solution to the HJB for the value function [44] and the trick of [20] for the non-local minimal operator, we focus on the partial integro-differential operator in the continuation region. There are two distinct cases: when the jump is driven by compound Poisson process, or equivalently when the Lévy measure is finite, the analysis is fairly straightforward by the standard Schauder's estimate from PDEs, as in [20] . For the most interesting case of infinite Lévy measure, the key is to combine the classical L p theory with the "bootstrap" argument to obtain regularity of the partial integro-differential operator. Finally, to deal with the regularity along the "free boundary", appropriate penalty function is devised. Surprisingly, despite the added possibly infinite jumps, we have here the same regularity as in the diffusion case, at least when the jump satisfies certain integrability conditions.
Assumptions and Notations.
We first specify the exact mathematical framework for our problem. Given a filtered and complete probability space (Ω, F , (F t ) t≥0 , P) satisfying the usual conditions, we have a controlled jump diffusion process X(t) as defined above at (1.2). An admissible impulse control V consists of a sequence of stopping times τ 1 , τ 2 , . . . with respect to F t and a corresponding sequence of R n -valued random variables ξ 1 , ξ 2 , . . . satisfying the conditions
The associated total expected cost (objective function) is given by (1.4) where f is the "running cost", B is the "transaction cost" and r > 0 is the discount factor. We assume that all the randomness comes from W and N , so that the filtration F = (F t ) t≥0 is generated by W and N .
We next specify detailed conditions on the coefficients to ensure the existence and uniqueness of (1.1), as well as the conditions on f and B in §2.
Throughout this paper, we shall impose the following standing assumptions:
Assume also that
(A2) Ellipticity: There exists a constant λ > 0 such that
where the matrix
(A4) Conditions on the transaction cost function B : R n → R:
|B(ξ)|→ ∞, as |ξ|→ ∞, and
. Assumption (A1) ensures the existence and uniqueness of solutions to (1.1) (Cf. Theorem 9.1, Chapter VI, [23] ). The condition (2.2) seems essential to our approach, in particular to establish the continuity property of the operator I in Lemma 3.2. Readers are referred to [17] or [41] for a more detailed discussion of Lévy processes and jump diffusions.
In view of Assumption (A1) the following definitions for operators L, I make sense.
and, for Lipschitz continuous functions ϕ,
We also adopt the following standard notations for function spaces:
Preliminary Results. We first establish some preliminary results under the assumptions (A1)-(A5).
Lemma 3.1. The value function u(·) defined by (1.4) is Lipschitz. Proof. Given an admissible control V , and two initial states x 1 , x 2 , denote by X i (t) the solution of (1.1). Apply Itô formula (for jump diffusions) (Theorem 5.1, Chapter II, [23] ) to Y (t) = |Z(t)| 2 , where
Integrating from 0 to t, taking the expectation and then using Assumption (A1), we obtain
and (A5), where
By the arbitrariness of V ,
Exchanging the roles of x 1 , x 2 we get the desired result.
where C u is the Lipschitz constant of u. Since j(x, ·) and C j (·) are both ν-integrable, the dominated convergence theorem yields the desired result.
For reference, we recall here Lemmas 3.3-3.5 which were proved in [20] .
2. M is increasing: for any ϕ 1 ≤ ϕ 2 everywhere,
and maps a Lipschitz function to a Lipschitz function. In particular, Mu(·) is Lipschitz continuous. Lemma 3.4. u and Mu defined as above satisfy u(x) ≤ Mu(x) for all x ∈ R n . We define the continuation region C and the action region A as follows,
Then, C is open, and we have Lemma 3.5. Suppose x ∈ A, then (i) The set
is nonempty, i.e., the infimum is in fact a minimum.
(ii) Moreover, for any ξ(x) ∈ Ξ(x), we have
4. Viscosity Solutions. There are different ways to define viscosity solutions. Let us begin with the most common one.
is called a viscosity subsolution (supersolution, resp.) of (HJB) if whenever ϕ ∈ C 2 (R n ), u − ϕ has a global maximum (minimum, resp.) at x 0 and u(x 0 ) = ϕ(x 0 ), we have
and u is called a viscosity solution of (HJB) if it is both a subsolution and a supersolution. Besides this standard definition of viscosity solutions, there are at least another two different (but equivalent) ones. The second way is to use semijets in stead of test functions. See, for instance, [13] and [44] , for more details. For the purpose of proving our regularity results in Section 5, we give a third definition below. The idea is that we impose "local" conditions (rather than global conditions as in Definition 4.1) on the test functions, and in the equation we only replace u by the test function ϕ in the "local" terms while still keep u in the "nonlocal" terms. The same definition (in different notation) and the proof of equivalence can be found in [45] . See also [46, 1] and [20] for a similar treatment. Definition 4.2. A function u(·) ∈ UC(R n ) is called a viscosity subsolution (supersolution, resp.) of (HJB) if whenever ϕ ∈ C 2 (R n ), u − ϕ has a local maximum (minimum, resp.) at x 0 and u(x 0 ) = ϕ(x 0 ), we have
u is called a viscosity solution of (HJB) if it is both a subsolution and a supersolution. 
wheref (x) = f (x) + Iu(x).
Regularity of Value Function.
In this section we study the smoothness of the value function u, starting with the special case of a finite Lévy measure.
Special Case
Let us first consider the special case in which the Lévy measure is finite, or equivalently, the jump diffusion X(·) is driven by a compound Poisson process. Then the operator I enjoys the following nice property.
Lemma 5.1. Suppose ν(R l ) < ∞, then the operator I maps a Lipschitz function to a Lipschitz function. Proof. Suppose ϕ(x) is Lipschitz with |ϕ(x) − ϕ(y)| ≤ C ϕ |x − y| for any x, y ∈ R n , then
So Iϕ is Lipschitz. Corollary 4.5 and Lemma 5.1 together imply the regularity of u in the continuation region. 
More
General Case: j(x, ·) ∈ L 1 (ν). Next, we would like to remove the strong assumption that the Lévy measure ν is finite, and assume only our standing assumptions (A1)-(A5). Again, we first consider the regularity of u in the continuation region C, in which the linear elliptic PDE is satisfied. The difficulty is that we do not know Iu is Lipschitz or even Hölder continuous, but only continuous, by Lemma 3.2.
We cannot apply Schauder estimates at this stage, but the L p estimates give the following Classical L p theory (Cf. [18, Corollary 9.18] ) asserts that the Dirichlet problem (5.2) has a unique strong solution w ∈ W 2,p loc (B) ∩ C(B) for any p < ∞, sincef ∈ C(B) and the boundary data u ∈ C(∂B). Because σ ∈ C 1 (B),μ ∈ C 0,1 (B) andf ∈ C(B), this solution w is in fact also a viscosity solution of (5.2) by [24, Theorem 2] .
On the other hand, u is also a viscosity solution of (5.2) by Corollary 4.5. Therefore, w = u inB by classical uniqueness results of viscosity solutions to a linear elliptic PDE in a bounded domain(Cf. [13, Theorem 3.3] ). Hence u ∈ W With more regularity of u in the continuation region C, we can use the "bootstrap argument" to obtain further regularity of Iu (and hence u) in C.
Theorem 5.5 (C 2,α -Regularity in C). Assume that σ ∈ C 1 (R n ), then for any compact set D ⊂ C, the value function u(·) is in the Hölder space C 2,α (D) for any α ∈ (0, 1), and it is a classical solution of
Proof. The key step in the proof is to show
where
For any
. Thus the first integral in (5.3) can be estimated by
for some constant C 1 > 0 independent of x 1 , x 2 , because by Hölder's inequality,
which is a continuous function in x and has a maximum on D independent of x 1 , x 2 . The second term in (5.3) can be majored by
Thus, putting all three terms in (5.3) together,
where Parallel to [20] , once we have C 2,α regularity, we are able to obtain W 2,p (D) regularity for any compact
The proof is given in the next section. It follows similar lines to that of [20, Theorem 4.2] , involving regularity of an associated optimal stopping problem.
6. Proof of Theorem 5.6. To study the regularity of the value function for the impulse control problem, we need to investigate the related optimal stopping problem. More precisely, we shall obtain the regularity of solutions for the HJB equation associated with this optimal stopping problem. 
Assume also that there exist a sequence of functions {g ε } ε>0 and a constant M > 0 satisfying
. However, later we will apply this theorem to g = Mu, which is not necessarily in C 2 (O). In applications, g ε can be taken as the usual mollification of g, or its slight modification (which may only be in
, as in Corollary 6.2 below).
As a corollary of Theorem 6.1, we obtain local W 2,p (n < p < ∞) regularity of continuous viscosity solutions of If v ∈ C(R n ) is a viscosity solution of (6.6), then v ∈ W 2,p (O) for any O ⊂ R n with smooth boundary and any 1 ≤ p < ∞, and hence also in C 1 (R n ). We defer the proofs of Theorem 6.1 and its corollary to the appendix, and focus now on proving our main theorem using the above corollary.
Proof. 
But B(ξ)→ ∞ as |ξ|→ ∞, which implies that all such ξ are bounded uniformly. Now we define the set
Clearly, D is compact and D ⊂ C. From Lemma 5.2,
For any x ∈ O, take a minimizing sequence
Passing to the limit k→ ∞, we obtain
In particular, y := x + ξ * ∈ D.
On the other hand, since u − Mu is uniformly continuous on O ′ , there exists ρ 0 > 0 such that
Hence, for all ρ ∈ (0, ρ 0 ], λ ∈ [−1, 1] and unit vector χ ∈ R n ,
and hence the second order difference quotient at x
where Sending ρ → 0 we get
Hence,
where σ k is the k-th column of the matrix σ, σ ij is the (i, j)-th element of σ, and the last inequality is due to continuity of σ.
Note that |g ε (x 0 )| + |Dg ε (x 0 )| ≤ g W 1,∞ (O) and µ(x) bounded, we deduce
where the constant M is independent of x 0 . Finally, recall that u is a viscosity of (4.3) by Corollary 4.5. We can apply Corollary 6.2 with f replaced byf = f + Iu ∈ C(R n ) and g = Mu and conclude that for any 1 ≤ p < ∞, u ∈ W 2,p (O). Proof. The goal is to show that
If φ − g ≥ 0 at x 0 , then we have the desired inequality. Otherwise, φ(x 0 ) − g(x 0 ) = −2ν for some ν > 0. So v ε k (x k ) − g ε k (x k ) ≤ −ν < 0 for k sufficiently large by (A.6), and hence sending k→ ∞ in (A.7) yields
Lφ ≥ f at x 0 .
Thus,v is a supersolution. Finally, the boundary condition is satisfied sincev = 0 on ∂O. 
