Given a set S of n points in the plane and two directions T I and 7 2 , the Angle-Restricted All Nearest Neighbor problem (ARANN, for short) asks to compute for every point p in S the nearest point in S lying in the planar region hounded by two rays in the directions TI and ~2 emanating from p. The ARANN problem generalizes the well-known ANN problem and finds applications to pattern recognition, image processing, and computational morphology. Our m a n contribution is to present an algorithm that solves an arbitrary instance of size 1% of the ARANN problem in O (1) time on a reconfigurable mesh of size n x n. Our algorithm is optimal in the sense that C2(n2) processors are necessary to solve the ARANN problem in O(1) time.
Stephan Olariuz and Prasanna [l] provided an O( 1) time algorithm for solving the ANN problem for n points in the plane on a RMESH of size n x n. In this paper we address a generalization of the ANN problem, namely the the Angle-Restricted All Nearest Neighbor problem (ARANN, for short). Just as the ANN problem, the ARANN problem has wide-ranging applications in pattern recognition and image processing.
For points p and q in the plane, we let d(p,q) stand for the Euclidean distance between p and q. Further, we say that q is (rl,r2)-dominated by p if q lies inside of the closed planar region determined by two rays in directions r1 and 7-2 emanating from p . In this terminology, a point q in S is said to be the (r1, rz)-nearest neighbor of p if q is (r1, r2)- q whenever q is the (r1, rz)-nearest neighbor of p . The reader will not fail to note that the problem of computing the ( T I , rz)-closest neighbor of each point in S and the problem of computing the graph ARANN(S) of S are intimately related, in the sense that the solution to either of them immediately yields a solution to the other. For this reason in the remaining part of this work we shall focus on the problem of computing the graph ARANN(S) and we shall refer to this task, informally, as solving the ARANN problem.
The main contribution of this work is to present an algorithm io solve the ARANN problem of n points in O(1) time on a RMESH of size n x n. We also show that our algorithm is optimal in the sense that n2 processors are necessary to solve the ARANN of n points in 0 ( 1 ) time. Clearly, the ARANN problem is at least as hard as ANN: the ANN corresponds to the solution of ARANN for the particular directions 0 and 27r. It is worth noting that the ANN algorithm of Jang and Prasanna [l] cannot be used for solving the ARANN problem. We will develop new tools for dealing with the ARANN problem. These tools are interesting in their own right and may be of import in the resolution of other related problems. We omit the details but mention that our ARANN algorithm allows us to solve the problems of computing the Geographic Neighborhood Graph and the Relative Neighborhood Graph in 0(1) time on an n x n RMESH and that of the Euclidean Minimum Spanning Tree [7] in 0(1) time on an n x n2 RMESH. We will show algorithms for these problems in the full version of this paper.
Lower Bound
Let us consider the ARANN problem for the directions -7r/2 and 7r/2. 
Consider a set S
= { ( a l , O ) , (a2, 0), . . . , (a,,0 )
An Qptimal Algorithm
Consider a collection S of n points in the plane. By rotating the input about the origin, if necessary, we can assume that two directions are 0 and r with 0 5 r < 27r. The main goal of this section is to present an optimal O( 1)-time algorithm for solving the ARANN problem. We begin by showing an efficient algorithm for computing the prefix-minima. By comparing all pairs of n numbers, their minimum can be computed in 0(1) t' ime on an n x n RMESH. Hence, the prefix-minima of n numbers can be computed in 0(1) time on an n x n2 RMESH. We will show the size of the RMESH can be reduced to n x ne for every fixed t > 0. Partition the sequence A = { u l , a2, . . . , a,} of n numbers into nr/' sequences A1 , A2, . . . , A,./z each of which contains n1-€f2 num- In the remainder of this section we will show how to improve this naive algorithm to run in O(1)-time on a RMESH of size n x n. First, assume that the given directions are 0 and r , with 0 < r < 7r/2, that is, the angle of the closed region is acute. Consider a set S = {pl,p2,. . . ,pn} of points in the plane stored one per processor in the first row of a RMESH of size n x n. The details of our algorithm follow.
Step 1 Step 2. Step 3. For each point p in Xi, (1 5 i 5 n1l3), find
Step 4. For each point p in y Z , (1 5 i 5 n1i3), find
Step 5 can be assigned to each Xi. Consequently, Step 3 can be completed in O(1) time by the naive algorithm of Lemma 3.2. In the same way, Step 4 can be implemented to run in O( 1) time.
Step 6 involves only local computation and can be performed, in the obvious way, in O( 1) time.
The remainder of this section is devoted to showing that with a careful implementation Step 5 will run in O( 1) time. We shall begin by presenting a few technical results that are key in understanding why our implementation works.
Consider, as before, a set S = {pl,p2, . . . , pn} of points. A point pi in S is a (0, r)-maximal (resp. minimal) point of S if pi is not ( 0 , r)-dominated by (resp. does not (0,r)-dominate) any other point in S. We shall use Maxima(,!?) (resp. Minima(S)) to denote the \>Minima( For later reference, we take note of the following technical lemmas. Consider two sets of points P and Q such that all points in P (0,r)-dominate all the points in Q. Let ARANN,(P,Q) be a set of edges ( p , q ) such that p belongs to P , q belongs to Q, and q is the (0, r)-nearest neighbor of p .
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Lemma 3.5 If ( p , q ) E ARANN,(P,Q), then p E Minima(P) and q E Maxima(&).
Proof. If p does not belong to Minima(P), then there existss a point p' in Minima(P) that dominates = ARAWN,(P, Q). U Corollary 3.6 guarantees that in order to compute ARANN,(P, Q) examining all the pairs of points p in P and q in Q is not necessary: all that is needed is to compute ARANN,(Minima(P), Maxima(&)).
To pursue this idea further, write Minima(P) = and assume that for some fixed E , (0 < E 5 l ) , m = n'. We note that qJk E Q k n Q k + l . Lemma 3.4 guarantees that in order to compute the (0, r)-nearest neighbor of a point p in P k with respect to Maxima(Q), we can restrict ourselves to computing the ( 0 , r)-nearest neighbor of p over Q k . In other words, ARANNr(Pk, Qk) = ARANN,(Pk, Maxima(&)). Thus, computing ARANN, (Minima(P), Maxima(Q)) reduces to computing ARANN, ( P k , Q k ) for all k.
The sampling strategy outlined above leads to the following O( 1)-time algorithm for computing ARANN,(Minima(P), Maxima(&)) on a RMESH of size n x n', for some fixed 0 < E 5 1. We assume that each point in Minima(P) has been assigned to one column and each point in Maxima(Q) has been assigned to one row of the RMESH.
Step 1 Partition columnwise the original RMESH of size n x ne into n'/' submeshes of size n x nEI2
each. In the k-th such submesh, 1 5 k 5 na/', compute d ( p k r s t / z , q ) for all points q in Maxima( Q ) ;
Step 2 If lQk1 = 1, then the (0,r)-nearest neighbor of every point p in P k is precisely q j k l and thus ( p , q j k ) E ARANN,(Pk, Maxima(&)). We shall, therefore, assume that IQkl 2 2 for all IC;
Step 3 Partition the given RMESH of size n x ne rowwise into nEI2 submeshes as follows. For each k, (1 5 k 5 ne/'), the k-th submesh has size (IQkl-1) x nE and involves rows j k -1 -1 through jk of the original mesh. In the IC-th submesh compute ARANN, (Pk , Qk) as follows:
Step 3.1 Partition the k-th submesh of size (IQk I -1) x n' into ne/' submeshes each of size (1Qkl -1) x n C l 2 . Assign each point p in Pk to each such submesh, and compute d ( p , q ) for each point q in Q k .
Step 3.2 By using the algorithm of Lemma 3.1, compute the minimum of all d ( p , q ) over all q in Qk in each submesh assigned to p and return the (0, r)-nearest neighbor of p .
The reader should have no difficulty to confirm that
Steps 1 and 2 can be performed in constant time from We now discuss a,n O(1) time implementation of Step 5 that computes Z ( p ) for all p . First, we assume a RMESH with n x 2n processors.
Step 5.1 Partition 1,he n x 2n RMESH columnwise into n2I3 submeshes. For i , j , (1 5 i, j 5 n113-l)
Step 5.2 Compute lMinima(Xi n 6) in each R(i, j);
Step 5.3 Compute lMaxima(Zi,j) in each R(i,j);
Step 5 Step 5.3 can be completed in the same way. To apply the algorithm of Lemma 3.7 to Step 5.4, a serial number must be assigned1 to the points in Minima(Xi nu,)
and those in Minima(Zi,j). These numbering can be obtained in the obviious way by using the prefix-sum algorithm of [6] . Then, by executing the algorithm of if maX{Y(Pk+l), Y(Pk+2), Y ( P k S 3 1 , . . .I > Y(Pk). ThereLemma 3.7,
Step 5.4, can be completed in 0(1) time.
Therefore, the ARANN problem can be solved in O( 1) time on an n x 2n RMESH.
Since the algorithm above that uses n x 2n processors, can be implemented on an n x n RMESH by a simple scheduling technique, the ARANN problem can also be solved in O( 1) time on an n x n RMESH. Furthermore, the ARANN problem for the obtuse angle can be computed easily by partitioning the angle into several acute angles, solving the ARANN for each angle. Thus, we have proved the following result. 
