We study how armed violence affected educational outcomes in Rwanda during the nineties, relying on two waves of population census data and on a difference-in-differences identification strategy. Results indicate that the violence caused a drop of about 1 year of education for the individuals exposed to the violence at schooling age. The drop was slightly larger for girls than for boys. While increased dropouts and school delays explain the drop in primary schooling, secondary schooling was mainly affected by a drop in enrolments. Finally, in a within-country analysis, we find no robust link between subnational variations in the drop in schooling and the intensity of the 1994 genocide -the most intense conflict event that took place in the country over the studied period. We present possible explanations for the observed patterns and provide related policy implications.
Introduction
More than 280 armed conflicts took place since the end of World War II across more than 150 different countries (Dupuy et al., 2017) . Better understanding how conflict affects human capital is crucial, in light of human capital's role as a key determinant of economic growth (e.g. Lucas, 1988) , but also from a micro-perspective, given that negative shocks to human capital accumulation can have long-lasting individual welfare effects (e.g. Akbulut-Yuksel, 2014; Mincer, 1974) .
In this study we analyze the impact of armed conflicts in Rwanda on educational outcomes and investigate the underlying channels. During the nineties Rwanda witnessed a dramatic sequence of violence, which reached its peak in 1994, when the genocide against the Tutsi minority claimed an estimated 800,000 lives in just 100 days. For our study we rely on fine-grained pre-and post-genocide population census data, and we structure the analysis in four parts.
First, we estimate the overall, nationwide impact of the violence on schooling, relying on a difference-indifferences (DiD) approach that compares schooling outcomes between the pre-and the post-genocide census round across a young and an older age cohort. Second, we study the heterogeneity of the impact across gender. Third, we analyze how changes in school enrolment, dropouts, and school delays contributed to the overall change in educational attainments. Finally, we look at within-country variations in the drop in schooling, and analyze whether and to what extent they relate to the local intensity of the 1994 genocide.
The estimates suggest that the armed violence in Rwanda caused a dramatic drop in schooling attainments, corresponding to roughly 1 year less of education, on average, for the cohort of individuals affected by the violence. The result passes a large set of robustness checks and falsification tests, including alternative specifications and correcting for migration as well as for the attrition in the data caused by the targeting of the (higher educated) Tutsi population during the genocide. Looking at heterogeneity across gender, we find that the drop in schooling was somewhat larger -by 1-3 months -for girls compared to boys. Regarding the channels, our results indicate that the drop in primary schooling attainments is driven by an increase in dropouts and significant delays in schooling, while enrolment remained virtually unaffected. For secondary schooling the situation is reversed, with a large drop in enrolment and relatively smaller (albeit still significant) increases in dropouts and delays. We also find the drop in secondary enrolment to be entirely explained by the drop in primary school completion. Finally, our subnational analysis does not reveal any evidence in support of localized effects of the 1994 genocide on schooling: based on various genocide-intensity proxies defined at low administrative levels, Andrea Guariso is the corresponding author. ©2019 Walter de Gruyter GmbH, Berlin/Boston.
we find that areas little affected by the genocide witnessed similar drops in schooling as the most affected areas. This result remains when addressing the potential endogeneity of the genocide, and also when controlling for other forms of violence. We argue that, rather than the human toll taken in the killings (which displayed large subnational variation), what underlies the large drop in schooling is the widespread disruption of service delivery that went with it, and that hit every corner of the small country.
This study provides three contributions to the existing literature. First, the use of population census data makes possible a very fine-grained analysis that allows us to conduct not only a detailed subnational analysis, but also to present one of the first comprehensive micro-empirical analysis of the consequences of armed conflicts on school enrolment, dropouts, and school delays, disaggregated by primary and secondary schooling. 1 Second, these data combined with a revised empirical approach allow us to update the existing evidence on the impact of violence in the context of Rwanda (Akresh & de Walque, 2011; UNESCO, 2010) . More specifically, our results indicate that the drop in schooling attainments is larger than previously thought; and contrary to what was argued before, it is larger for girls than for boys, and is felt in a similar fashion across the entire country, rather than being concentrated in areas where the 1994 genocide was more intense. 2 Thirdly, this study highlights the sensitivity of results to the use of different counterfactuals, thus underlining the importance of combining different empirical approaches to estimate the consequence of violence on schooling. For instance, in a setting like the one of Rwanda, exploiting only local variations in the intensity of the main conflict event (i.e. the 1994 genocide) to identify a counterfactual would lead to wrong conclusions.
With these contributions, this study adds to the conflict literature (see Blattman and Miguel (2010) for a comprehensive review) and, more specifically, to the growing body of micro-empirical studies that investigate the consequences of the violence on education (see Justino (2011) and Buvinić, Das Gupta, and Shemyakina (2014) for a review). This study also adds to the rich literature on the Rwandan conflicts (e.g. Agüero & Majid, 2014; de Walque & Verwimp, 2010; Guariso & Verpoorten, 2014; Lopez & Wodon, 2005; Rogall & Yanagizawa-Drott, 2014; Serneels & Verpoorten, 2015; Straus, 2006; Verpoorten 2012a; 2012b; 2012c; Verwimp, 2005; YanagizawaDrott, 2014) .
The remainder of the paper is organized as follows. Section 2 provides background information on Rwanda. Sections 3, 4, and 5 present identification strategy, data, and results, respectively. Finally, Section 6 provides a discussion of the findings and highlights the main policy implications.
Background

History
The history of Rwanda is marked by tensions between the two major ethnic groups, Hutu and Tutsi. 3 Under the Belgian colonization (from World War I until 1962) , the Tutsi minority represented the political and economic elite of the country. When the country gained its independence in 1962 Hutu took over power and established a one-party state. Over the following decades, recurrent episodes of violence against Tutsi fueled the ranks of those that moved to live in exile. In late 1990, the Rwanda Patriotic Front (RPF), an army founded by Tutsi refugees, invaded Rwanda from the North. This led to a period of intermittent hostilities and negotiations with the Rwandan government, until a peace agreement was reached in 1993.
Peace only lasted until April 1994, when the plane carrying the Hutu President Habyarimana was shot down and genocide broke out. Within a few days, extremist Hutu militia groups, such as Interhamwe and Impuzamugambi, the Rwandan Armed Forces (FAR), and Rwandan police forces mobilized the civilian Hutu population to massacre the Tutsi minority and, to a lesser degree, Hutu who opposed the extremists. The civil war between the RPF and the Rwandan government restarted and intensified. By the end of June 1994, the RPF had taken control of the country, putting an end to the ethnic cleansing of Tutsi. Relative peace was established, although the RPF engaged in reprisal killings, and militias from the old regime who had fled across the border to DR Congo engaged in insurgencies in the North-West till the late nineties (African Rights, 1998) .
During the nineties Rwanda thus experienced distinct forms of violence, which were concentrated in different geographical areas, had different durations, and varied in terms of their human death toll. While the civil war was prolonged and took place in most of the Northern and Eastern Provinces, as well as in the Center; the genocide against Tutsi was concentrated in 100 days and most intense in the South; and the (counter-)insurgencies occurred sporadically in the period 1994-1998 in the North-Western Provinces. It is estimated that the total death toll in the nineties amounts to more than a million, with the largest direct death toll attributed to the genocide (Verpoorten 2005; 2012c) . More than 100,000 civilians were convicted in the following years for crimes related to the genocide. The violence also pushed more than 2 million people to leave Rwanda and seek refuge in neighboring countries. The large majority of these refugees, however, returned to their homes within the coming few years, and by 2002 the UNHCR estimates that only roughly 75,000 refugees remained outside Rwanda (UNHCR, 2004 ).
The education system
The education system in Rwanda has traditionally been structured in 6+6+3/4 years: 6 years of primary school, 6 years of secondary school (divided in 3 years of lower secondary and 3 years of upper secondary) and 3 or 4 years of higher education. Primary school is supposed to start at age 6, and students are therefore expected to move to secondary school at age 12. According to the 1991 census, however, the majority of the students in Rwanda transited from primary to secondary school between 13 and 14 years ( Figure 6 ). Up until 2003, families had to pay school fees of 300 RWF (about $0.6) per primary schooling term, and 4,500 RWF (about $8.4) per secondary schooling term.
Schooling infrastructures were severely affected by the violence of the nineties. It is estimated that Rwanda had 1884 primary schools and 280 secondary schools (including both private and public ones) before the 1994 genocide. By October 1994, right after the end of the genocide, only 648 primary schools were operating and all schools were reported to be looted and pillaged (MINEPRISEC/MINESUPRES, 1994) . As a consequence of the disruption caused by the violence, also government resources for education dried up, resulting in a 33% decline of total spending on education over the period [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] (Table 1) . Since a large share of those resources got directed to rebuilding schools damaged by the conflicts, current spending declined even more, by 54% over the same period. 4 The GDP values reported in the table are expressed as variation from 1981, which is selected as the base year. Original data on GDP (expressed in constant 2005 USD) is taken from the World Bank Development Indicators. Data on spending on education is instead taken from World Bank (2004) . na = missing information.
Identification strategy
To study the effect of the violence on schooling attainments, we resort to a DiD estimation strategy. Relying on population census data collected before and after the conflict period, we identify a group of individuals whose schooling attainments were unaffected by the violence, and consider the evolution in their schooling attainments as a proxy for what the evolution would have been for the affected group, in the absence of the violence. We define the affected group to include a young cohort of individuals that either were at schooling age when the violence reached its peak, with the 1994 genocide, or were expected to start school in the following years.
We define the unaffected group to include a cohort of individuals expected to have completed school before the violence reached its peak, in 1994. The corresponding DiD empirical model is:
where y i,a,c,t indicates the number of years of schooling completed by individual i, of age a, living in administrative unit c (for Commune), at time t; Post-Genocide is an indicator variable for being in the post-genocide census round; Young is an indicator variable for being in the affected cohort; X is a vector of individual-and householdlevel characteristics likely to influence the level of education of the individual, which will be detailed below; η and π represent the age and administrative unit fixed effects, respectively; and ε is the error term. Standard errors will be always clustered at the level of the administrative units. A negative (positive) estimate of the DiD coefficient α 1 indicates that the young cohort in the post-genocide era completed on average less (more) years of schooling, compared to the young cohort in the pre-genocide era and relative to the difference in schooling between the old cohorts over the same period. 5 To study whether the impact was different for girls compared to boys, we slightly modify the above equation, adding a three-way interaction term with the individual-level indicator variable for being female. Concretely, this means including the terms Post-Genocide t × Young a × Female i (and all its components) to Eq. 1.
To estimate the changes in enrolment and dropouts we combine a graphical analysis with an empirical check. For the latter we refer to a similar set-up as Eq. 1, but consider different outcome variables. Rather than looking at years of schooling, we construct variables for enrolment and drop-outs on the basis of the past and present schooling status of individuals, i.e. whether they ever attended school and whether they are still studying.
To study the contribution of delays in education we abandon the DiD approach to estimate the following equation:
where the new dependent variable A i,g,c,t indicates the age of child i attending grade g in Commune c, at time t, while κ indicates grade fixed effects. The coefficient δ 1 captures whether, across the different grades, students are on average older in the post-genocide period than in the pre-genocide period. Finally, we investigate the localized effect of the violence by studying the subnational relationship between the intensity of the 1994 genocide and the drop in schooling. We rely on two different empirical strategies. First, we resort to a new DiDiD approach, adding a three-way interaction term (as well as all its components) to Eq. 1, in which the young age cohort in the post-genocide period is interacted with a measure of genocide intensity, available at the level of the administrative Communes. We run a large set of robustness checks for our results, controlling for Commune-specific time trends and adjusting for post-genocide migration, for selective killings during the genocide, and for relief programs in the post-genocide period. Second, we address the potential endogeneity of violence using an Instrumental Variable (IV) strategy. In this case, we only consider the 2002 census round, for which more fine-grained administrative units are available 6 , and we rely on the instrument proposed by Rogall (2015) . The instrument captures exogenous variation in the transportation costs that perpetrators of the genocide had to bare to reach different villages, caused by the distribution of rainfall during the 100 days of the genocide. 7 More formally, we estimate the following:
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where Eq. 3 and Eq. 4 represents the first and second step of the IV analysis, respectively. Genocide-intensity s indicates a measure of genocide intensity that is defined at the administrative level s (for Sector); Transportationcosts indicates the exogenous instrument, while C includes a rich set of controls that help ensuring that the exclusion restriction is satisfied. 8 Before estimating the empirical models, we still need to specify the affected group. For our baseline estimation we define it to include ages 6-25. In 2002, this cohort includes individuals that were 17 or younger at the time of the 1994 genocide. According to the 1991 census, the group aged 17 or younger embraced more than 90% of the student population at that time ( Figure 6 ). Hence, we are rather confident that our 2002 young cohort includes most of the individuals that were attending school at the peak of the violence. We define the old cohort to include individuals aged 26-45, to bracket the same number of years as the young cohort. This means that the old cohort includes individuals that were 18-37 years old at the time of the genocide. To investigate the role played by school enrolments, drop-outs, and delays, we adjust the age threshold to be able to study these channels separately for primary and secondary education (cf. below and Appendix C). In all cases, we check the robustness of our results to different age thresholds.
Data
Rwandan population census data
The main source of data for our empirical analysis consists of two population census rounds collected in Rwanda in 1991 and 2002 . For the analysis we consider a 10% random draw from each census round. 9 Restricting the analysis to individuals aged 6-45, leaves us with 468,475 observations from the 1991 census round and 499,203 observations from the 2002 round. Figure 1 displays the number of (completed) years of schooling for the pre-and post-conflicts round, across age. The old age cohorts display systematically higher average years of schooling in the post-genocide round compared to the pre-genocide round, indicating that before the violence there was a positive trend in schooling in Rwanda. In sharp contrast, educational attainments of the cohorts below 22 years are lower in the postgenocide round, compared to the pre-genocide round, suggesting a negative effect of the armed violence that took place during the nineties. From the census data, we also construct indicator variables for school enrolment and dropouts, and a set of variables that are likely to affect educational attainments across individuals (included in the vector X in the above equations). These variables are: an indicator for being female; age and education of the household head; number of children under five living in the household; an indicator for residing in a rural area; and an indicator for being asset-rich 10 . Summary statistics are reported in Table 2 . Population census data do not typically enjoy a good reputation, because collection methods and practices vary from country to country and because certain variables -such as citizenship and ethnicity -are often politicized. In the case of Rwanda, ethnicity is indeed politicized, which is reflected in the omission of ethnic identity in the 2002 census round, in line with the public rhetoric of national unity after the 1994 genocide. However, leaving ethnicity aside, the Rwandan census data has been shown to be very reliable. Verpoorten (2005) directly compared the 1991 census with the 1990 population data from the local administration, finding an almost exact match of the total number of women and men, which is indicative for the quality of both sources, as they were collected independently of each other. Furthermore, the information contained in the two census rounds is perfectly in line with the information contained in two rounds of DHS data collected around the same period, in 1992 and 2000 (see Appendix A for more details). The DHS data are firmly established in empirical research as a reliable source of information, mainly because of their standard and transparent approaches to data collection, cleaning and coding. However, while DHS data are representative at the Province level (there are 12 Provinces in Rwanda), census data are representative for the smallest administrative units, and for gender and age groups. This allows for a much more precise analysis.
Violence intensity proxies
To test for the existence of localized effects of violence, we rely on different conflict intensity proxies. Details on the sources, definitions, and summary statistics are reported in Table 17 and Table 18 .
As described above, the 1994 genocide was by far the most dramatic conflict event, which caused an estimated death toll of around 800,000 people in barely 100 days. There are 5 different proxies for the intensity of the genocide that we can rely on: the share of Tutsi living in a Commune in 1991, the location of mass graves, the estimated genocide-related death rate, the share of perpetrators of genocide-related crimes, and the Genocide Excess Mortality Index (GEMI). All these 5 variables are positively correlated among each other (Table 19 ). We will repeat the analysis for each proxy separately as well as for their combination obtained through Principal Component Analysis. When relying on the DiDiD approach, we consider all measures at the level of the 145 Rwandan Communes, which we can match with both census data rounds. When performing the IV analysis, we descend instead to the Sector level to increase the power of our instrument. Consequently, we only use the 2002 census round and focus on the measure capturing the share of perpetrators of genocide-related crimes, which is also available at that more refined level.
For the other events in the Rwandan conflict cycle -civil war, insurgency and counter-insurgency operations, and refugee crisis -proxies are much scarcer. In our analysis we will therefore consider what, to the best of our knowledge, are the only two measures available: the Non-Genocide Excess Mortality Index (non-GEMI) and the share of households that resettled from Burundi, Tanzania, or DRC. The first measure is borrowed from Verpoorten (2012a) and is used to proxy for the death toll caused by the other conflict events that took place in the country during the nineties. 11 The second measure is instead generated using migration information contained in the 2002 census and is used to proxy for the intensity of the refugee crisis. The correlation between these variables and the genocide measures is mostly negative and low (Table 19 ), indicating that different Communes of Rwanda were hit by different forms of violence. Figure 12 visually illustrates the spatial variation for each one of the different conflict-related variables. Table 3 reports the estimation results of Eq. 1, in which progressively more controls are included. Regression 3 represents our preferred model that includes the full set of controls and fixed effects. The estimated DiD coefficient α 1 indicates that the young cohort in the post-genocide era completed on average 1.1 less years of schooling, compared to the young cohort in the pre-genocide era and relative to the difference in schooling between the old cohorts over the same period. We check the robustness of our results to different age thresholds, rerunning Eq. 1 multiple times, each time changing the threshold by 1 year, covering the interval between 16 and 30 years. The left-hand panel of Figure  2 summarizes the results, showing that the estimated drop in educational attainments is very stable and ranges between 0.9 and 1.2 years. An alternative approach is to estimate the drop in schooling for each age separately. To do so, we rerun our model replacing the interaction between the post-genocide indicator and the youngcohort indicator with the full set of interactions with a separate indicator for each age included in the young cohort -i.e. from 6 to 25. The right-hand panel of Figure 2 reports the estimate of each coefficient together with the relative 95% confidence interval. The figure shows that for each age included in the young cohort there is a significant drop in schooling attainments, which oscillates between 0.1 (age 25) and 1.7 years (age 13). Taken together, the two panels of Figure 2 show that the large and significant drop in schooling is not driven by a few specific groups and is robust to movements in the exact definition of the young age cohort. In addition, while acknowledging that it is difficult to define the "right" threshold, these figures lend support to our choice of including ages up to 25 in the young cohort, because this allows including in the affected group a large share of individuals that were likely to be hit by the violence at schooling age, and because estimates are very stable for changes in the neighborhood of that threshold. Table 3 . See the main text for details.
Results
The overall drop in schooling attainments
In Appendix C we report a rich set of additional checks to validate our finding: (i) we perform a falsification check by considering only cohorts whose schooling attainments should not have been affected by the genocide; (ii) we use the evolution in schooling attainments for a young cohort in other EAC countries to construct an alternative counterfactual; (iii) we enrich the model with commune time trends; (iv) we adjust for post-genocide migration; (v) we adjust for selective killings during the genocide.
Boys versus girls
Regression 4 of Table 1 estimates Eq. 1, augmented with the three-way interaction term Post-Genocide t × Young a × Female i (and all its components). The estimated coefficient of the triple interaction term indicates that the drop in schooling was 0.27 years larger for girls than for boys. As boys started from a much higher level of schooling, this translates in a larger gap in proportional terms: 31% drop for girls compared to 15% drop for boys. Also in this case the result is robust to different definitions of the young cohort and is not driven but any specific age group ( Figure 7) .
The result, however, rests on the assumption that, had the violence not taken place, the difference in the 1991-2002 evolution in schooling attainments between girls and boys in the young cohort would have been the same as the difference in the evolution for girls and boys in the old cohort over the same period. This assumption may be questionable, as a catch-up process of girls' schooling had taken off in Rwanda over the previous decade, and this process may have slowed down or accelerated. 12 We therefore rerun the analysis dropping the comparison with the old cohort and considering instead individuals in the young cohort in the other three EAC countries. We still find a significant, albeit smaller, drop in schooling for girls compared to boys, equal to 0.1 years (Table 12) .
Overall, our analysis clearly indicates that both girls and boys suffered the consequences of the conflicts in Rwanda. The estimates suggest that girls attainments' experienced, if anything, a larger drop, although the difference is small.
Lower enrolment, dropouts, or delays?
The large drop in schooling attainments that was estimated in the previous sections can be due to children that do not enroll in school (HP1), students that drop out from school (HP2), or students that delay their education (HP3). 13 We start by focusing on primary schooling. We rely on a set of simple figures to shed light on the importance of the three different channels, while full details of the regression analysis are reported in Appendix D. Figure  3A gives enrolment rate by age, i.e. the share of individuals that are recorded as students or that completed at least 1 year of school. The figure, which starts at age 10 because the census does not give student status for younger ages, shows that the enrolment rate has been constantly increasing in Rwanda over time. In particular, compared to 1991, individuals of all ages in 2002 were more likely to attend school. Figure 3B provides information on dropouts. Considering only individuals that ever attended school, it shows for each age above 13 (i.e. the age at which students are expected to complete primary school) the share of those that dropped out before completing the primary schooling cycle (6 years). The slope of the 1991 line indicates that dropouts were declining over time. However, for the 2002 line we observe a clear peak in drop-outs between ages 15 and 24, an interval that brackets individuals that were likely to be enrolled in school at the peak of violence (7-16 years old in 1994) . Adopting the simplifying approximation that each student started primary school at age 6 and completed one grade per year, this pattern implies that dropouts were concentrated around the years 1992-1998 ( Figure 8 ). Finally, Figure 3C reports the average age of students enrolled in primary school for grades 2-6. 14 The average age of students is significantly higher in 2002 than in 1991 for each one of the primary grades. For instance, students who attend the final grade of primary school are on average 14.7 years old in 2002 compared to 12.5 in 1991. Overall, these figures suggest that increased drop-outs (H2) as well as delays (H3) are responsible for the large drop in schooling attainments previously observed, while we do not observe any significant impact of the violence on primary school enrolment (H1). These results are confirmed in a regression analysis that builds on our DiD framework (Table 14) : we observe no statistically significant effect on enrolments, but we find that individuals in the 2002 young age cohort that ever attended primary school were 23pp more likely to drop out before completing the 6-year cycle (compared to individuals of the same cohort in 1991 and relative to the difference in dropouts between the old cohorts), and that students enrolled in primary school in 2002 were on average almost 2 years older than students in the same grade in 1991. Figure 4 presents a similar analysis for secondary schooling. Figure 4A gives enrolment rates by age. The figure starts at age 13, when students are supposed to enroll in secondary school. It shows that the enrolment rate in 2002 was systematically higher than in 1991 only for old age cohorts, not for the younger ones -i.e. those affected by the violence. The drop in secondary school enrolment for the affected cohort should not surprise given the increase in drop-outs from primary school observed above. When restricting the focus on individuals that actually completed primary school, the figure changes completely, showing that even for the youngest age cohorts enrolments (slightly) increased between 1991 and 2002 ( Figure 4B ). Figure 4C provides information on secondary schooling dropouts. Considering only individuals that ever attended secondary school, it shows for each age above 13 the share of those that dropped out before completing the first 3 years of secondary school (i.e. the lower cycle). The fact that the 2002 line lies mostly below the 1991 line indicates that secondary school dropouts were declining over time. However, similarly to what we saw for primary schooling, the 2002 line has a clear peak between ages 21 and 28, an interval that brackets individuals that were likely to be enrolled in secondary school at the peak of violence (13-20 years old in 1994) . Finally, Figure 4D reports the average age of students enrolled in secondary school for grades 7-12. We observe relatively small differences in the average age between 1991 and 2002 across the secondary grades. Also in this case, all results are confirmed in a regression analysis (Table 14) : we estimate a large and significant 11.5pp drop in secondary school enrolment, that however turns into a 4.9pp increase when restricting the sample to students that actually completed primary school; we estimate a significant 4.6pp increase in dropouts within the first 3 years of secondary school; and estimate that students enrolled in secondary schooling are on average 0.7 years older in the post-genocide era compared to the pre-genocide era. Despite being still significant, this age difference is less than half of the one we estimated for primary schooling, suggesting a smaller increase in school delays for students going to secondary school. Overall, our results indicate heterogeneity in the impact of the violence on schooling across primary and secondary education. 15 When considering the heterogeneity of these channels by gender, we find evidence that the somewhat larger drop for girls that we identified previously is driven by a worsening in primary schooling outcomes. The estimates reveal a 10pp drop in primary enrolment rate and a 5.5pp increase in primary dropout rate for girls compared to boys, but no differential change in school delays (Table 16 ). When it comes to secondary schooling, the situation is reversed, with girls displaying a large 15pp increase in secondary enrolment rate (conditional on completing primary schooling) compared to boys, as well as a somewhat lower (3.6pp) secondary dropout rate. Differential change in school delays is again very small (0.17 years), although in this case the difference is statistically significant.
Localized effects of violence?
We take advantage of the fine-grained census data to examine whether the overall drop in schooling hides important subnational variations, and whether these relate to the intensity of the 1994 genocide across the country.
We start by performing a DiDiD analysis, adding to Eq. 1 a triple interaction term (as well as all its components) between the young cohort, the post-genocide period, and one of our six measures of genocide intensity (five original indicators, plus their combination through PCA). Regressions 1-6 of Table 4 show that, across the different measures, the DiDiD coefficients only turn significant when considering the number of mass graves in the Commune. Even in that case, significance is low (at 10%) and the estimated effect t is very small, indicating that one mass grave located in the Commune is associated with an additional 0.07 years drop in schooling (the average number of mass graves per Communes is 0.48). Thus, regressions 1-6 overall suggest that individuals in the young cohort in areas more severely affected by the genocide experienced on average very similar drops in schooling attainments as individuals in areas that were relatively less affected by the genocide. The dependent variable records the number of completed years of schooling. In all regressions, the Young cohort includes individuals of age 6-25, while the old cohort includes individuals of age 26-45. All conflict variables are defined at the Commune level. See Table 17 for more details on the variables and sources. All regressions also include all constitutive terms of the triple interaction, but coefficients are omitted for reasons of space. The list of Controls X includes all the variables reported in Table 3 To account for possible confounding factors, we perform a set of robustness checks, described in Appendix E, in which we (i) enrich the model with commune time trends; (ii) adjust for post-genocide migration; (iii) adjust for selective killings during the genocide; (iv) adjust for relief programs in the post-genocide period; and (v) use the young cohorts in the other EAC countries to construct an alternative counterfactual. We find that the DiD coefficient -which captures the drop in schooling in areas that experienced no genocidal violenceremains always very large and significant, while the DiDiD coefficients are very small and mostly not statistically significant. The mismatch between the drop in schooling and genocide intensity is also clear when one compares the spatial distribution of the estimated drop in schooling to the 1991 distribution of Tutsi ( Figure  5 ). The spatial patterns do not match at all: for instance, many Northern Communes where the share of Tutsi was as low as 1.5% (compared to over 20% in some of the Southern Provinces) still experienced large drops in schooling. 16 Table 3 separately for each Commune. To further scrutinize this result, we abandon the DiDiD approach and switch to the IV strategy, in which we instrument the Sector-level share of genocide perpetrators with a rainfall-based measure of transportation cost, as described in Section 3. Table 5 reports the results. Given that the IV analysis is only based on the 2002 sample disaggregated at the Sector level, we first of all report the simple OLS results based on this new sample, including in the regression the full set of control variables borrowed from Rogall (2015) . Results in column 1 confirm that, if anything, educational attainments were slightly higher in Sectors that recorded a larger share of genocide perpetrators. Regression 2 corresponds to Eq. 3 -i.e. the first stage of the IV analysis -and shows that, as expected, transportation costs are significantly and negatively related to the share of perpetrators in a Sector (F-test = 18.45). Finally, regression 3 estimates the second stage of the IV regression, corresponding to Eq. 4. The estimated coefficient confirms that genocide intensity is not related to the drop in schooling attainments. Sample is restricted to the 2002 census and to the young cohort (ages 6-25). The unit of observation is the Rwandan Sector. Prosecution rate indicate the (logarithm of the) number of Category 1 and Category 2 suspects for committing crimes during the genocide, weighted by the share of Hutu living in the Sector in 1991. Transportation Costs indicates the interaction between the distance from each Sector to the nearest major road and the amount of rain that fell over that distance path during the 100 days of the 1994 genocide. Controls X include all the variables reported in Table 3 . Additional Controls include the full set of controls used by Rogall (2015) . See Rogall (2015) for more details. Robust standard errors in parentheses, clustered at the level of the Commune. There are 145 Communes in the sample. *** p < 0.01, ** p < 0.05, * p < 0.1.
A possible explanation for the lack of evidence of any localized effects of the genocide is that areas that were not hit by the genocidal violence were still affected by the other conflict-related events that took place in the nineties, which were less intense, but longer-lasting. We test for this hypothesis by considering the non-GEMI index and the share of resettled households to proxy, respectively, for the intensity of the other armed conflicts that took place during the nineties and for the intensity of the refugee crisis. Columns 7 and 8 of Table 4 show the results for the DiDiD model using these alternative measures. The estimates suggest that Communes experiencing higher intensity in other armed conflict events experienced somewhat larger drops in schooling attainments: one standard deviation increase in the non-GEMI index leads to an additional drop of 0.1 years of schooling. We do not find instead any significant localized effect of the refugee crisis. These results are confirmed when jointly considering the different events -i.e. genocide, other armed conflicts, and refugee crisis -in the same regression (regression 9). Although our proxy for non-genocide conflict events is far from being perfect, these results suggest that the other armed conflicts that took place in the nineties in Rwanda had a somewhat stronger localized impact than the more intense, but short-lived genocide. However, the estimated additional effect is quite small, and results in Table 4 show that across all the different regressions, the coefficient of the interaction Post-Genocide t × Young a remains always very large (around −1.1). This means that even areas that experienced low direct exposure to any conflict-related event still suffered large drops in schooling.
An explanation that fits this pattern is one in which the nationwide disruption in the supply of education plays a leading role. Education supply is to a large extent determined by factors such as school buildings and teachers. 17 According to at least three pieces of suggestive evidence, these factors were affected heavily and nationwide. First, while a 1994 report from the Ministry of Education (MINEPRISEC/MINESUPRES, 1994) indicates that as many as 65% of the 1,836 schools were damaged, needing urgent repair, a nationally representative community survey collected in 1999/2000 reveals no link between school damages and genocide intensity. 18 Second, teachers had become a very scarce resource all over the country: many were killed, because they were Tutsi or part of the moderate Hutu elite; several others were imprisoned (having participated in the killings); and still others had moved abroad or to urban centers (Obura, 2003) . The result was "the total erosion of faith in the education system", with less than half of qualified teachers remaining in the primary system after the end of the conflict (ibidem, p. 48). Looking at information on occupation in the 2002 census, we find no relation between the share of teachers and genocide intensity in a Commune. 19 Third, the conflicts of the nineties heavily impacted the government budget, drying up resources for education. In addition, the limited budget was largely spent on the repair of buildings, further diminishing current spending to support the day-to-day running of the schooling system (see Table 1 ).
How to reconcile such nationwide disruption in the supply of education in the aftermath of the violence, with the evidence on the different channels presented above? In particular, one would expect such disruption to lead to an increase in dropouts -which we indeed observed -as well as to a drop in enrolment -which we instead did not observe. As mentioned earlier, however, we only have information on whether the individual was ever enrolled in school, while we do not know the age at enrolment. If children that were supposed to enrol in school around the time of the violence simply postponed their first enrolment, then we might indeed observe no drop in enrolment by 2002. Such delayed enrolments should also lead to a significantly higher average age of students per grade -which is indeed what we observed. To further look into this, we can focus on the age cohorts that were supposed to enrol in school at the time of the 1994 genocide or in the immediate aftermath -i.e. children aged 12-14 by 2002. Compared to their corresponding age cohorts in 1991, such cohorts in 2002 display significantly higher enrolment rates (87% vs. 81%), significantly lower droput rates (19% vs. 26%), but significantly lower years of schooling (2.8 vs. 3.7 years of schooling ) . This is consistent with such cohorts enrolling in school at a later age in 2002 compared to 1991 and this is again also consistent with the fact that average age by grade in 2002 is almost 2 years higher than in 1991. 20 
Discussion and conclusion
Our analysis showed that armed conflicts that took place in Rwanda over the nineties caused a drop in schooling attainments of roughly 1 year, on average, for individuals aged 6-25. While our estimate confirms the general finding in the literature, it is larger than what was previously estimated in the context of Rwanda (Akresh & de Walque, 2011) . The larger magnitude can be explained by the definition of the affected population. As shown in our analysis, the overall drop in schooling hit not only individuals that were at primary schooling age at the time of the violence, but also older cohorts of secondary schooling age. Including these cohorts in the comparison group, leads to underestimating the overall impact of the violence. 21 The second set of results revealed that the conflicts dramatically affected both girls and boys, in line with our interpretation of a generalized disruption of the schooling system. However, our estimates also indicate that girls suffered an additional drop in schooling compared to boys. Although such additional drop is small in magnitude -1-3-month -it translates in a larger gap in proportional terms, as boys started from a much higher level of schooling. This result corrects a previous opposite finding that was likely based on a specification in which constitutive components of the triple interaction term were erroneously omitted (see Appendix A for details). Such larger drop for girls also suggests that in the aftermath of the conflicts the limited available household resources were reallocated towards boys. This is not surprising in the context of a traditionally patriarchal society like Rwanda, and is in line with what studies have found in Tajikistan, India, and Guatemala (Shemyakina, 2011; Singh & Shemyakina, 2016; Chamarbagwala & Morán, 2011) , although other studies have shown this result to be highly context-dependent (Buvinić, Das Gupta, & Shemyakina, 2014) .
The third set of results relates to what -to the best of our knowledge -is the first comprehensive microempirical analysis of the consequences of armed conflicts on school enrolment, dropouts and school delays, disaggregated by primary and secondary schooling. Concerning primary schooling, our results indicated that students were not less likely to enroll as a consequence of the conflicts. The large reduction in schooling attainments was instead driven by an increase both in delays in schooling (possibly related to delays in first enrolment) and dropouts. This puts the dramatic drop in education attainments in a somewhat different perspective, as it indicates that part of the drop is due to students postponing their education. Although more research is needed to identify the most effective policy, these findings suggest that to lessen the human capital shock in post-conflict settings, policies aimed at retaining primary school students (e.g. conditional cash transfer programs) and incentivizing their re-enrolment (e.g. the creation of specific programs for older students) are likely to be more effective than those aimed at lowering barriers to enrolment (e.g. providing school uniforms). For secondary schooling our results highlight a large drop in enrolment, which however can be fully attributed to the lower share of students completing primary school. When restricting the focus to students that actually completed the primary cycle, our results reveal a relative increase in secondary enrolment in the aftermath of the conflict, suggesting that conflicts reinforced a selection effect, by which the relatively more able and motivated students completed primary school and continued to secondary studies (this seems confirmed by the finding that school delays are less of an issue for students enrolled in secondary schooling).
Finally, in contrast with previous, less fine-grained, analyses (Akresh & de Walque, 2011; UNESCO, 2010) , our within-country analysis revealed no clear link between the drop in schooling and the intensity of the 1994 genocide. Even when taking into account other forms of violence that took place in the nineties, we still observed large drops in schooling attainments across the whole country, irrespectively of the local exposure to the violence. We argue that this points to the importance of supply-side factors such as infrastructures and teachers, rather than demand-side factors that correlate with the large human death toll. This finding aligns well with three other studies that find no or little impact of human death toll on education, and instead a large role for the quality and quantity of school buildings and teachers (Akbulut-Yuksel, 2014; Bruck, Di Maio, & Miaari, 2013; León, 2012) . This finding calls for caution in the design of post-conflict policies. For instance, after the end of the genocide there has been a proliferation of scholarship programs targeting especially regions where the genocide was more intense. 22 In light of our findings, such selective scholarship policies run the risk of missing out on students that would be equally in need for support, and may crowd out supply-side policies that could have a larger nationwide impact. The finding also calls for caution on the research front: the striking difference between the large drop in schooling attainments that we estimate at the country level and the absence of localized effect of the violence highlights the importance of combining different approaches when studying the consequence of armed violence. By only looking at variation in violence intensity within country, one might wrongly conclude that the violence had no impact -although this warning is likely to bare less relevance for more isolated conflict events in larger countries.
In terms of future research, more efforts are needed to unveil the exact mechanisms underlying the general channels that we highlighted in this work. In particular, our data and research design were ill-equipped to investigate which individual-or household-level characteristics determine the decision to enrol, drop out, or delay schooling. Alternative combinations of micro-level data and research design should set out to investigate this, so to guide the design of more targeted policies. In addition, our focus was on the quantity of education, i.e. the number of years of schooling, but we could not say anything about the quality of education. Rogall and Yanagizawa-Drott (2014) find some evidence of a worsening in the cognitive skills of children in more genocideaffected areas, despite an overall increase in living standards in their households. Further research is needed to better investigate the link between the quantity and the quality of education in the aftermath of violence.
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Figure 7:
Heterogeneity across gender -estimates by age. Notes: The two figures report the estimates from a set of regressions that are slight modifications of regression 4 in Table 3. The figure on the left shows the point estimates and the 95% CI for the DiDiD coefficients of the interaction term between the Young cohort, the Post-Genocide Round, and the Female indicators, obtained in different regressions, in which the cut-off separating young and old age cohort moved between 16 and 30 years of age. The figure on the right shows instead the point estimates and the 95% CI for the different DiDiD coefficients obtained from a single regression in which the Young indicator in the triple interaction term (and in all its components) was replaced by the full set of individual age indicators -i.e. from age 6 to age 25. 
Appendix B Census vs. DHS data, and replication of Akresh and de Walque (2011)
In Section 4.1 we justified the choice to use population census instead of DHS data, by referring to the larger number of observations, which make the data representative for small administrative units, as well as for subsamples of different age groups and gender. This Appendix provides more details concerning the comparison between the census and the DHS data. We then perform a replication exercise, using both census and DHS data, to illustrate how our analysis compares to the working paper by Akresh and de Walque (2011) .
Census vs. DHS data
Both Census and DHS provide two different rounds of data bracketing the main conflict period in Rwanda, with just few years of difference: the census rounds were collected in 1991 and 2002; the DHS in 1992 and 2000. We use the DHS data to generate the same variables that we use in our main analysis. The only exception concerns the asset index used to generate the non-poor indicator variable, for which we have to rely on somewhat different components. 23 The summary statistics for the different variables are reported in Table 6 , divided by source and data collection round.
In order to check the implication of using one source rather than the other, we run the main DiD regression (Eq. 1) on both datasets. Since the DHS data only provide information on the Province of residence of the respondent (and not on the Commune, as it is in the census data), we only include Province fixed effects in the regressions (this explains the small difference between some of the results reported in this table and those in the main text). We cluster standard errors at the enumeration level for the DHS and at the Commune level for the census regressions. Table 7 shows that results obtained with the two sources are very similar. When all controls are included in the regression, both sources indicate a drop in schooling attainments corresponding to about 1 year less of education for the young cohort in the post-genocide period. Importantly, also the coefficients of all the different control variables are very similar. This check highlights the reliability of the Rwandan census data and, given its much higher resolution compared to the DHS, supports our choice to focus on this source for our analysis.
Comparison with Akresh and de Walque (2011)
As explained in the text, our analysis presents some similarities with a widely cited study by Akresh and de Walque (2011) 24 -from now on referred to as AdW. By relying on a DiD strategy and using the two DHS data rounds described above, AdW estimate a 0.56 years drop in schooling in Rwanda over the nineties. The authors also find the drop to be stronger for boys than for girls, and for individuals located in areas where the 1994 genocide was more intense. In this Section we discuss how our analysis compares to their study.
In replicating AdW results we stay as close as possible to their empirical set up, which differ from our own analysis in four ways. First, AdW define the young cohort as including ages 6-15 and the old cohort as including ages [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Second, AdW define a slightly different asset index, relying on the larger set of asset variables included in the DHS dataset. 25 Third, AdW consider fixed effects at the level of the 12 Provinces, rather than at the level of the 145 Commune, as the DHS dataset does not record the Commune of origin of the respondent. Finally, AdW include a control for the highest level of education attained by any member of the household, rather than the level of education of the household head.
Overall drop in schooling We start performing a narrow replication of AdW results, using their exact same sources (DHS data) and set-up. Regression 1 in Table 8 reports the DiD estimate that AdW obtain in a simple model without any control (−0.555). Regression 2 shows that in our narrow replication we obtain a very similar coefficient (−0.572), although we cannot replicate 100% the exact same Figure. 26 We then perform a scientific replication, using the census data. Regression 3 shows that the estimate we obtain (−0.589) is again very close to the AdW result, despite the slightly different sample years (1992 and 2000 for the DHS versus 1991 and 2002 for the census data).
In the next step, we follow AdW and include in the empirical model the full set of controls, as well as Province and age fixed effects. The new estimate of the DiD coefficient reported by AdW is −0.421 (regression 4). In our narrow replication using DHS data we find a slightly larger coefficient of −0.529 (regression 5). The scientific replication using census data yields a higher estimate of −0.739 (regression 6) -although in this case data limitations force us to rely on a somewhat different asset measure. Overall, both our narrow and scientific replication so far broadly confirm the initial result of AdW of a large drop in schooling attainments.
One problem with the definition of the age categories used in the main specification of AdW is that the old age cohort (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) includes individuals that were still at schooling age when the genocide broke out. 27 For instance, individuals aged 16-25 in 2002 were aged 8-17 in 1994 . Since at that age many individuals were still attending school, their schooling attainments were likely affected by the violence as well. Including these individuals in the old cohort is therefore likely to lead to an underestimation of the effect of the violence. This is the reason why in our main specification in the text we enlarge the young cohort to include individuals of age 6-25 -meaning individuals that were 17 or younger when the genocide broke out. Once this is taken into account, as expected, we identify an overall drop in schooling that is larger than 1 year, i.e. almost twice as large as the one originally identified by AdW.
Effects by gender
AdW also investigate whether the drop in schooling was larger for boys or girls. They do so by including in their model a triple interaction term Post-Genocide t × Young a × Female i . Differently from our analysis, however, they report a positive and significant DiDiD estimate (0.219, regression 7 or Table 8 ), suggesting that the impact of the conflict on the schooling of girls is less negative than the impact for boys.
Why do we find the opposite results? We suspect the reason is that in the specification used by AdW two out of the three constitutive terms of the interaction effect are erroneously omitted (Young a × Female i , and PostGenocide t × Female i ). In a narrow replication on the basis of DHS data and omitting the constitutive terms of the DiDiD we indeed find a similar positive coefficient (0.236, not reported). When we include all constitutive components of the triple interaction, we find instead a negative coefficient of −0.096 (regression 8), suggesting that, if anything, girls experienced a larger drop than boys -although the coefficient is not statistically significant at conventional levels. In the scientific replication using census data we estimate a similar negative DiDiD coefficient, equal to −0.136 (regression 9), which is significantly different from zero, confirming the additional schooling deficit for girls.
Thus, the result of AdW of a higher schooling deficit for boys is reverted when adding the constitutive components of the triple interaction terms. Our new findings point to an additional (albeit small) negative impact of conflict on the schooling of girls. Although in absolute terms the additional effect for girls is small, it becomes more than double in relative terms (30% drop in schooling attainments for girls compared to a 15% drop for boys), as boys started from a much higher level of schooling, on average.
Localized effects of the genocide AdW test whether the drop in schooling can be attributed to the 1994 genocide by estimating another DiDiD model in which the young age cohort in the post-genocide round is interacted with a measure of genocide intensity. In this case, the authors explicitly report including in the regression also all the constitutive components of the triple interaction.
However, AdW consider three different genocide intensity measures that are only defined at the level of the 12 Provinces: the proportion of days during which killings occurred in a Province in the months April-June 1994 (Measure A); an indicator variable taking on the value of one for the three Provinces with the highest number of killings in 1994 (Measure B); the number of mass graves and memorials per Province (Measure C). 28 The DiDiD estimates obtained by AdW -and reported in Panel A of Table 9 -are all negative and significant at the 10% level (A:-0.024, B:-0.329, C:-0.023), pointing to a stronger negative impact on schooling in Provinces where genocide intensity was relatively higher.
We cannot replicate these results. As Panel B of Table 9 shows, in our narrow replication, using the same variables and specification, we obtain very different coefficients: A:0.705, B:-0.905, and C:0.018. It is not clear where these differences come from. Estimates are also very different when we replicate their approach using the population census data; the coefficients -reported in Panel C of Table 9 In an attempt to address the potential endogeneity of genocide intensity, AdW perform an IV estimation. The instrument they use is the Province-level distance to the Ugandan border and their IV coefficients are in line with their OLS results. Once again, we obtain very different results -mostly not statistically significantboth for our narrow and for our scientific replication. 29 Leaving aside the comparison with the results of AdW, our failure to establish a direct link between the drop in schooling and genocide intensity may be due to the fact that the conflict intensity measures defined at the Province level are too crude to properly capture variation in the intensity of the violence. This is why in our analysis we turned to consider alternative measures, all defined at the level of the 145 administrative Communes (and at the level of the 1432 administrative Sectors, in the case of the IV analysis). As our results have shown, however, we cannot identify any localized effects of the genocide. The IV analysis confirmed that areas where the intensity of the violence was relatively lower experienced a drop in schooling that is comparable to areas where the violence was more intense. The dependent variable records the number of completed years of schooling. In all regressions, the Young cohort includes individuals of age 6-25, while the old cohort includes individuals of age 26-45. Due to data limitations, Non-poor is constructed differently in the census and DHS sample. In the census regressions the asset index that is used to define the non-poor variable is constructed using four variables: whether there is (any type) of toilet; whether the dwelling is owned by the household; whether there is a finished floor; and whether there is tiles or cement roof. In the DHS sample the asset index is instead constructed using three variables: whether there is (any type) of toilet; whether there is a finished floor; and whether the household owns a radio. For the DHS sample pre-genocide refers to 1992 and post-genocide to 2000, while for the census sample pre-genocide refers to 1991 and post-genocide to 2002. Administrative Fixed Effects are defined at the Province level (there are 12 Provinces in both the DHS and the census samples). Standard errors are instead clustered at the enumeration level for the DHS regressions and at the Commune level for the census regressions. There are 640 enumeration units and 145 Communes in the DHS and census sample, respectively. *** p < 0.01, ** p < 0.05, * p < 0.1. 
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Appendix C Sections 5.1 and 5.2 -Additional analysis
In this Appendix we detail a set of robustness checks that we have performed on our main analysis and that are just briefly mentioned in the main text. We start by introducing an alternative definition of the unaffected group, which will be used in some of our checks, and by discussing the corresponding data source. We will then proceed to illustrate and comment the different checks.
Alternative definition of the unaffected group
In this Appendix we will show the robustness of our findings in an alternative DiD specification, in which we compare the evolution in schooling outcomes experienced by the young cohort in Rwanda with the evolution experienced by young cohorts in three other East African Countries (EAC) -Uganda, Tanzania, and Kenyafor which comparable census data is available. As mentioned in the text, one problem with considering an old cohort to construct the counterfactual for the evolution of schooling attainments in a young cohort is that the two groups start at different places in the distribution of educational attainments. For this reason we also consider an alternative unaffected group, made of a cohort of individual of the same age, but living in other East African countries that did not experience the dramatic violence that Rwanda witnessed over the nineties. There are three countries in which two census rounds were collected around the same years as Rwanda: Uganda (1991 and 2002) , Tanzania (1988 and 2002) , and Kenya (1989 and . In order to smooth out as much as possible country-specific characteristics, we construct the comparison group by jointly considering the evolution in schooling attainments in these three countries. In this alternative DiD specification, we consider the young cohort of individuals at schooling age in the different countries and adopt an empirical model similar to Eq. 1:
where Rwanda is an indicator variable for living in Rwanda and the fixed effects λ comprise administrative units across the different countries considered (indicated with subscript c). In this case a negative (positive) estimate of the DiD coefficient β 1 indicates that the young cohort in Rwanda in the post-genocide era completed on average less (more) years of schooling, compared to the young cohort in Rwanda in the pre-genocide era and relative to the difference in schooling for the young cohorts in the other EAC countries over the same period. To study whether the impact was different for girls compared to boys, we slightly modify the above equation, adding a three-way interaction term with the individual-level indicator variable for being female. Concretely, this means including the terms Post-Genocide t × Rwanda c × Female i (and all its components) to the above equation.
When studying the channels, variations in the structure of the educational system across countries complicate the distinction between primary and secondary schooling. Moreover, differently from years of schooling, outcomes related to the channels are not cumulative and hence there is no risk that young and old cohort start from different points of the distribution. In any case, our results are broadly confirmed when using the comparison with the other EAC countries (see also the discussion in Appendix D).
Ugandan, Tanzanian, and Kenyan population census data
In the three comparison countries, a census was recorded around the beginning of the nineties (1988 for Tanzania, 1989 for Kenya, and 1991 for Uganda) and another around the end (1999 for Kenya, 2002 for both Uganda and Tanzania). IPUMS International provides a random draw from each one of these census rounds (10% draw for Uganda and Tanzania; 5% draw for Kenya). Across all the three countries school typically starts at age 6 and is organized in two blocks of primary and secondary school. The main difference is that the primary schooling cycle typically lasts for 7 years, i.e. 1 year longer than in Rwanda, while the full secondary schooling cycle lasts for 4-6 years, depending on the country. Because of country-specific features and events that took place over the nineties, any specific country constitutes only an imperfect comparison for Rwanda. By considering the three countries jointly, we smooth out these country-specific factors.
We use the different census rounds to generate the same variables described in the main text for Rwanda, with minor corrections to the thresholds for the schooling variables to take into account the different length of the primary schooling cycle. The summary statistics, both aggregated and divided by census round, are reported in Panel B of Table 10 . 30 Overall, Table 10 shows that at the beginning of the nineties Rwanda was relatively similar to the average of the other countries in terms of school enrolment in both primary (78% vs. 81%) and secondary school (16% vs. 14%). On the other hand, primary dropout rates were higher in Rwanda (21% vs. 13%), although this is mostly driven by very low rates recorded in Tanzania (7%). 31 Figure 10 shows the average completed years of schooling by each age included in the young cohort (6-25), across the two census rounds that are available for the three EAC country: differently from what we observed for Rwanda (Figure 1 ), during the nineties average schooling attainments improved for each single age.
Section 5.1 -Robustness checks
We now describe a rich set of additional checks to validate our findings, reported in Sections 5.1. More specifically, we: (i) we perform a falsification check by considering cohorts whose schooling attainments should not have been affected by the genocide; (ii) we enrich the model with commune time trends; (iii) we adjust for post-genocide migration; (iv) we adjust for selective killings during the genocide. (v) we use the evolution in schooling attainments for a young cohort in other EAC countries to construct an alternative counterfactual;
Falsification test Our DiD estimates, reported in Table 3 , indicates that the young cohort in the post-genocide era completed on average 1.1 less years of schooling, compared to the young cohort in the pre-genocide era and relative to the difference in schooling between the old cohorts over the same period. We report this result in column 1 of Table 12 . In this baseline approach, identification rests on the assumption that the evolution in schooling attainments for the old age cohort represents a valid counterfactual. To examine the reliability of this assumption we consider two older age cohorts in Rwanda, whose schooling attainments should not have been affected by the genocide. More specifically, we re-estimate Eq. 1 redefining the young cohort to include individuals aged 26-45 (i.e. our previous old cohort) and the old cohort to include individuals aged 46-65. 32 The DiD coefficient, reported in Column 2, is small (0.24) and, if anything, positive, thus bringing support to our approach.
Time trends
One might worry that the positive coefficient we obtained with the falsification test hints to the presence of a pre-trend, which although "in favor" of our analysis, might affect our estimation. We therefore address this concern by adding a full set of Commune time trends to our model (i.e. for each one of the 145 Communes we create the indicator variable Commune c and we add to the regression the interaction Commune c × Post-Genocide t ). Column 3 of Table 12 shows that our results are virtually unaffected by this change (point estimate is −1.103).
Migration Armed conflicts are often associated with large migration flows, both during the conflict and in its aftermath. If especially highly educated adults moved out of the most affected Communes, the gap between the young and old cohort remaining in those Communes would be reduced, thus biasing our DiDiD estimate towards zero. The census data include information on place of birth, previous residence, current residence, and time at current residence, allowing us to trace an individual's migration history. To gauge whether migration is causing a bias we assign all individuals who moved between 1994 and 2002 -representing 16.9% of the 2002 sample -to their previous Commune of residence and we re-estimate the DiD model. 33 Column 4 of Table 12 shows that the results are confirmed when applying this correction.
It is also worth noting that while more than 2 million individuals are estimated to have left Rwanda during the violence, the large majority of them returned to their homeland within a few years. By 2002 just about 75,000 refugees were estimated to be still outside the country (UNHCR, 2004) . Moreover, by 2002 only 17% of the population was living in a different District from where their were born, which is very close to the 14% observed in the 1991 census, suggesting that the large majority of returnees returned to their hometowns.
Selective killings (Differential attrition)
One might still be worried that our results are affected by selective mortality. More specifically, de Walque and Verwimp (2010) show that the probability of being killed in the genocide was highest among the welleducated Tutsi male population. If that's the case, this might lead to a forced drop in the number of educated adults in the 2002 census round, which, if anything, would lead us to underestimate the actual drop in schooling attainments for the young cohort. 34 As it has been estimated that approximately 75% of Tutsi were killed during the genocide (Verpoorten, 2005) , we gauge whether selective killings might affect our estimates by re-running our regression after removing 75% of the most educated Tutsi from the 1991 population, i.e. after artificially introducing in the 1991 census a selection similar to the one caused by the genocide. Column 5 of Table 12 shows that our result is virtually unaffected by the correction (point estimate is −1.143).
One additional concern is that the violence might have affected fertility decisions and endogenous fertility response might have caused the younger generation in 1994 to be from families with lower preferences towards education and human capital investment. While we acknowledge the relevance of this channel, we believe this is a minor concern for our analysis, given that children born after the genocide would be only 7 or younger in 2002 and are thus excluded from most of our analysis. Moreover, Figure 2 illustrated that the drop in schooling attainments was not concentrated in the youngest ages.
EAC countries
One might still be worried that our main DiD estimates are picking up a peculiarity in the evolution of the Rwandan old age cohorts rather than in the evolution of the young cohort, especially given that the two groups start at different places in the distribution of educational attainment. To address this concern we run Eq. 5, comparing the evolution in the young cohort between Rwanda and the other three EAC countries. Column 6 of Table 12 indicates that in Rwanda individuals aged 6-25 completed 0.94 less years of schooling in the postgenocide era compared to the pre-genocide era and relative to the difference in the other EAC countries over the same period and for the same age group. The similarity between the estimates of β 1 and α 1 , provides support to our empirical strategy. 35 Moreover, Figure 11 provides a robustness check to this analysis, similar to the one performed in the main analysis (Figure 2) . Overall, the figure confirms that our results are robust to minor changes in the specific threshold.
Section 5.2 -Boys versus girls
In Table 3 we also estimated Eq. 1, augmented with the three-way interaction term Post-Genocide t × Young a × Female i (and all its components). The estimated coefficient of the triple interaction term indicated that the drop in schooling was 0.27 years larger for girls than for boys. The result, however, rests on the assumption that, had the violence not taken place, the difference in the 1991-2002 evolution in schooling attainments between girls and boys in the young cohort would have been the same as the difference in the evolution for girls and boys in the old cohort over the same period. This assumption may be questionable, as a catch-up process of girls' schooling had taken off in Rwanda over the previous decade, and this process may have slowed down or accelerated. 36 Because of this concern, we rerun the analysis dropping the comparison with the old cohort and we consider instead individuals in the young cohort in the other three EAC countries. Concretely, this means estimating Eq. 5 augmented with the three-way interaction term Post-Genocide t × Rwanda c × Female i (and all its components). The results reported in column 8 of Table 12 indicate a still significant, but now much smaller drop in schooling for girls compared to boys, equal to 0.1 years. 37 Overall, results in Panel B clearly indicate that both girls and boys suffered the consequences of the conflicts in Rwanda. The estimates suggest that girls attainments' experienced, if anything, a larger drop, although the difference is small and varies with the exact definition of the comparison group. Uganda, 1988 for Tanzania, 1989 for Kenya. IPUMS international provides a 10% random draw from each round in Uganda and Tanzania, and a 5% random draw from each round in Kenya. Dropped out from Primary takes on the value of one if the person completed at least the first year of primary school but dropped out before completing the full cycle (equal to 7 years for the three countries). Dropped out from Secondary takes on the value of one if the person completed at least the first year of secondary school but dropped out before completing 3 years of secondary school. The dependent variable records the number of completed years of schooling. PANEL A investigates the overall drop in years of schooling attainments. PANEL B investigates heterogeneity by gender. In regressions 1-5 and regression 7 the sample is restricted to Rwanda and the key comparison is between a Young and an old age cohort. In regressions 5 and 7 the sample includes also three other East African Countries (Uganda, Tanzania, and Kenya) for which census data were collected around the same years. Regressions in PANEL B also include all constitutive terms of the triple interaction, but coefficients are omitted for reasons of space. Post-Genocide is an indicator variables that takes on the value of one for observations included in the 2002 census rounds. Non-poor is an indicator variable for living in a household whose asset index is above the population mean.Robust standard errors in parentheses, clustered at the administrative unit level. There are 145 administrative units (Communes) in the Rwanda sample and 368 administrative units (Communes or Districts) in the sample that includes also the other EAC countries. *** p < 0.01, ** p < 0.05, * p < 0.1. 
Appendix D Section 5.3 -Additional analysis
In Section 5.3 we performed an empirical analysis on the contribution of enrolment (HP1), dropouts (HP2), and school delays (HP3) in explaining the overall drop in schooling in Rwanda. The findings are reported in the main text and Figure 3 and Figure 4 provide a visual representation of the key insights for primary and secondary schooling, respectively. In this Appendix, we give the details of the underlying regression models and we include additional checks.
As mentioned in the text, we build on the DiD framework, adjusting the age limit of the affected cohort to take into account that enrolment, dropout, and delay decisions affect students of different ages. 38
Primary schooling
To estimate the impact of conflicts on primary school enrolment (H1) we rerun Eq. 1, replacing the dependent variable with an indicator variable for being a student or having completed at least 1 year of school in the past. 39 In this case the affected group should include individuals whose enrolment decision (likely) took place after the 1994 genocide. As primary school in Rwanda starts at age 6, this implies we should include individuals that were 6 or younger at the time of the genocide, meaning that they were 14 or younger by 2002. Given that the census only records student status starting from age 10, our young cohort embraces ages from 10 to 14. For consistency with our main analysis, we maintain the standard definition of old cohort, hence dropping individuals of age 15-25. 40 In line with what emerged from Figure 3 , regression 1 of Table 14 reveals a small and statistically insignificant DiD coefficient, indicating that the young cohort in 2002 was not less likely to enroll in primary school compared to the young cohort in 1991 and relative to the difference in enrolments between the old cohorts. To facilitate reading the results, the bottom panel of the table reports the mean of the outcome variable for each one of the four different combinations of age group and census rounds.
Second, we look at the evolution of primary school dropouts (H2) by replacing the dependent variable in Eq. 1 with an indicator variable for dropping out of primary school. In this case we restrict the young cohort to consider individuals of age 13-21, i.e. the cohort that would have normally completed primary school between 1994 and 2002 (cohorts outside that bracket either are still of primary schooling age in 2002, or likely completed primary school before the 1994 genocide -see also Figure 6 for reference). Also in this case we keep the standard old age cohort 26-45, thus dropping age 22-25 from the analysis. 41 Regression 2 of Table 14 indicates that, conditional on starting primary school, individuals in the 2002 young age cohort were 23 percentage points (pp) more likely to drop out before completing the 6-year cycle, compared to individuals of the same cohort in 1991 and relative to the difference in dropouts between the old cohorts. This figure marks a dramatic increase in the dropout rate, which reached 43% for the young cohort in 2002.
Finally, to study the case of delays in education (H3) we estimate Eq. 2, which considers the age of the student as dependent variable. For this analysis, we restrict the focus to individuals enrolled in grades 2-6 at the time of the census. 42 As in this case we are interested right in the age of individuals attending school, we consider all students in the sample -only excluding those younger than 10 because the census does not record their enrolment status. Regression 3 in Table 14 indicates that, on average, students enrolled in primary school in 2002 were almost 2 years older than students in the same grade in 1991.
Overall, Panel A of Table 14 confirms what emerged from the figures presented in the main text: students do not enroll less in primary school as a consequence of the conflict, and the large reduction in schooling attainments is caused by both an increase in dropouts and slower grade progression.
Secondary schooling
We now replicate this analysis for secondary schooling. 43 We start again by considering school enrolment and we consider as dependent variable an indicator for ever attending secondary school (approximated by an indicator for either being enrolled in or completing at least 1 year of secondary school). In this case the affected group is represented by individuals likely to begin secondary school after the 1994 genocide, i.e. individuals that turned 14 after 1994, meaning that they were 14-22 by 2002. 44 Results are reported in Panel B of Table 14 . Regression 4 indicates a large and significant drop in secondary school enrolment of 11.5 pp. However, this result is likely to be affected by the significant increase in primary dropout rates documented above. In regression 5 we therefore repeat the analysis restricting the focus on students that actually completed primary school. The DiD coefficient turns now positive, indicating that, if anything, individuals among the 2002 young cohort that completed primary school were more likely to enroll in secondary school (by 4.9 pp), compared to the same cohort in 1991 and relative to the difference in enrolment between the old cohorts.
We next look at secondary school dropout rates. As mentioned in Section 2.1, in Rwanda the full secondary school cycle lasts for 6 years, but there is the possibility of obtaining a first certificate after 3 years (post-primary cycle). In regression 6 we therefore look at actual dropouts within the first 3 years of secondary school, in order to avoid simply picking up changes in preferences for the type of secondary education cycle. 45 In this case we define the affected cohort to include individuals likely to have completed the 3 years of secondary school after 1994, i.e. individuals aged 17-25 by 2002. The estimate reported in regression 6 indicates a significant increase (4.6 pp) in dropouts within the first 3 years of secondary school.
Finally, we look at grade progression in secondary school. Similarly to what we did for primary school, we run Eq. 2 restricting the analysis to students enrolled in grades 7-13 and considering the full sample. Regression 7 indicates that students enrolled in secondary school are on average 0.7 years older in the post-genocide era compared to the pre-genocide era. Despite being still significant, this age difference is less than half of the one we estimated for primary schooling, suggesting a smaller increase in school delays for students going to secondary school. 46
Heterogeneity by gender
We also re-run the same analysis, both for primary and secondary schooling, investigating potential heterogeneity by gender. When studying enrolment (H1) and dropouts (H2), we do so by running a DiDiD model, enriching the specification with a triple interaction -× × , (as well as all its constitutive components). When studying school delays (H3) we instead augment Eq. 2 with the interaction -× . Results of the analysis are reported in Table 16 , which mirrors the structure and age choices described for Table 14 .
Concerning primary school, the estimates highlight that girls suffer both a significant drop in the enrolment rate (minus 10 pp) and a larger increase in the dropout rate (plus 5.5 pp) compared to boys. There is instead no differential effect across gender in terms of school delays.
When looking at secondary school, the situation is reversed, with girls experiencing both a larger increase in enrolment rates (plus 15 pp, when considering only students that completed primary schooling) and lower increase in dropout rates (minus 3.6 pp) than boys. There seem to be again little difference in terms of school delays, although in this case the estimates report a significant additional delay of 0.17 years for girls compared to boys.
Overall, these results suggest that the larger drop for girls that we estimated in Section 5.2 is entirely driven by a worsening in primary schooling outcomes. Individuals aged below 10 are always excluded from the analysis, because information on student status is only available from age 10. In regression 1 the dependent variable is an indicator taking on the value of one if the individual is enrolled in or completed at least 1 year of school. In regression 2 the dependent variable is an indicator taking on the value of one if the individual dropped out from primary school before completing the 6-years cycle; the sample is restricted to individuals that completed at least 1 year of primary school. In regression 3 the dependent variable is the age of the student; the sample is restricted to students enrolled in grades 2-6. In regression 4 the dependent variable is an indicator taking on the value of one if the individual is enrolled in or completed at least 1 year of secondary school. In regression 5 the dependent variable is the same as in regression 4, but the sample is restricted to individuals that completed primary school. In regression 6 the dependent variable is an indicator taking on the value of one if the individual dropped out from secondary school before completing 3 years of study (lower cycle); the sample is restricted to individuals that completed at least 1 year of secondary school. In regression 7 the dependent variable is the age of the student; the sample is restricted to students enrolled in grades 7-13. The list of Controls X includes all the variables reported in Table 3 in the main text. Robust standard errors in parentheses, clustered at the administrative unit level. There are 145 administrative units (Communes) in the sample. *** p < 0.01, ** p < 0.05, * p < 0.1. Individuals aged below 10 are always excluded from the analysis, because information on student status is only available from age 10. In regression 1 the dependent variable is an indicator taking on the value of one if the individual is enrolled in or completed at least 1 year of school. In regression 2 the dependent variable is an indicator taking on the value of one if the individual dropped out from primary school before completing the 6-years cycle; the sample is restricted to individuals that completed at least 1 year of primary school. In regression 3 the dependent variable is an indicator taking on the value of one if the individual is enrolled in or completed at least 1 year of secondary school. In regression 4 the dependent variable is the same as in regression 4, but the sample is restricted to individuals that completed primary school. The list of Controls X includes all the variables reported in Table 3 in the main text. Robust standard errors in parentheses, clustered at the administrative unit level. There are 145 administrative units (Communes) in the sample. *** p < 0.01, ** p < 0.05, * p < 0.1. Individuals aged below 10 are always excluded from the analysis, because information on student status is only available from age 10. In regression 1 the dependent variable is an indicator taking on the value of one if the individual is enrolled in or completed at least 1 year of school. In regression 2 the dependent variable is an indicator taking on the value of one if the individual dropped out from primary school before completing the 6-years cycle; the sample is restricted to individuals that completed at least 1 year of primary school. In regression 3 the dependent variable is the age of the student; the sample is restricted to students enrolled in grades 2-6. In regression 4 the dependent variable is an indicator taking on the value of one if the individual is enrolled in or completed at least 1 year of secondary school. In regression 5 the dependent variable is the same as in regression 4, but the sample is restricted to individuals that completed primary school. In regression 6 the dependent variable is an indicator taking on the value of one if the individual dropped out from secondary school before completing 3 years of study (lower cycle); the sample is restricted to individuals that completed at least 1 year of secondary school. In regression 7 the dependent variable is the age of the student; the sample is restricted to students enrolled in grades 7-13. The list of Controls X includes all the variables reported in Table 3 in the main text. Robust standard errors in parentheses, clustered at the administrative unit level. There are 145 administrative units (Communes) in the sample. *** p < 0.01, ** p < 0.05, * p < 0.1.
Appendix E Section 5.4 -Additional analysis
In Section 5.4 we performed a DiDiD to assess the relation between the subnational variation in the drop in schooling and the subnational variation in the intensity of the 1994 genocide. We looked at five different proxies for genocide intensity, plus a sixth one obtained as the combination of the other five through Principal Component Analysis. The details and sources of each one of these variables are reported in Table 17 , which also includes information on the Non-Genocide Excess Mortality Index (non-GEMI) and the share of households that resettled from Burundi, Tanzania, or DRC -i.e. the two variables unrelated to genocide intensity. Table 18 report the pair-wise correlations across the different measures, while Figure 12 shows the geographical distribution of each variable across the different Communes by quantile, with darker colors indicating higher intensity of the violence.
Results reported in Table 4 in the main text showed no link between the within-country distribution of the drop in schooling and the subnational intensity of the genocide. Our results could however be confounded by a number of factors related to the distribution of genocide intensity across the country. In this Appendix, we provide more details about how we address five main potential sources of bias threatening our DiDiD specification 47 ; (i) enrich the model with commune time trends; (ii) adjust for postgenocide migration; (iii) adjust for selective killings during the genocide; (iv) adjust for relief programs in the post-genocide period; and (v) use the young cohorts in the other EAC countries to construct an alternative counterfactual.
Time trends First, conflict intensity could be related to pre-war trends in schooling. This would be the case if for instance areas in which relatively more (or less) Tutsi were located were experiencing different paths in educational attainments before the genocide. In order to control for this, we exploit the large size of our dataset and add a full set of Commune time trends to the DiDiD regression model (i.e. for each one of the 145 Communes we create the indicator variable Commune c and we add to the regression the interaction × -). Migration Second, armed conflicts are often associated with large migration flows, both during the conflict and in its aftermath. If especially highly educated adults moved out of the most affected Communes, the gap between the young and old cohort remaining in those Communes would be reduced, thus biasing our DiDiD estimate towards zero. The census data include information on place of birth, previous residence, current residence, and time at current residence, allowing us to trace an individual's migration history. To gauge whether migration is causing a bias we assign all individuals who moved between 1994 and 2002 -representing 16.9% of the 2002 sample -to their previous Commune of residence and we re-estimate the DiDiD model. 48 Selective killings (Differential attrition) Third, de Walque and Verwimp (2010) demonstrate that the probability of being killed in the genocide was relatively higher for men, for the well-educated, and for Tutsi, and was highest among the well-educated Tutsi male population. The targeted killing of Tutsi adults could thus bias downward our DiDiD estimates, since it would reduce the gap between the schooling of the young and old age cohorts in the post-genocide population in the Provinces and Communes with high genocide intensity. As it has been estimated that approximately 75% of Tutsi were killed during the genocide (Verpoorten, 2005) , we gauge the magnitude of this bias by re-running our estimations after removing 75% of the most educated Tutsi from the 1991 population, i.e. after artificially introducing in the 1991 census a selection similar to the one caused by the genocide in 1994.
Relief programs Fourth, in the aftermath of the violence many relief and assistance programs for genocide survivors were launched. One of the largest program is the FARG (Fonds d'Assistance aux Rescapés du Génocide), which by 1998 was awarding scholarships for secondary schooling to 24,000 students, which is a sizeable share of genocide survivors at schooling age. 49 The support received by genocide survivors may partly confound the link between the intensity of the genocide and the drop in schooling, by lifting educational attainments of the young cohort in genocide affected area (63% of the beneficiaries of the scholarship are reported to be paternal orphans). The census does not contain any information on scholarship, but can rely on a nationally representative survey collected in 1999/2000 (EICV1), to construct a measure for the share of students receiving the scholarship in each Province. We then assess the potential bias of these scholarships by removing from the young age cohort of each Province a share of the best educated individuals, equal to the Province-level share of students that received a scholarship according to the EICV1 data. 50 EAC countries Fifth, given that most of the potential threats just outlined are induced by the comparison between young and old cohort in differently affected areas, we also switch comparison group and compare the evolution in schooling attainments for the young cohort in Rwanda to the evolution in schooling attainments for the young cohort in the other three EAC countries. More specifically, we run two separate regressions based on Eq. 5, splitting the Rwandan sample between Communes that experienced genocide intensity above the median, and Communes that experienced genocide intensity below the median.
The results of these different tests are reported in Table 20 , where we consider the 1994 death rate as conflict proxy. Across all the different tests, the DiDiD coefficient remains statistically insignificant and the DiD coefficients remain very stable, thus confirming that areas more severely affected by the genocide did not experience a more (or less) severe drop in schooling attainments, compared to other areas. Considering any of the other genocide intensity proxies does not affect our conclusion. 51 Table 17 for details and sources). For all measures except Figure B different colors identify different quantiles, with darker shades indicating higher intensity. No data are available for areas in white, which mostly include national parks and forests. Share of households that resettled from DRC, Tanzania, or Burundi. The measure is constructed as the share of households in which at least one of the two following conditions is satisfied: 1) (at least) one child was born in DRC, Tanzania, or Burundi between 1994 and 1998; 2) the household moved to live in the current location from DRC, Tanzania, or Burundi after 1994. The measure is based on information contained in the 2002 census round. It is estimated that almost 2 million people sought temporary refuge in the camps set up across the border with neighboring countries -especially DRC, Tanzania, and Burundi -during the nineties. These externally displaced individuals only returned to Rwanda at a slow pace from 1996 onwards (UNHCR, 2000). The variable is available both at the Sector and at the Commune level. 25 AdW combine six different asset variables: whether the household has piped running water, refrigerator, radio, finished floor, bicycle, motorcycle, and car. Whenever performing the narrow replication of their results, based on DHS data, we replicate the same measure; however, when performing the scientific replication based on the census data, we are forced to stick to our original asset index, based on four asset variables (whether the dwelling is owned by the household, whether there is any type of toilet, whether there is finished floor, and whether there is tiles or cement roof). 26 The imperfect match in the estimate is likely due to the small difference in the number of observations in the sample. In our sample we indeed have 367 observations more than AdW, although it is not clear where this difference comes from. 27 For completeness, AdW report finding similar results when using alternative cutoff ages for the young and old cohorts. In a footnote, they report re-defining the young cohort as aged 6-12, 6-18, 6-21, and 6-24 ; and the old cohort as aged 16-25, 16-30, 16-40, 16-45, 16-50, and 16-55. 28 Measure A and B are taken from the genodynamics project (Davenport & Stam, 2009 ); measure C is taken from the Yale Genocide Studies website (http://www.yale.edu/gsp/rwanda/) 29 Results are not reported, but available on request. We do not discuss them in detail because we believe the exclusion restriction is unlikely to hold. To defend the choice for the instrument, the authors argue that Provinces close to the border with Uganda were reached faster by the RPF, who stopped the killings perpetrated by the militia, and therefore these Provinces are more likely to be low conflict intensity Provinces. Although this instrument is relevant, it is unlikely to be exogenous, as distance from the borders is likely to be correlated with a number of alternative additional factors related to educational attainments (for instance, the Southern part of the country was also characterized by a higher concentration of Tutsi, which traditionally enjoyed higher levels of education). 30 Table 11 reports the statistics disaggregated by the three countries. 31 Figures in Table 10 refer to the full sample. The comparison remains similar when excluding individuals that are too young to be enrolled or to have completed school and when restricting dropouts to individuals that ever attended school: primary and secondary school enrolment rate become respectively 78% and 19% in Rwanda, while 81% and 20% in the other EAC countries; primary and secondary school dropout rates become instead respectively 32% and 12% in Rwanda, while 20% and 16% in the other EAC countries. 32 The result is qualitatively the same if we change in the age cohorts chosen for the falsification test. In particular, if we run the falsification test on age groups close to the affected age group of interest (e.g. we compare 26-30 to 31-35), we find a non-statistically significant (p-value 0.475) drop of 0.18 years of schooling (results available on request). 33 The 2001 administrative reform decreased the official number of Communes from 154 to 106, changing their name in Districts. While the 2002 census records the Sector of current residence of each individual (which allows matching it to the pre-reform Commune), it only records the previous District of residence. In cases in which a District covers more than one pre-reform Commune we therefore assign the individual to the largest of those Communes. The estimation is however robust to randomly assigning to any of the corresponding Communes as well as to completely dropping migrants from the analysis. Individuals previously living abroad are excluded from the sample. 34 In principle, the selective killing of educated adults is also likely to affect the educational attainments of their surviving children, thus affecting educational attainments of the young cohort as well. We however take this channel explicitly into account in all our regressions, by controlling for the level of education of the household head. 35 Table 13 reports the results when the other EAC countries are considered one at a time. 36 Between 1991 and 2002 the average years of schooling for the cohort of females aged 26-45 increased by 43%, moving from 2.3 years to 3.3 years. This compares to a 20% increase for males, for which average schooling attainments increased from 3.5 to 4.2 years. 37 Table 13 reports the results when the other EAC countries are considered one at a time. 38 Although we will justify our choices on the basis of the information contained in the 1991 census round, one might still be worried that some thresholds have been chosen ad hoc. Reassuringly, all our results are robust to minor changes in the definition of the thresholds (results are available on request). 39 Even in the presence of binary dependent variables, in our analysis we keep estimating an unrestricted linear probability model because it is more traceable. Results are qualitatively the same when using a Probit model (results available on request). 40 Given that enrolment is sometimes delayed, dropping ages 15-25 also allows us to exclude individuals for which it is unclear whether the enrolment decision was affected by the genocide or not. Table 15 , shows that results reported in this Section keep holding whenever the excluded groups are included in the old cohort. 41 Once again, Table 15 shows that the results remain qualitatively similar when the dropped ages are instead included in the old cohort, although in this case the coefficient becomes somewhat smaller. This is due to the fact that a significant share of the students in the excluded cohort were still in primary school at the time the violence exploded ( Figure 6 shows that more than 20% of the students aged 14 were still attending primary school in 1991), and including them in the control group leads therefore to an underestimation of the effect on dropouts. 42 We exclude grade 1 because, as mentioned above, we only have information on the student status for individuals aged 10 or above and in 1991 there are just 189 students enrolled in the first class of primary school aged 10 or above. 43 Because of the large variation in the age at which primary school is completed, it is more difficult to precisely determine at which age students are likely to enroll and complete secondary school. Our results on secondary schooling should therefore be considered with more caution than those for primary schooling. Reassuringly, however, our results are once again robust to small changes in the definition of the thresholds. 44 Figure 6 shows that the majority of the students shifts to secondary school between age 13 and 14. Table 15 shows that results are similar when the age category 23-25 is included in the old cohort. 45 While 4.5% of the overall sample completed 3 years of secondary school (3.7% in 1991 and 5.3% in 2002) , only 2.3% completed more than that (1.4% in 1991 and 3.2% in 2002) . 46 These findings are broadly confirmed when we re-run the analysis considering the alternative comparison group represented by the young cohort in the three other EAC countries. The only significant difference relates to the fact that this new comparison highlights a significant drop also in primary school enrolment, although its magnitude (4.6 percentage points) is relatively small compared to the prevailing primary enrolment rate (88% in 2002 in Rwanda) and compared to the importance of primary dropouts and delays. It should be stressed that the comparison in this case is complicated by differences in the structure of the schooling systems across countries. For this reason, estimates are not discussed in details, but they are available from the authors. 47 A sixth additional concern is that the violence might have affected fertility decisions and endogenous fertility response might have caused the younger generation in 1994 to be from families with lower preferences towards education and human capital investment. While we acknowledge the relevance of this channel, we believe this is a minor concern for our analysis, given that children born after the genocide would be only 7 or younger in 2002 and are thus excluded from most of our analysis. Moreover, Figure 2 illustrates that the drop in schooling attainments was not concentrated in the youngest ages.
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48 As explained in the main text, the 2001 administrative reform decreased the official number of Communes from 154 to 106, changing their name in Districts. While the 2002 census records the Sector of current residence of each individual (which allows matching it to the pre-reform Commune), it only records the previous District of residence. In cases in which a District covers more than one pre-reform Commune we therefore assign the individual to the largest of those Communes. The estimation is however robust to randomly assigning to any of the corresponding Communes as well as to completely dropping migrants from the analysis. Individuals previously living abroad are excluded from the sample. 49 It is estimated that in total 300,000 Tutsi survived (Prunier, 1998) -among which about 20% would have been at secondary schooling age in 1998. Information on the FARG can be found on their website www.farg.gov.rw. 50 For instance, since 14% of students are reported to receive a scholarship in Gitarama Province, compared to 5% in Gisenyi Province, we drop from the sample 14% of the best educated children in the young cohort in Gitarama Province and 5% in Gisenyi Province. 51 The only difference is that when using other proxies the DiDiD coefficient in Panel D (i.e. scholarships) turns sometimes weakly significant, although the DiD coefficient remains always very stable and significant, leaving our interpretation overall unaffected (results not reported, but available from the authors).
