Abstract. B.C. Berndt has established many relations between various infinite series using a transformation formula for a large class of functions, which comes from a more general class of Eisenstein series. In this paper, continuing his study, we find some infinite series identities.
Introduction
B.C. Berndt [3, 4] derived a transformation formula for a large class of functions which comes from a more general class of Eisenstein series and found various infinite series identities. In this paper, using his methods, we derive some new results about infinite series and identities.
At first, we introduce some notations and definitions. Let H = {τ ∈ C | Im(τ ) > 0}, the upper half-plane. For a complex number w, we choose the branch of the argument defined by −π ≤ arg w < π. Let e(w) = e 2πiw . For a positive integer N , let λ N denote the characteristic function of the integers modulo N , i.e., For a real number x, [x] denotes the greatest integer less than or equal to x and {x} := x − [x]. For τ ∈ H and an arbitrary complex numbers s, define
The following thoerem is a twist version of Berndt's theorem in [4] .
Then for τ ∈ Q and all s,
where
where C is a loop beginning at +∞, proceeding in the upper half-plane, encircling the origin in the positive direction so that u = 0 is the only zero of (e −(cτ +d)u − e(cH 1 + dH 2 ))(e u − e(−H 2 ))
lying "inside" the loop, and then returning to +∞ in the lower half plane. Here, we choose the branch of u s with 0 < arg u < 2π.
If s is an integer, then we can evaluate the integration in Theorem 1.1 by using the residue theorem. Note that after evaluation of L N (τ, s; R, H) for an integer s, the transformation formula in Theorem 1.1 will be valid for all τ ∈ H by analytic continuation. We shall use the generating function
for the Bernoulli polynomials B n (x), n ≥ 0. The n-th Bernoulli number
Recall that B 2n+1 = 0, n ≥ 1, and that B 2n+1 (1/2) = 0, n ≥ 0. We often use the following formulas [1] ;
For the zeta function ζ(s), we see in [1] that
and
Let ζ(s, x) be the Hurwitz zeta-function. Here, for brevity, we set
We have two lemmas as follows.
Lemma 1.2. Let n be an arbitrary integer and assume that r 2 , R 2 are not integers. If n < −1, then
Proof. We only give a proof for the case of s = 1. The others are immediate consequences of facts in [2] , pp. 501-502 and an elementary calculus. From [10] , we see that
where ψ 0 is the digamma function, i.e.,
Use now the expansions at s = 1,
Lemma 1.3. Let n be an arbitrary integer and assume that r 2 , R 2 are integers. Then
This last lemma is obtained by the similar way in the proof of Lemma 1.2.
Infinite series
In this section, we find some infinite series from Theorem 1.1 under a modular transformation. Let N be a positive integer, and let r 1 and r 2 be arbitrary real numbers. Put
Re z ≥ 0 and for any integer n. Here, V is a modular transformation corresponding to the matrix
Then (R 1 , R 2 ) = (r 1 + r 2 , −r 1 − r 2 + r 2 /N ). Now we let N | r 1 and N (r 1 + r 2 ). By Theorem 1.1, we see that
We also obtain the following results regarding H N (τ, s; r, h). Let n be an arbitrary integer. For N |r 1 ,
Next, we have 
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Theorem 2.1. Let α, β > 0 with αβ = π 2 and let 0 < γ < 1. Then, for any integer n,
Proof. Put z = πi/α and let {r 2 /N } = γ in (2.6). Use B 1 = −1/2 and B 2k+1 = 0 for k > 0. Theorem 2.2. Let α, β > 0 with αβ = π 2 and let 0 < γ < 1. Then, for any integer n,
Proof. Put z = πi/α and let {r 2 /N } = γ in (2.7). For n = −1, apply Lemma 1.2. Theorem 2.1 for n ≥ 0 and Theorem 2.2 for n ≥ 1 have been given by Berndt [3] in different forms employing cosh((1 − 2γ)βk) sinh(βk) = 2 cosh(2βkγ) e 2βk − 1 + e −2βkγ . (2.10) Some special cases of Theorem 2.1 and Theorem 2.2 have been given by other authors. In case of n = −1, Schlömilch [7, 8] established (2.8) and (2.9) in different forms using (2.10). For n = −1 and α = β = π, (2.8) was given by Watson [9] . Lagrange [5] has given a proof for (2.9) in case of n = −1 and a proof of (2.8) in case of n = 0. With replacing α by α 2 , β by β 2 , and letting γ = t/β, (2.9) in cases of n = −1 and n = 0 are found in Ramanujan's Notebooks [6] . By equating the imaginary parts and the real parts of (2.8) and (2.9), respectively, we have the Fourier series of the Bernoulli polynomials [3] , i.e., for any positive integer M ,
be the Legendre symbol.
Proposition 2.3. Let α, β > 0 with αβ = π 2 . Then, for any integer n,
Proof. Put γ = 1/3 in Theorem 2.2. For n < −1, we obtain
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For n ≥ 0, we see
Equate the imaginary parts in Theorem 2.2.
Proof. Put n = −1 in Proposition 2.3.
Proof. Put n = −M − 1 and let α = β = π in Proposition 2.3.
Corollary 2.5 should be compared with Proposition 4.24 and Proposition 4.25 in [3] , p. 185.
Proposition 2.6. Let α, β > 0 with αβ = π 2 . Then, for any integer n,
and f n := ζ(2n + 2, 1/3) − ζ(2n + 2, 2/3) + ζ(2n + 2, 1/6) − ζ(2n + 2, 5/6).
Proof. Put γ = 1/6 in Theorem 2.2. For n < −1, we have
Proof. Put n = −1 in Proposition 2.6. Proof. Put n = −M − 1 and let α = β = π in Proposition 2.6.
Remark 2.9. In case of N | r 1 and N | (r 1 + r 2 ), we have For z = πi/α, (2.12) was fully studied by Berndt [3] . In fact, many authors containing Ramanujan established various infinite series which come from (2.12) and these are written very well in [3] . For example, 'Ramanujan's Formula for ζ(2M +1)' that is stated twice in Ramanujan's Notebooks [6] 
