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ABSTRACT
This study examines the relationship between 
resolution and fractal dimensions of remotely sensed 
images. Based on the results of testing for the 
reliability of the algorithms on hypothetical surfaces, 
the isarithm algorithm is selected for determining the 
fractal dimensions of remotely sensed images. This 
algorithm is then applied to simulated fractal Brownian 
motion images and four calibrated airborne multispectral 
remotely sensed image data sets with different true and 
artificial resolutions for Puerto Rico.
The results from applying the fractal method to 
images at different levels of resolution suggest that the 
higher the resolution of an image, the higher the fractal 
dimension of the image and the more complex the image 
surface. This relationship between resolution and fractal 
dimension is further verified by results from analysis 
employing the local variance method for the same data 
sets; where it is found that the higher the resolution, 
the higher the local variance or the more complex the 
image surface.
The images with artificial resolutions were found to 
be unrealistic in simulating images with different
viii
resolutions because the aggregate method used In 
generating these images dose not exactly simulate the 
sensor's response to resolution changes. The aggregate 
method has been widely used in image resampling and 
cautious use of this algorithm is suggested in future 
studies.
The findings show that the fractal method is a useful 
tool in detecting the scale and resolution effects of 
remotely sensed images and in evaluating the trade-offs 
between data volume and data accuracy. More studies 
employing fractals and other spatial statistics to images 
with different artificial resolutions generated using 
better aggregation algorithms are needed in the future in 
order to further detect the scale and resolution effects 
in remote sensing and G1S.
ix
CHAPTER 1 
INTRODUCTION
In many geographic studies, two questions are often 
asked by researchers: the first is how large an area 
should be covered in order to most appropriately examine 
the geographic phenomenon under investigation, or at what 
scale and resolution should the study be conducted. The 
second question is whether or not the results of study at 
one scale can be extrapolated to other scales. 
Unfortunately, there are no simple answers to these 
questions. Scale and resolution traditionally have been 
important issues in geography and many other related 
fields. In most geographic studies the scale and 
resolution of the investigation must be defined before 
data can be gathered. In other studies, data with given 
scale and resolution are used. In both cases, a single 
scale and resolution are often employed. Hypotheses, 
assumptions, and associations of geographic phenomena are 
scale and resolution dependent.
It is argued that associations and correlations found 
at one scale may or may not exist or at least be 
identifiable at another (Openshaw 1984). For example, 
studies have demonstrated that the correlation
1
2coefficients between wheat yields and potato yields for 
the 48 counties of England increase from 0.22 to 0.99 as 
spatial aggregation reduces the number of areal units from 
48 to 3 (Yule and Kendall 1950; Openshaw 1984). The 
relationship between various factors at one scale may vary 
at another, and one may ask whether a correlation 
coefficient in such a case has any value for coincident or 
causal analysis.
Despite the importance of this problem, problems 
associated with scale and resolution have not been 
systematically studied due to three main reasons: (1)
Some researchers simply ignore the impact that the changes 
of scale and resolution may have in their studies. (2) 
Limitations in data acquisition prohibit researchers from 
gathering data at more than one scale and resolution, and 
therefore, researchers are often unable to study the 
problem using a multiple scale and resolution framework. 
(3) Zn the past, even in cases where multiple scale and 
resolution data are available, studies based on multiple 
scale and resolution still could not be easily performed 
due to the complexity of analysis and the computational 
cost. Scale and resolution have long been very complex 
issues that remain difficult to tackle in geographic 
research.
3The development of geographical information systems 
and remote sensing (G1S and RS) greatly facilitates the 
collection, storage, manipulation, and analysis of 
geographic data. For example, remotely sensed imageB of 
resolutions ranging from 10 m to 1.1 km are now available. 
The availability of a variety of images raises the issue 
of the optimum scale to choose for a specific problem and 
how the results may be affected by this selection.
Previous studies have used traditional statistical 
methods of analysis such as autocorrelation, standard 
deviation, and Fourier technique to study the effects of 
scale and resolution on results (Moellering and Tobler 
1972). Since Mandelbrot (1967) first introduced fractals 
in 1967, the fractal dimension has been used in many 
fields as an index for describing the complexity of 
phenomena (for detailed explanation, see Chapter Two). 
Researchers have suggested to use fractals to examine the 
scale and resolution effects (Goodchild 1980; Lam 1990a). 
The use of fractals in remote sensing is a major step 
forward in quantitatively describing and measuring 
remotely sensed images and determining the scale and 
resolution effects in work using imagery (Lam 1990b). It 
was suggested that images of geographic areas such as 
urban or rural areas may have a certain range of fractal 
dimensions or surface complexities, and that by measuring
4the fractal dimensions of images with different 
resolutions, changes in dimension estimates which occur 
along with changes in resolution can be detected using 
fractals (Lam 1990b).
This study examines methods for detecting the scale 
and resolution effects in remote sensing and G1S. 
Specifically, fractals are applied to determine these 
effects. The relationships among the scales, the 
resolution, and the fractal dimensions of remotely sensed 
images are examined. An algorithm for determining the 
fractal dimension of surfaces was selected based on the 
results of testing on hypothetical images. This algorithm 
was further tested on fractal Brownian motion (fBm) images 
with assumed fractal dimensions and images created using 
artificial resolutions in order to identify the 
relationship between fractal dimension and resolution of 
an image. Then, this algorithm was applied to four 
calibrated airborne multispectral (CAMS) remotely sensed 
images with different actual and artificial resolutions 
for Puerto Rico to measure their fractal dimensions. It 
is expected that through this study the relationships 
among the scale, the resolution, and the estimated fractal 
dimension of remotely sensed images can be revealed.
This study will be significant for a number of 
reasons including: (1) the findings of this research will
5provide a guideline regarding the scale and resolution 
issue in remote sensing and GIS, as well as in many other 
fields in which scale and resolution are involved. (2)
The results of this study will be useful in evaluating the 
trade-off between data accuracy and data volume. For 
example, high resolution data are generally considered to 
be more accurate or precise. As the resolution becomes 
higher, however, more data space is required to store the 
same extent of coverage. Very often, one does not know 
what the appropriate resolution is for a specific research 
application. Some applications require data at certain 
scales and resolutions, and too fine a resolution may well 
constitute data redundancy, and sometimes even inaccuracy. 
On the other hand, results may be incorrect due to 
analyses at too coarse a resolution. (3) The examination 
of the methods in determining the scale and resolution 
effects in this study will contribute to remote sensing in 
analyzing images. So far, fractals have not been widely 
accepted in image analysis. (4) The employment of the 
fractals in this study itself is an exploration of the 
application of fractals in geography. It is believed that 
the fractal model, with its potential wide applicability, 
could be a suitable model for the study of the scale and 
resolution problem (Goodchild 1980; Lam and Quattrochi 
1992). (5) This study will provide a guideline in
6sampling for global modeling studies and enable us to 
elucidate how processes vary over broad spatial and 
temporal scales. The issues of scale and resolution have 
a significant place in global change and global modeling 
studies because sampling is one of the major analytical 
challenges in studying global processes (NASA 1988; 
Wickland 1989).
1.1 Statement of the Problem
This study examines the important role of scale and 
resolution in remote sensing image analysis. It attempts 
to answer such questions as: (1) How reliable is it to 
infer the results of image analysis based on one scale to 
another? (2) How do scale and resolution affect image 
processing and analysis in remote sensing, and how might 
these effects be detected? One approach to these problems 
-- the fractal approach-- is presented and investigated. 
Both the capabilities and limitations of this approach are 
examined. Remotely sensed images with different scales 
and resolutions are measured for their fractal dimensions. 
The results of this study will help explain scale and 
resolution effects in many fields in which scale and 
resolution issues are involved.
71.2 Research Objectives
The specific objectives of this study are as follows:
1. Examine how remotely sensed imagery changes with 
the change of scale and resolution. Methods for detecting 
these changes are examined in this study to determine 
which techniques are most appropriate.
2. Investigate the suitability of the fractals for 
the detection of imagery changes with resolution.
Remotely sensed images with three resolutions (10m, 20m, 
30m) are used in this investigation. Four different 
landscapes are analyzed using the fractal model. Both the 
advantages and limitations of the fractal model are 
examined.
3. Search for the underlying regularities governing 
the nature of remotely sensed images in relation to scale 
and resolution through fractals, and to explain how, and 
why, remotely sensed images change with shifts in scale 
and resolution. Statistical methods such as geographical 
variance method (Moellering and Tobler 1972) are used to 
find the most appropriate scale of observation. It is 
hypothesized that similar studies can be conducted for 
remotely sensed images using fractals.
4. Analyze the same data sets using alternative 
methods such as the local variance method. The results 
from different methods of analysis will be compared.
8Statistical methods used in the past to analyze the areal 
aggregation effect based on the analysis of variance are 
evaluated. The comparison between the results from 
different methods will allow us to pinpoint the scale and 
resolution effects.
Since this study is related to many different fields 
including fractal geometry, remote sensing, and geography, 
a thorough review of related literature and an examination 
of the terminologies are provided in Chapter Two. The 
data sources and the methodology for this research are 
presented in Chapter Three. Algorithms for determining 
the fractal dimension of surfaces are examined in Chapter 
Four. The fractal dimensions for the CAMS images are 
measured and their relationship to resolution is discussed 
in Chapter Five. A comparison of the results derived from 
the fractals and other conventional methods is made in 
Chapter Six to reinforce the interpretation of results 
from the previous chapter. Finally, Chapter Seven 
summarizes the materials presented in the preceding 
chapters and suggests directions for further research.
CHAPTER 2
PREVIOUS STUDIES ON THE SCALE AND RESOLUTION EFFECTS
Throughout the history of geographic research, a 
great deal of literature can be found on the discussion of 
scale and resolution effects (Figure 2.1). Most of the 
studies of scale and resolution effects are rather 
general, with the exceptions of some of the recent 
publications in landscape ecology. Previous studies can 
be classified into two groups. The first group is 
interested in the aggregation effects of areal units, as 
reflected in the study of Modifiable Area Units Problem 
(Openshaw 1984). This branch of study focuses mainly on 
the statistical effects caused by the aggregation of 
different levels of areal units. In most cases, vector- 
based studies involving irregular polygons have been the 
focus of this work. The second group involves the study 
of raster based phenomena such as grid based terrain 
models and remotely sensed imagery. The purpose of this 
work is to identify the most appropriate resolution for a 
particular study. While these two approaches have 
different emphases, they essentially address the same 
issue —  scale and resolution effects.
9
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Literature related to this study is reviewed under 
the following categories: the definitions of scale and 
resolution, the modifiable areal unit problem, the scale 
and resolution problem in human geography, the scale and 
resolution problem in mapping sciences, the scale and 
resolution problem in landscape ecology, detecting the 
scale and resolution effects.
2.1 The Definitions of Scale and Resolution
Scale is one of the primary attributes In describing 
geographic data. It provides a unique perception of 
spatial characteristics related to form, process, and 
dimension (Quattrochi and Lam 1991).
The term "scale" has a variety of meanings.
Depending on the context, it may refer to several types of 
problems such as spatial, temporal, or spatial-temporal 
scales (Lam 1990a). The distinction between spatial and 
temporal scale is that spatial scale deals with the three 
dimensional phenomena in the world and temporal scale adds 
the fourth dimension time -- to the formula.
In this study, the main focus is on spatial scale. 
Within the spatial domain, at least three meanings of 
scale can be identified in the literature. In 
cartography, scale refers to the scale of a map, i.e., the 
proportion of a distance on a map to the corresponding
12
distance on the ground. A large scale map covers a 
relatively small area and the map has more detailed 
information. On the other hand, a small scale map covers 
a relatively large area and the map has less detailed 
information about the area. Scale may also refer to the 
relative size and extent of any given study. "Large- 
scale" may be used to denote research covering larger 
spatial extent and "small-scale" may be used to denote a 
smaller spatial extent (Lam 1990a). For example, as 
compared to the study of urban structure of an individual 
city, a study of the distribution of cities in a region is 
a large scale study. Obviously, this is different from 
the concept of scale in cartography, though in large scale 
studies "small scale" maps are often used. Scale may also 
refer to the scale at which certain process become 
observable. For example, to study the pattern of 
migration of residents from downtown to suburbs, one must 
observe the population change at a city-specific level 
because at large scales such as at a regional level, a 
different migration pattern may be identified.
The three meanings of scale are closely related. For 
example, in a large scale study, maps with relatively 
small scale are often used; also, at a given scale of 
study, only certain process can be observed. A common 
concern in all these definitions of scale is the relative
13
size of the object and the representation or 
generalization of it. In many cases, scale may 
incorporate all the meanings discussed above depending 
upon the context. In this study, the second meaning of 
scale, that is, the spatial extent of study, is used 
unless otherwise indicated.
Scale dependency and scale independency are important 
properties of geographic phenomena. If the geographic 
pattern under observation changes with the change of 
scale, the geographic phenomena is scale dependent. If, 
however, the pattern does not change across scale, the 
phenomena can be regarded as scale independent. Clarke 
(1988) argues that one can expect two possibilities when 
one observes objects through different scales. One 
possibility is that the existence of the phenomenon is 
scale specific. That is, at certain scales, the object or 
event can be observed most effectively. This type of 
phenomena is scale dependent because the results of the 
study depend upon the scale of observation. An example 
for remotely sensed images is that a single family 
residential area appears on a LANDSAT MSS (80 meter 
resolution) as a portion of a homogeneous pixel and no 
individual houses can be identified. On the other hand, 
individual houses in the same area can be identified on a 
SPOT image with 10 meter resolution.
14
The other possibility related to the scale effect is 
the opposite, that is, the results of observation are the 
same regardless of the scale of analysis. According to 
Clarke (1988), in landscape simulation, the residual 
characteristics of terrain become scale-independent after 
the scale-dependent structure is extracted, and therefore 
can be modeled using fractals. A detailed description of 
fractals is introduced later in this chapter.
Another concept which is related to scale is spatial 
resolution. Spatial resolution refers to the smallest 
distinguishable parts of an object (Tobler 1988; Lam 
1990a). Due to the volume of data and the resulting 
storage, large scale studies are often associated with 
coarser resolution, and finer resolution is often 
characteristic of small scale studies.
The related issues of scale and resolution have been 
examined previously by a number of geographers. Harvey 
(1968) argues that both scale and resolution involve 
generalization. He uses the concept of resolution level 
to describe the face of the earth observed from space. At 
a low level of resolution, only the broadest divisions of 
the surface of the earth can be observed. By raising the 
level of resolution, that is, by focusing more sharply on 
smaller areas--regional divisions that are less highly 
generalized can be identified (Harvey 1968; James 1972).
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James (1972) suggests that geographical processes 
operate at different scales, and to study certain 
geographic phenomenon, the proper scale must be chosen.
He argues that if one is to examine the broader patterns 
of landuse or land quality over a large area such as the 
American midwest, maps of much smaller scale (map scale) 
or larger spatial scale are required if any summary of the 
patterns of distribution can be made. Soil types, on the 
other hand, occupy areas much too small to appear on a 
small scale map. Also, the regions that are defined at 
one scale tend to disappear when the scale of mapping is 
decreased (James 1972). For example, on a city map, 
individual blocks are observable, however, the same city 
may appear only as a dot on an US map.
Although it is a common practice for geographers to 
choose a specific scale for a study, one often does not 
know whether the scale of analysis is the most 
appropriate. Especially given the fact that there is a 
continuum of scales and resolutions. For example, to 
study the correlation between percentage of population who 
have had higher education and median family income, one 
could study the correlation at a state, county or census 
tract level. Unfortunately, for the same data set the 
results of correlation may not be the same at all levels 
(Clark and Avery 1976). Therefore, it raises such
16
questions as what is the right scale for a study, how do 
we know the scale chosen is the right scale, what 
difference will it make if a given scale is used, and 
should a multiple-scale approach be used for any 
geographic study (Stone 1972).
2.2 The Modifiable Areal Unit Problem
The impact of scale on statistical studies has been a 
topic of interest in the social sciences for many years.
As early as 1934, Gehlke and Biehl found that the 
correlation between male juvenile delinquency and median 
monthly income changes from -0.50 to -0.76 as the units of 
analysis are aggregated from 252 census tracts to 25 
larger units (Gehlke and Biehl 1934; Robinson 1950) .
Later, the correlation between nativity at birth and 
illiteracy is examined. It is found that at the 
individual level these two variables are positively 
correlated (0.118), but at the census division level, this 
correlation is inverse (-0.619) (Robinson 1950). Openshaw 
(1984) reexamined this problem and identified it as the 
Modifiable Areal Unit Problem (MAUP). So far, Openshaw's 
study remains the most systematic investigation of scale 
and resolution effects. His thorough examination of MAUP 
has had a fundamental impact on the methodologies of
17
geographic research. Because of this significance, his 
approach deserves a detailed evaluation.
2 .2.1 The MAUP
According to Openshaw (1984), MAUP is composed of two 
separate, but closely related, problems. The first 
problem is the well known scale problem, which is the 
variation that can often be obtained when data for one set 
of areal units are progressively aggregated into fewer and 
larger units for analysis. The other problem is the 
aggregation problem, which is the problem of alternative 
combinations of areal units at equal or similar scales, 
and the corresponding variation in results due to the use 
of alternative aggregation schemes while the actual number 
of units are held constant. The scale problem arises 
because of uncertainty about the number of zones most 
appropriate for a particular study. The aggregation 
problem arises because of uncertainty about how the data 
are to be aggregated to form a given number of zones. 
Openshaw (1984) also points out that the MAUP is also 
closely associated with what is known as the "ecological 
fallacy" problem. The ecological fallacy occurs when 
results based on one level aggregate zonal (or grouped) 
data are applied to another level of aggregation. This 
problem occurs because in such studies, one cannot
18
distinguish between spatial associations due to the 
aggregation of data and genuine associations possessed by 
the individual data prior to spatial aggregation.
No existing methods can be used to provide a general 
solution to the MAUP problem. The difficulty is in the 
fact that it is rather complex to investigate by 
analytical means, and "its inherent geographical nature 
makes it unlikely that a statistical solution will emerge 
or if it does that it will suffice." (Openshaw 1984, 
p.31). To date, no satisfactory solutions for this 
problem have been found.
Ironically, geographers have long realized the MAUP 
problem but "they do not know what to do about it" 
(Openshaw 1984, p.32). Geographers are criticized for 
treating the MAUP as a data incompatibility problem. Many 
geographers still believe that the results will be 
substantially the same even if different areal units are 
used (Openshaw 1984). Researchers often pretend that the 
MAUP does not exist, and assume that the results being 
produced will still be meaningful. Very often, 
researchers are more interested in the statistical aspect 
of the analysis of spatial data while neglecting the more 
geographic fact of modifiable areal unit problem.
Openshaw (1984, p.32) argues that spatial autocorrelation 
analysis offers "elegant solutions to complex statistical
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problems, but in so doing denies the existence of the 
MAUP” . This is because one of the assumptions made in 
calculating spatial autocorrelation indices is that the 
units of analysis for the data are "fixed”.
Unfortunately, geographers often have little or no 
control over the areal unit for which data are available, 
and as a result, it is not practical to treat areal units 
as variable.
2.2.2 MAUP and Normal Science
Since the quantitative revolution in geography in the 
early 6 0*s, efforts have been made by geographers to apply 
the normal science approach -- the law finding approach -- 
to study geographic phenomena. Researchers tried to find 
the underlying laws governing the phenomena based on the 
study of particular regions. It was hypothesized that by 
using quantitative methods, laws based on particular study 
can be generalized and these laws will also hold true for 
other study areas. The logical positivism exemplifies 
this approach. In these studies, areal units are regarded 
as independent of the phenomena, and it is assumed that 
the choice of areal units does not affect the results of 
analysis. This assumption is usually invalid because of 
the areal units chosen for a study are frequently related 
to the purpose of the study. These two elements of
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research simply cannot be separated. In other words, 
areal units cannot be independent of the phenomena they 
represent (Openshaw 1984).
The discovery of the modifiable areal unit problem 
becomes an impediment to the employment of normal science 
approaches in geography because it indicates that the 
results from one study may not be applied to other 
studies. The results may depend on the data and the areal 
units used in the study, and these areal units are 
modifiable. As a result, it would be very difficult, if 
at all possible, to formulate universal laws governing 
geographic phenomena based on studies using a particular 
set of areal units.
2.2.3 Openshaw's Solution
Although there is no easy solution to the modifiable 
areal unit problem, Openshaw (1984) suggested a five step 
geographical solution: 1. Define the purpose of the study 
in an explicit fashion, especially with respect to the 
outcome expected. 2. Try to obtain the desired result by 
optimizing the areal unit systems using the automatic 
zoning procedure (Openshaw 1977). 3. Decide what the
results mean in a statistical sense, and to see whether it 
is appropriate. 4. Introduce constraints to impose 
restrictions on either the nature of the zones or on the
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properties of the data they generate. 5. Solve the 
constrained automatic zoning problem. If a satisfactory 
result is found then return to step 3 for interpretation. 
If not, then examine the consequences of failing to 
satisfy some, or all, of the constraints.
The purpose of this five step solution is to use the 
optimal zoning approach to test hypotheses by manipulating 
the aggregation process. In this way, instead of asking 
whether a result obtained in study area A is different 
from a result for study area B, one needs to consider the 
range of results that can be produced for both A and B. 
Instead of trying to fit a model to an arbitrary zoning 
system, it is necessary to examine a range of results and 
discover the properties of aggregated data. However, 
Openshaw's solution is not a satisfactory one. After all, 
most geographic studies can not afford to study "a range 
of results" based on several possible combinations of 
areal units. His method, therefore, is theoretically a 
competent approach to avoid the MAUP problem, but it does 
not really provide a practical solution given the sources 
of statistical data that are commonly used for research.
2.2.4 The MAUP Remains Unsolved
The modifiable areal unit problem is truly a 
difficult one. The applicability of the result from one
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scale of analysis to another depends on the nature and the 
level of aggregation being applied. A completely 
homogeneous zoning or grouping system would be free of 
this problem (Openshaw 1984). Unfortunately, most areal 
units used by geographers are internally heterogeneous, 
and therefore, the chance of having this problem in any 
given study is very high. These findings have serious 
implications to essentially all geographic studies. 
Openshaw (1984) argues that the MAUP is a fundamental 
geographical problem that is endemic to all studies of 
spatially aggregated data, and it is a geographic fact of 
life that the results of spatial study will always depend 
on the areal units that are being studied. He claims that 
he does not intend to solve the problem, but rather 
identify the problem and speculate on the future solution 
of it. He states that "We do not as yet fully understand 
the problem and we are certainly in no way near to being 
able to develop a calculus to handle it" (Openshaw 1984, 
p. 38) .
2.3 The Scale and Resolution Problem in Human Geography
Human geography has been one of the areas where scale 
and resolution problem plays an important role in 
analysis. Many studies in human geography or related 
social sciences have realized the effects of data
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aggregation and inferences of the results in studies.
Alker (1969, pp.69-86) has identified three types of 
erroneous inferences that may appear when a researcher 
attempts to generalize from one level of investigation to 
another. The first type is the individualistic fallacy in 
which one attempts to impute macrolevel (aggregate) 
relationships from microlevel (individual) relationships. 
This problem has been examined by economists and it 
concerns attempts to infer from observations made on 
smaller units to total economies (Alker 1969). Cross­
level fallacies are the second type. These problems occur 
when one makes inferences from one subpopulation to 
another at the same level of analysis. The third type is 
the ecological fallacy discussed earlier. It is the 
opposite of the individualistic fallacy. It involves 
making inferences from higher to lower levels of analysis. 
Clark and Avery (1976) examined the ecological fallacy 
problem in human geography and reported the effects of 
data aggregation in statistical analysis of a series of 
socio-economic variables. According to them, the 
aggregation problem can be defined as the information loss 
which occurs in the substitution of aggregate, or 
macrolevel data for individual, or microlevel data. They 
also point out that it is incorrect to assume that 
relationships existing at one level of analysis will
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necessarily demonstrate the same strength at another 
level. The consequences of using potentially biased 
estimates of the correlation and regression coefficients 
as substitutes for the "true" microlevel estimates are 
most serious in terms of the causal inferences to be drawn 
from statistical analyses (Clark and Avery 1976). They 
found that when larger regions are formed, the effect of 
spatial autocorrelation decreases. This process tends to 
increase internal homogeneity within the groups and 
decrease homogeneity between the groups.
Many types of boundaries used in geographic research 
can be identified. According to the census of the U.S., 
the entire US is divided into regions, divisions, states, 
counties, tracts, block groups, and blocks. The causal 
effects studied at one level based on one type of boundary 
frequently may not be inferred to other levels.
Therefore, one must choose the appropriate scale, or in 
many cases, the appropriate boundary for useful results to 
be generated.
2.4 The Scale and Resolution Problem in Mapping Sciences
The rapid development of computer cartography, remote 
sensing, and G1S has stimulated interest in the 
investigation of scale and resolution problems. The 
advancement in the handling of geographic data enables us
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to examine geographic phenomena from a multi-resolution 
and multi-scale point of view.
In the mapping sciences, several problems related to 
scale and resolution have been identified. First of all, 
"different processes operate at different scales, and thus 
interpretations based on data of one scale may not apply 
to another scale" (Lam 1990a, p.2). As discussed earlier, 
the three types of fallacies identified in human geography 
research may also exist in mapping sciences research. 
Secondly, it can be argued that, since spatial patterns 
are usually scale specific, inferring spatial process from 
spatial pattern is perplexing, and "Depending upon the 
scale of observation, processes that appear homogeneous at 
a small scale may become heterogeneous at a larger scale" 
(Lam 1990a, p.2). Further, many questions remain to be 
answered about the scale and resolution problem, such as 
how do we know what scale and resolution is optimum for a 
project, and how do we know when the results are 
meaningful and valid given the scale and resolution of the 
data. How will the analytical methods and results be 
affected by different scales and resolutions? What is the 
relationship between scale and accuracy? Lam (1990a) 
argues that the factors of scale and resolution have 
become one of the major research directions in GIS and 
remote sensing.
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The study of scale and resolution in mapping sciences 
is still in its early stage. No systematic studies in 
this area have been conducted. Different terms, concepts, 
and methods are used in related studies. Therefore, it is 
important that some important concepts should be examined 
in this study.
2.4.1 Absolute Space and Relative Space
Meentemeyer (1989) distinguished between absolute 
space and relative space. Absolute space basically refers 
to a grid based system in which both the location of 
elements within this grid system and the size of the area 
of observation are important. Thus, absolute space 
relates to an actual distance, direction, shape, and 
geometry (Meentemeyer 1989). Relative space focuses on 
two aspects: 1. the space is defined by the spatial 
elements and processes under consideration; and 2 . 
defining elements or processes may result in the 
perception of non-Euclidean properties (Meentemeyer and 
Box 1987; Meentemeyer 1989). Therefore, relative space 
implies a transformation of absolute space into a space 
that describes the distance, direction, or geometry 
predicated for some functional relationship. It is 
difficult to determine the scale at which a process or
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phenomenon operates in terms of relative space 
(Meentemeyer 1989).
2.4.2 Spatial Heterogeneity
The transformation of information from one scale to 
another is limited in part because of spatial 
heterogeneity (Turner et al. 1989). For example, the 
measurements of area of land-cover is heavily influenced 
by scale because of the changes of land-cover in spatial 
heterogeneity across scales. Although multiple scaling 
may not create any problems when homogeneity predominates, 
in heterogeneous environments, generalization of 
measurements for observable phenomena at one scale 
generally cannot be applied to other scales. It is 
probable that increases in heterogeneity with scale also 
increases the difficulty of extrapolating information 
across scales (Turner et al. 1989).
In remote sensing, it is a common phenomenon that 
landscape can be viewed as being heterogeneous at a small 
scale, and becomes very homogeneous at a large scale. A 
spatial pattern may be clustered at one scale and random 
at another scale. Since the spatial patterns of the 
landscape are scale specific, it is not reliable to infer 
spatial pattern from spatial processes (Turner et a l . 
1989). Besides, different processes may lead to a similar
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spatial pattern. it has been suggested that little is 
known, either theoretically or empirically, about data 
multi-dimensionality (Lovejoy and Schertzer 1988; 
Quattrochi and Lam 1991).
2.4.3 Map Resolution and Spatial Autocorrelation
The scale and resolution problem is well identified 
in the problem of map resolution and spatial 
autocorrelation. Chou (1991) examined the empirical 
distribution of wildland fires in San Bernardino National 
Forest, California and found that the spatial 
autocorrelation index of the wildland fires increases 
continuously with the resolution level.
According to Chou (1991), there are two types of 
scale effects that influence the measure of spatial 
autocorrelation: one is due to the size of the study area 
and the other is due to map resolution. The former causes 
the same spatial phenomenon to reflect different patterns 
at different map scales (Chou 1991). Chou uses an example 
of a density map of grocery stores. In a metropolitan 
area, it may illustrate a scattered pattern which gives a 
negative spatial autocorrelation. On a national map, 
however, high density areas of grocery stores may cluster 
around major cities thereby showing a pattern of positive 
spatial autocorrelation. Chou (1991) argues that this
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type of scale effect depends on the nature of the spatial 
phenomenon being studied. One phenomenon may show a 
clustered pattern on a large-scale map and a scattered 
pattern on a small-scale map, while another phenomenon 
may, inversely, reflect a scattered pattern on a large- 
scale map which becomes clustered on a small-scale map.
Chou (1991) argues, however, that this type of scale 
effects cannot be generalized. Therefore, Chou’s study 
focuses on the scale effects due to map resolution. He 
found that an enlarged map scale increases the resolution 
of the map units, which not only causes the number of 
geographic units to increase, but, more importantly, it 
alters the spatial relationships among them. As a result, 
the spatial autocorrelation index increases from a 
negative to a positive, indicating a pattern of positive 
spatial autocorrelation. Researchers, therefore, must 
understand the resolution effects on spatial 
autocorrelation before any conclusion about the spatial 
pattern can be drawn.
Chou (1991) also suggests that future studies should 
focus on the impact of internal areal heterogeneity on the 
measure of spatial autocorrelation. He speculates that in 
map pattern analyses based on zonal aggregate data, the 
resolution effects may be affected a great deal by 
internal heterogeneity. Further study on the resolution
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effects for internal heterogeneous spatial phenomena is 
necessary for understanding general resolution effects on 
the measure of spatial autocorrelation (Chou 1991).
2.4,4 The Selection of Image Scale and Resolution
In many scientific studies, the investigator 
predetermines the scale and resolution at which samples 
are collected. However, the case of remote sensing is 
somewhat unique because when using remotely sensed imagery 
from space-borne sensors, investigators are limited to 
specific scales and resolutions of observations. As an 
increasing number of image types become available, it is 
apparent that the selection process among the imagery at 
different scales and resolutions becomes more difficult.
In other words, the factor of scale and resolution plays 
an increasingly important role in the employment of 
remotely sensed imagery.
The traditional way of selecting scale and resolution 
based on experience and intuition is not a scientific 
approach. To accommodate this problem. Woodcock and 
Strahler (1987) proposed a method that can help in the 
selection of imagery at the appropriate scale and 
resolution. They argued that the appropriate scale and 
resolution of observations is a function of the type of 
environment and the kind of information desired. The
31
techniques used to extract information from imagery also 
interact with the environmental effects to influence the 
selection of an appropriate scale and resolution. The 
problem of selecting an appropriate scale and resolution 
is complex. The possible combinations of scale and 
resolution, analytical method, environment, and questions 
about these environments is essentially infinite, making 
the enumeration of all possible combinations an impossible 
task.
The approach proposed by Woodcock and Strahler {1987) 
is based on the spatial structure of images, which is 
taken to be an indication of the relationship between 
environment and spatial resolution. This method graphs 
local variance in images as a function of their spatial 
resolution. They claimed that when combined with an 
understanding of the assumptions of various types of 
analysis methods, these graphs can help investigators 
select an appropriate combination of spatial resolution 
and analytical method.
To select an appropriate scale and resolution for a 
study, one must examine the spatial structure of images, 
especially the changing pattern of the scene as a function 
of changes in spatial resolution. Studies have been done 
on the spatial structure of images at different 
resolutions. Craige and Labovitz (1980) examined the
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autocorrelation in Landsat MSS images and found that some 
of the factors have great influence on the scene, such as 
sun angle and cloud cover, and the relative geographic 
location of the objects. Woodcock and Strahler (1985) 
employed the variogram (variance diagram of the 
reflectance values of an image) method to investigate the 
spatial structure of both simulated and real images. 
Simonett and Coiner (1971) overlaid grids on aerial 
photographs and counted the number of landuse categories 
that occurred in each cell. By using grids with different 
sizes, they examined the effect of changing spatial 
resolution. In this study, it was demonstrated that the 
number of pixels containing more than one land-cover type 
was a function of both the complexity of the scene and the 
spatial resolution of the sensor.
Woodcock and Strahler (1987) found that the spatial 
structure of images can be expected to be primarily 
related to the relationship between the size of the 
objects in the landscape and the spatial resolution. They
suggest that graphs of local variance in images as a 
function of spatial resolution may be used to measure 
spatial structure in images. If the spatial resolution is 
considerably finer than the objects in the scene, most of 
the measurements in the image will be highly correlated 
with their neighbors and any measure ot local variance
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will be low. If the objects to be studied approximate the 
size of the resolution cells, then the likelihood of 
neighbors being similar decreases and the local variance 
rises. As the size of the resolution cells increases and 
many objects are found in a single resolution cell, the 
local variance decreases.
Despite increasing availability, it is still often 
difficult to obtain images covering the same area with 
different resolutions. In order to measure local variance 
at multiple resolutions, Woodcock and Strahler (1987) used 
image data that were degraded to coarser spatial 
resolutions. The resultant images might be called "images 
with artificial resolution". The algorithm used to 
degrade the imagery simply averages the values of the set 
of resolution cells to be aggregated into a single, larger 
resolution cell. This approach implies an idealized 
square wave response on the part of the sensor, and that 
the measurement produced by the sensor is derived only 
from the area within the pixel. This assumption, however, 
contradicts the actual operation of the sensor mechanism, 
but they argue that it might suffice the intent to study 
the basic relationships involved (Woodcock and Strahler 
1987).
Woodcock and Strahler claimed that the graph of local 
variance as a function of resolution is similar in intent
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to techniques used in finding the "scales of action" -- 
the scale at which certain phenomena can be observed the 
best-- proposed by Moellering and Tobler (1972). The 
purpose of these techniques is to determine the scales at 
which the major portion of processes occur.
The use of graphs of local variance as a function of 
resolution provides a method of measuring the interaction 
between environments and the spatial resolution of the 
images. This has a great impact on other aspects of image 
processing such as image classification. For example, the 
accuracy of image classification could be a function of 
spatial resolution as well as characteristics of the area 
of the study.
A comprehensive study of the effect of spatial 
resolution on classification accuracy was done by Markham 
and Townshend (1981). They found that image 
classification accuracy is affected by two factors. The 
first factor is the influence of boundary pixels on 
classification results. As spatial resolution becomes 
finer, the proportion of pixels falling on the boundary of 
objects in the scene will decrease. Boundary pixels have 
a mix of elements, and reducing the number of mixed pixels 
reduces confusion in the classification process, resulting 
in higher classification accuracy.
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The second factor which influences classification 
accuracy is identified as the relation that increased 
spectral variance of land-cover types is associated with 
finer spatial resolution. Within-class variance decreases 
the spectral separability of classes and results in lower 
classification accuracy. Markham and Townshend (1981) 
concluded that the net effect of finer spatial resolution 
is the result of the combination of these two opposing 
factors which vary in importance as a function of 
environmental characteristics.
In conclusion, Woodcock and Strahler (1987, p.311) 
suggested that the choice of an appropriate scale and 
resolution for a particular application depends on several 
factors. These include: the information desired about the 
ground scene, the analytical methods to be used to extract 
the information, and the spatial structure of the scene 
itself. They suggested that a graph showing how the local 
variance of a digital image for a scene changes as the 
resolution cell size changes can help in selecting an 
appropriate image scale. Such graphs are obtained by 
imaging the scene at fine resolution and then collapsing 
the image to successively coarser resolutions while 
calculating a measure of local variance.
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2.4.5 The Concept of Domain in Image Processing
Strahler and Woodcock (1986, p.121) proposed a remote 
sensing framework which distinguishes between what they 
call the "scene", which is real and exists on the ground, 
and the image, which is a collection of spatially arranged 
measurements drawn from the scene. In the discrete scene 
model, there are two possibilities for models: H- and Ir­
resolution (Strahler and Woodcock 1986). In the H- 
resolution case, the resolution cells of the image are 
smaller than the ground object, thus the object may be 
individually resolved. In the L-resolution case, the 
resolution cells are larger than the object and can not be 
resolved. Strahler and Woodcock (1986) argue that most 
"canopy models"--images of the canopy, are L-resolution, 
deterministic, and non-invertible in nature. "image 
processing models"--in which an image is used to identify 
an object, tend to be H-resolution, empirical, and 
invertible. This taxonomy provides useful insights to the 
development of remote sensing theory and the scale and 
resolution problem.
The concepts of scene and image domains are not new, 
and they are used in a great deal of literature related to 
this study. To avoid mis-interpretation and miB-use of 
these terms, the terminologies related to domain need to 
be clarified. In the fields of digital image processing
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and computer vision, five major domains are identified 
(Harlow 1991):
1. The world domain. This is the actual physical 
world of 3-dimensional objects. In every situation one 
has an understanding of the objects. For example, in the 
real world there are roads, houses, trees, and others.
2. Image domain: it indicates the image data obtained 
from the sensor system. The light source, world domain, 
and the sensor system all affect the image data. The 
image data are the data that the image processing systems 
must operate upon. The terms pixel, patch, and region are 
often used to describe a portion of the image. A pixel is 
a single point in the image domain. A patch is a 
connected set of pixels with a uniform property such as 
gray level. Patches may have to be grouped together to 
correspond to a 3-d surface within the world domain. A 
region is a connected set of pixels which represent a 
surface in the 3-d world domain.
3. Scene domain. This consists of the 
representations of the physical objects in the world 
domain. For example, a road is a linear element, it can 
be represented using either white or black color. We call 
these entities objects in the scene domain. Each object 
must have a description of the 3-d object in the world
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domain it represents. One interprets the image data 
according to the objects apparent in the scene domain.
4. Processing domain. This domain consists of the 
collection and organization of the software which performs 
the analysis and interpretation of the image data, such as 
edge detections and image classification. This domain 
reflects the manner in which the software is structured 
and interacts with both image and scene domain.
5. Perceptual domain. This refers to human 
interpretation of their visual information. Objects are 
perceived. Seeing is the reception of light energy 
transmitted to the eyes, and perception is the actual 
interpretation of the sensory data.
The distinction among different domains is important 
in interpreting the terminologies in studies employing 
remotely sensed images.
2.5 Scale and Resolution Problems in Landscape Ecology
Scale and resolution problems have also attracted 
studies from landscape ecology. Meentemeyer and Box 
(1987, p . 15) found that a landscape may appear to be 
heterogenous at one scale but quite homogeneous at another 
scale. They suggested several constraints on the scale of 
analysis. These include the spatial heterogeneity, the
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size of the study area, and the nature of the functional 
linkage (Meentemeyer and Box 1987).
2.5.1 The Science of Scale
Meentemeyer and Box (1987) examined scale as it 
relates to the study of landscape diversity and the 
disturbance of the landscape, as well as the whole field 
of landscape ecology. They suggested there is a need for 
the establishment of a "science of scale", a potential 
approach with the inclusion of spatial scale issues in 
landscape studies. Among the measures for the science of 
scale that they suggest, the following are of interest to 
this study: cartographic scale or map scale as a good 
measure of the degree of generalization; resolution of 
maps or images used in remote sensing; levels of 
organization -- hierarchy trees; statistical measures of 
clustering and coefficients; and finally, fractal 
dimensions as an indicator of complexity of a surface.
They also proposed analytical tools for studying scale 
effects in landscapes. These tools include but are not 
limited to: tests for spatial autocorrelation; analysis of 
spatial, temporal, and functional patterns; textural 
analysis and fractals; information theory and entropy 
methods; multivariate statistical analyses; and 
interpolation methods.
Some hypothesized principles related to the science 
of scale are identified by Meentemeyer and Box (1987).
They are summarized as follows: (1) An increase in size of 
study area tends to increase the range of values for a 
landscape variable. (2) Fewer variables may be needed for 
modeling larger study areas; conversely, smaller study 
areas may have more external effects, thus requiring more 
variables. (3) The smaller the study area, the greater 
the potential for experimental manipulation. (4) Dynamics 
observed at smaller scales cause the equilibria observed 
at larger scales. (5) Distance decay: everything is 
related to everything else, but near things are more 
related than distant things. (6) Apparent detail is lost 
as the scale is increased, and decreases in scale reveals 
newly apparent details. In the additional scale-related 
hypotheses, they state that structure is usually the 
result of several important processes, thus studies of 
structure require finer scales than studies of formative 
processes.
2.5.2 Some Empirical Studies
The basic question often raised regarding the issue 
of scale and resolution is whether a study predicated on 
analysis at one scale can be used to make inferences to 
the same phenomena under observation at different scales
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(Lam 1990a). Turner et al. (1989) argue that in order to 
answer this question, several steps must be considered:
(1) The spatial and temporal scale of the process being 
studied must be identified; (2) The importance of changes 
in significance of variables influencing the process at 
different scales must be understood; (3) An appropriate 
method for translating the results from one scale to 
another must be developed, and (4) The methods and results 
must be tested across scales (Dale et a l . 1989; Turner et 
al. 1989).
Turner et al. (1989) studied the effects of changing 
spatial scale on the analysis of landscape patterns. They 
argue that parameters and processes important at one scale 
are frequently unimportant or predictive at another scale. 
Further, information is often lost as spatial data are 
considered at coarser resolutions (Henderson-Sellers et 
al. 1985; Meentemeyer and Box 1987). Therefore, the 
development of methods that will preserve information 
across scales or quantify the loss of information with 
changing scales has become a critical task. In their 
research, they found that rare land-cover types were lost 
as the resolution became coarser. Also, the rate of loss 
was influenced by the spatial pattern. Land-cover types 
that were clumped disappeared slowly or were retained with
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increasing grain, whereas cover types that were dispersed 
were lost rapidly.
Turner et a l . (1989) concluded that characterizing 
the relationships between ecological measurements and the 
grain or extent of the data may make it possible to 
predict the loss of information with changes in spatial 
scale.
Quattrochi and Pelletier (1991) suggested that the 
optimal scale of remote sensing will vary with the 
objectives for analysis and the inherent characteristics 
of the landscape in question. For example, an 80 m pixel 
resolution may only be appropriate in many mountain 
forested regions If the forest types are homogeneous and 
exist in nonlinear patches over 100 ha. in size. For the 
Great Smoky Mountains, for example, some vegetation types 
may be mapped at this scale, but most will only be 
discernible at a 30 m pixel resolution (Whiter and 
Mackenzie 1986; Quattrochi and Pelletier 1991). A few 
vegetation types in this area may only be mapped from 
pixels with resolutions of 13 m, while remote sensing of 
within-crown tree characteristics will require data at a 
pixel size of 1 to 2 m. Therefore, landscape processes 
appear to be hierarchical in pattern and structure. 
Measurement of these processes is a function of scale 
(Urban et al. 1987; Quattrochi and Pelletier 1991) and
43
also a function of the resolving capabilities of the 
sensors used to observe landscape phenomena (Nellis and 
Briggs 1989).
In addition, Quattrochi and Pelletier (1991) argue 
that the effects of spatial resolution can be illustrated 
by comparing the images obtained from different sensors 
for the same geographic area. They found that AVHRR data 
appear useful for broad regional to global scales, MSS 
data may be best utilized at smaller regional scales, and 
TM data are best suited for local-scale investigations.
2.5.3 Covariability and Fractals
Davis et al. (1991) argue that the scale-dependent 
nature of the phenomena under observation should be known 
in order to guide the collection, processing, and 
interpretation of remotely sensed and GIS data. In 
practice, the scale dependent properties of many surface 
processes are not well known, in part because these 
properties are frequently site- or region-specific and 
also time-dependent, making it difficult to generalize 
from isolated studies.
A key consequence of scale-dependency is the presence 
of spatial covariability (the degree of dependency between 
values of a spatial process at different locations) in 
most spatial data sets. Davis et al. (1991) argue that no
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single modeling approach is likely to be the best in all 
situations. In many cases, they argue, an explicit model 
such as fractals might be preferable. The fractal model 
implies that changing scales only changes variances by a 
fixed constant related to the fractal dimension (Davis et 
a l . 1991). Fractal models have become very popular 
recently largely because of the connection to chaos and 
turbulence and the fact that fractal models produce 
surfaces that "look like" natural features (Goodchild and 
Mark 1987; Davis et al. 1991).
Unfortunately, there is no consensus on the best way 
to estimate fractal dimension from geographic data. Under 
certain conditions, the fractal dimension can be related 
to the variogram, covariance, or spectrum, where a 
decreasing fractal dimension is equivalent to Increasing 
autocorrelation. Davis et al. (1991) argue that much more 
research is needed to improve our understanding of the 
relation between surface variation and the spatial 
properties of multi-resolution images using fractals.
2.6 Detecting the Scale and Resolution Effects
Several methods have been suggested to study scale 
and resolution effects. In addition to the examination of 
the local variance method as it is discussed earlier in 
this chapter, a brief review of the geographic variance
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method, the textural analysis method, and the fractal 
method is provided here.
2.6.1 Geographic Variance
Moellering and Tobler (1972, p.35) proposed using 
analysis of variance techniques to examine scale effects 
in hierarchical geographical structures of regions such as 
country, state, and county. They used different levels of 
areal units as scales. Their work is probably the most 
explicit examination of the scale problem in the early 
years of quantitative methods in geography. They argued 
that it is sometimes asserted that geographical processes 
operate at different scales. They claimed that their 
method will suggest "where the action is" or where it is 
not (Moellering and Tobler 1972, p.35).
As opposed to present methods of geographical scale 
analysis which only seem effective for data collected in 
particular ways, the analysis of scale variance is more 
flexible. The strength of this method of spatial analysis 
lies in its ability to examine geographical scale problems 
using a hierarchy of spatial units of the hierarchy 
available. This shed some light on the important 
questions concerning geographical processes. Geographic 
variance analysis then, can be regarded as the one of the 
first quantitative studies in detecting scale effects.
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The appropriateness of the geographic variance method for 
detecting the scale and resolution effects in remote 
sensing and GIS is examined in Chapter Six.
2.6.2 Texture Analysis
Nellis and Briggs (1989) applied textural contrast 
algorithms to remotely sensed images with various 
resolutions for the assessment of heterogeneity under a 
variety of burning treatments on the Konza Prairie 
Research Natural Area. Acquired data sets included 
Landsat Multispectral Scanner (MSS), with 80 m resolution, 
Landsat thematic mapper (TM), with 30 m resolution, and 
higher resolution density sliced aerial photography (with 
a 5 m resolution).
Textural analysis, it is suggested, can effectively 
measure the spatial variability of image data, and can 
improve the statistical separation of otherwise similarly 
reflecting surfaces (Nellis and Briggs 1989). Texture is 
usually defined as a measure of the relative degree of 
difference between the digital number (DN) values of the 
picture elements. A DN is a value between 0-255 that 
reflects the amount of energy received by the sensor for 
each picture element in a neighborhood of an image data 
set. Nellis and Briggs (1989) argue that although simple 
statistical quantities, such as local gray level variance
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(tonal variance), would be a valid measure of texture, the 
grey level expresses only the local image contrast and 
does not incorporate the DN frequency of the entire image. 
Thus, any valid measure of texture must include both 
contrast and frequency Information (Schowengerdt 1983; 
Nellis and Briggs 1989).
Nellis and Briggs (1989) argued that the landscape 
characteristics are scale dependent. Therefore, an 
approach for assessing landscape characteristics across 
scales was developed. This approach combines band 
ratioing with measurement of image textural features. The 
textural algorithm involves passing a 3 x 3 window min-max 
texture operator throughout the image. Resulting values 
reflect the degree of textural contrast. The higher the 
resulting textural number, the greater the degree of 
contrast or heterogeneity in the landscape unit. Their 
results suggest that heterogeneous areas of dense patches 
(e.g. unburned areas) must be analyzed at a finer scale 
than more homogeneous areas which are burned at least 
every four years.
2.6.3 The Fractal Model
In Euclidean geometry, a curve has a dimension of 1, 
a plane has a dimension of 2, and a cube has a dimension 
of 3. This is generally referred to as the topological
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dimension (Dt). The topological dimension always has 
integer values. However, in fractal geometry, the 
dimension D of a curve can be any value between 1 and 2, 
depending on the curve's degree of complexity. Similarly, 
a plane may have a fractal dimension between 2 and 3.
The concept of fractional dimension was first introduced 
by mathematicians Hausdorff and Besicovitch (Mandelbrot 
1977), and later the term "fractal dimension" was coined 
by Mandelbrot (1977), who defined fractals as "a set for 
which the Hausdorff-Besicovitch dimension strictly exceeds 
the topological dimension". A complete definition of 
fractals is still lacking (Feder 1988).
The concept of fractals fascinates geographers 
primarily because of the fact that most spatial patterns 
of nature, including curves and surfaces such as coastal 
lines and mountains, are so irregular and fragmented that 
Euclidean geometry is unsatisfactory when used to describe 
spatial patterns of natural phenomena. The self-similar 
property (a portion of an object is similar to the whole 
of the object in shape at a reduced scale) of fractal 
surfaces makes them useful as null hypothesis surfaces. A 
wide variety of spatial phenomena have been shown to be 
statistically self-similar over many scales, suggesting 
the importance of scale-independency as a geographic norm 
(Goodchild 1980; Klinkenberg 1988). Goodchild and Mark
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{1987} conclude that fractals should be regarded as a 
significant alternative to conventional ways of thinking 
about spatial forms and can provide new and important 
norms and standards of spatial phenomena rather than 
empirically verifiable models.
The key concept of fractals uses self-similarity in 
defining the fractal dimension D. Although in the real 
world "self-similar" phenomena are rare, many curves and 
surfaces are statistically "self-similar", meaning that 
statistically each portion can be considered as a reduced- 
scale image of the whole. Thus, D can be defined as
D = log N /log(1/r) (2.1)
where 1/r is a similarity ratio, and N is the number of
steps needed to traverse the curve (Mandelbrot, 1967). In
practice, the D value of a curve is estimated by measuring 
the length of the curve using various step sizes. The 
more irregular the curve, the greater the Increase in 
length as step size decreases. And D can be estimated by 
the following regression equation:
Log L = C + B log G (2.2)
D = 1 - B (2.3)
where L is the length of the curve, G is the step size, B 
is the slope of the regression, and c is a constant.
There are two major applications of fractals and in 
both cases fractals are referred to as the fractal models.
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The first application is the generation of fractal curves 
and surfaces with specified fractal dimensions (Goodchild 
1980). Previous research has found that curves and 
surfaces generated with a D value between 1.1 to 1.3 and
2.1 to 2.3 look very much like real curves and surfaces 
(Lam 1990b; Goodchild 1980).
The second application of fractals, which is the one 
that geographers are most interested in, is to measure the 
fractal dimension of real world data and then use fractal 
dimension as an index of any given surfaces* roughness or 
the complexity of curves (Goodchild 1980; Klinkenberg 
1988; Lam 1990b).
The fractal model has potential wide applicability in 
geography. Goodchild (1980) found that fractal dimension 
estimates can be used to predict the effects of 
cartographic generalization and spatial sampling, and it 
may be helpful in determining the resolution of pixels and 
polygons used in studies related to G1S and remote 
sensing. Muller (1986) suggested the use of fractal 
dimension as a guiding principle for future implementation 
of generalization algorithms in automated cartography.
Lam (1983) used fractal surfaces as test data sets to 
examine the performance of various spatial interpolation 
methods. Phillips (1986) used fractals to study the
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shoreline erosion and Burrough (1983) used fractals to 
study the spatial variation in soils.
The application of fractals in remote sensing is 
relatively new and appears to have great potential (Lam 
1990b). De Cola (1989) used fractal methods to study a 
Landsat-TM derived land cover pattern and found that self- 
similarity, fractal dimension, and Pareto size parameter 
are useful in analyzing digital images. He also found 
that urban land use has more complicated forms than those 
of intensive agriculture. In a study comparing urban, 
rural, and coastal areas, Lam (1990b) demonstrated that 
different land types, as reflected by their Landsat-TM 
images, have different levels of fractal dimensions in 
different bands, with urban areas yielding the highest D 
values, followed closely by coastal and rural areas. The 
application of fractals allows not only a different and 
efficient way of describing spatial patterns, but also the 
development of hypotheses about the underlying causes of 
the observed patterns (Lam 1990b). All of this research 
has laid the foundation for further studies of scale and 
resolution problem using fractals.
In conclusion, there are two main groups of studies 
on the scale and resolution problem in previous research. 
The first group focuses on the study of causal analysis 
using polygonal data at different levels. The second
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group emphasizes the selection of appropriate resolution 
of remotely sensed imagery. These two groups are closely 
related in that both address the effects of changes in 
scale and resolution on research results and examine the 
validity of transforming the results from studies at one 
level to another. All of the previous studies conclude 
that multiscale and resolution studies are needed. The 
present study examines the scale and resolution effects in 
remotely sensing and GIS and therefore is closer to the 
second group.
The above review shows that no comprehensive and 
systematic procedure has been established in examining the 
scale and resolution effects of remotely sensed images. 
Most studies dealing with the scale and resolution issue 
are rather indirect and piecemeal. It is believed that 
this study will contribute to the development of a 
systematic approach to the scale and resolution problem 
through the employment of fractals. In the following 
chapter, the research design, methodology, and data source 
for the examination of scale and resolution effects are 
discussed.
CHAPTER 3
DATA SOURCES AND METHODOLOGY
In detecting the scale and resolution effects of 
remotely sensed images, the selection of imagery is very 
important. Ideally, imagery covering the same area, taken 
at the same time, but with different resolutions should be 
used. Otherwise, the effects could be affected by factors 
other than scale and resolution, such as the sun angle and 
the cloudiness when the imagery were taken. Even when the 
above conditions are met, scale and resolution effects 
still require careful interpretation depending on the land 
type, the application, and other factors. Finally, the 
method used in analyzing the scale effects may affect the 
result since different methods have different hypotheses 
about the data set to be analyzed and these hypotheses are 
not always valid.
This chapter discusses in detail the data sources and 
the methodology used in this research (Figure 3.1).
3.1 Data Sources
3.1.1 The Study Area
The selection of the study areas in this study is a 
very important step in the research design. Geographic
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Conclusion
Oats collection
A hierarchical approach
Resolution effects on a fBm surface
Further tests of the isarithm 
algorithm on fBm surfaces
Local variance measures for the same 
data sets and comparison of results
Testing isarithm, variogram, and 
triangular prism algorithms using 
white noise surfaces
Resolution effects on CAMS images 
4 areas, 3 resolutions, and 9 bands 
with both true and artificial 
resolutions
Figure 3.1 The Organization of the Research 
Source: Author
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phenomena have their uniqueness and commonalities, and 
often it is difficult to generalize results from the study 
of one area to another. For example, for two cities with 
the same size in area, the spatial layout of the 
transportation system could be very different. Many 
observations based on the study of one city may not be 
applied to other cities with the same size. On the other 
hand, some properties, such as the complexity of the 
surface, may appear to be the same for similar landscapes. 
For example, although the transportation system of two 
cities with the same size may differ, the complexity of 
the urban scene could be very similar and both may exhibit 
a high degree of variability.
The west part of Puerto Rico is selected as the study 
area for this research. Puerto Rico is in the 
northeastern corner of the Caribbean sea and is often 
called the "Gateway to the Caribbean" because of its 
important strategic location. It has a large variety of 
landforms in diverse geographic provinces. The landforms 
are characteristic of tropical areas in the trade-wind 
belts where high mountains cause convectional rain, and 
have a great impact on the extremely varied rainfall with 
a yearly rainfall averages from 760 mm to 4000 mm. The 
diversified rock types such as lava, intrusive, and 
metavolcanic rocks, limestone, and unconsolidated sand and
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clay are reflected in many contrasting kinds of topography 
within small areas. Similar to other tropical areas, it 
can be found that many features are results of rainfall 
(Heatwole 1978).
There are many constraints in selecting the imagery 
for this study, such as avoiding areas with clouds which 
are major concerns in Puerto Rico. In principle, two 
types of images should be selected: (1) images covering 
the same geographic area but with different resolutions.
(2) images representing typical landscape types. Four 
different landscape types were selected for this study: a 
typical urban landscape, a portion of a coastal plain, a 
rugged mountain area, and an area with the flood plain.
It is assumed that the urban landscape has a high degree 
of variability and that the image will exhibit a very 
complex surface. On the other hand, the area with the 
coastal and flood plain may have low variability in the 
image surfaces. It is expected that the results based on 
the study of these landscape types can be compared with 
those of other similar landscape types.
The four study areas representing different land 
types were selected from the town of Anasco, Guanajibo, 
Mayagiiez city, and the Aftasco flood plain (Figure 3.2).
The town of Aftasco and the portion of the Aftasco 
flood plain used in the study are located on the northwest
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Figure 3.2 The Location of the Study Area 
Source: Author
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coast of Puerto Rico (Figure 3.2). The town of Anasco 
represents a small urban setting in a highly variable 
terrain area with the town located in the floodplain but 
being adjacent to the mountains covered with both 
agricultural and tropical rainforest broadleaf evergreen 
vegetation. The vegetation in this area is classified as 
moist coastal forest and lower cordillera forest (Little 
et al. 1974). Although the individual trees can not be 
identified from the image, Little et al. (1974) found that 
the tree species in the study area include a variety of 
types such as Acrocomia media, Nectandra coriacea, and 
Cyathea arborea. The Anasco flood plain represents a 
relatively flat surface with a mixture of harvested and 
non-harvested sugar cane fields. It is believed that the 
complexity of the Images for these two landscape are 
different and that these two images are typical in 
representing their landscape types.
Mayagiiez is a large city and it represents an urban 
landscape. The extremely varied urban landscape of a city 
of this size contributes to the complexity of the surface. 
Finally, Guanajibo is a typical coastal plain. It was 
selected in order to compare the results of analysis with 
those of the flood plain near Afiasco.
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3.1.2 Preparation of the Data Sets
In order to examine the scale and resolution effects, 
appropriate data sets must be prepared. Specifically, 
remotely sensed images for the selected areas with 
different resolutions should be collected. This creates 
several problems. First of all, it is very difficult to 
obtain images covering the same area with different 
resolutions which were taken at the same time. For 
example, the TM image has a resolution of 30, and SPOT has 
a resolution of 20. However, it is rather difficult to 
obtain two images, one from TM and the other from SPOT, 
which cover the same area and were taken at or near the 
same time. The differences between images during 
different seasons or times of the day are obvious. The 
percentage of vegetation covering the scene could be 
different in winter than it is in summer. Similarly, 
images taken in the same season but at different times of 
the day would also differ. The reflectance value of the 
ground cover is influenced by the sun angle. Images taken 
in the morning will look different from images taken at 
noon. Other factors such as the prevailing weather 
conditions will also affect the quality and the 
reflectance values on the image. For example, cloudy 
weather will result in an image with low levels of 
contrast.
For this study, a set of CAMS (Calibrated Airborne 
Multispectral Scanner) images were selected. These images 
were taken at approximately the same time (1:00 p.m. -- 
2:00 p.m.) within a four day period (January 19, 21, 22, 
and 23, 1990) but with different resolutions (10m, 20m, 
and 30 m ) . The data sets were provided by Dr. Dale 
Quattrochi of NASA--Stennis Space Center. Although the 
images with different resolutions were taken in four 
different days, these images are probably the best real 
images one can get at the present time for multi-scale, 
multi-resolution studies.
3.1.2.1 The CAMS Remote Sensing System
The configuration of CAMS is similar to that of 
Landsat TM, except that CAMS is mounted on an aircraft 
platform rather than on a satellite. The aircraft flies 
at different altitude above the ground in order to obtain 
images with different resolutions (Table 3.1). The ground 
resolution is the resolution at the nadir and it varies 
away from the nadir as the scanner sweeps across its path 
within the sensor (Figure 3.3). The images with 10 meter 
resolution are sensed at an aircraft altitude of 13200 
feet (4.02 km), when the usable swath width is 4.67 km 
(130° of the nadir). At the altitude of 26400 feet (8.05 
km), images with 20 meter resolution are sensed and the
Figure 3.3 The Specifications of the CAMS System
Source: Quattrochi 1992 (Personal communication)
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swath width is 9.35 km (±30° of the nadir). Finally, the 
images with 30 meter resolution are sensed at an altitude 
of 39600 (12.07 km) and the swath width is 14.01 km (±30° 
of the nadir).
Table 3.1 The Sensor Coverage of CAMS
Resolution Aircraft altitude Usable swath width
(Pixel size) above terrain t30° of nadir
Meters Feet Km Km
10 13200 4.02 4.67
20 26400 8.05 9.35
30 39600 12.07 14.01
Source: Provided by Dale Quattrochi of NASA, 1992
It should be noted here that the spatial resolutions 
of CAMS images are finer than that of the TM images. The 
analog signal from the sensor is converted to digital form 
by a converter. A digital number range of 0 to 255 (8 
bits) is used for this purpose. The CAMS sensor has nine 
bands. The spectral characteristics of CAMS Images are 
provided in Table 3.2.
Table 3.2 shows that in the near and mid-infrared 
spectrum the CAMS system has 4 bands (band 5,6,7, and 8), 
and so provides a very fine spectral resolution in 
detecting vegetation types. This is especially useful for 
Puerto Rico where a variety of broadleaf evergreen 
vegetation is available in the landscape. In addition, 
CAMS also has a thermal band (band 9), which is useful in
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detecting variations in radiant energy of the thermal 
property of objects.
Table 3.2 Spectral Characteristics of CAMS Images
Band Wavelength (pm)
1 0.45 - 0.52
2 0.52 - 0.60
3 0.60 - 0.63
4 0.63 - 0.69
5 0.69 - 0.76
6 0.76 - 0.90
7 1.55 - 1.75
8 2.08 - 2.35
9 10.40 -12.50
Source: Provided by Dale Quattrochi of NASA 1992
In this study, four subsets of images with sizes of 
390 (rows) x 390 (columns), 195 (rows) x 195 (columns), 
and 130 (rows) x 130 (columns) for 30, 20, and 10 m 
resolutions, respectively, were selected from the four 
areas of study, including the town of Anasco, Guanajibo, 
MayagUez, and the Aftasco flood plain. Images with 
different resolutions were geometrically rectified and 
registered on the UTM coordinate system and the UTM 
coordinates were used in subsetting to ensure that the 
images with different resolutions cover exactly the same 
landscape. The subsetting process results in twelve data 
sets -- three each for the four study areas.
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3.1.2.2 Images with Artificial Resolutions
As indicated above, because these images were taken 
in a four day period, analysis based on the above images 
with different resolutions could be affected by the 
different weather and other environmental conditions. One 
way to solve this problem is to generate images with 
artificial resolutions by aggregating pixels only from the 
highest resolution images (the 10 m resolution images) 
into subsequently coarser resolution images. Images with 
artificial resolutions have been used by previous studies 
in examining the scale and resolution effects in landscape 
ecology (Woodcock and Strahler 1987), as reviewed in the 
previous chapter.
The method in generating images with artificial 
resolutions is the employment of the AGGIE function in the 
software package ERDAS (Earth Resources Data Analysis 
Systems) to aggregate an image. This routine is provided 
by ERDAS mainly for resampling GIS files (ERDAS 1990). A 
single band image file, however, could be regarded as a 
GIS file with 256 classes with equal priorities in value. 
The basic procedure of this process is that it converts 
pixels to a larger size by combining a window (size n x n) 
of original pixels and assigning the predominant value 
from this window to the new pixel (ERDAS 1990). In cases 
where there is no predominant value, the lowest pixel
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value (treated by the program as the class with the 
highest priority) within the window is used. One may 
argue regarding the comparability of the images with 
artificial resolutions to the images with true 
resolutions. Although these two may not be exactly the 
same, for the purpose of detecting scale and resolution 
effects, it is argued that generating such images using 
the aggregation method provides an economical and 
convenient way in searching for the scale and resolution 
effects.
In this study, in addition to the images with true 20 
and 30 m resolutions, images with artificial 20 and 30 
meter resolutions are also generated. Both the images 
with true and artificial resolution are used in this study 
and their results compared.
3.2 Methodology
An important decision to be made is the selection of 
the algorithm used for detecting the scale and resolution 
effects. As was discussed in the previous chapter, 
studies have been conducted in examining the scale and 
resolution effects of remotely sensed imagery using 
traditional statistical methods (Moellering and Tobler 
1972; Nellis and Briggs 1989). The employment of 
different methods reflects the background of researchers.
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For example, statistical method and spatial 
autocorrelation methods are widely used in geographical 
analysis and most geographers are familiar with them.
In this study, the primary method used in detecting 
the scale and resolution effects is the fractal method.
Two different kinds of applications of fractals are 
appropriate for this research. Firstly, results from 
studies on images with certain fractal dimension may be 
compared with that of other images with similar fractal 
dimensions. It is assumed that the fractal dimension can 
be used as an indicator of the complexity of a remotely 
sensed image, and that images can be categorized in terms 
of their complexities. Therefore, images with the same 
fractal dimension may suggest they represent similar 
complexity and possibly similar landscapes. For example, 
two forest areas may have similar degree of complexity and 
thus equivalent fractal dimensions when they are 
represented on remotely sensed images. If fractals can be 
used as indices of complexity for remotely sensed images, 
then the results from the study of images with certain 
fractal dimension may be compared and generalized to other 
images with similar complexity or similar fractal 
dimension.
Secondly, a fundamental question needs to be answered 
as to whether the fractal dimension of an image changes
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with scale and resolution. This can only be answered 
based on the measurement of fractal dimensions of images 
with different resolutions. Theoretically, if the image 
is a real fractal surface, due to the self-similar 
property, the fractal dimension of the image does not 
change with the change of scale and resolution. However, 
in reality, the surface of a remotely sensed image is not 
mathematically a fractal surface. Therefore, the change 
in fractal dimensions of an image surface related to 
change in scale and resolution needs to be investigated. 
Presumably, the fractal dimension of an image may become 
lower as the resolution becomes coarser because coarser 
resolution may result in low variability in the image 
surface. However, these speculations can only be verified 
or rejected based on rigorous testing.
The introduction of fractals is a revolution in 
scientific modeling and testing. The idea of self­
similarity and fractional geometry provides us a new way 
of observing and testing geographic phenomena. 
Fundamentally, the fractal method is different from the 
previous methods.
The fractal model involves two aspects in modeling 
and testing. One is the generation of fractal curves and 
surfaces. The other is the determination of the fractal 
dimension of natural curves and surfaces. Currently, the
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methods for generating fractal curves and surfaces are 
more mature and have been widely used in animation and 
modeling (Goodchild 1980; Lam 1990b). Although several 
methods for determining the fractal dimension of natural 
curves and surfaces have been proposed, each method 
measures only an aspect of the surface and the results 
from applying different methods vary. In this study, a 
major operation is the measurement of the fractal 
dimension of remotely sensed surfaces. Since the 
measurement methods are crucial in detecting scale and 
resolution effects in this study, the rationale and 
principles of three commonly used methods (the isarithm 
method (Shelberg et al., 1983), the variogram method (Mark 
and Aronson 1984), and the triangular prism method (Clarke 
1986)) for determining the fractal dimension of surfaces 
are examined in this chapter.
In order to determine the best algorithm for 
measuring the fractal dimension of natural surfaces, 
investigations on the algorithms must be conducted. One 
way to test the reliability of these measurement 
algorithms is to apply these three algorithms to surfaces 
with theoretically known fractal dimensions. In this 
study, white noise surfaces (or purely random surfaces) 
with a fractal dimension of 3.0 are generated for testing.
After the best measurement algorithm is determined, 
it is used to measure the fractal dimensions of the 
seiected data sets in this study. Finally, this chapter 
proposes different types of scale and resolution effects 
that may be detected using the fractal model.
3.2.1 Fractals and Randomness in Nature
Theoretically, the fractal model as introduced 
previously has many advantages over other methods. It 
takes into consideration the randomness of nature and 
tries to find the underlying regularities in the random 
phenomena. The fractal model deals with the irregularity 
of phenomena due to randomness.
According to Klinkenberg (1988), two dominant views 
of randomness In nature are available. One view suggests 
that the "physical laws that are observed are the result 
of many independent variables acting together"
(Klinkenberg 1988, p . 14). Therefore, individual processes 
that contribute to the whole can only be considered in a 
statistical sense, and this indicates there is a certain 
degree of inherent uncertainty in natural processes. To 
certain extent, many geographic phenomena can be 
considered as random events. In other words, there is a 
random aspect for everything. The randomness of nature 
has been gradually accepted since Darwin. The wide
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acceptance of the concept of statistical probability is an 
example.
The other view believes that individual processes are 
deterministic, but when act together, they become a 
"complex and undecipherable tangle" (Klinkenberg 1988;
Mann 1970; Smart and Werner 1976). Thus, for "complex 
phenomena, deterministic modelling is not always the 
optimum approach" (Krumbein 1976, p.50). As a result, a 
statistical approach becomes more appropriate.
It can be argued that in either case, there are 
reasons that stochastic models should be considered. If 
one believes that nature is deterministic, then every 
process acts at its unique spatial and temporal scale. As 
a result, it becomes impossible for us to explain 
phenomena completely. Therefore, "models which do not 
incorporate some aspect of randomness can never be 
expected to match the real world" (Klinkenberg 1988, 
p.15). It should be noted that the definition of 
randomness here only indicates that when considered in 
total, natural processes appear random. It does not, 
however, deny the fact that each process may be 
deterministic when considered in isolation.
There is a random aspect for regular processes.
There is also regularity in random processes. The meaning 
of randomness should be interpreted in both ways. For
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example, on a remotely sensed image of a particular area, 
the overall layout could be specific. However, the exact 
pattern of a particular species of vegetation on the 
landscape, that is, why that vegetation is there and not 
somewhere else, could be considered random.
In many cases, randomness of the phenomena is closely 
related to scale. Some phenomena can be considered as 
randomly distributed at one scale and regularly 
distributed at another scale (Klinkenberg 1988). For 
example, the randomness of the distribution of cities is 
affected by the size of the area under observation.
Similar phenomena exist for remotely sensed images. 
Consider a patch on a remotely sensed image: the 
appearance of a particular patch at certain location can 
be considered as a random pattern, yet when the area under 
observation becomes small and the resolution is increased 
to a few meters, the same patch on the image could be 
regularly arranged. Therefore, a process can be viewed as 
random or non-random, depending on the scale of 
observation. This also indicates that a model developed 
at one scale may provide a complete description of the 
process at that level, however, when the scale is changed, 
this model may become invalid (Klinkenberg 1988).
The introduction of randomness in modeling should not 
be considered as a denial of the deterministic approach,
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but rather it should be considered as a valuable addition. 
In this research, the fractal model, which incorporates 
the randomness of processes, is the major algorithm for 
detecting the scale and resolution effects of remotely 
sensed images.
Two types of fractals can be distinguished: 
mathematical or non-random, and natural or random 
(Klinkenberg 1988). Random fractals are those that 
generate random patterns like the ones found in nature 
(McClure 1985, p.52). Random fractals are of particular 
importance to geographers because it is argued that most 
geographic processes have a random aspect. In the case of 
remotely sensed data, the image is a representation of the 
mosaic landscape affected by many random factors.
There have been a limited number of investigations 
into the applicability of fractals to remotely sensed 
digital images. One previous study looked at a number of 
digital images of different landscapes, but did not 
examine the scale and resolution effects of remotely 
sensed images (Lam 1990b).
3.2.2 Measuring the Fractal Dimension of Surfaces
The fractal dimension is a useful indicator of the 
"roughness" of a surface. The range of fractal dimensions 
for real world surfaces is from 2.0 to 3.0. In this
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research, the fractal dimension is used as an index for 
the complexity of remotely sensed images, and then the 
scale and resolution effects are detected based on the 
measurement of the fractal dimensions of the images at 
different resolutions.
Four major algorithms are currently used by 
geographers in measuring the fractal dimension of 
surfaces. These include: the isarithm method (Shelberg et 
a l . 1983), the variogram method (Mark and Aronson 1984), 
the triangular prism method (Clarke 1986), and the Fourier 
transform method (Pentland 1984). Although many 
researchers have attempted to use these methods to measure 
the fractal dimension of various natural surfaces, no 
agreement has been reached on which algorithm can 
determine the real fractal dimension of a surface. 
Algorithms were developed for particular applications and 
may be limited to those particular applications. The 
application of one algorithm developed based on one type 
of surface to other surfaces may result in problems simply 
because of the violation of the assumptions of the 
algorithm.
Therefore, the evaluation of the algorithms becomes 
an important step of this study. Before an algorithm can 
be used in determining the fractal dimension of an image, 
the following criteria should be considered: 1) the
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robustness of the algorithm as compared to other 
algorithms; 2) the consistency of the method in measuring 
the fractal dimensions when applied to a variety of image 
types; 3) the accuracy of the fractal measurement for 
image surfaces; and 4) reliability in differentiating 
landscape types for remotely sensed images.
In order to choose the best algorithm among the four 
methods, this study evaluates and tests these methods 
using several hypothetical surfaces with known or assumed 
fractal dimensions. The selection of the algorithm for 
this research is based on the results of the testing. An 
algorithm is evaluated based on the closeness of the 
resultant fractal dimension produced to the known or 
assumed fractal dimension of the surface. The following 
provides a detailed description and evaluation of each of 
the four algorithms. The testing results on these 
algorithms are supplied in Chapter 4.
3.2.2.1 The Isarithm Algorithm (Shelberg, Lam, and 
Moellerlnq 1983)
This algorithm is based on the assumption that the 
complexity of isarithmic lines may be used to approximate 
the complexity of a surface. In this algorithm, the user 
begins with a matrix of z-heights, an isarithm interval is 
selected, and isarithmic lines are constructed on the
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surface. A fractal dimension is computed for each 
isarithm by calculating their lengths over a number of 
sampling intervals. The surface's fractal dimension is 
the result of averaging the fractal dimensions of all the 
isarithms and adding 1.
Obviously, for the isarithm algorithm, the task of 
measuring the fractal dimension of a surface is reduced to 
the measurement of the fractal dimension of isarithmic 
lines. The method used to measure the fractal dimension 
of the lines is not new. In fact, the isarithm algorithm 
(Shelberg et al. 1983) is an extension of the divider 
method to two dimensions. The basic idea of the divider 
method is to walk a divider along a linear feature to 
determine its length. As early as 1961, Richardson 
examined the relationship between the length of a 
cartographic line and the scale at which it is mapped. He 
analyzed the dependency of the border length on the 
divider's width and suggested that when the border lengths 
were plotted against the sampling interval on log-log 
paper, the data points tended to fall on a straight line 
with a negative slope. Although he did not realize the 
implications of the negative slope, he did empirically 
derive a formula which describes the relationship between 
border length and the width of dividers which included an 
exponent which is now referred to as the fractal
76
dimension -- D. Mandelbrot (1967) suggested that the 
negative slopes are an indication of the fractal nature of 
the lines.
Several researchers used the divider method to 
determine the fractal dimensions of cartographic features 
(Goodchild 1982; Klinkenberg 1988). Goodchild (1982) 
examined the fractal characteristics of the coastline and 
lake outlines of Random Island, Newfoundland. He claimed 
that the fractal dimensions obtained using the divider 
method were consistent with the results obtained by other 
methods applied to the same data.
The basic procedure for the "walking dividers" 
algorithm can be summarized as follows: in order to 
determine the fractal dimension of a natural line, the 
length of the natural line is measured using several step 
sizes (Figure 3.4). The initial step size should not be 
smaller than one-half of the average length of the line 
segments for the natural line in order to cover all 
significant variations (Klinkenberg 1988; Shelberg et a l . 
1983) . The algorithm then starts at one end of the line 
and tests each successive point until it finds the first 
point (n) which is farther than the step length away from 
the starting point. Using linear interpolation, the 
program then determines where between the points n and n- 
1, the intersection between the step length and the line
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t- — t
Step size 1
Step size 2
Figure 3.4 Walking Through a Natural Line Using Different 
Step Sizes to Determine the Length of the Line 
{the solid line represents the natural line) 
Source: Author
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occurs, and subsequently uses this interpolated point as 
the new starting point. This procedure is followed until 
the end of the line is reached. Then, the step size is 
increased by some amount -- usually it is doubled, so that 
the log of the step size values form an even progression 
-- and the process repeated. The length of the line is 
determined by multiplying the number of steps required to 
completely cover the line and the step size. The step 
sizes and corresponding line lengths are then used in a 
linear regression where the log of the line length is 
regressed against the log of the step size. The line's 
fractal dimension is then equal to one minus the slope of 
the line (Klinkenberg 1988; Shelberg et al. 1983).
The divider algorithm has received criticism from 
other researchers. For example, Aviles et a l . (1987) 
pointed out there are actually three possibilities in the 
measurement and as a result, measurements have 
discrepancies. These variations arise from how the 
remainder is treated. The first possibility is to use 
only those measurements which leave a remainder less than 
some specified value or tolerance. The second possibility 
is to add the remaining part as a proportion of a divider, 
and the third possibility is to add one to the total count 
of dividers if any remainder is present. Aviles et al. 
(1987) tested these variations on a number of linear
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features and found that the first variation gave the 
smallest scatter. The second variation produced slightly 
greater scatter, and slightly higher values of D, and the 
third method produced much greater scatter, and much lower 
values of D.
The isarithm algorithm (Shelberg et a l . 1983) is 
proposed for the measuring the fractal dimension of 
digital elevation models which are in raster format. The 
isarithm algorithm measures the fractal dimension of the 
digital elevation model either along the rows or along the 
columns. It is expected that the fractal dimensions 
measured using row or column method could be slightly 
different due to the anisotropic nature of the surface.
Minor problems exists for the isarithm method. The 
theoretical foundation for taking the average of the 
fractal dimension of contour lines as the fractal 
dimension of the three dimensional surface still needs to 
be investigated. It is a fact that the more complex the 
terrain is, the more complex the contour lines will be. 
There is, however, no mathematical proof of the exact 
relationship between the complexity of the terrain and the 
complexity of its contour lines. Also, the effect of 
averaging is complicated. By averaging, one could offset 
the high and low values of Ds, which may affect the 
result.
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Despite the problems it may have, Shelberg et a l . 
(1983) made a great contribution to the measurement of the 
fractal dimension of surfaces. Their method remains one 
of the few algorithms available so far, and in many cases, 
this algorithm outperforms others.
3.2.2.2 The Varioqram Method (Mark and Aronson 1984)
Mark and Aronson (1984) argue that the fractal
dimension of a surface can be estimated from another 
important statistical property of fractional Brownian 
surfaces: the variogram (Mark and Aronson 1984). They 
suggest that for a fractional Brownian surface of 
dimension between two and three, the expected value of the 
squared elevation difference between two points is given 
by
E[(Zp - Zq)2] = ktd^)™ (3.1)
where Zp and Zq are the values of the surface at any two 
points p and q, dM is the horizontal distance between the 
points, and H equals 3 - D  (where D is the fractal 
dimension of the surface). If the mean of the squared 
height differences (variance) is computed for different 
distances, then D can be estimated from the slope, b, of
the (log-log) plot of variance against distance by D = 3-
(b/2).
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A major contribution of the variogram method is the 
explanation of self-similarity of natural surfaces and the 
recognition of scale dependency for a fractal surface.
Mark and Aronson (1984) investigated the fractal nature of 
17 digital topographic models. Of the 17 models, only one 
had a variogram totally consistent with the concept of 
self-similarity. The other 16 variograms had sections 
that were straight, with changes in the slope at 
'characteristic' scales. That is, within a physiographic 
province there were consistent distances at which the 
fractal dimension D changed, a reflection of the 
characteristic slope length and structural control of that 
province. The lower straight sections had Ds close to 
2.3, while the higher sections had Ds close to 2.7. The 
values at which the D changes "represent scales at which 
the relative importance of different processes, of 
structural effects, and of time scales also change" (Mark 
and Aronson 1984, p.681). Therefore, they suggested that 
the conventional geomorphic approach in which landscapes 
have characteristic scales and the fractal model which 
claims self-similarity should be combined to explain the 
landscape.
From the results of their tests, Mark and Aronson 
concluded that the surface's variogram could be adequately 
described by ranges of scales having constant fractal
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dimension, separated by distinct scale breaks. For scale 
ranges between adjacent breaks, surface behavior should be 
that predicted by the fractal model; the breaks represent 
characteristic horizontal scales, at which surface 
behavior changes substantially. They suggested that these 
scale breaks are especially important for cartographic 
representations and digital elevation models, since they 
represent scales at which there is a distinct change in 
the relation between sampling interval and associated 
error.
There are problems when the variogram method is used 
for the measurement of fractal dimension of remotely 
sensed images. From a mathematical point of view, an 
image (a single band) can be regarded as a matrix of 
integers, which range from 0 to 255 (8 bit system) in 
value. If we display this matrix in a three dimensional 
format, we will see that the three dimensional display of 
an image is very similar to a digital elevation model. 
However, there is one important distinction between these 
two surfaces, that is, the Z value for an image is the 
reflectance value of the objects in the landscape, while 
the Z value of an elevation model is height.
A digital elevation model is essentially different 
from a display of a remotely sensed image. If we observe 
the real world terrain, we will find that although there
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are ups and downs in the landscape, the elevational change 
is usually continuous. On the other hand, a sudden change 
in the reflectance value, which is often found in an 
image, will interrupt the continuity of the image surface.
The vertical values (or the Z values) of an image are 
affected by the bit system used. For example, on an 8 bit 
system, the digital value of the image ranges from 0 to 
255, while on a 7 bit system, the range of this value is 0 
to 127. On the other hand, the elevation of a terrain 
model could be negative, decimals, rather than just 
integers, and the range of the Z value will vary depending 
upon the area of study.
A similar situation applies to other non-topographic 
surfaces such as population density surface, where the 
range of the values are affected by the units of 
population density used. For example, if thousands of 
population per square mile is used, the maximum and 
minimum values of population density would be different 
from those if the unit of hundreds of population per 
square mile is used.
For digital elevation models, no matter what unit we 
use, e.g., meters, kilometers, miles, as long as the unit 
of the Z value is the same as the units of X and Y value, 
the resultant surface should be the same. However, for 
topographic surfaces, the inconsistency in the units
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between the Z value (such as reflectance value in an 
image) and the X,Y values (e.g., miles) do affect the 
shape of the surface being modelled. This problem must be 
realized especially when a fractal method is chosen for 
analysis, because the method may be affected by the 
differences in the units of the Z value.
Mark and Aronson's algorithm was originally proposed 
for the measurement of the fractal dimension of digital 
elevation models. In constructing their log-log plots, 
the unit for the distance axis is kilometer and for the 
vertical axis is 1000 meter, which are compatible. It has 
been proven mathematically that if different and 
inconsistent units are used for the x and y axis, the 
slope of the line of the log-log plot will change (Clarke 
and Schweizer 1990). The implication of this is that the 
value of the fractal dimension derived using this method 
is affected by the units of measurement if different units 
in x, y and z are used. This does not present a problem 
for digital elevation models. However, it is a problem 
for non-topographic models where the units for vertical 
and horizontal measurements can hardly be the same. For 
example, a population density map can be displayed in a 
three dimensional format. The unit for the horizontal 
axis represents distance and could be in miles or 
kilometers. On the other hand, the unit for vertical axis
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is usually number of people per square miles. It is 
impossible for the horizontal and vertical axis to have 
the same unit. Therefore, if one uses the unit of 
thousands of people per square mile and the other uses the 
unit of ten thousands of people per square mile and uses 
the same variogram method for the same population surface, 
the resultant D value would be different.
As one kind of non-topographic surfaces, remotely 
sensed imagery have horizontal axes with a unit of meters 
and the vertical axis with reflectance value. If the 
variogram is used to measure the fractal dimension of an 
image (Figure 3.5), the D value will be affected if a 
different grey scale is used. Therefore, theoretically, 
the variogram method can not give a consistent measurement 
of the fractal dimension D of a non-topographic surface.
In addition to the above problems, technical problems 
also exist with the variogram method. Although Mark and 
Aronson's algorithm is conceptually simple, the 
computation involved in the measurement of the fractal 
dimension is tremendous. For example, for a surface with 
2000 points, at least 2000 x (2000/2) calculations are 
needed. Despite all the problems with the variogram 
method, the concept of "breaks in scale" brings insight to 
the examination of the effect of scale and resolution 
using fractals.
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3.2.2.3 The Triangular Prism Method (Clarke 1986)
Clarke (1986) argues that no direct equivalent of the 
walking divider method has been used for the computation 
of fractal dimensions of topographic surfaces. The 
simplest method employed previously was to take advantage 
of the assumption that a horizontal cross section through 
a surface has a fractal dimension of one less than that of 
the surface. Clarke argues that this method is rather 
"crude", and it is really an empirical estimate, because 
the fractal/nonfractal nature at any scale may be a 
function of which contour is selected. It is evident, at 
least, that different scale processes produce coastal 
indentations and mountain peaks, and therefore may 
influence the ability of this method to measure the 
overali surface fractal dimension. Clarke (1986) also 
pointed out that the variogram method by Mark and Aronson 
and the Fourier power spectrum method (Pentland 1984) are 
"involving enormous numbers of calculations and 
significant processing time on a large computer" (Clarke 
1986, p.714). Therefore, Clarke (1986) claims that the 
triangular prism method simplifies the computation process 
and produces a technique with the simplicity of the 
"walking dividers" which uses geometry alone in the 
computations.
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The procedures for the triangular prism method are as 
follows (Clarke 1986): assume a surface is modeled in a 
regular square grid of uniform spacing, and let the four 
heights at the corners of a square be a, b, c, d, (Figure 
3.6) and the average elevation (assigned to the center) be 
e. Four triangles can be drawn, connecting a,e, and b; 
b,e and c, etc. If the triangle is thought of as a 
triangular prism, then the surface area of the projected 
upper surface can be calculated as follows:
First, the four triangles forming the bases of the 
prisms have sides of length s, and diagonals of length s 
times one-half the square root of two. The length of 
these sides and the height differences between corners can 
be used to solve the lengths of sides of the upper face of 
the prism by Pythagoras' theorem. The area of the upper 
surface can then be calculated from Heron's formula. 
Aggregated over all pixels, the total area of the surface 
can be computed. The area can be computed repeatedly for 
increasing size squares. As the size of the square 
increases, the total area of the surface decreases.
Squares of sides increasing by powers of two were 
used, which have a uniform spread of observations on the 
independent variable during the log-log regression. The 
steps used in calculating surface area is determined as 
follows. The largest step is computed first from the
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Figure 3.6 A Triangular Prism 
Source: Clarke 1986
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length of the shortest side of the map, and the number 
with the largest power of two (smaller than the shortest 
side) is selected for the maximum side of the computed 
steps.
The fractal dimension then is calculated as 2-fi, 
where ft is the slope of the line from the log-log 
regression of surface area versus the area of the square. 
This part of the computation is identical to the two 
dimensional situation, with the addition of one to reflect 
the higher geometric dimension.
Conceptually, the triangular prism method is really 
just an extension of "walking divider" method replacing 
lines with surfaces. However, its validity has not been 
tested over a large number of data sets. Testing results 
from this procedure in Chapter Four suggest that the 
fractal dimensions produced using this method could 
generate estimates far below the actual fractal dimension 
of an surface.
3*2.2.4 Fourier Transform Method
In processing digital remote sensing images, the 
geographers' interests have generally focused on the 
spatial domain. Less attention is drawn to the frequency 
domain analysis of digital images, where most work in that 
field has been done mainly by electrical engineers and
computer scientists. This is partly due to the fact that 
analysis in the frequency domain is not the geographers' 
specialty. As a result, although the Fourier transform 
has been proposed as one of the few methods In fractal 
generation and determination, there have been only few 
studies in geography which utilize this technique to 
determine the fractal dimension of surfaces.
In order to evaluate the Fourier transform method in 
determining the fractal dimension of surfaces, a brief 
examination of the Fourier technique is needed.
To explain the process of Fourier transform, one has 
to start with Fourier analysis. The basic concept of 
Fourier analysis is that if a function f(t) is periodic 
with period T -- i.e. f(t) = f(t+T) -- then it can be 
expressed using the sum of a series of sine and cosine 
waves with different frequencies and amplitudes:
f(t) - a0 + £[cos(ntt0t) + sin(nw0t)] (3.2)
n»l
Where a0 = constant; w0 = 2rr/T; T = the period of f(t); 
n=l, 2, 3. . . .
An alternative way of expressing a series of sines 
and cosines is to use the exponential expression (Richards 
1986):
f (t ) =EFneJ",ot (3.3)
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Where j=V-l; n=l, 2, 3...; and the complex expansion 
coefficients Fn are given by
T/2
Fn = l/Tj f (t)e Jn#otdt (3.4)
-T/2
It can be proven that the exponential function and 
the sine and cosine expressions are essentially 
interchangeable. For simplicity in transformation, the 
exponential form is often used (Richards 1986).
The Fourier series represented in Equations (3.2) and 
(3.3) are a description of a periodic function in terms of 
a sum of sinusoidal terms. For functions that are 
nonperiodic, or aperiodic, decomposition into sinusoidal 
components requires the use of the Fourier transformation. 
The Fourier transform F(«) of a continuous function f(t) 
is defined by:
F(») =j f(t) e J#tdt (3.5)
The function f(t) can be reconstructed according to:
f(t) =l/2nj Ffeje^dw (3.6)
- on
The Fourier transform in (3.5) and (3.6) has 
continuous functions. However, digital image consists of 
discrete numbers. Therefore discrete Fourier transforms 
must be considered. The discrete function of the Fourier
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transformation, F(r), can be applied to images and it is 
defined as:
F(r) = T E l0(k)Wr*, r=0,..., K-l (3.7)
k-0
Where w=e J2n/K; K=image size; 0(k)=the time sequence.
In a similar way, a discrete inverse Fourier 
transform (DIFT) can be derived that allows reconstruction 
of the time sequence from the frequency samples F(r):
<Mk) = l/T0KE F(r)W rk, k=0,...,K-l, T0=KT (3.8)
r*0
Computation of discrete Fourier transform is rather 
complex. In practice, the Fast Fourier Transform (FFT) has 
been developed to reduce the number of calculations 
(Richards 1986).
A digital image essentially contains a two 
dimensional matrix of digital numbers, which are arranged 
in rows and columns. It can be proven that to compute the 
two dimensional Fourier transform of an image, it is only 
necessary to transform each row individually to generate 
an intermediate image, and then transform this by column 
to yield the final result (Richards 1986, p.167). Both 
the row and column transforms can be carried out using the 
fast Fourier transform algorithm.
The Fourier transformed image (Figure 3.7) represents 
the composition of the original image in terms of spatial
a) the original image 
(southern Louisiana)
b) the spectrum
Figure 3.7 The Fourier Spectrum of a TM Image 
Source: Author
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frequency components, both by row and by column. Spatial 
frequency is the image analog of the frequency of a signal 
in time. The pixel value of an image with high frequency 
changes rapidly across space, whereas a low frequency set 
of pixels changes slowly. Similarly, an image with high 
spatial frequency has more frequent changes in the 
brightness values of the pixels across space. An image is 
composed of a set of both horizontal and vertical spatial 
frequency components of various strengths which can be 
determined by the discrete Fourier transform. In the 
Fourier spectrum of an image, the center pixel (0,0) 
represents the component in the spectrum with zero 
frequency in both directions. Pixels away from (0,0) 
represent components with frequencies that increment by 
1/K when the original image is of size K x K.
The high spatial frequency component of an image is 
associated with frequent changes of brightness with 
position, such as edges, lines, and some types of noise.
In contrast, gradual changes of brightness with position, 
such as tonal variations, account for the low frequency 
content in the spectrum. Since ranges of spatial 
frequency are identified with locations in the spectrum, 
the spectrum of an image could be modified to produce 
different geometric enhancements of the image. For 
example, if the area near the center of the spectrum is
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filtered out (high pass filter), the reconstructed image 
will contain only edges and linear features. On the other 
hand, if the high frequency components are removed (low 
pass filter), a smoother image will result.
Fourier transform allows more complicated filtering 
operations than other approaches. Specific bands of 
spatial frequency could be excluded using different filter 
functions, and thus allow more versatile alteration of the 
image.
Effort has been made to apply the FFT method in 
transforming a digital image. In this study, a C program 
(Appendix A) has been written to perform the FFT and 
inverse FFT. The algorithm is similar to the one 
dimensional transformation because for two dimensional 
transformation, one can transform row by row first, and 
then transform column by column using the same algorithm 
for the intermediate output (Richards 1986).
Applications of the fast Fourier transform requires 
that the size of the image (i.e., the columns and rows) 
has to be to the power of 2. For example, the image size 
could be 512x512, or 256x256.
The Fourier transform technique has not been fully 
utilized in the past in remote sensing due to the 
complexity of computation. This technique is in fact a 
very powerful tool in image processing. Fourier transform
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may reveal the underlying regularities of the phenomena 
which may not be easily handled with conventional 
techniques. This unique feature of Fourier transform may 
in the future help a great deal in the study of scale and 
resolution effects using fractals.
Although it has been realized by many researchers 
that Fourier transform can be used in estimating the 
fractal dimension of various surfaces, few fractal studies 
are available using this technique, especially among 
geographers. Clarke (1988) recognizes the advantages of 
Fourier transform in measuring the fractal dimension of 
surfaces and argues that it is one of the few methods that 
are invertible when applied to fractal surfaces. The 
procedure for measuring the fractal dimension of surfaces 
in this method is described as follows (Clarke 1988): the 
image has to be Fourier transformed to its frequency 
domain first. Then, as with many other techniques for the 
determination of fractal dimensions, the Fourier method 
performs a log-log least squares fit on the sums of the 
squared amplitudes of the Fourier coefficients (the power) 
with distance; In this case the wavelength determined as a 
root of the sum of the squared wavelengths east-west and 
north-south. Since the amplitudes associated with 
fractional Brownian noise are non-zero and decay with the 
inverse of the harmonic number to some power with a
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wavelength of the length of the map divided by h, the log- 
log fit of these data is a straight line with a slope 
(spectral density exponent) of:
b=7-2f (3.9)
where f is the fractal dimension. However, Clarke (1988) 
did not indicate the source of this equation and 
theoretical proof, and measurements based on this equation 
can not be found. Therefore, before this method can be 
used to measure the fractal dimension of surfaces, more 
research needs to be done on the relationship between the 
estimates of the fractal dimension and the Fourier 
transform.
From an image processing perspective, Pentland (1984) 
had an in depth discussion on the use of fractals and a 
substantial explanation on the use of Fourier transform to 
determine the fractal dimension of an image. His method 
is quite different from the one proposed by Clarke (1986).
Pentland argues that a random function I(x) is a 
fractal Brownian function if for all x and a x
I (x + a x )-I(x)
Pr(----------------<y) = F(y), Pr-Probabi1ity (3.10)
1* *1“
where F(y) is a cumulative probability density function; 
and H is an empirical parameter determined by the above
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function. If I(x) Is a scaler, then the fractal dimension 
D of the graph described by I(x) Is
D = 2 - H. (3.11)
If H=l/2 and F(y) comes from a zero-mean Gaussian with 
unit variance, then I(x) is the classical Brownian 
function.
Pentland (1984) argues that the fractal dimension of 
these functions can be measured from I(x)'s Fourier power 
spectrum P(f), as the spectral density of a fractal
Brownian function is proportional to f 2it l, The parameter H
can be estimated by a least-squares regression of the 
Fourier-domain fractal definition onto the power spectrum 
of the block of pixels. That is, since the power spectrum 
P(f) is proportional to f‘2H l, we may use a linear 
regression on the log of the observed power spectrum as a
function of f. A regression using
log (P(f)) = - (2H+1) log(f) + k (3.12)
for various values of f can be used to determine the power 
H and thus the fractal dimension. Pentland did not show 
the calculations for the fractal dimension of an image.
On the histograms of the computed fractal dimension of 
images, Pentland did not indicate what the horizontal axis 
is, but presumably, it is the f, which indicates that 
there are different fractal dimensions at different
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frequencies for an image, which is fundamentally different 
from the other measurement methods for fractal dimensions.
Pentland* s study is based on the assumption that the 
Fourier transform method is a valid method in determining 
the fractal dimension of a surface. He did not 
substantially explain other alternatives in measuring the 
fractal dimensions of surfaces.
In short, although Fourier transform method does seem 
to be an appropriate method in measuring fractal dimension 
of image surfaces, unfortunately, no reliable formula for 
calculating the fractal dimension based on the power 
spectrum can be found. Further investigation on the 
measurement algorithms using Fourier method is needed.
Other fractal dimension measurement methods have also 
been proposed. For example, De Cola (1989) proposed a 
"measurement-based" classification method. It is argued 
that each method has its own advantages and limitations.
In this study, only three methods, including the 
isarithm method, the variogram method, and the triangular 
prism method, are tested over hypothetical surfaces in 
order to determine the best algorithm in measuring the 
fractal dimension of image surfaces.
It should be noted that the fractal model is not 
omnipotent. It is not the intent of this study to test 
all the scale and resolution effects using the fractal
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model. However, the fractal model does provide a useful 
guideline for examining scale and resolution effects. The 
fractal model must be used in conjunction with other 
traditional methods to examine various scale and 
resolution effects.
It is hypothesized that the fractal model can detect 
the scale and resolution effects of remotely sensed 
images, and when combined with traditional methods, the 
fractal model can produce valuable results. Based on the 
findings, suggestions regarding the selection and use of 
remote sensing images can be made.
In the following chapters, a detailed description of 
the investigations and the results using the methods 
discussed in this chapter are presented. Hypothetical 
surfaces are used in the testing of the reliability of the 
fractal dimension measurement algorithms. An appropriate 
algorithm for determining the fractal dimension of 
surfaces will be selected in Chapter Four.
CHAPTER 4
TESTING THE ALGORITHMS FOR MEASURING 
THE FRACTAL DIMENSIONS OF SURFACES
The validity and reliability of the algorithms for 
measuring the fractal dimension of surfaces must be 
examined before they can be used for meaningful analysis. 
In this chapter, three algorithms, including the isarithm 
method (Shelberg et a l . 1983), the variogram method (Mark 
and Aronson 1984) , and the triangular prism method 
(Clarke 1986) are tested using hypothetical surfaces with 
assumed fractal dimensions. The objective is to determine 
which algorithm can best measure the true fractal 
dimension of a surface. Two kinds of hypothetical 
surfaces were generated and used in this study. The first 
one is the white noise surface (pure random surface) with 
a theoretical fractal dimension of 3.0, and the second one 
is the fractal Brownian motion (fBm) surface with various 
assumed fractal dimensions.
Theoretically, one rule should be followed in 
detecting the validity and reliability of an algorithm, 
that is, an algorithm is valid if and only if the 
algorithm gives consistent results over all surfaces with 
different sizes and complexity. This requirement, which 
is widely accepted in proving mathematical formulas, may 
be too rigid for geographic phenomena. Geographic
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phenomena are complex. Many measurements are empirical 
and statistical rather than mathematical. Further, many 
factors may act together and contribute to the variation 
of phenomena. Therefore, in these tests, different 
possibilities should be examined before an algorithm is 
eliminated or accepted, and the results of testing must be 
carefully examined before any final conclusion regarding 
the algorithm can be made.
When fractal dimensions of white noise surfaces (or 
purely random surfaces) and fBm surfaces are measured 
using different algorithms, two possible results are 
expected from the tests. The first possibility is that 
some algorithms may fail to give the theoretical fractal 
dimension of a white noise surface (D=3.0), and as a 
result, the algorithm should not be considered for further 
testing. If, however, the algorithm does give the fractal 
dimension of a white noise surface, the next step is to 
test the algorithm on the fractal Brownian motion (fBm) 
surfaces with various assumed fractal dimensions (or 
surface complexities). There are practical problems with 
the second step because the fractal surface generation 
algorithm used in generating the fBm surfaces may not 
generate a surface with the specified fractal dimension. 
Therefore, if the results show a significant difference in 
the fractal dimension of the assumed and measured, it
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could be caused by either the fractal generation or the 
fractal measurement algorithm. Obviously, the second 
step, to some extent, involves uncertainty. It is 
expected that even if the assumed and measured fractal 
dimensions of the surfaces do not match, they still can 
show the changing pattern in the fractal dimension as a 
function of the resolution of an image.
Mathematically, it is much easier to prove that an 
algorithm is invalid rather than to prove it is valid.
All that is needed to prove an algorithm invalid is to 
find a case that does not fit the algorithm. On the other 
hand, to prove that an algorithm is valid, theoretically 
one must exhaust all possibilities. Even if an algorithm 
is proved to be valid based on some tests, it still may 
not be truly valid because the test has not been applied 
to all theoretically possible cases. Therefore, the 
results of the tests need to be carefully interpreted 
before an explanation or conclusion can be made.
4.1 Generating White Noise Images
One way to test the validity and reliability of the 
algorithms for measuring the fractal dimension of surfaces 
is to apply these algorithms to white noise surfaces, 
which are purely random surfaces generated using random 
generators on a computer system, since we know these
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surfaces have a theoretical fractal dimension of 3.0. By 
comparing the empirical results from analysis using the 
different measurement algorithms with the theoretical 
fractal dimension of these white noise surfaces, the 
validity of each algorithm and their reliability can be 
evaluated. The same approach has been used recently by 
Lam, Jaggi, and Quattrochi (1992, personal communication).
A random surface is made of a matrix of random 
numbers according to some probability density functions. 
Most computer systems have random number routines stored 
in their libraries and these routines can be accessed by 
users. In many computer languages such as FORTRAN,
PASCAL, or C, there is a built-in function, which may be 
called RAN(), RAND(), or RANDOM(), that returns a random 
number in some range. For example, on some systems, 
Y=RAND{1) will cause the computer to store in Y a random 
number with a uniform distribution between 0 and 1. Every 
time this statement is executed, a new random value will 
be assigned to Y.
The random functions in most computer systems use 
pseudo-random number generators. They use procedures or 
functions that generate sequences of numbers that appear 
to be random. Since these sequences are generated by 
procedures or functions, they are not truly random. For 
most applications, pseudo-random number generators are
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regarded as close enough approximation to a true random 
number generator. In fact, they are usually preferable to 
a true random number generator for a number of reasons. A 
pseudo-random number generator has one important advantage 
over a true random number generator, that is, the sequence 
of numbers it produces is repeatable if the same seed 
value is used. In other words, if two runs are made using 
the same initial conditions, the same sequence of random 
number will always be produced. This is different from a 
true random number generator in which the result is likely 
to be different for every run of the program.
In this study, several random images with different 
sizes were generated using RAN() function in a VAX FORTRAN 
program (see appendix C for the computer program). The 
sizes of the images are 512x512 and 128x128. The random 
images were transformed to ERDAS binary images using a C 
program in order to perform image processing on the 
matrices.
4.2 Result of Tests on Different Algorithms
The isarithm, variogram, and triangular prism methods 
were tested on the same three random surfaces (Table 4.1). 
In general, the performance of these three algorithms are 
very different in these tests. The results (Table 4.1) 
show that although the fractal dimension derived using the
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variogram method (Figure 4.1) does give a fractal 
dimension around 3.0, the regression coefficient Is low 
( R 2= . 30 - .60) .
Also, the variogram method encounters another problem 
when It is used for detecting the fractal dimension of 
non-topographic surfaces. As discussed in chapter 3, the 
variogram method is inappropriate for detecting the 
fractal dimension of non-topographic surfaces. A detailed 
mathematical proof can be found in Clarke and Schweizer 
(1990). Since images could be represented using different 
bit systems such as 6 bit or 8 bit, the change in 
representation unit will affect the slope of the
Table 4.1 Tests of the Algorithms on
White Noise Surfaces
Variogram method 
Test # D Ra
1 3.0343 0.355
2 3.0220 0.358
3 3.1080 0.592
Isarithm method 
Test #
1 2.9410 0.958
2 2.9000 0.949
3 2.9100 0.940
Triangular Prism method
Test #
1 2.4590 0.994
2 2.4840 0.999
3 2.5050 0.999
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Figure 4.1 The Variogram for a White Noise Surface 
Source: Author
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regression and thus also affect the estimate of the 
fractal D (D = 3 - b/2). As a result, D is affected by 
the unit of the reflectance value as well as the other 
factors discussed elsewhere.
Unlike topographic surfaces, non-topographic surface 
consists of a whole spectrum of measurement units, and the 
selection of a particular one is often arbitrary. For 
example, for an image, it could be a 6 bit system in which 
the pixel values range from 0 to 64, and for the same 
image, it could be represented in an 8 bit system, in 
which the pixel values range form 0 to 255. A similar 
situation applies to other non-topographic surfaces. For 
a population density surface, the unit could be one 
thousand people per square mile, and it can also be 
expressed as ten thousand people per square mile. As a 
result, when both log-log plots with different units are 
drawn, there will be two lines and with different slope 
b(s) and thus different fractal dimensions. In short, the 
variogram method is inappropriate for measuring the 
fractal dimension of non-topographic surfaces because the 
slope of the log-log plot changes with the change of the 
units of measurement (Clarke and Schweizer 1990). That 
is, the variogram method is unit-dependent.
Table 4.1 also shows the results for the testing of 
the triangular prism method. It is found that for this
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method, the regression R2 is very high (>0.9). However, 
the fractal dimension determined using this method (around 
2.5) Is much lower than the theoretical fractal dimension 
of the surface (3.0). This value is also lower than the 
fractal dimensions of most image surfaces which have 
fractal D estimates of approximately 2.6 (Lam 1990). For 
this reason, this algorithm is considered unreliable for 
detecting the fractal dimension of remotely sensed images 
and therefore, it must be dropped from consideration for 
further testing.
Finally, the isarithm algorithm gives a fractal 
dimension of 2.99 for all the surfaces and the regression 
R2 is 0.99. Therefore, for the testing of white noise 
surfaces, the isarithm algorithm appears to be superior to 
the other methods. Based on the result of the white noise 
surface testing, only the isarithm algorithm performs 
consistently, and has therefore been selected for the 
following study.
4.3 Changes in Fractal Dimension with Resolution for
White Noise Images
A test on the effect of resolution on fractal 
dimension using the white noise surfaces can provide 
insight in the study of scale and resolution effects. The 
question to be answered is whether the fractal dimension
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will become lower, higher, or remain constant with the 
change of resolution of the image. in order to obtain 
images with different resolutions, the aggregate method as 
introduced in Chapter Three is used to create artificially 
coarser resolution images from the original white noise 
image. The appropriateness of this method in generating 
images with artificial resolutions is also evaluated in 
this research.
In this study, two images were obtained with 
artificial resolutions two times and three times coarser 
than the original. These two images, together with the 
original image, were tested using the isarithm algorithm. 
The results are provided in Table 4.2.
The results of the testing show that fractal 
dimension basically remains constant (3.0074 to 3.0338) as 
the resolution of the image is changed. This is expected 
because after aggregation, white noise surfaces are 
expected to remain as white noise surfaces. Also, in this 
experiment, no significant difference is found in the 
resultant fractal dimensions determined using row or 
column methods for the white noise surface as expected.
It should be stressed that the results are expected to be 
different for surfaces with different complexities such as 
fractal Brownian motion surfaces because of the 
autocorrelated nature of those surfaces.
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Table 4.2 Testing Results on Resolution Effects
File name Resolution Method D Avg D RSQ
Rand512.Ian level 1 Row 3.0085 3.0074 0.9996
Col 3.0064 0.9996
Rand2x2.lan level 2 Row 3.0069 3.0099 0.9814
Col 3.0130 0.9820
Rand3x3.lan level 3 Row 3.0261 3.0338 0.9859
Col 3.0416 0.9829
Note: images with resolution level 2 .and 3 are both
generated from images with resolution level 1
using 2x2 and 3x3 aggregation windows.
4.4 Testing Using Fractal Brownian Motion (fBm) Surfaces
The tests on white noise surfaces using the isarithm 
algorithm indicates the robustness of this algorithm and 
the stability of fractal dimension of white noise surfaces 
as the resolution changes. However, remote sensing images 
are not white noise images and their fractal dimensions 
normally are less than 3.0. The property of stability of 
fractal dimension for white noise surfaces may not apply 
to actual remotely sensed images. In order to examine the 
resolution effects of real world images, surfaces with 
various assumed fractal dimensions should also be tested 
using the isarithm algorithm.
An algorithm proposed by Goodchild and later modified 
by Lam and De Cola (in press) was used to generate 
surfaces with various fractal dimensions. Conceptually,
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this algorithm works in the following manner; a straight 
line with a random direction is generated and it splits a 
flat surface of NxN grid cell into two parts. One part of 
the surface will be shifted up and the other part shifted 
down (shear displacement). Then another random line will 
split the surface again. This process continues until 
certain conditions are met. The number of splits and the 
amount of shifting, which is a function of the random 
numbers generated, will determine the roughness of the 
surface and thus the fractal dimension.
The key parameter in controlling the number of splits 
and the amount of shifting -- the fractal dimension, is 
represented by the input value of H in the following 
equation used in generating the surfaces:
E[ Zi-Z j ]2 = Di j2h (4.1)
Where Zi = the elevation at i, Zj = the elevation at 
j, Dij = the distance between i and j.
The theoretical relationship between H and the 
fractal dimension D is defined as (Lam and De Cola, in 
press):
D=3-H (4.2)
Therefore, for a H value of 0.0, the algorithm would 
produce a surface with a fractal dimension of 3.0. An H 
value of 1.0 would result in a surface with a fractal
dimension of 2.0, which is a flat surface. A surface with
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a H value of 0.9 would suggest a relatively flat and 
smooth surface. A surface with a H value of 0.1 will be 
very rugged and complicated.
Although theoretically this algorithm can generate a 
surface with a specified fractal dimension D based on the 
input value of H, the validity of the algorithm in terms 
of generating surfaces with a value of H has not been 
evaluated.
Four surfaces with H values of 0.1, 0.3, 0.6, and 0.9
were created using Goodchild and Lam's algorithm (Figure
4.2, 4.3, 4.4, and 4.5). The isarithm algorithm
was applied to all these four surfaces to determine their 
fractal dimensions. The results are presented in Table
4.3.
A review of Table 4.3 shows that the measured fractal 
dimension Ds are slightly different from their assumed 
fractal dimensions for the generated surfaces. For 
example, for the H=0.1 surface, its assumed fractal 
dimension should be 2.9, but the measured fractal
dimension is 3.0. There are two possibilities for this
discrepancy. The first possibility is that the fractal 
surface generation algorithm is not generating the fractal 
surface with the specified fractal dimension. The other 
possibility is that the isarithm algorithm is 
miscalculating the fractal dimension of a surface which
Figure 4.2 A fBm Surface with H = 0.1 
Source: Author
Figure 4.3 A fBra Surface with H = 0.3 
Source: Author
117
im^mmn ^ n ■Hr
Figure 4.4 A fBm Surface with H = 0.6 
Source: Author
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Figure 4.5 A £Bm Surface with H = 0.9 
Source: Author
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Table 4.3 Testing Results on fBm Surfaces with 
Assumed Fractal Dimensions
File name Method Measured D AVG RSQ Assumed D
RandOl.Img Col 3.0041 3.0161 0.9283 2.9
(H=0.1) Row 3.0279 0.9634
Rand03.img Col 2.7762 2.8402 0.9208 2.7
(H=0.3) Row 2.9043 0.9426
Rand06.img Col 2.2467 2.2784 0.7785 2.4
{H=0.6) Row 2.3101 0.7938
Rand09.img Col 2.0483 2.0405 0.0958 2.1
(H=0.9) Row 2.0327 0.3806
has a fractal dimension less than 3.0. Or a combination 
of both factors could be involved. However, these methods 
measure or generate only samples of the data and minor 
discrepancies are expected.
Another problem in the measurement is also shown from 
Table 4.3. The fractal dimensions measured using row or 
column methods differ. For example, for the H=0.3 
surface, the fractal dimension measured using column 
method is 2.7762, compared with a value of 2.9043 when the 
row method is used. Again, these discrepancies are 
expected and such situation indicates the anisotropic 
nature of the surfaces.
4.5 Resolution Effects on fBm Surfaces
The resolution effects on the generated fBm surfaces 
with assumed fractal dimensions were also tested using the 
isarithm algorithm. The results are presented in Table
4.4.
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The overall trend in the changing pattern of the 
fractal dimension with shifts in resolution suggests that 
the fractal dimension increases when the resolution of the 
image becomes coarser. For example, for the surfaces with 
an original fractal dimension of 2.9 (RAN01rl.DAT), the 
fractal dimension gets slightly higher, from 3.0153 in 
resolution level 1 to 3.1353 in resolution level 3. It 
suggests that the higher the resolution, the lower the 
fractal dimension of the image surface.
Table 4.4 Resolution Effects on fBm Surfaces
Resolution Method
File name level Column Row Average Assumed
RAN01R1.DAT 1 3.0065 3.0241 3.0153 2.9
RAN01R2.DAT 2 3.0162 3.0383 3.0272
RAN01R3.DAT 3 3.1382 3.1324 3.1353
RAN03R1.DAT 1 2.8211 2.8874 2.8542 2.7
RAN03R2.DAT 2 2.7456 2.8398 2.7927
RAN03R3.DAT 3 2.9293 2.9436 2.9364
RAN06R1.DAT 1 2.3587 2.3519 2.3553 2.4
RAN06R2.DAT 2 2.3736 2.3596 2.3666
RAN06R3.DAT 3 2.8355 2.5309 2.6832
RAN09R1.DAT 1 2.1619 2.0371 2.0995 2.1
RAN09R2.DAT 2 2.2419 2.1425 2.1922
RAN09R3.DAT 3 2.6143 2.5378 2.5760
Note: Resolution level 3 is coarser than levels 2 and 1.
Several factors may contribute to the changing 
pattern in fractal dimension and therefore the above 
results should be interpreted with reservation. First of
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all, the surface properties of the aggregated surface 
depend heavily on the aggregation algorithm and the 
resultant images may not be an exact simulation of real 
images with coarser resolutions. The aggregate method as 
discussed earlier tends to make the image surface more 
complex as resolution decreases. As a result, the 
relationship between fractal dimension and resolution of 
an image may not be appropriately examined using the 
aggregate method.
4.6 Conclusion
In this chapter, three algorithms for detecting the 
fractal dimension of surfaces, including the isarithm, the 
variogram, and the triangular prism methods were tested 
over a series of hypothetical surfaces with assumed 
fractal dimensions. The variogram method failed to pass 
the white noise image test because the results indicate 
that the regression r-square is low, despite the fact that 
the measured fractal dimension is near 3.0. Also, 
mathematical analysis indicates that the variogram method 
is inappropriate for measuring the fractal dimension of 
non-topographic surfaces such as remotely sensed images. 
The triangular prism method is also unreliable because the 
result of testing using this algorithm on the random
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surface (D = 2.45) Is far below the assumed fractal 
dimension of the random surface.
The isarithm method outperformed the other two 
methods in the white noise surface testing. The isarithm 
method was further tested over a series of hypothetical 
fBm surfaces with assumed fractal dimension generated 
using Goodchild and Lam's algorithm. Although the tests 
do indicate a general agreement between the assumed 
fractal dimension and measured fractal dimension, minor 
discrepancies exist. Also, minor discrepancies result 
from using row and column methods because of the 
anisotropic nature of the surface tested.
The results of the resolution test for the fBm 
surfaces suggest that the higher the resolution, the lower 
the fractal dimension of the surface. It is argued that 
this result is not due to resolution but to the aggregate 
algorithm instead. It should be noted that the aggregate 
algorithm is a common routine in a popular image 
processing software (ERDAS). It is suggested that in 
future studies the aggregate effects of this algorithm 
identified in this study should be considered before it is 
selected for resampling.
Despite some minor problems, the isarithm algorithm 
remains the best algorithm of the three tested. Since 
problems have been exposed through these tests, the
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results from subsequent analysis using this algorithm must 
be carefully examined and explained. In the following 
chapter, the isarithm algorithm is used to test the 
fractal dimensions of real remotely sensed images. 
Strategies for the detection of scale and resolution 
effects on these images are also introduced.
CHAPTER 5
RESULTS OF THE TESTS ON THE CAMS IMAGES
Remotely sensed images (Calibrated Airborne 
Multispectral Scanner or CAMS images) with resolutions of 
10, 20, and 30 meters for the four study areas in Puerto 
Rico were selected for this study (see Chapter Three for 
detailed description of the study area). All the images 
have 9 bands, and the fractal dimensions of each band for 
the four study areas were measured using the isarithm 
algorithm in order to search for the systematic changes of 
fractal dimension with changes in resolution. It is 
expected that the resolution change of an image will be 
reflected by the changes in the fractal dimension of the 
image surfaces. It is also anticipated that these tests 
will show the differences in fractal dimension for 
different landscape types. For example, the fractal 
dimension for an urban area should be substantially higher 
than that for a rural area because urban landscapes are 
generally more diversified.
One could argue that images with different 
resolutions taken at different times are not comparable 
because of varying environmental factors such as sun angle 
and cloudiness. In order to provide a better understanding
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of the resolution effect, this study performed two 
different tests. The first test is on the images with 
true resolutions, and the second test examines the images 
with artificial resolution images. The images with 
artificial resolutions were created using the aggregation 
method introduced in Chapter Three. It is expected that 
since the artificial resolution images are obtained from 
the same finer resolution image, the environmental effects 
can be eliminated. Also, since the aggregation method 
tends to create a higher contrast image (as opposed to a 
smooth image), it is possible that the fractal dimension 
increases with decreasing resolution, a result similar to 
the hypothetical images studies discussed in Chapter Four.
The sizes for the images with 10/ 20, and 30 meter 
resolution are 390 (rows) x 390 (columns), 195 (rows) x 
195 (columns), and 130 (rows) x 130 (columns) 
respectively. All the images were geometrically rectified 
and registered using the UTM coordinate system. The 
images were subsetted from a much larger image based on 
the UTM coordinates so that the images with different 
resolutions for an area cover exactly the same locations 
in all cases. The total number of tests involved in this 
experiment are: 2 (row and column methods) x 4 (areas) x 3 
(true resolutions) x 9 (bands) + 2 (row and column 
methods) x 4 (areas) x 2 (artificial resolutions) x 9
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(bands) = 360. The minimum storage space required for 
this data set is: 4 (areas) x 9 x(390x390 + 2x(195x195 
+130x130)) = 9430200 bytes or nearly 10 megabytes.
Several batch programs and C programs were written to 
manipulate these data sets and tabulate the results.
The fractal dimensions presented in this chapter are 
the averages of the fractal dimensions from using the 
isarithm row and column methods. The results are analyzed 
by study areas because each area represents a typical 
landscape which may have a fractal dimension within a 
certain range. Within each study area, the results are 
also examined by band and by resolution. Further, both 
the results for images with true resolution and artificial 
resolution are presented. Finally, an areal comparison is 
made for the fractal dimensions of these four areas.
5.1 Testing ResultB
5.1.1 Test on the Images for the Town of Anasco
The images of the town of Afiasco (Figure 5.1) cover 
an area of rugged terrain in addition to the small town 
itself. It is assumed that this type of terrain will 
increase the complexity of the surface, and so the fractal 
dimension should be relatively high.
Both agricultural and natural broadleaf evergreen 
vegetation are present in these images. The diversity in
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Image: The Town of Anasco 
Bands: 3(R), 2(G), 1(B) 
Resolution: 10 m
Image: The Town of Anasco 
Bands: 3{R), 2(G), 1(B) 
Resolution: 20 m
Image: The Town of Afiasco 
Bands: 3(R), 2(G), 1(B) 
Resolution: 30 m
Figure 5.1 CAMS Images for the Town of Aftasco 
Source: Author
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vegetation is reflected by the spectrum of near-infrared 
and infrared bands and it is expected that fractal 
dimensions are higher in the infrared bands than those for 
other bands.
5.1.1.1 Images with True 10, 20, and 30 Meter Resolutions
The fractal dimensions measured using Isarithm 
algorithm are plotted in Figure 5.2. The horizontal axis 
represents the bands and the vertical axis is for the 
fractal dimension. The three lines represent the fractal 
dimensions for the three images of 10, 20, and 30 meter 
resolutions respectively.
It is observed from Figure 5.2 that from band 1 to 
band 9, there are ups and downs for the fractal dimensions 
across bands. For example, for the 10 meter resolution 
image, its fractal dimension in band 1 is 2.72, and the 
dimension declines continuously and reaches the lowest 
value of 2.62 in band 4. As introduced in chapter three, 
the first four bands of CAMS images, i.e., bands 1,2,3,and 
4, cover a spectrum of 0.45-0.69 which are all in the 
visible band. The decreasing value of fractal dimension 
from the spectrum of 0.45 (blue spectrum) to 0.69 (red 
spectrum) indicates that the blue and green bands for this 
image have a higher fractal dimension than that for the
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Figure 5.2 Fractal Dimensions for the Images of the 
Town of Aftasco with True Resolutions 
Source: Author
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red band. In other words, the blue and green bands have 
surfaces that are relatively more complex than that for 
the red band. This is expected because the complexity in 
the green band is caused by the diversity of the 
vegetation that dominates the image. Another fact is that 
these bands are highly perturbated by water vapor in the 
atmosphere, particularly for band 1.
From the near-infrared band (band 5) to the infrared 
band (band 6), the fractal dimensions of the images 
increases significantly. The peak value is reached in 
band 6 (D=2.80), and then the D drops to 2.66 at band 7.
If this pattern is related to the reflectance 
characteristics for vegetation, it can be found that band 
6, with a spectrum of 0.76-0.90 pm, best represents 
healthy vegetation. A high fractal dimension is not 
necessarily associated with high reflectance value. It is 
conceivable that within this spectrum band 4 reflects the 
variability exhibited by the variable quality and quantity 
of the vegetation and, therefore, D values are high.
Thus, the high fractal dimension for band 6 can again be 
explained by the vegetation which dominates the landscape. 
It indicates that healthy vegetation, bare soil, terrain, 
and agriculture crops are interspersed and, in sum, 
constitute a complex surface. It should be noted that the
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CAMS data have not been corrected for atmospheric effects 
which could perturbate the fractal calculations in the 
infrared and mid infrared bands. In addition, the CAMS 
system is not "noise-free" and sensor noise will have a 
significant impact on the fractal analysis. The fractal 
dimension drops in the mid-infrared bands of band 7 and 
band 8 because of the insensitivity of these bands to 
vegetation at this range of the spectrum (1.55-2.35 um) .
Band 9 (the thermal band) contributes another peak in 
the fractal dimension diagram across bands. The image 
display of this band indicates that the high fractal 
dimension is caused by the scattered thermal patches due 
to the variable thermal properties of the landscape and 
the water vapor in the scene. The atmospheric effects on 
the thermal data should also be taken into consideration 
and it may have contributed to the high fractal dimension 
in the thermal band.
The overall changing patterns for the images with 20 
m and 30 m resolutions are very similar to that of the 
image with 10 m resolution. That is, when the fractal 
dimension of the 10 meter resolution image goes up, they 
also go up, though the rate of increase or decrease 
varies. In general, the changing pattern of the fractal 
dimension for the 20 meter and 30 meter resolution images 
supports the previous interpretation that the green
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vegetation in the landscape contributes the most to the 
changes in fractal dimensions across bands.
By comparing the fractal dimensions of the images 
with different resolutions (10, 20, and 30 meter 
resolutions) for the same band, the resolution effects can 
be analyzed. The resolution effect as it is reflected in 
Figure 5.2 is rather intriguing. If only the fractal 
dimension of the 10 meter and 30 meter resolution images 
are considered, it appears that, in general (with the 
exception of band 9), the fractal dimensions of the images 
with a 10 meter resolution is higher than those of the 
images with a 30 meter resolution. In other words, it 
seems to indicate that the higher the resolution of an 
image, the higher its fractal dimension and the more 
complex the surface.
The changing pattern of the fractal dimensions for 
the 20 meter resolution images for the 9 bands does not 
support the above explanation of the relationship between 
the fractal dimension and the resolution of an image. It 
is found from Figure 5.2 that the fractal dimensions for 
the 20 meter resolution images change rather irregularly 
when compared to that of the 10, or 30 meter resolution 
images. For the visible bands (band 1,2,3 and 4), the 
fractal dimensions of the 20 meter resolution images are 
the lowest among images with three different resolutions
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(10, 20, and 30 meter resolutions). However, the fractal 
dimension of the 20 meter resolution image becomes the 
highest among these three resolutions at band 6.
There are two possible explanations for the anomalies 
in the resolution effects shown by the 20 meter resolution 
images. The first possibility, as suggested in Figure 
5.2, is that the relationship between the fractal 
dimension and resolution may be nonlinear. In other 
words, it is possible that for certain resolutions, such 
as the 10 meter and 30 meter cases, the higher the 
resolution of the image, the higher the fractal dimension 
of the image. However, for other resolutions, such as 
between 20 and 30 meter resolutions, the relationship 
between fractal dimension and resolution may well be less 
predictable. If this is the case, further research is 
needed to examine the underlying rationale for this 
intrinsic relationship between resolution and fractal 
dimension. Another factor is that the present landscape 
is uniformly heterogeneous, so that a coarser resolution 
between 20-30 m does not significantly alter the 
complexity or the information content of the image.
The second possibility for the 20 m anomaly is that 
the result is caused by the noise in the image, i.e., the 
high percentage of cloud cover and water vapor which are 
found in the 20 meter resolution images has profoundly
134
affected the regularity of the changing pattern of fractal 
dimension for these images. One can see from Figure 5.1 
that there are significant amounts of clouds in the 20 m 
image, with some bands are affected more than the others. 
This limitation is important and future studies on the 
elimination of cloud effects as well as other 
environmental noise are needed. To conclude, if the 20 
meter resolution images are eliminated from the analysis 
and evaluation is based solely on the study of the 10 
meter and 30 meter resolution images, it is found that the 
fractal dimension of the image increases with resolution.
5.1.1.2 Images with Artificial Resolutions
Coarser resolution images (20 and 30 meter) were also 
created from the image with 10 meter resolution using the 
aggregate function discussed in Chapter Three. It was 
assumed that the aggregate function could generate 
artificial images with coarser resolutions. It was hoped 
that the resultant image will eliminate the environmental 
factors shown in the true resolution images because the 
images were sensed at different times. It was expected 
that the study of artificial resolution images may provide 
some guidelines for the examination of resolution effects.
Figure 5.3 shows the fractal dimensional changes 
across the nine bands for the images of the town of
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Figure 5.3 Fractal Dimensions for the Images of the
Town of Aftasco with Artificial Resolutions
Source: Author
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Anasco. The Images with 20 and 30 meter resolutions are 
artificial images created using the aggregate method in 
ERDAS. The changing patterns of the fractal dimension 
for the images with artificial resolutions are perplexing.
It is found from Figure 5.3 that for most bands 
(except band 6 and band 9) there is no significant 
difference in fractal dimensions for the images at 
different artificial resolutions. For example, the 
fractal dimensions for the image with 10, 20 and 30 meter 
resolutions at band 8 are essentially the same, indicating 
that the fractal dimension will remain the same even when 
the resolution of the image Is changed.
Figure 5.3 also shows that for some bands, the images 
with 10 meter resolution have a relatively low fractal 
dimension when compared to that of the images with 20 and 
30 meter resolutions. This pattern becomes most apparent 
In band 6 and band 9, where the fractal dimension for the 
images with a 10 meter resolution is significantly lower 
than that of images at the other resolutions. This would 
imply that the higher the resolution, the lower the 
fractal dimension of the image.
Therefore, the changing pattern of the fractal 
dimension for the artificial resolution images is very 
different from those for the images with true resolutions,
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which is expected if we relate this pattern to the 
aggregate process of the algorithm used in generating 
artificial Images with coarser resolutions. It is 
expected that the aggregation method will assign to the 
new pixel in the artificial image the predominant value 
within the n x n aggregation window. However, it can be 
argued that there may not be a predominant value within 
the n x n window because of the diversity in the 
reflectance values on the image. It is found that if 
there is no predominant value within the n x n window, 
then the lowest value within the window will be assigned 
to the new pixel in the aggregated image. The resultant 
image becomes more diversified in reflectance value and 
the image surface becomes more complex. It can be argued 
that this algorithm does not exactly simulate the sensor's 
behavior to resolution changes. As a result, an 
aggregated image may not be a reliable representation of 
the actual coarser resolution image.
5,1.2 Test on the Images for Guana1lbo
The images of Guanajibo cover an area of coastal 
flood plain (Figure 5.4). The topography is relatively 
flat and the urban outskirts of Mayagtiez is apparent on 
the image. It is expected that the fractal dimension for 
this image is relatively low.
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Image: GuanaJibo 
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Resolution; 10 m
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Resolution: 20 m
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Image: Guanajibo 
Bands: 3(R), 2(G), 1(B) 
Resolution: 30 m
Figure 5.4 CAMS Images for Guanajibo 
Source: Author
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5 .1. 2 .1 Results of the Images with True Resolutions
The general pattern of the fractal dimensions for the 
9 bands of the Guanajibo images is that the fractal 
dimension for the thermal band (band 9) is higher than 
those for the other bands (Figure 5.5). The fractal 
dimensions for band 5 and band 6 are the lowest of all 
bands. Band 2 and 3 are moderately high in fractal 
dimension, with the exception of the image with a 30 meter 
resolution whose dimension drops to a very low value at 
band 2.
The changing pattern of the fractal dimension can be 
easily interpreted if it is related to the landscape 
represented by the image. The high fractal dimension or 
complexity of the surface in the thermal band (band 9) is 
probably caused by the thermal patches due to the thermal 
properties and the water vapor in the landscape. The 
flood plain is almost entirely planted in sugarcane and at 
the time these data were collected, harvesting was in 
progress. The harvested vs. non-harvested fields mixed 
together and should increase the complexity and thus the 
fractal dimension of the near-infrared and infrared bands 
of 5 and 6. However, the sensor may have been affected by 
the water lying in the flood plain that may dampen the 
overall spectral response in these bands and decrease 
their fractal dimensions.
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For the resolution effects, it is observed from 
Figure 5.5 that in general, the image with a 10 meter 
resolution has a higher fractal dimension than that of 
both the images with 20 and 30 meter resolutions. If this 
pattern is related to the one identified for the town of 
Anasco in Figure 5.3, it can also be concluded that for 
images of the 10 and 30 meter, the higher the resolution, 
the higher the fractal dimension of the image.
However, different from the pattern in Figure 5.2, 
the fractal dimensions for the images with a 20 meter 
resolution are also consistently lower than that of the 
image with a 10 meter resolution. The regularity in 
fractal dimension for the 20 meter resolution image for 
Guanajibo indicates, possibly, that this image is less 
affected by clouds than the earlier image. The agreement 
in the changing pattern of fractal dimensions between the 
10 and 20 meter resolution images also suggests that the 
higher the resolution, the higher the fractal dimension of 
the image.
Similar to the patterns found in Figure 5.3, no 
generalized changing pattern can be found in fractal 
dimensions between the images with 20 and 30 meter 
resolutions, though for some bands (i.e. band 3,4,7,8 and 
9), the fractal dimensions of the images with 20 meter 
resolution are higher than those with 30 meter resolution.
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5.1.2.2 Results for Images with Artificial Resolutions
It can be observed from Figure 5.6 that no 
generalized relationship between resolution and fractal 
dimension of an image can be found for the images with 
artificial resolutions. Figure 5.6 also shows that for 
some bands, the images with 10 meter resolution have a 
relatively low fractal dimension as they are compared to 
those of the images with 20 and 30 meter resolutions.
This pattern is most obvious for bands 1,2,3 and 9, where 
the fractal dimensions for the images with a 10 meter 
resolution are significantly lower than those of the 
images with other resolutions. This would imply that the 
higher the resolution, the lower the fractal dimension of 
the image.
Also, the changing pattern of the fractal dimension 
for the artificial resolution images is very different 
from that for the images with true resolutions. Again, 
the discrepancy could be caused by the aggregate method 
used for generating artificial images.
5.1.3 Test on the Images for Mayaqilez
Mayagtiez is one of the largest cities in Puerto Rico. 
It is located on the west coast. The city is very densely
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populated and the urban landscape very diversified (Figure 
5.7). It is expected that the diversity in landscape will 
be reflected by a high fractal dimension of the image.
5.1.3.1 Images with True Resolutions
It is found from Figure 5.8 that in general the 
fractal dimensions of most bands for Mayagiiez are 
relatively high, reflecting the diversity and complexity 
in landscape in an urban area. The fractal dimensions for 
band 5 and 6 are relatively low, which could be caused by 
relatively low variations in the distribution of 
vegetation. This is related to the fact that the 
vegetation cover is located mainly on the outskirts of the 
urban build-up areas. It would be interesting to analyze 
the thermal band in the image for the city of Mayagiiez. 
Unfortunately, band 9 for this image has been physically 
damaged and had to be excluded from the study.
With regard to the resolution effects, it can be 
observed from Figure 5.8 that in general, the image with a 
10 meter resolution has a higher fractal dimension than 
both the images with 20 and 30 meter resolutions. This 
pattern is very similar to the one found for Guanajibo in 
Figure 5.5. It can be concluded that for the 10 and 30 
meter images, the higher the resolution, the higher the 
fractal dimension of the image. Also, similar to the
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Resolution: 30 m
Figure 5.7 CAMS Images for Mayagiiez 
Source: Author
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pattern found in Figure 5.5 for Guanajibo, the fractal 
dimensions for the images with a 20 meter resolution are 
consistently lower than that of the image with 10 meter 
resolution, also indicating that the higher the 
resolution, the higher the fractal dimension of the image 
will be.
Similar to the patterns found in Figure 5.5, no 
generalized relationship in the changing pattern of the 
fractal dimensions can be found between the images with 20 
and 30 meter resolutions.
5.1.3.2 Images with Artificial Resolutions
Figure 5.9 indicates that the general pattern for the 
changes of fractal dimension for the images with 
artificial resolution is very different from the results 
for the images with true resolutions. It is found that no 
generalized relationship between resolution and fractal 
dimension of an image can be found for the images with 
artificial resolutions. Figure 5.9 also suggests that for 
some bands, the images with a 10 meter resolution have a 
relatively low fractal dimension as they are compared to 
those of the images with 20 and 30 meter resolutions.
This pattern are apparent for the visible bands (band
1,2,3,and 4), where the fractal dimension for the images
148
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with a 10 meter resolution is significantly lower than 
those of images with other resolutions. This would imply 
that the higher the resolution, the lower the fractal 
dimension of the image. Again, the pattern could be 
caused by the aggregate method used for generating 
artificial images.
5.1.4 Tests on the Images for Anasco River Flood Plain
These images represent a relatively flat flood plain 
(Figure 5.10). The harvested and non-harvested sugarcane 
fields mixed with dense tropical vegetation and form a 
relatively complex surface. However, due to the water 
lying in the flood plain, the sensor response is damped 
and result in the low fractal dimensions for these images.
5.1.4.1 Images with Actual Resolutions
Figure 5.11 shows three very irregular curves which 
indicate that there is no simple relationship between 
fractal dimension and the resolution of the images. 
Contradictory to the other results presented earlier, the 
image with a 30 meter resolution has the highest fractal 
dimension for most bands, and the image with a 10 meter 
resolution either has the lowest fractal dimension or has 
a fractal dimension in between that of the images with 20 
and 30 meter resolutions. It is possible that this
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Image: Anasco River 
Flood Plain 
Bands: 3(R), 2(G), 1(B) 
Resolution: 10 m
Image: Anasco River 
Flood Plain 
Bands: 3(R), 2(G), 1(B) 
Resolution: 20 m
Image: Aftasco River 
Flood Plain 
Bands: 3(R), 2(G), 1(B) 
Resolution: 30 m
Figure 5.10 CAMS Images for Aftasco River Flood Plain 
Source: Author
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changing pattern is caused by large size patches found in 
the relatively homogeneous landscape, which result in 
significant variability in the coarser resolution images. 
As a result, no generalization can be made about the 
relationship between fractal dimension and resolution from 
Figure 5.11.
5.1.4.2 Images with Artificial Resolutions
The results from this test presented in Figure 5.12 
are also very perplexing. It suggests that for most 
bands, the images with 10 meter have the lowest fractal 
dimension. The images with a 30 meter resolution have the 
highest fractal dimension. This result would suggest that 
the higher the resolution of an image, the lower the 
fractal dimension of the image. This result however is 
consistent with other study areas with artificial 
resolution.
5.1.5 An Areal Comparison of Fractal Dimensions
The fractal dimensions of the visible bands (band
1,2,3, and 4) of the 10 meter resolution images for the 
four study areas are plotted on the same diagram in order 
to find the fractal dimensional differences for different 
landscape types. These four bands were selected because 
they are commonly used to identify certain features in the
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landscape. It is observed from Figure 5.13 that among 
these four study areas, the image of Mayagiiez in general 
has the highest fractal dimension. This can be explained 
by the complex urban landscape as represented in the 
Mayagiiez image. The Anasco river flood plain and 
Guanajibo have relatively lower fractal dimensions for all 
bands, which can be related to the homogeneity in the 
landscapes of these two flood plains. However, for the 
town of Anasco, the fractal dimensions for different bands 
are rather diversified, ranging from 2.54 in band 3 to 
2.72 for band 1. This large variation could be caused by 
the complex terrain and diversified vegetation types such 
as Acrocomia media, Nectandra coriacea, and Cyathea 
arborea contained in this image.
5.2 Discussion and Interpretation
It is hypothesized that the fractal dimension of an 
image will decrease as the resolution becomes coarser 
since the image surface is generalized and becomes less 
complicated. The testing results in this chapter support 
the above hypothesis. It is found that for most images 
with true resolutions, the higher the resolution, the 
higher the fractal dimension of the image. Meanwhile, 
this relationship may change depending on the landscape 
type, whether it is homogeneous with distinct landscape
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patch or is heterogenous. If the former, resolution 
effects are very pronounced. If the later, resolution 
effects are small (as shown in the white noise surfaces). 
The relationship between fractal dimension and resolution 
is not a simple one. Many factors such as the landscape 
type, objects contained in the image, and environmental 
factors should be considered in interpreting this 
relationship.
The testing results on the artificial images suggest 
that the higher the resolution of the image, the lower the 
fractal dimension of the image. This is to a large extent 
caused by the aggregation algorithms used in generating 
images with artificial resolutions. As discussed earlier, 
the aggregate function tends to emphasize the contrast in 
the image and thus generate a more complex image, which is 
different from the real images with coarser resolutions. 
This unexpected finding indicates that the aggregate 
function in the popular software (ERDAS) does not behave 
the way that we would expect. Although this algorithm is 
normally used for resampling classified images, it is 
argued that even for classified images, this function 
still tends to make the image more complex. The 
implication of thiB is that there will be error involved 
in image resampling using this function. Therefore, it is 
suggested that the behavior of this function must be more
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fully explored before It la used for resampling classified 
images. Also, studies on algorithms that can truly 
simulate coarser resolution images should be conducted in 
the future in order to further examine the scale and 
resolution effects using artificially created images with 
coarser resolutions.
The results of this study reinforce Lam’s (1990b) 
research on delineating images with different landscape 
types using fractals. It is found that images with 
different landscapes do have different fractal dimensions. 
For example, images for urban landscapes have a higher 
fractal dimension than images for rural and flood plain 
areas. It is also found that the fractal dimensions of 
the images for different bands can be explained by bands 
and by the corresponding landscape. This research 
provides another example in applying fractal approach to 
digital image processing.
Imperfections in data sets and methods do exist in 
this study and may have contributed to some of the 
difficulties in interpreting the results. First of all, 
since the images with different resolutions were taken at 
different times, the environmental factors such as the 
atmosphere may have affected the measurement of fractal 
dimensions. Therefore the resultant fractal dimensions 
may not be truly comparable. It should be noted that the
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cloud effects and the varying environmental conditions 
also influence other types of studies involving image 
processing and image interpretation.
Secondly, minor problems may exist when the isarithm 
algorithm is applied to image surfaces and may also have 
contributed to the difficulties in interpreting some of 
the results. The problem is that, like many other 
algorithms, the isarithm algorithm was originally 
developed for measuring the fractal dimension of digital 
elevation models. For a digital elevation model, the 
pixel value of a grid cell is associated with its 
neighboring pixel values because landforms have certain 
spatial regularities. However, for a remotely sensed 
image such as the ones used in this study, there are often 
abrupt changes in the reflectance value and the surface is 
not as smooth as a digital elevation model. It is 
possible that the measurement algorithms for the surfaces 
are developed based on the measurement of terrain models 
and may need adjustments when it is applied to non- 
elevational surfaces. For example, the isarithm algorithm 
is based on the measurement of the isarithms. However, a 
remotely sensed image is a reflectance surface and the 
isarithms are rather discrete and they are different from 
the continuous line as those for a topographic surface.
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Lam, Jaggi, and Quattrochi (personal communication 
1992) also argue that averaging the fractal dimensions of 
all the isarithms in the isarithm algorithm regardless of 
the regression fit (R2) is inappropriate because for some 
isarithm lines, the regression R2 for measuring the 
fractal dimension could be as low as zero. They suggest 
that only those isarithms with a R2 greater than 0.9 
should be involved in the averaging of the fractal 
dimensions. it is suggested that further investigation on 
the measurement algorithms are needed in future studies.
5.3 Conclusion
It is found from the testing of images with true 
resolutions that for most of the images, the higher the 
resolution, the higher the fractal dimension of the image. 
This result is expected because as the resolution becomes 
coarser, the image surface is generalized and becomes less 
complex. Also, the relationship between fractal dimension 
and resolution should be interpreted in relation to many 
different factors such as landscape type, objects 
contained in the image, and environmental factors.
Similar to the results from previous studies, it can 
be concluded from this research that landscape types can 
be delineated using fractal dimensions. Images with 
different landscape types have different fractal
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dimensions. Images for urban landscape have higher 
fractal dimensions than images for flood plain areas.
These findings contribute to the application of the 
fractal method to digital image processing.
It is suggested that since environmental factors of 
different images affected the interpretation of the 
relationship between fractal dimension and resolution, 
future studies should focus on the removal of the 
environmental factors. It is found that the commonly used 
aggregate method for classified image resampling in ERDAS 
is unrealistic in generating Images with coarser 
resolutions and cautious use of this function is in order. 
A better algorithm is needed to create artificial images 
with coarser resolutions in the future.
In the following chapter, the local variance approach 
is employed in detecting the resolution effects for the 
images in this study and the results are compared to the 
ones from the fractal method in this chapter.
CHAPTER 6
OTHER METHODS IN DETECTING THE SCALE 
AND RESOLUTION EFFECTS
This chapter examines scale and resolution effects 
using the local variance method. It is expected that the 
same data sets used in the previous chapter can be used to 
measure the local variances of the images and the results 
can be compared with those from the fractal method. It is 
hoped that the comparison of the results from these two 
methods will allow us to pinpoint scale and resolution 
effects. The method used for calculating the local
variance (see chapter two for details) is the same as the
one proposed by Woodcock and Strahler (1987). The 
difference, however, is that the images with different 
resolutions are either true images or aggregated 
artificial images discussed in the previous chapter, 
instead of the averaged artificial images used in their 
work.
6.1 The Scale of Action
Early studies of scale and resolution problems 
reported the successful application of the geographic
variance method for finding the "scale of action", or the
most effective scale at which certain phenomena can be
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observed (Moellering and Tobler 1972). It is argued that 
although the geographic variance method could be used to 
determine the scale and resolution effect for many 
studies, this algorithm has one important constraint that 
would restrict its application to the examination of 
remotely sensed images with different resolutions. The 
constraint is the fact that this algorithm can only be 
applied to nested data sets. In a nested data set, the 
lower level grid cells are exclusively contained in the 
higher level cells, and the values at higher level cells 
are aggregated from the lower level ones. An example of 
this kind of data set is the country-region-state-county 
hierarchy in which several counties are contained in a 
state, and several states constitute a region. For 
remotely sensed images with different resolutions, the 
grid cells may not be nested. For example, although any 
four 10 meter resolution grid cells can be accommodated 
within one 20 meter resolution cell, four or any other 
integer number of 20 meter resolution grid cells (other 
than one) can not be fitted into one 30 meter resolution 
grid cell. Therefore, the image resolution hierarchy is 
not nested, which hinders the application of the 
geographic variance method to the study of the scale and 
resolution effects for remotely sensed images.
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In recent years, a similar method to the geographic 
variance method--the local variance method (Woodcock and 
Strahler 1987), has been applied to remotely sensed images 
for determining the most suitable resolution for a 
particular application. The local variance method 
suggests that a graph showing the relationship between the 
local variance for an image and the resolution-cell size 
can be useful in selecting an appropriate image 
resolution. Such graphs are obtained by using images with 
a fine resolution and then collapsing the image to 
successively coarser resolutions while calculating the 
local variance. Local variance is measured as the mean 
value of the standard deviations of a moving 3x3 window 
(Woodcock and Strahler 1987).
There are several problems associated with the local 
variance approach in the previous study (Woodcock and 
Strahler 1987). First of all, the algorithm used to 
degrade the imagery simply combines averaged resolution 
cells into a single, larger resolution cell. This 
approach implies an idealized square-wave response on the 
sensor system. Woodcock and Strahler admitted this 
assumption is unrealistic. In fact, the resultant 
degraded image could be very different from real images 
with different resolutions. In this study, rather than 
using images generated through averaged coarser
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resolutions, images with true and different resolutions, 
and aggregated resolution images used in the previous 
chapter are used to measure the local variances of the 
images. The aggregate method is an alternative way to the 
averaging method in simulating the behavior of the sensor 
system.
Woodcock and Strahler (1987) contend that their local 
variance approach is similar in intent to techniques of 
"geographic variance" proposed by Moellering and Tobler 
(1972) and designed to identify the "scale of action" 
(Figure 6.1). However, when compared to the geographic 
variance method, the local variance method remains 
essentially different because of the way the statistics of 
an image are computed. For example, in the geographic 
variance method, one variance is computed for pixels 
within each n x n window. In the local variance method 
the standard deviation for every pixel on the image is 
calculated based on its neighboring values.
The local variance of an image is often treated as 
the texture of an image in texture analysis. In some 
image processing packages, the local variance can be 
calculated using the texture routine provided. However, 
in the texture routine in some packages the calculated 
local variance is often re-scaled to the range of 0-255 (8 
bit) in order to permit image display. The pixels value,
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then, no longer represent the true local variances of the 
image but rather are re-scaled local variances.
Therefore, in this study, a computer program had to be 
written which would to calculate the local variance of the 
Images (see appendix B).
Although the local variance method is not a direct 
variation of the geographic variance method, it may 
provide an alternative way to identify the scale of 
action, and therefore it requires closer examination. 
Fundamentally, the local variance method is based on the 
assumption that the local standard deviation of the image 
within a moving 3x3 window can well represent the 
variability of the image values, and thus using this 
method we can identify the image with a resolution that 
has the largest variation in reflectance value. It is 
assumed that the image with the largest local variance 
contains the greatest amount of information when compared 
to other images with different resolutions for the same 
study area. This approach, however, relies too much upon 
the assumption that the local variance of an image will 
achieve a peak value, and then eventually decrease as the 
resolution changes from fine to coarse. As it will be 
reported in this chapter, this assumption is only valid 
for some images. Given the above consideration, it is 
assumed that the local variance of an image will
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eventually decrease as the resolution of the image becomes 
coarser. The changing pattern in local variance will 
however provide useful information on the effects of 
resolution.
6.2 Local Variances for Hypothetical Images
6.2.1 The Local Variance for the White Noise Images
Table 6.1 provides the local variances for white 
noise images. These images are the same ones introduced 
and discussed in previous chapters for the measurement of 
fractal dimensions. The coarser resolution images were 
obtained using the same aggregate method employed earlier. 
The results show that for the aggregated images, the 
resultant local variance decreases as the resolution of 
the image becomes coarser. The rate of decrease is 
greatest from resolution level one to resolution level two 
(from 59.03 to 32.36). From resolution level two to 
resolution level three, the amount of decrease is much 
smaller (from 32.36 to 30.87).
If the local variance test results are compared with 
the results from the analysis of the fractal method 
introduced in Chapter Five for the white noise surfaces, 
it is observed that the changing patterns as they are 
measured using fractals and local variances are different 
for the white noise surfaces. For the fractal method, the
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fractal dimension does not change with resolution, 
suggesting that the complexity of the surface does not 
change with resolution for white noise images. However, 
the local variance decreases as the resolution of the 
image becomes coarser for the same white noise images, 
suggesting that the complexity has decreased.
Table 6.1 Local Variances for White Noise Images
6.2.2 Local Variances for fBm Surfaces
It should be noted that the local variances measured 
above are for white noise images, where the neighboring 
value of a particular pixel is random and could be any 
number between 0 and 255. Although the test on white 
noiBe images may provide a general indication of the local 
variance change with resolution, it can be logically 
argued that a remotely sensed image is not identical to a 
white noise image and may not have the relationships 
described above. Remotely sensed image surfaces are 
relatively less complex than a white noise image surface. 
Therefore, a fBm image generated with a fractal dimension 
of 2.7 (similar to the fractal dimensions of many remotely
Image Size 
512 (original) 
256 (aggregated) 
170 (aggregated)
Resolution
1
2
3
Local Variance
59.03 
32.36 
30.87
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sensed Images) and used in previous chapter was also 
developed and measured for its local variance estimate.
The local variances of the image with D = 2 .7 and its 
aggregated images are provided in Table 6.2. A striking 
characteristic from this result is that the local 
variances increase as the resolution becomes coarser.
This implies that the coarser the resolution of the image, 
the more diversified the pixel values on the image. This 
result supports the results of the fractal measurements 
reported in Chapter Four for the same surface. Results 
reported in Chapter Five established that for some of the 
images with artificial resolutions, the coarser the 
resolution of the image, the higher the fractal dimension 
of the image. This indicates that the image surface 
becomes more complex as the resolution becomes coarser.
As argued in Chapter Five, this result is caused by the 
aggregate algorithms, and it proves clearly the fact that 
the aggregate method generates coarser artificial images 
which are more spatially rugged than the original ones.
Table 6.2 Local Variances for the fBm Image with 
Different Resolutions
Image Size Resolution Local Variance 
128 1 16.24
64 2 16.59
43 3 20.30
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6.3 Tests on the CAMS Images
So far, this chapter has reported on the measurement 
of local variances which has been limited to hypothetical 
surfaces. While these tests may provide general 
guidelines for the direction of change in local variances 
with respect to resolution, the actual pattern for 
remotely sensed Images may or may not be the same as the 
ones for the hypothetical images. Therefore, the 
relationship between resolution and local variance should 
be examined for the real remotely sensed images. In the 
following tests, the four data sets from Puerto Rico used 
in Chapter Five are evaluated using the local variance 
method.
6.3.1 Tests on the Images for the Town of Anasco
Figure 6.2a shows the local variance change with 
resolution for the images of Afiasco using band one. It 
can be observed that the local variance for the original 
10 meter resolution is 2.38, which is much lower than that 
of the image for Mayagiiez (6.06). If the local variance 
is used as an indicator of the complexity of an image, 
then these results would suggest that the image for the 
town of Aftasco represents a relatively less complex 
surface than the image for Mayagiiez.
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Figure 6.2 Local Variances for the Images (Band 1)
Source: Author
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The local variances for the images with actual 20 and 
30 meter resolutions show a continuous decrease in local 
variance as the resolution becomes coarser, suggesting 
that the coarser the resolution, the less complex the 
image surface will become.
Contrary to the above observation, the local variance 
change for the aggregated images indicates that the 
coarser the resolution of the image, the higher the local 
variance of the image becomes, which basically supports 
the results presented in Chapter Five where the fractal 
dimensions for most bands become higher when the 
resolution becomes coarser for the artificially aggregated 
images. Again, the effect of the aggregation method may 
well be the dominant issue.
6.3.2 Tests on the Images for Guanajibo
Figure 6.2b shows that the local variance for the 
original 10 meter resolution image for Guanajibo is 4.11, 
which is higher than the estimate for the town of Aftasco, 
and lower than the one for Mayagiiez, Indicating that the 
image surface for Guanajibo is more complex than the one 
for the town of Aftasco and less complex than the image for 
Mayagiiez. Similarly, the real 20 meter and 30 meter 
resolution images show a continuous decrease in local 
variance as resolution becomes coarser, suggesting that
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the coarser the resolution of the image, the less complex 
the image surface. Despite this, the local variance 
estimates for the aggregated images indicate that the 
coarser the resolution of the image, the more complex the 
image surface becomes.
6.3.3 Tests on the Images for Mayagiiez
The image for Mayagiiez represents a typical urban 
landscape for which the local variance of the remotely 
sensed image is expected to be high. Figure 6.2c shows 
the relationship between resolution and local variance for 
the image of Mayagiiez. The local variance for the 
original 10 meter resolution image is 6.06, which is 
relatively high when compared to that for the other images 
in this study. Similar to the results for the real image 
data sets with 20 meter and 30 meter resolutions, the 
local variance estimates indicate that the coarser the 
resolution of the image, the lower the local variance of 
the image. This suggests that the coarser the resolution 
of an image, the less complex the image. However, for the 
aggregated images, the local variance becomes higher when 
the resolution of the image becomes coarser due to the 
behavior of the aggregation algorithm used.
174
-6.3.4 Tests on the Images for Afiasco River Flood Plain 
The Initial local variance for the 10 meter 
resolution image is 1.8 and is the lowest among the four 
data sets used in this study (Figure 6.2d). Similar to 
previous analysis, the local variance for the real 20 
meter and 30 meter resolution images decreases 
continuously as the resolution of the image becomes 
coarser. For the aggregated images, however, the local 
variance increases when the resolution of the image 
becomes coarser.
6.4 Discussion and Interpretation
The local variances for both the real images with 
different resolutions and images with aggregated 
artificial resolutions were measured for the four data 
sets in Puerto Rico. The results are summarized as 
following:
1) For the real images with three different 
resolutions (10m, 20m, and 30m), consistent results have 
been obtained in the relationship between the local 
variance and image resolution. It is found that the 
coarser the resolution of an image, the lower the local 
variance of the image. This indicates that the coarser 
the resolution of an image, the less complex the image 
surface. Unfortunately, images with subsequent coarser or
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finer resolutions are not available for testing.
Therefore, it does not allow us to acquire a complete 
understanding of the underlying relationship between 
resolution and local variance as it is reflected in the 
real Images. Further, since these images were not taken 
at the same time, different environmental conditions may 
contribute to the measurements of local variances and the 
results could be biased. This may explain why the local 
variances of the 20 and 30 meter resolution images do not 
differ significantly in all four images, especially Aftasco 
river flood plain and Guanajibo, because of the cloud and 
atmospheric effects in 20 meter resolution images.
The results from the local variance analysis on true 
resolution images is consistent with the results from the 
fractal tests in Chapter Five. They both suggest that the 
higher the resolution of an image, the higher the fractal 
dimension and the higher the local variance estimate of 
the image, indicating that the image becomes more complex 
as the resolution becomes higher.
2) The use of aggregated images with coarser 
resolutions is an economical and simple technique to 
obtain images with coarser resolutions. However, the 
similarity of artificial images to real images with 
different resolutions must be questioned. In this study, 
it is found that the local variance graph for aggregated
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images indicates a totally different pattern when compared 
to the ones for the real images with different 
resolutions. Supporting results are obtained from the 
fractal measurement analysis in Chapter Five. The results 
from both the local variance and fractal tests suggest 
that the higher the resolution of the image, the lower the 
fractal dimension of the image, which is just the opposite 
to the tests for images with true resolutions. The 
aggregate algorithm, therefore, does not generate a 
surface that is similar in property to a real coarser 
resolution image. Hence, in future studies the sensor's 
response to resolution should be examined in order to 
develop an appropriate simulation algorithm for making 
images with coarser resolutions.
3) It is also found that local variance could be a 
good indicator of surface complexity, and it can be used 
as an index to compare images of different landscape 
types. For example, the image of Mayagiiez city has a 
local variance of 6.06 for the 10 meter resolution image 
and is the highest among the four image data sets. The 
high local variance for Mayagiiez can be explained in terms 
of the diversity and complexity of the urban landscape. 
Also, a very low local variance is found for the image of 
Aftasco river (1.80), which conforms to a flat flood plain 
area where the landscape is relatively less diversified.
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4) The results from local variance tests are similar 
to those from the fractal tests in Chapter Five. Both 
tests indicate that for the images using actual 
resolutions, there exist a trend that the coarser the 
resolution, the less complex of the surface of the image. 
For the tests on aggregated images, however, the coarser 
the resolution of the image, the more complex the surface 
of the image. This study shows that fractal dimension 
agrees with traditional statistics. Although the local 
variance method is conceptually simpler, the fractal 
dimension does provide a theoretical range (2-3) so that 
one can compare measurement results of images with that of 
other surfaces.
6.5 A Guideline in Selecting the Best Resolution
—  the Hierarchical Method
From a sampling point of view, the resolution problem 
can be re-stated as how far apart should samples be taken 
to allow reconstruction (to a given accuracy) of the 
underlying continuous image or objects on the image from 
its samples (Ballard and Brown 1982). The sampling 
theorem (Rosenfeld and Kak 1976) indicates that the 
resolution used in sampling must be less than half the 
size of the objects to be studied in the landscape in 
order that the sampled image represent the original
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objects unambiguously. In other words, as long as the 
size of the objects to be studied in the image are greater 
than one-half the sampling size (or resolution), the 
underlying continuous objects in the image is 
unambiguously represented by its sample. However, very 
often it may be useful to sample at lower frequencies (or 
use a coarser resolution) than would be required for the 
total reconstruction of the image. It is argued that 
although this may cause some form of blurring of the 
image, image blurring can bury irrelevant details, reduce 
certain forms of noise, and also reduce the effects of 
aliaslng--a phenomenon in which information at high 
spatial frequencies interferes with that at low 
frequencies (Ballard and Brown 1982).
It is argued that the sampling theorem is not a good 
predictor of how easily objects can be recognized by 
computer programs (Ballard and Brown 1982). In many 
cases, objects can be more easily recognized in images 
that have a very low sampling rate or low resolution.
There are two reasons for this. First, the computations 
are fewer because of the reduction in dimensionality. 
Second, confusing detail present in the high-reBolution 
versions of the images may not appear at the reduced 
resolution.
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However, even though some objects are more easily 
identified at low resolutions, usually a detailed 
description of the objects needs images with higher 
resolutions. Therefore, a hierarchical approach to 
resolve the resolution problem is proposed (Ballard and 
Brown 1982).
In this approach, the study should begin at a low 
resolution, and refine at ever-increasing resolutions 
until reaching the highest resolution of interest. It is 
suggested that the hierarchical method is a very general 
tool and can be used to represent images at varying levels 
of details.
The implication of this method to studies using 
remotely sensed images would be that for a particular 
study, one needs first to determine the size of the 
objects to be examined and the accuracy required. Then, 
images with a resolution grid cell of approximately the 
size of the objects should be used for the initial study. 
If, during the analysis it is realized that the resolution 
is inadequate, then images with finer resolution than that 
of the initial image should be used. This process should 
continue until the highest resolution of interest is 
reached. For example, to study the distribution of single 
family houses that have an average size of 30 x 30 meter, 
images with a resolution of 30 meter can be used in the
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initial examination and if the resolution is 
unsatisfactory, images with 20 and 10 meter resolutions 
can be employed {Welch 1982).
Obviously, this approach can be very subjective 
because although the approximate resolution can be 
determined, the exact resolution for such a study depends 
upon many biased factors such as personal experience and 
preference. No quantitative measures can be used, in 
isolation of reality, to determine the best resolution in 
this approach and the best resolution determined by one 
person could be different from those by others. This 
method works only if one has fine resolution images to 
start with. However, this method is very easy to use and 
when it is used properly, can produce considerable 
results.
6.6 Conclusion
In this chapter, two additional methods in detecting 
scale and resolution effects are examined. The geographic 
variance method requires nested data sets and cannot be 
conveniently used in detecting the effects for a continuum 
of scales and resolutions for remotely sensed images in 
many cases. The local variance method offers an 
alternative to identifying the scale of action. Both 
hypothetical surfaces and real image data sets were tested
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using the local variance method. Images with coarser 
resolutions were also generated in the same way as in 
Chapter Five, using 2x2, and 3x3 size aggregate windows.
The test results for white noise surfaces show that 
the local variance decreases as the resolution of the 
image becomes coarser. This is due to the fact that a 
white noise surface is not spatially autocorrelated. For 
the surface with a fractal dimension of 2.7, the local 
variance of the surface increases with coarser resolution. 
The local variance tests for the artificially aggregated 
CAMS images also indicated that as the resolution becomes 
coarser (from 10 meter to 30 meter), the local variance of 
the image will become higher.
On the contrary, the local variance tests for the 
images with real 10 meter, 20 meter, and 30 meter 
resolutions indicate that the local variance decreases 
continuously as the resolution becomes coarser. These 
results are very similar to the ones obtained from the 
fractal measurement in Chapter Five. Both these two tests 
-- one using local variance and the other using fractal 
method indicate there is a general trend that for the real 
images, as the resolution becomes coarser, the image 
surfaces become less complex.
The discrepancy in the results of the local variances 
for the real and aggregated images suggest that the
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- aggregate method is not a reliable method in simulating 
the sensor's response to the changing resolution. Future 
studies should focus on developing a new algorithm that 
can truly simulate the sensor's response to resolution 
changes.
CHAPTER 7
CONCLUSION
As discussed in Chapter One, scale and resolution 
have long been very complex issues in geography and 
related fields. Although the scale and resolution problem 
has been recognized for many decades, comprehensive 
studies of scale and resolution effects are scarce. In 
previous studies, efforts have been made to use 
traditional statistical methods to study the effects of 
scale and resolution in geographic regions. Few studies 
related to scale and resolution effects in remote sensing 
and GIS using quantitative methods can be found. It is 
argued that the fractal model can be used to describe the 
complexity of image surfaces, and further, may also be 
employed to detect the scale and resolution effects as 
they impact the analysis of remotely sensed Images.
In order to detect the scale and resolution effects 
of remotely sensed Images, efforts have been made to 
obtain appropriate data sets for analysis and a robust 
algorithm for measuring the fractal dimension of image 
surfaces. Calibrated Airborne Multispectral Scanner 
(CAMS) images for four areas with 10, 20, and 30 meter 
resolutions in Puerto Rico were selected for the
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examination of the scale and resolution effects using 
fractals. Aggregated artificial images with coarser 
resolutions were also created for comparison because the 
real images with different resolutions were sensed under 
different environmental conditions. While neither the 
real and artificial images are ideal data sets for this 
study, scale and resolution effects were still identified.
Efforts have been made to determine the best 
algorithm in measuring the fractal dimension of image 
surfaces. Three algorithms, including the isarithm 
method, the variogram method, and the triangular prism 
method, were tested over white noise surfaces. The 
results suggest that the isarithm algorithm outperforms 
the other two algorithms in determining the fractal 
dimension of white noise images which have fractal 
dimension values of 3.0. The isarithm algorithm was 
further tested on fractal Brownian motion surface with 
specified fractal dimensions. The results indicate that 
the measured fractal dimensions generally agree with the 
assumed fractal dimensions of the image surfaces although 
there are minor differences.
It has been suggested that the measurement of the 
fractal dimensions for hypothetical images with different 
resolutions may provide a general guideline for detecting 
scale and resolution effects. The analysis of the white
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noise surfaces indicate that their fractal dimensions do 
not change with resolution. Analysis on the fBm images 
suggests there is a minor increase in the fractal 
dimension if the resolution of these images becomes 
coarser. It is argued that the testing results could have 
been affected by the aggregation algorithm used to develop 
artificial images with coarser resolutions.
The isarithm algorithm was used in measuring the 
images for four study areas extracted from the multiple 
resolution CAMS images of Puerto Rico. It was found that 
the changing patterns in fractal dimension values across 
bands and across areas are affected by landscape 
characteristics. Images for urban landscapes were found 
to have a higher fractal dimension than images for rural 
and flood plain areas. This result reinforces previous 
studies on landscape types using the fractal model.
A generalized relationship was found between 
resolution and fractal dimension. It indicates that the 
higher the resolution, the higher the fractal dimension of 
the image, implying a more complex image as the resolution 
becomes higher. This relationship between resolution and 
fractal dimension is further verified by the results from 
using the local variance method for the same data sets, 
where it is indicated that the higher the resolution, the 
higher the local variance or the more complex the image
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surface. The consistency between the results from fractal 
and the traditional statistical method is encouraging. 
While both may be used in detecting the scale and 
resolution effects, we have seen where the fractal model 
has many advantages over the traditional statistics method 
and is most useful in examining the changes in surface 
property with resolution and in comparing the properties 
of different surfaces.
The images generated with artificial resolutions were 
found to be unrealistic in simulating real images with 
coarser resolutions in this study because the aggregate 
method used in generating these images does not exactly 
simulate the sensor's response to resolution changes. The 
aggregate method has been used in image resampling and 
cautious use of this algorithm is suggested in future 
studies.
Different environmental conditions of the images with 
different resolutions may have contributed to the 
difficulties in interpreting the results for some of the 
images. It is suggested that similar studies in the 
future should focus on the elimination of the 
environmental factors and the development of better 
algorithms for generating images with coarser artificial 
resolutions.
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It is concluded that fractals are a useful tool in 
studying the scale and resolution effects. The fractal 
model can be used to detect the changes in surface 
property with resolution for remotely sensed Images. The 
trade-off between data redundancy and data accuracy of 
remotely sensed Images can be evaluated properly through 
the analysis of fractal dimensions. AI b o , the fractal 
dimension is an appropriate index in describing images in 
relation to landscape types and spectrums of images.
This study also points to the need for many more 
further studies. First of all, better algorithms in 
simulating coarser resolution images should be developed 
for similar studies. Secondly, it is suggested that 
future studies should also focus on the refinement of 
fractal measurement algorithms. It is believed that if an 
algorithm can be developed that truly simulates images 
with coarser resolutions, images with a continuum of 
resolutions can be generated and the fundamental 
relationship between scale and resolution effects can be 
further revealed using the fractal model.
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APPENDICES
Appendix A. A C  Program for Fast Fourier Transform
/*************************************************** 
/♦ FAST FOURIER TRANSFORM FOR SURFACES
/♦
/♦ The input file is a matrix of mxn (row by column) 
/♦ of real values. The output could be the Fourier 
/♦ transform, the Fourier spectrum or the power 
/♦ spectrum specified by the user.
/♦ This program is written based on the algorithm 
/♦ proposed by Richards (1986).
/♦
/♦ by changyong Cao April 2, 1991
/***************************************************
♦include <stdio.h>
♦include <math.h>
♦define nn2 129 
♦define null 0
♦define needtransform 0
/♦print out the transform if not 0 ♦/
♦define needspectrum 1
/♦print out the spectrum if not 0 ♦/
♦define needpower 0
/♦print out the power if not 0 ♦/
main ()
{
char infile[15],outfile[15]; 
int isign,i,j,column,row,k; 
float data[nn2]; 
float input,fourspect; 
float matrix[nn2/2+l)[nn2];
FILE ♦sfp, ♦dfp;
void fourl();
for (i=l;i<=20;i++) 
printf("\n");
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printf(" ********************************** \n "
printf{" * FAST FOURIER TRANSFORM * \n"
p r i n t f * FOR SURFACES * \n"
printf(" * Changyong Cao * \n"
printf(" * April 2, 1991 * \n"
printf(" ********************************** \n "
for (i=l;i<=10;i++) 
printf{"\n");
printf("Enter input file name==>"); 
scanf("%s",infile);
printf("Enter output file name==>"); 
scanf("%s",outfile);
printf("Enter number of columns==>"); 
scanf("%d",&column); 
printf("Enter number of rows==>"); 
scanf("%d",brow); 
printf("Enter 1 if Forward FFT, or -1 for backword 
FFT:\n"); 
scanf("%d",&isign); 
printf("Processing...\n");
if {(sfp=fopen(infile,"r"))==NULL)
printf("Couldn’t open %s for reading\n",inflie); 
else
if ((dfp=fopen(outfile,"w"))==null) 
printf( "Couldn't open %s for writing\n",outfile); 
else
t
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
INITIALIZE ARRAYS 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
for (i=0;i<=nn2-l;i++) 
data[i]=0.0; 
for (1=0;i<=nn2/2;i++) 
for (j=0;j<=nn2-l;J++) 
matrix[i][j]=0 - 0;
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
READ IN THE MATRIX 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
for (i=l;i<=row;i++)
{
for (j=l;j<=column;j++)
{
fscanf(sfp," %f",&input);
matrix(i ][2* j-1]=input;
>
>
/********************************** 
BEGIN TRANSFORM ROW BY ROW 
**********************************/
for (k=l;k<=row;k++)
{
for {j=l;j<=2*column;j++)
{
data[j J=matrix[k][j ];
>
four1(data,column,isign);
for (j=l;j<=2*column;j++)
{
matrix[k][jJ=data[j];
>
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
BEGIN TRANSFORM COLUMN BY COLUMN 
*****************************************/
for (k=l;k<=column;k++)
{
for (j = l;j<=row;j++)
{
data[2*j-1]=matrix[j][2*k-l]; 
data[2*j]=matrix[j J[2*k];
>
fourl(data,row,isign);
for (j=l;j<=row;j++)
{
matrixfj|{2*k-l]=data[2*j-1]; 
matrix[j][2*k]=data[2*J];
>
/************************************** 
PRINT OUT THE FINAL RESULTS 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
for (1=1;i<=row;i++)
{
if (needtransformf=0)
{
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for (j=l;j<=2*column;}++) 
fprintf(dfp,"%4.lf\n",matrix[i ][j ]/column);
}
/*********************************
PRINT THE POWER SPECTRUM 
**********************************/
for (j=l;j<=column;j++)
{
fourspect=sqrt(pow(matrixIi][2*j-l],2.0) 
+pow(matrix[i][2*j],2.0))/column; 
if (needspectrum!=0) 
fprintf(dfp,"%8.4f\n",fourspect); 
if (needpowerI=0) 
fprintf(dfp,"%8.4f\n",pow(fourspect,2.0));
}
fclose(sfp); 
fclose(dfp);
>
}
/****************************************************/ 
/* The following function is the core part */
/* of Fourier transform --Changyong Cao 3/30 */
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
void fourl(data,nn,isign)
/•Replaces data by its discrete transform, if isign 
is input as 1; or replaces data by nn times its 
inverse discrete Fourier transform, if isign is imput 
as -1. data is a complex array of length nn, input as 
a real array data[1..2*nn]. nn MUST be an integer 
power of 2 (this is not checked fori). */
float data[nn2]; /*[0] is not used !*/ 
int nn,isign;
{
int ii,,n,mmax,m,j,istep,i; 
double wtemp,w r ,wpr,wpi,w i ,theta; 
float tempr,tempi,wrs,wis;
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n=2*nn;
3=i;
/* This is the bit-reversal section of the routine*/
for (ii=l;ii<=nn;ii++)
{
i=2*ii-l;
if (j>i) /* exchange the two complex array
*/
{
tempr=data[j ]; 
tempi=data[j +1]; 
data[j]=data[i j; 
data[j+1]=data[i + 1 ]; 
data[i]=tempr; 
data[i+1]=tempi;
}
m=n / 2; /* n div 2 */
while ((m>=2) && (j>m))
i
j=j-m;
m=m / 2; /* m div 2 */
}
j=3+m;
} /* for ii+/
mmax=2;
while (n>mmax)
{
/* outer loop excuted log2nn times */ 
istep=2*mmax;
theta=6.28318530717959/(isign*mmax); 
/♦initialize for the*/
wpr=-2.0*pow((sin(0.5*theta)),2.0); 
/♦trigonometric recurrence */
wpi=sin{theta);
wr=l.0; 
wi=0.0;
for (ii=l;ii<=(mmax / 2);ii++)
/* two nested inner loops*/
{
m=2*ii-l; 
wrs=wr; 
wis=wi;
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/♦cast double to real, a few compilers 
require a function sng().*/
for (jj=0;jj<=((n-m) / istep);jj++)
{ /♦this is the Danielson-Lanczos
formula ♦/ 
i=m+jj*istep; 
j=i+mmax;
tempr=wrs*(data[j])-wis*(data(j+1]);
tempi=wrs*(data]j + 1])+wis*(data[j j);
data[j]=data[i]-tempr;
data[j+1]=datafi+1]-tempi;
data[i]=data[i]+tempr;
data[1+1]=data[i+1]+tempi;
}
wtemp=wr;
wr=wr+wpr-wi *wpi +wr;
/♦trigonometric recurrence*/
wi=wl+wpr+wtemp*wpi+wi;
} /♦for ii + / 
mmax=istep;
} /+while*/
} /♦end of the functionV
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Appendix B. A C  program for Calculating the Local 
Variance of an Image
#include <stdio.h> 
linclude <math.h> 
iinclude <string.h>
/*************************************************
A program to calculate the local variance of an 
image using a 3x3 mask.
This program is written based on the algorithm 
proposed by Woodcock and Strahler 1987.
by Changyong Cao 2/28/92 
*************************************************/
/* declaration of procedure(s) used in main */ 
int variance(char *source, int maxcol);
int main (int argc, char *argv[])
{ /* begin of main */
char infile[15],outfile[15]; 
int maxcol=0;
/* Command line arguments */ 
if (argc<3)
{
printf("\nFunction: Calculate the local variance of 
an image using a 3x3 mask.\n"); 
printf(" Result will be appended to
VARIANCE.OUT (C.Cao 2/92)\n"); 
printf("\nUsage: VARIANCE [ERDAS file name] [Size of 
image]\n"); 
exit(1);
}
maxcol=atoi(argv[2]); 
strcpy(infile,argv[1]);
if (variance(infile,maxcol)) 
printf("successful I \n"); 
else
printf("Error in copying \n"); 
return 0;
} /* end of main */
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int variance(char *source, int maxcol)
{ /* a procedure to calculate the local variance of an
image */
FILE * sfp, * dfp; 
int c,r,row,col,i,maxrow; 
long int std_count=0; 
short int matrix[3][513];
float std=0.0,std_sum=0.0,meansqr=0.0,sum=0,0,mean=0.0;
float average_std=0.0,sub_sum=0.0; 
unsigned char ch;
/* open an ERDAS binary file */ 
if((sfp=fopen(source,"rb"))==NULL)
printf("Couldn*t open %s for readlng\n",source); 
else
{i f((dfp=fopen("variance.out","a"))==NULL)
/* the output file is "variance.out" */
printf("Couldn't open %s for writing: 
variance.out\n");
else
{
/+ discard the header of the Erdas file which is 128 
bytes*/
for (1=1;i<=128;1++) 
fscanf(sfp,"%c",&ch);
/* the image is a square in shape */ 
maxrow=maxcol;
printf("Processing...\n");
for {i=l;i<=maxcol;i++)
{
/* input the data from the file to an array */ 
fscanf(sfp,"%c",ach); 
matrix[1][i]=ch;
}
row~1;
while (row<=maxrow)
{
if (row<maxrow)
for (i=1;i<=maxcol;i++)
{
fscanf(sfp,”%c",ich); 
matrix[2][i]=ch;
>
for (i=l;i<=2;i++)
{
matrix[i ][0]=matrix[i][2];
matrixj i ][maxcol+1]=matrix[i][maxcol-1]
}
if (row==l)
for (i=0;i<=(maxcol+1);i++) 
matrix[0][iJ=matrix[2][i ]; 
i f (row= =maxcol)
for (i=0;i<=(maxcol+1);i++) 
matrix[0][i]=matrix[2 J[i];
/♦processing column C and row R*/ 
for (i=l;i<=maxcol;i++)
{
sum=0.0; 
for (c=i-l;c<=i+l;c++) 
for (r=0;r<=2;r++) 
sum = sum+ matrix[rJ[c];
mean = sum/9.0;
sub_sum=0.0; 
for (c=i-1;c<=i+l;C++) 
for (r=0;r<=2;r++)
{
meansqr =
(matrix!r][c]-mean)*(matrix!r][c]-mean) 
sub sum=Bub_sum + meansqr;
>
std=sqrt(sub_sum/9.0); 
std_sum=std_sum+std; 
std_count++;
> /* end of for */
for (i=0;i<=(maxcol+l);i++)
{
matrix!0][i ]=matrix[1J[i ]; 
matrix!1j[i j=matrix[2 j [ i j;
}
row++;
} /* end of while */
average_std=std_sum/(s t dcount*1.0);
/* write the results to the output file */
fprintf(dfp,"\nFile: %20s\n",source);
fprintf(dfp,"Size: %7d X %7d\n",maxrow,maxcbl)
fprintf(dfp,"Sum_STD: %20.4f\n",std_sum);
fprintf(dfp,"STD_count: %151d\n", std_count); 
fprintf(dfp,"Avg_std: %20.4f\n",averagestd);
/* finished calculation*/
fclose(dfp);
} fclose(sfp);
}
return sfp && dfp;
} /*end of the function*/
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Appendix C. A VAX FORTRAN Program for Generating 
White Noise Images
PROGRAM RANDOMIMAGE
C This program generates a squared random image of size 
C ISIZEx ISIZE. The user needs to input the output file 
C name, image size (ISIZE), and random seed (ISEED,
C any odd integer number). The pixel value (IVALUE) will 
C be written to the output file one value in a line. The 
C resultant ASCII file is rewritten into a binary 
C ERDAS file using a C program. The random function 
C generates random numbers with uniform distribution.
C Changyong Cao 2/92
C declaration of the variables used 
PARAMETER(NFO=12)
INTEGER I,J,IVALUE,ISIZE,ISEED 
BYTE NAME(30)
C main program begins
WRITE(*,'{A,$)') * ENTER THE OUTPUT FILE NAME ==> '
READ(*,'(Q,30A1)') I,NAME 
CALL ASSIGN(NFO,NAME)
WRITE(*, *(A,$)*) * ENTER THE SIZE OF THE IMAGE = = > * 
READ(*,*) ISIZE
WRITE(*,1(A,$)*) 'ENTER A RANDOM SEED = = > '
READ(*,*) ISEED
1 =  1 
J=1
DO WHILE (I .LE. ISIZE)
DO J=l,ISIZE
C rescale the value to 0-255 and round the real value 
C to an integer.
IVALUE=INT(RAN(ISEED)*255)
WRITE(NFO,10) IVALUE 
10 FORMAT(IX,13)
ENDDO 
1 = 1 + 1 
ENDDO
C main program ends 
STOP 
END
VITA
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