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GRADIENT FLOWS OF THE ENTROPY FOR FINITE
MARKOV CHAINS
JAN MAAS
Abstract. Let K be an irreducible and reversible Markov kernel on a
finite set X . We construct a metricW on the set of probability measures
on X and show that with respect to this metric, the law of the continu-
ous time Markov chain evolves as the gradient flow of the entropy. This
result is a discrete counterpart of the Wasserstein gradient flow interpre-
tation of the heat flow in Rn by Jordan, Kinderlehrer, and Otto (1998).
The metric W is similar to, but different from, the L2-Wasserstein met-
ric, and is defined via a discrete variant of the Benamou-Brenier formula.
1. Introduction
Since the seminal work of Jordan, Kinderlehrer and Otto [14], it is known
that the heat flow on Rn is the gradient flow of the Boltzmann-Shannon
entropy with respect to the L2-Wasserstein metric on the space of prob-
ability measures on Rn. This discovery has been the starting point for
many developments in evolution equations, probability theory and geom-
etry. We refer to the monographs [1, 27, 28] for an overview. By now a
similar interpretation of the heat flow has been established in a wide variety
of settings, including Riemannian manifolds [10], Hilbert spaces [2], Wiener
spaces [11], Finsler spaces [19], Alexandrov spaces [13] and metric measure
spaces [12, 25].
Let (K(x, y))x,y∈X be an irreducible and reversible Markov transition ker-
nel on a finite set X , and consider the continuous time semigroup (H(t))t≥0
associated with K. This semigroup is defined by H(t) = et(K−I), and can be
interpreted as the ‘heat semigroup’ on X with respect to the geometry deter-
mined by the Markov kernel K. Therefore it seems natural to ask whether
the heat flow can also be identified as the gradient flow of an entropy func-
tional with respect to some metric on the space of probability densities on
X . Unfortunately, it is easily seen that the L2-Wasserstein metric over a
discrete space is not appropriate for this purpose. In fact, since the metric
derivative of the heat flow in the Wasserstein metric is typically infinite in
a discrete setting, the heat flow can not be interpreted as the gradient flow
of any functional in the L2-Wasserstein metric. (We refer to Section 2 for a
more detailed discussion.)
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The main contribution of this paper is the construction of a metric W on
the space of probability densities on X , which allows to extend the interpre-
tation of the heat flow as the gradient flow of the entropy to the setting of
finite Markov chains.
Notation. As before, let K : X × X → R be a Markov kernel on a finite
space X , i.e.,
K(x, y) ≥ 0 ∀x, y ∈ X ,
∑
y∈X
K(x, y) = 1 ∀x ∈ X .
We assume that K is irreducible, which implies the existence of a unique
steady state π. Thus π is a probability measure on X , represented by a row
vector that is invariant under right-multiplication by K:
π(y) =
∑
x∈X
π(x)K(x, y) .
It follows from elementary Markov chain theory that π is strictly positive.
We shall assume that K is reversible, i.e., π(x)K(x, y) = π(y)K(y, x) for
any x, y ∈ X . Consider the set
P(X ) :=
{
ρ : X → R | ρ(x) ≥ 0 ∀x ∈ X ;
∑
x∈X
π(x)ρ(x) = 1
}
consisting of all probability densities on X . The subset consisting of those
probability densities that are strictly positive is denoted by P∗(X ). The
relative entropy of a probability density ρ ∈ P(X ) with respect to π is
defined by
H(ρ) =
∑
x∈X
π(x)ρ(x) log ρ(x) . (1.1)
with the usual convention that ρ(x) log ρ(x) = 0 if ρ(x) = 0.
Wasserstein-like metrics in a discrete setting. To motivate the defi-
nition of the metric W, recall that for probability densities ρ0, ρ1 on Rn, the
Benamou-Brenier formula [3] asserts that the squared Wasserstein distance
W2 satisfies the identity
W2(ρ0, ρ1)
2 = inf
ρ,ψ
{∫ 1
0
∫
Rn
|∇ψt(x)|2 ρt(x) dx dt
}
, (1.2)
where the infimum runs over sufficiently regular curves ρ : [0, 1] → P(Rn)
and ψ : [0, 1] × Rn → R satisfying the continuity equation{
∂tρ+∇ · (ρ∇ψ) = 0 ,
ρ(0) = ρ0 , ρ(1) = ρ1 .
(1.3)
Here, by a slight abuse of notation, P(Rn) denotes the set of probability
densities on Rn. At least formally, the Benamou-Brenier formula has been
interpreted by Otto [23] as a Riemannian metric on the space of probability
densities on Rn.
In the discrete setting, we shall define a class of pseudo-metrics W (i.e.,
metrics which possibly attain the value +∞) by mimicking the formulas
(1.2) and (1.3).
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In order to obtain a metric with the desired properties, it turns out to be
necessary to define, for ρ ∈ P(X ) and x, y ∈ X ,
ρ(x, y) := θ(ρ(x), ρ(y)) ,
where θ : R+ × R+ → R+ is a function satisfying (A1) – (A7) below. At
this stage we remark that typical examples of admissible functions are the
logarithmic mean θ(s, t) =
∫ 1
0 s
1−ptp dp, the geometric mean θ(s, t) =
√
st
and, more generally, the functions θ(s, t) = sαtα for α > 0.
Now we are ready to state the definition of W:
Definition. For ρ0, ρ1 ∈ P(X ) we set
W(ρ0, ρ1)2 := inf
ρ,ψ
{
1
2
∫ 1
0
∑
x,y∈X
(ψt(x)− ψt(y))2K(x, y)ρt(x, y)π(x) dt
}
,
where the infimum runs over all piecewise C1 curves ρ : [0, 1]→ P(X ) and
all measurable functions ψ : [0, 1]→ RX satisfying, for a.e. t ∈ [0, 1],
d
dt
ρt(x) +
∑
y∈X
(ψt(y)− ψt(x))K(x, y)ρt(x, y) = 0 ∀x ∈ X ,
ρ(0) = ρ0 , ρ(1) = ρ1 .
(1.4)
Remark. Similar to the Wasserstein metric, W(ρ0, ρ1)2 can be interpreted
as the cost of transporting mass from its initial configuration ρ0 to the
final configuration ρ1. However, unlike the Wasserstein metric, the cost of
transporting a unit mass from x to y depends on the amount of mass already
present at x and y. In a continuous setting, metrics with these properties
have been studied in the recent papers [6, 9]. The essential new feature
of the metric considered in this paper is the fact that the dependence is
non-local.
In order to state the first main result of the paper, we introduce some
notation. Fix a probability density ρ ∈ P(X ). We shall write x ∼ρ y
if x, y ∈ X belong to the same connected component of the support of ρ.
More formally, we say that x ∼ρ y if x = y, or if there exist k ≥ 1 and
x1, . . . , xk ∈ X such that
ρ(x, x1)K(x, x1), ρ(x1, x2)K(x1, x2), . . . , ρ(xk, y)K(xk, y) > 0 .
Furthermore, we set
Cθ :=
∫ 1
0
1√
θ(1− r, 1 + r) dr ∈ [0,∞] .
It turns out that Cθ is theW-distance between a Dirac mass and the uniform
density on a two-point space {a, b} endowed with the Markov kernel defined
by K(a, b) = K(b, a) = 12 . Note that Cθ is finite if θ is the logarithmic or
geometric mean. If θ(s, t) = sαtα, then Cθ is finite for 0 < α < 2 and infinite
for α ≥ 2.
For σ ∈ P(X ) we shall write
Pσ(X ) := {ρ ∈ P(X ) : W(ρ, σ) <∞} .
The first main result of this paper reads as follows:
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Theorem 1.1. The following assertions hold:
(1) W defines a pseudo-metric on P(X ).
(2) • If Cθ <∞, then W(ρ0, ρ1) <∞ for all ρ0, ρ1 ∈ P(X ).
• If Cθ =∞, the following are equivalent for ρ0, ρ1 ∈ P(X ):
(a) W(ρ0, ρ1) <∞ ;
(b) For all x ∈ X we have∑
y∼ρ0x
ρ0(y)π(y) =
∑
y∼ρ1x
ρ1(y)π(y) .
(3) For all σ ∈ P(X ), W metrizes the topology of weak convergence on
Pσ(X ).
(4) • If Cθ <∞ and θ is concave, the metric space (P∗(X ),W) is a
Riemannian manifold.
• If Cθ = ∞, the metric space (Pσ(X ),W) is a complete Rie-
mannian manifold for all σ ∈ P(X ).
Remark (Finiteness). Part (2) of the theorem above provides a complete
characterisation of finiteness ofW for general Markov kernels, in terms of the
behaviour of W for kernels on a two-point space. If Cθ =∞, the statement
can be rephrased informally by saying that the distanceW(ρ0, ρ1) is finite if
and only if the following conditions hold: ρ0 and ρ1 have equal support, and
both measures assign the same mass to each connected component of their
support. In particular, it is important to note that the distance between
two strictly positive densities is finite.
Remark (Weak convergence). Although (3) asserts that W metrizes the
topology of weak convergence on Pσ(X ) for every σ ∈ P(X ), it follows
from (2) that W does not metrize this topology on the full space P(X )
if Cθ = ∞. In fact, a weakly convergent sequence in Pσ(X ) converges in
W-metric if and only if the weak limit belongs to Pσ(X ).
Remark (Non-compactness). If Cθ = ∞, we hasten to point out that the
Riemannian manifold (W,Pσ(X )) can be a singleton. According to (2),
this happens if and only if K(x, y)σ(x, y) = 0 for every x ∈ suppσ and
every y ∈ X , which is for instance the case if σ is the density of a Dirac
measure. If Pσ(X ) consists of more than one element, it turns out that
(Pσ(X ),W) is non-compact. By contrast, the L2-Wasserstein space over a
compact metric space is compact.
Remark (Riemannian metric). The Riemannian metric on (P∗(X ),W) is a
natural discrete analogue of the formal Riemannian metric on the Wasser-
stein space over Rn. In fact, consider a smooth curve (ρt)t∈[0,1] in P∗(X )
and take t ∈ [0, 1]. In Section 3 we shall prove that there exists a unique
discrete gradient ∇ψt = (ψt(x)−ψt(y))x,y∈Rn such that the continuity equa-
tion (1.4) holds. In view of this observation, we shall identify the tangent
space at ρ ∈ P∗(X ) with the collection of discrete gradients
Tρ := {∇ψ ∈ RX×X : ψ ∈ RX } .
We shall regard the discrete gradient ∇ψt as being the tangent vector along
the curve t 7→ ρt. The distance W is the Riemannian distance induced by
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the inner product 〈·, ·〉ρ on Tρ given by
〈∇ϕ,∇ψ〉ρ = 1
2
∑
x,y∈X
(ϕ(x) − ϕ(y))(ψ(x) − ψ(y))K(x, y)ρ(x, y)π(x) .
This formula is analogous to the corresponding expression in the continuous
case [23]. In Section 3 we obtain a similar description of the Riemannian
metric on each of the components of P(X ). If ρ is not strictly positive, the
tangent space shall be identified with the collection of discrete gradients of
an appropriate subset of functions on X .
Remark (Two-point space). If K is a reversible Markov kernel on a space X
consists of only two points, it is possible to obtain an explicit formula for
the metric W. We refer to Section 2 for an extensive discussion.
Example. If Cθ =∞, it follows from Theorem 1.1 that the incidence graph
associated with the Markov kernelK determines the topology of (P(X ),W).
Let us illustrate this fact by two simple examples on a three-point space
X = {x1, x2, x3}.
If K(xi, xj) > 0 for all i 6= j, then the space P(X ) consists of 7 distinct
Riemannian manifolds:
• one 2-dimensional manifold: P∗(X );
• three 1-dimensional manifolds: for i = 1, 2, 3,
Ci := {ρ ∈ P(X ) : ρ(xj) = 0 iff j = i} .
• three singletons: for i = 1, 2, 3,
Di := {ρ ∈ P(X ) : ρ(xj) = 0 iff j 6= i} .
If K(x1, x2),K(x2, x3) > 0 and K(x1, x3) = 0, then the space P(X )
consists of infinitely many distinct Riemannian manifolds:
• one 2-dimensional manifold: P∗(X );
• two 1-dimensional manifolds: C1 and C3;
• infinitely many singletons: the three singletons Di for i = 1, 2, 3, and
the infinite collection
{{ρ} : ρ(x1) > 0, ρ(x3) > 0, ρ(x2) = 0} .
The gradient flow of the entropy. Since the entropy functional H re-
stricts to a smooth functional on the Riemannian manifold (P∗(X ),W), it
makes sense to consider the associated gradient flow. Let Dtρ denote the
tangent vector field along a smooth curve ρ : (0,∞)→ P∗(X ) and let gradϕ
denote the gradient of a smooth functional ϕ : P∗(X )→ R.
Consider the continuous time Markov semigroup H(t) = et(K−I), t ≥ 0,
associated with K. It follows from the theory of Markov chains that H(t)
maps P(X ) into P∗(X ). The second main result of this paper asserts that
the ‘heat flow’ determined by H(t) is the gradient flow of the entropy H
with respect to W, if θ is the logarithmic mean.
Theorem 1.2 (Heat flow is gradient flow of entropy). Let θ be the logarith-
mic mean. For ρ ∈ P(X ) and t ≥ 0, set ρt := et(K−I)ρ. Then the gradient
flow equation
Dtρ = − gradH(ρt)
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holds for all t > 0.
Remark. The choice of the logarithmic mean is essential in Theorem 1.2 if
one wishes to identify the heat flow as the gradient flow of the entropy asso-
ciated with the function f(ρ) = ρ log ρ. In section 4 we prove that analogous
results can be proved for certain different functions f , if one replaces the
logarithmic mean by θ(s, t) = s−tf ′(s)−f ′(t) . The appearance of the logarithmic
mean in discrete heat flow problems is not surprising. In fact, the “Log
Mean Temperature Difference”, usually called LMTD, plays an important
roˆle in the engineering literature on heat and mass transfer problems (see,
e.g., [18]), in particular in heat flow through long cylinders (see also [4,
Section 4.5] for a discussion).
Remark. For Markov chains on a two-point space {−1, 1} we shall show
in Section 2 that (under mild additional assumptions) the metric W is the
unique metric for which the gradient flow of the entropy coincides with the
heat flow. We refer to Proposition 2.13 below for a precise statement.
Ricci curvature in a discrete setting. A synthetic theory of Ricci cur-
vature in metric measure spaces has been developed recently by Lott-Sturm-
Villani [17, 26]. These authors defined lower bounds on the Ricci curvature
of a geodesic metric measure space in terms of convexity properties of the
entropy functional along geodesics in the L2-Wasserstein metric. For long
there has been interest to define and study a notion of Ricci curvature on
discrete spaces, but unfortunately the Lott-Sturm-Villani definition cannot
be applied directly. The reason is that geodesics in the L2-Wasserstein space
do typically not exist if the underlying metric space is discrete, even in the
simplest possible example of the two-point space (see Section 2 below for
more details).
The metric W constructed in this paper does not have this defect. By a
lower-semicontinuity argument it can be shown that every pair of probability
densities in P(X ) can be joined by a constant speed geodesic. SinceW takes
over the roˆle of the L2-Wasserstein metric if θ is the logarithmic mean, the
following modification of the Lott-Sturm-Villani definition of Ricci curvature
seems natural:
Definition 1.3 (Ricci curvature lower bound). Let K = (K(x, y))x,y∈X be
an irreducible and reversible Markov kernel on a finite space X . Then K
is said to have Ricci curvature bounded from below by κ ∈ R, if for every
ρ¯0, ρ¯1 ∈ P(X ) there exists a constant speed geodesic (ρt)t∈[0,1] in (P(X ),W)
satisfying ρ0 = ρ¯0, ρ1 = ρ¯1, and
H(ρt) ≤ (1− t)H(ρ0) + tH(ρ1)− κ
2
t(1− t)W(ρ0, ρ1)2
for all t ∈ [0, 1]. We set
Ric(K) := sup{κ ∈ R : K has Ricci curvature bounded from below by κ.}
Calculating or estimating Ric(K) in concrete situations does not appear
to be an easy task. We shall address this topic in a forthcoming publication.
Several other approaches to Ricci curvature in a discrete setting have been
considered recently.
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Bonciocat and Sturm [5] adapted the definition based on displacement
convexity of the entropy from [17, 26] to the discrete setting. The non-
existence of geodesics in the L2-Wasserstein space is circumvented by con-
sidering approximate midpoints between measures in the L2-Wasserstein
metric. Using this approach it is shown that certain planar graphs have
non-negative Ricci curvature.
Ollivier [20, 21] defined a notion of Ricci curvature by comparing trans-
portation distances between small balls and their centers. This notion co-
incides with the usual notion of Ricci curvature lower boundedness on Rie-
mannian manifolds and is very well adapted to study Ricci curvature on
discrete spaces. In particular, it is easy to show that the Ricci curvature of
the n-dimensional discrete hypercube is proportional to 1n . However, as has
been discussed in [22], the relation with displacement convexity remains to
be clarified.
Very recently Y. Lin and S.-T. Yau [16] studied Ricci curvature on graphs
by taking a characterisation in terms of the heat semigroup due to Bakry
and Emery as a definition. With this definition it is shown that the Ricci
curvature on locally finite graphs is bounded from below by −1.
Structure of the paper. Section 2 contains a detailed analysis of the
metric W associated with Markov kernels on a two-point space. In section
3 we study the metric W in a general setting and prove Theorem 1.1. In
Section 4 we study gradient flows and present the proof of Theorem 1.2.
Note added. After completion of this paper, the author has been informed
about the recent preprint [7] where a related class of a metrics has been
studied independently. The results obtained in both papers are largely com-
plementary.
Acknowledgement. The author is grateful to Matthias Erbar, Nicola Gigli, Nico-
las Juillet, Giuseppe Savare´, and Karl-Theodor Sturm for stimulating discussions
on this paper and related topics.
2. Analysis on the two-point space
In this section we shall carry out a detailed analysis of the metric W
in the simplest case of interest, where the underlying space is a two-point
space, say X = Q1 = {a, b}. The reason for discussing the two-point space
separately is twofold. Firstly, it is possible to perform explicit calculations,
which lead to simple proofs and more precise results than in the general
case. Secondly, some of the results obtained in this section shall be used
in Section 3, where results for more general Markov chains are obtained by
comparison arguments involving Markov chains on a two-point space.
Markov chains on the two-point space. Consider a Markov kernel K
with transition probabilities
K(a, b) = p , K(b, a) = q (2.1)
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for some p, q ∈ (0, 1]. Then the associated continuous time semigroupH(t) =
et(K−I) is given by
H(t) =
1
p+ q
([
q p
q p
]
+ e−(p+q)t
[
p −p
−q q
])
.
and the stationary distribution π satisfies
π(a) =
q
p+ q
, π(b) =
p
p+ q
.
Since K(a, b)π(a) = K(b, a)π(b), we observe that K is reversible. Every
probability measure on Q1 is of the form 12((1 − β)δa + (1 + β)δb) for some
β ∈ [−1, 1]. The corresponding density ρβ with respect to π is then given
by
ρβ(a) :=
p+ q
q
1− β
2
, ρβ(b) :=
p+ q
p
1 + β
2
.
It follows that H(t)ρβ = ρβt where
βt :=
p− q
p+ q
(
1− e−(p+q)t)+ βe−(p+q)t , (2.2)
thus β solves the differential equation
β˙t = p(1− βt)− q(1 + βt) . (2.3)
Remark 2.1 (Limitations of the L2-Wasserstein distance). Before introduc-
ing a new class of (pseudo)-metrics on P(Q1), we shall argue why the L2-
Wasserstein metric W2 is not appropriate for the purposes of this paper.
First we shall show that – as we already mentioned in the introduction –
the metric derivative of the heat flow is infinite with respect to the L2-
Wasserstein metric. To see this, take β ∈ [−1, 1] \ {p−qp+q}, and let u(t) :=
H(t)ρβ = ρβt be the heat flow starting at ρβ. Since W2(ρ
α, ρβ) =
√
2|β − α|
for α, β ∈ [−1, 1], we have
|u˙|(t) := lim sup
s→t
W2(u(t), u(s))
|t− s| =
√
2 lim sup
s→t
√|βt − βs|
|t− s|
=
√
2
∣∣∣β − p− q
p+ q
∣∣∣ lim sup
s→t
√
|e−(p+q)t − e−(p+q)s|
|t− s| = +∞ .
In particular, the heat flow is not a curve of maximal slope (see, e.g., [1] for
this concept of gradient flow) for any functional on P(Q1).
Furthermore, the Lott-Sturm-Villani definition of Ricci curvature [17, 26]
cannot be applied in the discrete setting, sinceW2-geodesics between distinct
elements of P(Q1) do not exist. To see this, let {ρβ(t)}0≤t≤1 be a constant
speed geodesic in P(Q1). For s, t ∈ [0, 1] we then have√
2|β(t) − β(s)| =W2(ρβ(t), ρβ(s))
= |t− s|W2(ρβ(0), ρβ(1)) = |t− s|
√
2|β(0) − β(1)| ,
which implies that t 7→ β(t) is 2-Ho¨lder, hence constant on [0, 1]. It thus
follows that all constant speed W2-geodesics are constant.
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A new metric. Given a fixed Markov chain K on {a, b} we shall define a
(pseudo-)metric W on P({a, b}) that depends on the choice of a function
θ : R+ × R+ → R+. The following assumptions will be in force throughout
this section:
Assumption 2.2. The function θ : [0,∞)× [0,∞)→ [0,∞) has the follow-
ing properties:
(A1) θ is continuous on [0,∞)× [0,∞);
(A2) θ is continuously differentiable on (0,∞)× (0,∞);
(A3) θ(s, t) = θ(t, s) for s, t ≥ 0;
(A4) θ(s, t) > 0 for s, t > 0.
The most interesting choice for the purposes of this paper is the case
where θ is the logarithmic mean defined by θ(s, t) :=
∫ 1
0 s
1−ptp dp.
To simplify notation we define, for β ∈ [−1, 1],
ρ̂(β) = θ(ρβ(a), ρβ(b)) .
On the two-point space the variational definition of W given in the intro-
duction can be simplified as follows:
Lemma 2.3. For α, β ∈ [−1, 1] we have
W(ρα, ρβ)2 = inf
β
{
p+ q
4pq
∫ 1
0
β˙2t
ρ̂(βt)
1{ρ̂(βt)>0} dt
}
, (2.4)
where the infimum runs over all piecewise C1-functions β : [0, 1]→ [−1, 1].
Proof. Substituting χ(t) = ψt(b)−ψt(a) in the definition of W, one obtains
W(ρα, ρβ)2 = inf
β,χ
{
pq
p+ q
∫ 1
0
ρ̂(βt)χ
2
t dt
}
,
where the infimum runs over all piecewise C1-functions β : [0, 1] → [−1, 1]
and all measurable functions χ : [0, 1]→ R satisfying β0 = α, β1 = β and
β˙t =
2pq
p+ q
ρ̂(βt)χt .
The result follows by inserting the latter constraint in the expression for
W(ρα, ρβ). 
Lemma 2.3 provides a representation of W(ρα, ρβ) in terms of a one-
dimensional variational problem. Note that some care needs to be taken
when solving this problem, since for some choices of θ (including the loga-
rithmic mean) the denominator in (2.4) tends to 0 as βt tends to ±1. The
following result provides an explicit formula for W:
Theorem 2.4. For −1 ≤ α ≤ β ≤ 1 we have
W(ρα, ρβ) = 1
2
√
1
p
+
1
q
∫ β
α
1√
ρ̂(r)
dr ∈ [0,∞] .
Proof. Suppose first that α and β belong to (−1, 1). (If ρ̂ is bounded away
from 0, this distinction is not necessary.) It is easily checked that the infi-
mum in (2.4) may be restricted to monotone functions β. Since g : r 7→ 1ρ̂(r)
is bounded on compact intervals in (−1, 1), (2.4) reduces to an elementary
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one-dimensional variational problem, which admits a minimizer, say ξ, that
solves the Euler-Lagrange equation
2ξ¨tg(ξt) + ξ˙
2
t g
′(ξt) = 0 .
This equation implies that t 7→ ξ˙t
√
g(ξt) is constant, say equal to C. Since
α ≤ β, it follows that C > 0. We infer that
W(ρα, ρβ)2 = p+ q
4pq
∫ 1
0
ξ˙2t
ρ̂(ξt)
dt =
p+ q
4pq
C2 .
Moreover, ξ is monotone, hence invertible. It follows from the inverse func-
tion theorem that its inverse γ : [α, β] → [0, 1] satisfies γ′(r) = C−1√g(r).
We thus obtain
1 = γ(β)− γ(α) =
∫ β
α
γ′(r) dr = C−1
∫ β
α
√
g(r) dr ,
hence
W(ρα, ρβ) = C
2
√
1
p
+
1
q
=
1
2
√
1
p
+
1
q
∫ β
α
√
g(r) dr ,
which implies the desired identity.
The general case −1 ≤ α ≤ β ≤ 1 follows from a straightforward conti-
nuity argument. 
For β ∈ [−1, 1] it will be useful to define
ϕ(β) :=
1
2
√
1
p
+
1
q
∫ β
0
1√
ρ̂(r)
dr ∈ [−∞,∞] , (2.5)
so that Theorem 2.4 implies that
W(ρα, ρβ) = |ϕ(α) − ϕ(β)|
for α, β ∈ [−1, 1]. It follows from the assumption on θ that ϕ is real-
valued, continuous and strictly increasing on (−1, 1). Moreover, ϕ(±1) =
limβ→±1 ϕ(β) is possibly ±∞, depending on the behaviour of θ near 0.
In order to avoid having to distinguish between several cases in the results
below, we set
(−1, 1)∗ = {β ∈ [−1, 1] : |ϕ(β)| <∞} , I = {ϕ(β) : β ∈ (−1, 1)∗} ,
and
P1(Q1) := {ρβ ∈ P(Q1) : β ∈ (−1, 1)∗} .
It follows from the remarks above that (−1, 1) ⊆ (−1, 1)∗ ⊆ [−1, 1] and
that I is a (possibly infinite) closed interval in R. The following result, which
summarises this discussion, is now obvious:
Proposition 2.5. The function W defines a pseudo-metric on P(Q1) that
restricts to a metric on P1(Q1). The mapping
J : ρβ 7→ ϕ(β)
defines an isometry from (P1(Q1),W) onto I endowed with the euclidean
metric. In particular, (P1(Q1),W) is complete.
The most interesting case for the purposes of this paper is the following:
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Example 2.6 (Logarithmic mean). If θ is the logarithmic mean, i.e., θ(s, t) =∫ 1
0 s
1−rtr dr, then ρ̂(−1) = ρ̂(1) = 0 and for β ∈ (−1, 1) we have
ρ̂(β) =
p+ q
2pq
q(1 + β)− p(1− β)
log q(1 + β)− log p(1− β) .
In this case we have (−1, 1)∗ = [−1, 1] and I = [ϕ(−1), ϕ(1)] is a compact
interval. Furthermore, for −1 ≤ α ≤ β ≤ 1,
W(ρα, ρβ) = 1√
2
∫ β
α
√
log q(1 + r)− log p(1− r)
q(1 + r)− p(1− r) dr .
If moreover p = q, we have
ρ̂(β) =
β
arctanh β
.
and
W(ρα, ρβ) = 1√
2p
∫ β
α
√
arctanh r
r
dr .
Recall that a constant speed geodesic in a metric space (M,d) is a curve
u : [0, 1]→M satisfying
d(u(s), u(t)) = |t− s|d(u(0), u(1))
for all s, t ∈ [0, 1].
The next result gives a characterisation of W-geodesics in P1(Q1).
Proposition 2.7 (Characterisation of geodesics). Let ρ, σ ∈ P1(Q1). There
exists a unique constant speed geodesic {ργ(t)}0≤t≤1 in P1(Q1) with ργ(0) = ρ
and ργ(1) = σ. Moreover, the function γ belongs to C1([0, 1];R) and satisfies
the differential equation
γ′(t) = 2w
√
pq
p+ q
ρ̂(γ(t)) (2.6)
for t ∈ [0, 1], where w := sgn(β − α)W(ρα, ρβ).
Proof. Since the mapping J is an isometry from P1(Q1) onto I, existence
and uniqueness of geodesics follow directly from the corresponding facts in
I.
Take now α, β ∈ (−1, 1)∗ and let γ ∈ C1([0, 1];R) be the solution to (2.6)
with initial condition γ(0) = α. For 0 ≤ s < t ≤ 1 we then obtain by (2.5),
ϕ(γ(t)) − ϕ(γ(s)) =
∫ t
s
ϕ′(γ(r))γ′(r) dr = w(t− s) ,
which implies that W(ργ(t), ργ(s)) = |w|(t− s) and γ(1) = β, hence t 7→ ργ(t)
is a constant speed geodesic between ρα and ρβ . 
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Gradient flows. In order to identify the heat flow as a gradient flow in
P(Q1), we make the following assumption:
Assumption 2.8. In addition to (A1) - (A4) we assume that there exists
a function f ∈ C([0,∞);R) ∩ C2((0,∞);R) satisfying f ′′(t) > 0 for t > 0,
and
θ(s, t) =
s− t
f ′(s)− f ′(t) , (2.7)
for all s, t > 0 with s 6= t.
Example 2.9. Note that this assumption is satisfied in Example 2.6 with
f(t) = t log t .
Consider the functional F : P(Q1)→ R defined by
F(ρ) :=
∑
x∈Q1
f(ρ(x))π(x)
where f : R+ → R has been defined above. It thus follows that
F(ρβ) := q
p+ q
f(ρβ(a)) +
p
p+ q
f(ρβ(b)) . (2.8)
Proposition 2.5 implies that (P1(Q1),W) is a complete 1-dimensional
Riemannian manifold, which has a boundary if and only if (−1, 1) is a proper
subset of (−1, 1)∗. In particular, it makes sense to study gradient flows in
(P1(Q1),W).
Proposition 2.10 (Heat flow is the gradient flow of the entropy). For
β ∈ [−1, 1] let u : t 7→ ρβt = H(t)ρβ be the heat flow trajectory starting
from ρβ. Then u is a gradient flow trajectory of the functional F in the
Riemannian manifold (P1(Q1),W).
Proof. Recall that the function J : ρβ 7→ ϕ(β) maps P1(Q1) isometrically
onto a closed interval I ⊆ R. Therefore it suffices to show that the gradient
flow equation
d
dt
ϕ(βt) = −F˜ ′(ϕ(βt)) (2.9)
holds for t > 0, where F˜ := F ◦ J−1.
To prove this, we set
cpq :=
1
2
√
1
p
+
1
q
, ℓ(β) := ρβ(a) , r(β) := ρβ(b) ,
for brevity. Using (2.5) and (2.7) we obtain
ϕ′(β) =
cpq√
ρ̂(β)
= cpq
√
f ′(r(β))− f ′(ℓ(β))
r(β)− ℓ(β) . (2.10)
Since
F˜(ϕ(β)) = F˜(J(ρβ)) = F(ρβ) = q
p+ q
f(ℓ(β)) +
p
p+ q
f(r(β)) ,
ENTROPY GRADIENT FLOWS FOR MARKOV CHAINS 13
it follows that F˜ is continuously differentiable on I and
F˜ ′(ϕ(β)) = f
′(r(β))− f ′(ℓ(β))
2ϕ′(β)
=
1
2cpq
√(
r(β)− ℓ(β))(f ′(r(β))− f ′(ℓ(β))) .
On the other hand, (2.3) and (2.10) imply that
d
dt
ϕ(βt) =
(
p(1− βt)− q(1 + βt)
)
ϕ′(βt)
= − 1
2c2pq
(r(βt)− ℓ(βt))ϕ′(βt)
= − 1
2cpq
√(
r(βt)− ℓ(βt)
)(
f ′(r(βt))− f ′(ℓ(βt))
)
.
Combining the latter two identities we obtain (2.9), which completes the
proof. 
In order to investigate the convexity of F alongW-geodesics, we consider
the function K : (−1, 1)→ R defined by
K(β) :=
p+ q
2
+
1
2
ρ̂(β)
(
qf ′′(ρβ(b)) + pf ′′(ρβ(a))
)
and
κ := inf{K(β) : β ∈ (−1, 1)} . (2.11)
Since f ′′ > 0, it follows that κ ≥ p+q2 .
Remark 2.11. If f(ρ) = ρ log ρ, straightforward calculus shows that
K(β) =
p+ q
2
+
1
1− β2
q(1 + β)− p(1− β)
log q(1 + β)− log p(1− β)
If moreover p = q, one has
K(β) = p
(
1 +
1
1− β2
β
arctanh β
)
and κ = 2p .
It turns out that κ determines the convexity of the functional F :
Proposition 2.12 (Convexity of F along W-geodesics). Let κ be defined
by (2.11). The functional F is κ-convex along geodesics. More explicitly,
let ρ¯0, ρ¯1 ∈ P1(Q1) and let {ρt}0≤t≤1 be the unique constant speed geodesic
satisfying ρ0 = ρ¯0 and ρ1 = ρ¯1. Then the inequality
F(ρt) ≤ (1− t)F(ρ0) + tF(ρ1)− κ
2
t(1− t)W2(ρ0, ρ1)
holds for all t ∈ [0, 1].
Proof. Let α, β ∈ (−1, 1)∗ be such that ρ¯0 = ρα and ρ¯1 = ρβ and set w :=
W(ρα, ρβ). Without loss of generality we assume that α ≤ β. Proposition
2.7 implies that ρt = ρ
γ(t), where γ satisfies (2.6).
Set ζ(t) := F(ρt). It suffices to show that ζ ′′(t) ≥ w2κ for t ∈ [0, 1]. By
(2.8) we have
ζ ′(t) =
1
2
γ′(t)
(
f ′(ργ(t)(b)) − f ′(ργ(t)(a))) ,
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and therefore (2.6) implies that
ζ ′(t) = w
√
pq
p+ q
√(
ργ(t)(b)− ργ(t)(a))(f ′(ργ(t)(b)) − f ′(ργ(t)(a))) .
Differentiating this identity and using (2.6) once more, we obtain
ζ ′′(t) = w2K(γ(t)) ≥ w2κ ,
which completes the proof. 
The question arises whether the metricW constructed above is the unique
geodesic metric on P(Q1) for which the heat flow is the gradient flow of the
entropy. The answer is affirmative, provided that one requires that the left
part {ρβ : β < β¯} and the right part {ρβ : β > β¯} of P1(Q1) are patched
together in a ‘reasonable’ way. Here β¯ := p−qp+q , so that ρ
β¯ corresponds to
equilibrium. Such a condition is necessary, since the heat flow starting at
ρβ with β > β¯ does not ‘see’ the measures ρα with α < β¯, and vice versa.
A precise uniqueness statement is given below. Since we shall not use this
result elsewhere in the paper, we postpone its technical proof to Appendix
B, where the notions of 2-absolute continuity and EVI0(F) are defined as
well.
Proposition 2.13 (Uniqueness of the metric). Let M be a geodesic metric
on P1(Q1) with the following properties:
(1) For β ∈ (−1, 1)∗, the heat flow t 7→ ρβt given by (2.2), is a 2-
absolutely continuous curve satisfying EVI0(F).
(2) For α, β ∈ (−1, 1)∗ with α ≤ β¯ ≤ β, we have
M(ρα, ρβ) =M(ρα, ρβ¯) +M(ρβ¯ , ρβ) .
Then M =W.
Note that (1) and (2) of Proposition 2.13 are satisfied ifM =W. Indeed,
since F is convex by Proposition 2.12, (1) follows from [28, Proposition
23.1]. Furthermore (2) follows from the explicit expression of W obtained
in Theorem 2.4.
3. A Wasserstein-like metric for Markov chains
In this section we consider a Markov kernelK = (K(x, y))x,y∈X on a finite
state space X . We assume thatK is irreducible, and denote its unique steady
state by π. For all x ∈ X we then have π(x) > 0. We also assume that K
is reversible, or equivalently, that the detailed balance equations
K(x, y)π(x) = K(y, x)π(y) (3.1)
hold for all x, y ∈ X .
Definition of the (pseudo-)metric. We start with the definition of a
class of Wasserstein-like pseudo-metrics on P(X ). As in Section 2, the
metric depends on the choice of a function θ : R+×R+ → R+, which we fix
from now on. To simplify notation, we set
ρ(x, y) := θ(ρ(x), ρ(y))
for ρ ∈ P(X ) and x, y ∈ X .
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Assumption 3.1. Throughout this section we shall assume that θ satisfies
Assumption 2.2. In addition we impose the following assumptions:
(A5) (Zero at the boundary): θ(0, t) = 0 for all t ≥ 0.
(A6) (Monotonicity): θ(r, t) ≤ θ(s, t) for all 0 ≤ r ≤ s and t ≥ 0.
(A7) (Doubling property): for any T > 0 there exists a constant Cd > 0
such that
θ(2s, 2t) ≤ 2Cdθ(s, t)
whenever 0 ≤ s, t ≤ T .
Remark 3.2. Actually, the additional assumptions (A5) – (A7) shall not be
used until Theorem 3.12.
At some places, in particular in Lemmas 3.14 and 3.16 below, it is pos-
sible to obtain sharper results by imposing one or both of the following
assumptions as well. Note that (A7′) implies (A7).
(A7′) (Positive homogeneity): θ(λs, λt) = λθ(s, t) for λ > 0 and s, t ≥ 0.
(A8) (Concavity): the function θ : R+ × R+ → R+ is concave.
Observe that (A7′) and (A8) hold if θ is the logarithmic mean.
Definition 3.3 (of the pseudo-metric W). For ρ¯0, ρ¯1 ∈ P(X ) we define
W(ρ¯0, ρ¯1)2 := inf
{
1
2
∫ 1
0
∑
x,y∈X
(ψt(x)− ψt(y))2K(x, y)ρt(x, y)π(x) dt :
(ρ, ψ) ∈ CE1(ρ¯0, ρ¯1)
}
,
where, for T > 0, CET (ρ0, ρ1) denotes the collection of pairs (ρ, ψ) satisfying
the following conditions:
(i) ρ : [0, T ]→ RX is piecewise C1 ;
(ii) ρ0 = ρ¯0 , ρ1 = ρ¯1 ;
(iii) ρt ∈ P(X ) for all t ∈ [0, T ] ;
(iv) ψ : [0, T ]→ RX is measurable ;
(v) For all x ∈ X and a.e. t ∈ (0, T ) we have
ρ˙t(x) +
∑
y∈X
(ψt(y)− ψt(x))K(x, y)ρt(x, y) = 0 .
(3.2)
The latter equation may be thought of as a ‘continuity equation’. For
simplicity we shall often write
CE(ρ0, ρ1) := CE1(ρ0, ρ1) .
Remark 3.4 (Matrix reformulation). It will be very useful to reformulate
Definition 3.3 in terms of matrices. For ρ ∈ P(X ) consider the matrices
A(ρ) and B(ρ) in RX×X defined by
Ax,y(ρ) :=
{ ∑
z 6=xK(x, z)ρ(x, z)π(x) , x = y ,
−K(x, y)ρ(x, y)π(x) , x 6= y ,
and
Bx,y(ρ) :=
{ ∑
z 6=xK(x, z)ρ(x, z) , x = y ,
−K(x, y)ρ(x, y) , x 6= y .
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Definition 3.3 can then be rewritten as
W(ρ¯0, ρ¯1)2 = inf
{∫ 1
0
[A(ρt)ψt, ψt] dt : (ρ, ψ) ∈ CE(ρ¯0, ρ¯1)
}
, (3.3)
and the ‘continuity equation’ in (3.2) reads as
ρ˙t = B(ρt)ψt . (3.4)
Here and in the sequel we use square brackets [·, ·] to denote the stan-
dard inner product in RX . It follows from the detailed balance equations
(3.1) that A(ρ) is symmetric, but B(ρ) is not necessarily symmetric. Since∑
y 6=x |Ax,y(ρ)| = Ax,x(ρ) ≥ 0 for all x ∈ X , the matrix A(ρ) is diagonally
dominant, which implies that
[A(ρ)ψ,ψ] ≥ 0 (3.5)
for all ψ ∈ RX . Note that
A(ρ) = ΠB(ρ) ,
where the diagonal matrix Π ∈ RX×X is defined by
Π := diag(π(x))x∈X
Geometric interpretation. Before continuing we present another, more
geometric reformulation of Definition 3.3 which makes the connection to the
Benamou-Brenier formula 1.2 (even) more apparent. We introduce some
notation that will be used throughout the remainder of the paper.
For ψ ∈ RX we consider the discrete gradient ∇ψ ∈ RX×X defined by
∇ψ(x, y) := ψ(x) − ψ(y) ,
and for Ψ ∈ RX×X we consider the divergence ∇ ·Ψ ∈ RX defined by
(∇ ·Ψ)(x) := 1
2
∑
y∈X
K(x, y)(Ψ(y, x) −Ψ(x, y)) ∈ R .
It is easily checked that the “integration by parts formula” holds:
〈∇ψ,Ψ〉pi = −〈ψ,∇ ·Ψ〉pi ,
where, for ϕ,ψ ∈ RX and Φ,Ψ ∈ RX×X ,
〈ϕ,ψ〉pi =
∑
x∈X
ϕ(x)ψ(x)π(x) ,
〈Φ,Ψ〉pi = 1
2
∑
x,y∈X
Φ(x, y)Ψ(x, y)K(x, y)π(x) .
Furthermore, for ρ ∈ P(X ) we write
〈Φ,Ψ〉ρ := 1
2
∑
x,y∈X
Φ(x, y)Ψ(x, y)K(x, y)ρ(x, y)π(x) ,
‖Φ‖ρ :=
√
〈Φ,Φ〉ρ ,
(3.6)
and note that 〈·, ·〉pi = 〈·, ·〉ρ if ρ(x) = 1 for all x ∈ X .
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For a probability density ρ ∈ P(X ) and x ∈ X we consider the matrix
ρ̂ ∈ RX×X defined by
ρ̂(x, y) := ρ(x, y) .
Given two matrices M,N ∈ RX×X , let M • N denote their entrywise
product defined by
(M •N)(x, y) :=M(x, y)N(x, y)
The definition of W can now be reformulated as follows:
Lemma 3.5 (Geometric reformulation). For ρ¯0, ρ¯1 ∈ P(X ) we have
W(ρ¯0, ρ¯1)2 = inf
ρ,ψ
{∫ 1
0
‖∇ψt‖2ρt dt : (ρ, ψ) ∈ CE(ρ¯0, ρ¯1)
}
,
and the differential equation in (3.2) can be rewritten as
ρ˙t +∇ · (ρ̂t • ∇ψt) = 0 . (3.7)
Proof. This follows directly from the definitions. 
For the L2-Wasserstein metric on Euclidean space, it is well known that
one can take the infimum in the Benamou-Brenier formula (1.2) over all
vector fields Ψ : Rn → Rn, rather than only considering gradients Ψ = ∇ψ.
In order to formulate a similar result in the discrete setting, we replace (iv)
and (v) in (3.2) by
(iv′) Ψ : [0, T ]→ RX×X is measurable ;
(v′) For all x ∈ X and a.e. t ∈ (0, T ) we have
ρ˙t(x) +
1
2
∑
y∈X
(
Ψt(x, y)−Ψt(y, x)
)
K(x, y)ρt(x, y) = 0 ;
(3.8)
and define
CE ′(ρ0, ρ1) := {(ρ,Ψ) : (i), (ii), (iii), (iv′), (v′) hold } .
With this notation the following result holds.
Lemma 3.6. For ρ¯0, ρ¯1 ∈ P(X ) we have
W(ρ¯0, ρ¯1)2 = inf
{
1
2
∫ 1
0
∑
x,y∈X
Ψt(x, y)
2K(x, y)ρt(x, y)π(x) dt :
(ρ,Ψ) ∈ CE ′(ρ¯0, ρ¯1)
}
.
Proof. As the inequality “≥” is trivial, it suffices to prove the inequality
“≤”. For this purpose, fix ρ ∈ P(X ) and let Hρ denote the set of all
equivalence classes of functions Ψ ∈ RX×X , where we identify functions that
agree on {(x, y) ∈ X × X : ρ(x, y)K(x, y) > 0}. Endowed with the inner
product 〈·, ·〉ρ defined in (3.6), Hρ is a finite-dimensional Hilbert space.
The discrete gradient ∇ϕ(x, y) := ϕ(x) − ϕ(y) defines a linear operator
∇ : L2(X , π)→ Hρ, whose adjoint is given by
∇∗ρΨ(x) :=
1
2
∑
y∈X
(
Ψ(x, y)−Ψ(y, x))K(x, y)ρ(x, y) . (3.9)
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Let Pρ denote the orthogonal projection in Hρ onto the range of ∇.
Now suppose that ((ρt), (Ψt)) ∈ CE ′(ρ¯0, ρ¯1) and let ψ : [0, 1]→ RX be such
that PρtΨt = ∇ψt for t ∈ [0, 1]. In view of the orthogonal decomposition
Hρ = Ran(∇)⊕⊥ Ker(∇∗ρt) , (3.10)
it follows that (I−Pρt)Ψt ∈ Ker(∇∗ρt). This implies that ∇∗ρtΨt = ∇∗ρt(∇ψt),
hence (ρ, ψ) ∈ CE(ρ¯0, ρ¯1). Using the decomposition (3.10) once more, we
infer that 〈∇ψt,∇ψt〉ρt ≤ 〈Ψt,Ψt〉ρt , from which the result follows. 
Remark 3.7 (Distance between positive measures). It is of course possible,
and occasionally useful, to extend the definition of W(ρ0, ρ1) to densities
ρ0, ρ1 : X → R+ having equal mass m =
∑
x∈X ρi(x)π(x) ∈ (0,∞) \ {1}. A
straightforward argument based on Lemma 3.6 and the doubling property
(A7) shows that
cW(ρ0, ρ1) ≤ W( 1
m
ρ0,
1
m
ρ1) ≤ CW(ρ0, ρ1) ,
where the constants c, C > 0 do not depend on ρ0 and ρ1. If (A7
′) holds, it
follows that W(ρ0, ρ1) =
√
mW( 1mρ0, 1mρ1).
Basic properties of the metric. The main result of this subsection reads
as follows:
Theorem 3.8. The mapping W : P(X ) × P(X ) → R defines a pseudo-
metric on P(X ).
To prove this result we need some lemmas.
Lemma 3.9. For ρ¯0, ρ¯1 ∈ P(X ) and T > 0 we have
W(ρ¯0, ρ¯1) = inf
{∫ T
0
[A(ρt)ψt, ψt]
1
2 dt : (ρ, ψ) ∈ CET (ρ¯0, ρ¯1)
}
.
Proof. This follows from a standard argument based on parametrisation by
arc-length. We refer to [1, Lemma 1.1.4] or [9, Theorem 5.4] for the details
in a very similar situation. 
The next lemma provides a lower bound for W in terms of the total
variation distance, defined for ρ0, ρ1 ∈ P(X ) by
dTV (ρ0, ρ1) =
∑
x∈X
π(x)|ρ0(x)− ρ1(x)| .
Lemma 3.10 (Lower bound by total variation distance). For ρ0, ρ1 ∈ P(X )
we have
dTV (ρ0, ρ1) ≤
√
2‖θ‖∞W(ρ0, ρ1) ,
where
‖θ‖∞ = sup
{
θ(s, t) : 0 ≤ s, t ≤ (min
x∈X
π(x)
)−1}
.
Proof. We assume that W(ρ0, ρ1) < ∞, since otherwise there is nothing to
prove. Let ε > 0, let ρ0, ρ1 ∈ P(X ) and take (ρ, ψ) ∈ CE(ρ0, ρ1) satisfying∫ 1
0
[A(ρt)ψt, ψt] dt <W2(ρ0, ρ1) + ε . (3.11)
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Using the continuity equation (3.4) we obtain for any ϕ : X → R,∣∣∣∑
x∈X
ϕ(x)(ρ0(x)− ρ1(x))π(x)
∣∣∣ = ∣∣∣∣ ∫ 1
0
[Πϕ, ρ˙t] dt
∣∣∣∣
=
∣∣∣∣ ∫ 1
0
[Πϕ,B(ρt)ψt] dt
∣∣∣∣ = ∣∣∣∣ ∫ 1
0
[A(ρt)ϕ,ψt] dt
∣∣∣∣
≤
(∫ 1
0
[A(ρt)ψt, ψt] dt
)1/2(∫ 1
0
[A(ρt)ϕ,ϕ] dt
)1/2
,
where the appeal to the Cauchy-Schwarz inequality is justified by (3.5). The
latter integrand can be estimated brutally by
[A(ρt)ϕ,ϕ] =
1
2
∑
x,y∈X
(ϕ(x) − ϕ(y))2K(x, y)ρt(x, y)π(x)
≤ 2‖θ‖∞‖ϕ‖2∞
∑
x,y∈X
K(x, y)π(x) = 2‖θ‖∞‖ϕ‖2∞ ,
where we used the stationarity of π to obtain the latter identity. Taking
(3.11) into account, and noting that ε > 0 is arbitrary, we thus obtain∣∣∣∑
x∈X
ϕ(x)(ρ0(x)− ρ1(x))π(x)
∣∣∣ ≤√2‖θ‖∞‖ϕ‖∞W(ρ0, ρ1) .
Using the duality between ℓ1(X ) and ℓ∞(X ), the result follows. 
Proof of Theorem 3.8. The symmetry of W is obvious, and Lemma 3.10
implies thatW(ρ0, ρ1) > 0 whenever ρ0 6= ρ1. Finally, the triangle inequality
easily follows using Lemma 3.9. 
Characterisation of finiteness. In the study of finiteness of the metric
W, a crucial role will be played by the quantity
Cθ :=
∫ 1
0
1√
θ(1− r, 1 + r) dr ∈ [0,∞] .
Note that Cθ =
√
2ϕ(1), where ϕ denotes the function defined in (2.5) with
p = q = 1. Therefore Cθ is finite if and only if Dirac measures on the two-
point space lie at finiteW-distance from the uniform measure. Observe that
Cθ <∞ if (A7′) holds, since in that case
θ(1− r, 1 + r) ≥ θ(1− r, 1 − r) = (1− r)θ(1, 1) ,
for t ∈ [0, 1).
The next result provides a characterisation of finiteness of the metric in
terms of the support of the densities. For ρ ∈ P(X ) we shall write
suppρ := {x ∈ X : ρ(x) > 0} .
Before stating the result we recall the following definition:
Definition 3.11. Let ρ ∈ P(X ). For x, y ∈ X we write ‘x ∼ρ y’ if
(i) x = y; or,
(ii) there exist k ≥ 1 and x1, . . . , xk ∈ X such that
ρ(x, x1)K(x, x1), ρ(x1, x2)K(x1, x2), . . . , ρ(xk, y)K(xk, y) > 0 .
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It is easy to see that for each ρ ∈ P(X ), ∼ρ defines an equivalence relation
on X , which depends only on the support of ρ. Furthermore, if ρ is strictly
positive, then x ∼ρ y for any x, y ∈ X , since K is irreducible by assumption.
Now we are ready to state the main result of this subsection.
Theorem 3.12 (Characterisation of finiteness).
(1) If Cθ <∞, then W(ρ0, ρ1) <∞ for all ρ0, ρ1 ∈ P(X ).
(2) If Cθ =∞, the following assertions are equivalent for ρ0, ρ1 ∈ P(X ):
(a) W(ρ0, ρ1) <∞ ;
(b) For any x ∈ X we have∑
y∼ρ0x
ρ0(y)π(y) =
∑
y∼ρ1x
ρ1(y)π(y) . (3.12)
Before turning to the proof of this result we record some immediate con-
sequences:
Corollary 3.13. Suppose that Cθ = ∞. For ρ0, ρ1 ∈ P(X ) the following
assertions hold:
(1) If W(ρ0, ρ1) <∞, then supp ρ0 = supp ρ1.
(2) If supp ρ0 = supp ρ1 = X , then W(ρ0, ρ1) <∞.
Proof. (1) Suppose that ρ0(x) = 0 for a certain x ∈ X . In view of (A5) it
then follows that x 6∼ρ0 y for any y 6= x, hence by Theorem 3.12,
ρ1(x)π(x) ≤
∑
y∼ρ1x
ρ1(y)π(y) =
∑
y∼ρ0x
ρ0(y)π(y) = ρ0(x)π(x) = 0 .
It follows that ρ1(x) = 0, which shows that supp ρ0 ⊇ supp ρ1. The reverse
inclusion follows by reversing the roles of ρ0 and ρ1.
(2) If supp ρ0 = suppρ1 = X , then x ∼ρi y for every y 6= x and i = 0, 1
by irreducibility. It follows that∑
y∼ρ0x
ρ0(y)π(y) = 1 =
∑
y∼ρ1x
ρ1(y)π(y) ,
hence W(ρ0, ρ1) <∞ by Theorem 3.12. 
The proof of Theorem 3.12 relies on a sequence of lemmas of independent
interest.
First we prove two comparison results, which relate the pseudo-metric
W on P(X ) to the pseudo-metric Wp,q on P(Y), where Y = {a, b} is a
two-point space endowed with the Markov kernel (2.1) with parameters p
and q.
Lemma 3.14 (Comparison to the two-point space I). Let a, b ∈ X be
distinct points with K(a, b) > 0, and set p := K(a, b)π(a). Suppose that
ρ0, ρ1 ∈ P(X ) satisfy ρ0(x) = ρ1(x) for all x ∈ X \ {a, b}. Consider the
two-point space Q1 = {α, β} endowed with the Markov kernel defined by
K(α, β) := K(β, α) := p. For i = 0, 1, let ρ¯i : Q1 → R+ be defined by
ρ¯i(α) := 2ρi(a)π(a) , ρ¯i(β) := 2ρi(b)π(b) .
Then we have
W(ρ0, ρ1) ≤
√
CdWp,p(ρ¯0, ρ¯1) .
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where Cd is the constant from (A7). In particular, if (A7
′) holds, then
W(ρ0, ρ1) ≤ Wp,p(ρ¯0, ρ¯1) .
Remark 3.15. Note that ρ¯0 and ρ¯1 are not necessarily probability densities
on {α, β}, but they do have equal mass, since
ρ¯i(α)π(α) + ρ¯i(β)π(β) = ρj(a)π(a) + ρj(b)π(b)
for i, j ∈ {0, 1}. Therefore Wp,p(ρ¯0, ρ¯1) can be interpreted in the sense of
Remark 3.7.
Proof of Lemma 3.14. Let ε > 0 and take (ρ¯, ψ¯) ∈ CE(ρ¯0, ρ¯1). It then follows
that
˙¯ρt(α) + (ψ¯t(β)− ψ¯t(α))K(α, β)ρ¯t(α, β) = 0 ,
˙¯ρt(β) + (ψ¯t(α) − ψ¯t(β))K(β, α)ρ¯t(α, β) = 0 .
(3.13)
For t ∈ (0, 1) define ρt ∈ P(X ) by
ρt(a) :=
ρ¯t(α)
2π(a)
, ρt(b) :=
ρ¯t(β)
2π(b)
, ρt(x) := ρ0(x) ,
for x ∈ X \ {a, b}. Furthermore, we define Ψt : X × X → R by
Ψt(a, b) := −Ψt(b, a) := ρ¯t(α, β)
2ρt(a, b)
(
ψ¯t(β)− ψ¯t(α)
)
1{ρt(a,b)>0} ,
Ψt(x, y) := 0 ,
for all other values of x, y ∈ X . Using (3.13) it then follows that (ρ,Ψ) ∈
CE ′(ρ0, ρ1). Using Lemma 3.6 we thus obtain
W(ρ0, ρ1)2 ≤
∫ 1
0
Ψt(a, b)
2ρt(a, b)K(a, b)π(a) dt
=
1
2
∫ 1
0
(
ψ¯t(α)− ψ¯t(β)
)2 ρ¯t(α, β)2
ρt(a, b)
1{ρt(a,b)>0}K(α, β)π(α) dt .
Using (A6) and (A7) we infer that
ρ¯t(α, β) = θ
(
2π(a)ρt(a), 2π(b)ρt(b)
) ≤ 2Cdθ(ρt(a), ρt(b)) = 2Cdρt(a, b) ,
which yields
W(ρ0, ρ1)2 ≤ Cd
∫ 1
0
(
ψ¯t(α) − ψ¯t(β)
)2
ρ¯t(α, β)K(α, β)π(α) dt .
Minimising the right-hand side over all (ρ¯, ψ¯) ∈ CE(ρ¯0, ρ¯1), the result follows.

Lemma 3.16 (Comparison to the two-point space II). Let ρ0, ρ1 ∈ P(X )
and set βi(x) = 1− 2ρi(x)π(x) for i = 0, 1 and x ∈ X . Then the bound
W(ρ0, ρ1) ≥ c sup
x∈X
W1,1(ρβ0(x), ρβ1(x))
holds, for some c > 0 depending only on K, π and θ. If (A7′) and (A8)
hold, then
W(ρ0, ρ1) ≥ sup
x∈X
W1,1(ρβ0(x), ρβ1(x)) .
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Proof. First we shall prove the result under the assumption that (A7′) and
(A8) hold. Fix o ∈ X and let Y = {a, b} be a two-point space endowed with
the Markov kernel (2.1) with p = q = 1. For ρ ∈ P(X ) and ψ ∈ RX we
define, by a slight abuse of notation, ρ ∈ P(Y) and ψ ∈ RY by
ρ(a) := 2ρ(o)π(o) , ρ(b) := 2
∑
x 6=o
ρ(x)π(x) ,
ψ(a) := ψ(o) , ψ(b) :=
∑
x 6=o ψ(x)K(o, x)ρ(o, x)∑
x 6=oK(o, x)ρ(o, x)
.
In the definition of ψ(b) we use the convention that 0/0 = 0. Observe that
ρ indeed belongs to P(Y) since π(a) = π(b) = 12 and ρ(a) + ρ(b) = 2. We
set ρ˜(a, b) := 2π(o)
∑
x 6=oK(o, x)ρ(o, x) and claim that
ρ˜(a, b) ≤ ρ(a, b) , (3.14)
[A(ρ)ψ,ψ] ≥ 1
2
(ψ(a) − ψ(b))2ρ˜(a, b) . (3.15)
In the proof of both claims we shall assume that ρ˜(a, b) > 0, since otherwise
there is nothing to prove. To prove (3.14), note first that for any x ∈ X
with K(o, x) > 0,
π(x)
π(o)
=
K(o, x)
K(x, o)
≥ K(o, x) . (3.16)
Using this inequality together with (A6), (A7’) and (A8),
ρ(a, b) = θ
(
2ρ(o)π(o), 2
∑
x 6=o
ρ(x)π(x)
)
= 2π(o)θ
(
ρ(o),
∑
x 6=o
ρ(x)
π(x)
π(o)
)
≥ 2π(o)θ
(
ρ(o),
∑
x 6=o
K(o, x)ρ(x)
)
≥ 2π(o)
∑
x 6=o
K(o, x)θ(ρ(o), ρ(x)) = ρ˜(a, b) ,
which proves (3.14).
To prove (3.15), write k(x) := K(o, x)ρ(o, x) for brevity and note that
∑
x 6=o
ψ(x)2k(x) ≥
(∑
x 6=o ψ(x)k(x)
)2∑
x 6=o k(x)
=
ψ(b)2ρ˜(a, b)
2π(o)
.
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Using the detailed balance equations (3.1) in the first inequality, we obtain
[A(ρ)ψ,ψ] =
1
2
∑
x,y∈X
(ψ(x) − ψ(y))2K(x, y)ρ(x, y)π(x)
≥
∑
x 6=o
(ψ(o) − ψ(x))2K(o, x)ρ(o, x)π(o)
=
(
ψ(o)2
∑
x 6=o
k(x)− 2ψ(o)
∑
x 6=o
ψ(x)k(x) +
∑
x 6=o
ψ(x)2k(x)
)
π(o)
≥ 1
2
ψ(a)2ρ˜(a, b) − ψ(a)ψ(b)ρ˜(a, b) + 1
2
ψ(b)2ρ˜(a, b)
=
1
2
(ψ(a)− ψ(b))2ρ˜(a, b) ,
which proves (3.15).
Take (ρ, ψ) ∈ CE(ρ0, ρ1). Since
ρ˙t(o) +
∑
x 6=o
(ψt(x)− ψt(o))K(o, x)ρt(o, x) = 0 ,
it follows that
ρ˙t(a) + (ψt(b)− ψt(a))ρ˜t(a, b) = 0 . (3.17)
Set βt := 1 − 2ρt(o)π(o) for t ∈ [0, 1] and note that β˙t = 0 if ρ˜t(a, b) = 0.
Using (3.15), (3.17), (3.14) and Lemma 2.3 we obtain∫ 1
0
[A(ρt)ψt, ψt] dt ≥ 1
2
∫ 1
0
(ψt(a)− ψt(b))2ρ˜t(a, b) dt
=
1
2
∫ 1
0
β˙2t 1{ρ˜t(a,b)>0}
ρ˜t(a, b)
dt ≥ 1
2
∫ 1
0
β˙2t 1{ρt(a,b)>0}
ρt(a, b)
dt
≥ W21,1(ρβ0 , ρβ1) .
Taking the infimum over all pairs (ρ, ψ) ∈ CE(ρ0, ρ1), we infer that
W2(ρ0, ρ1) ≥ W21,1(ρβ0 , ρβ1) .
The result follows by taking the supremum over o ∈ X .
Finally, without assuming (A7′) and (A8), the same argument applies,
if one replaces (3.14) by the following estimate, which uses the doubling
property (A7), (3.16) and (A5):
ρ˜(a, b) = 2π(o)
∑
x 6=o
K(o, x)θ(ρ(o), ρ(x))
≤ C
∑
x 6=o
θ
(
2ρ(o)K(o, x)π(o), 2ρ(x)K(o, x)π(o)
)
≤ C
∑
x 6=o
θ
(
2ρ(o)π(o), 2ρ(x)π(x)
)
≤ C|X |θ
(
2ρ(o)π(o), 2
∑
x 6=o
ρ(x)π(x)
)
= C|X |ρ(a, b) .
24 JAN MAAS

The next lemma provides a useful characterision of the kernel and the
range of the matrices A(ρ) and B(ρ).
Lemma 3.17. For ρ ∈ P(X ) we have
KerA(ρ) = KerB(ρ) = {ψ ∈ RX | ψ(x) = ψ(y) whenever x ∼ρ y} ,
RanA(ρ) =
{
ψ ∈ RX | ∀x ∈ X :
∑
y∼ρx
ψ(y) = 0
}
,
RanB(ρ) =
{
ψ ∈ RX | ∀x ∈ X :
∑
y∼ρx
ψ(y)π(y) = 0
}
.
Proof. Recall that (A3) and (A5) imply that ρ(x, y) = 0 whenever ρ(x) = 0
or ρ(y) = 0. Therefore the assertions concerning A(ρ) follow directly from
Lemma A.1. Since B(ρ) = Π−1A(ρ), one has
KerB(ρ) = KerA(ρ) , RanB(ρ) = Π−1RanA(ρ) ,
hence the remaining assertions follow as well. 
For σ ∈ P(X ) and a ≥ 0 we shall use the notation
P
a
σ(X ) :=
{
ρ ∈ P(X ) | ∀x ∈ X : (3.12) holds with ρ0 = ρ and ρ1 = σ;
∀z ∈ supp(σ) : ρ(z) ≥ a} .
Lemma 3.18. For ρ ∈ P(X ), B(ρ) restricts to an isomorphism from
RanA(ρ) onto RanB(ρ). Moreover, for σ ∈ P(X ) and a > 0 there ex-
ist constants 0 < c < C <∞ such that the bound
c‖ψ‖ ≤ ‖B(ρ)ψ‖ ≤ C‖ψ‖ (3.18)
holds for all ρ ∈ Paσ(X ) and all ψ ∈ Ran(σ).
Proof. Since A(ρ) is self-adjoint, A(ρ) restricts to an isomorphism on its
range. Since Π is an isomorphism from RanA(ρ) onto RanB(ρ) and B(ρ) =
Π−1A(ρ), the first assertion follows.
Lemma 3.17 implies that RanA(ρ) = RanA(σ) and RanB(ρ) = RanB(σ)
for all ρ ∈ Pσ(X ). Thus B(ρ) restricts to an isomorphism, denoted by Bρ,
from RanA(σ) onto RanB(σ). Since the mapping Paσ(X ) ∋ ρ 7→ ‖B−1ρ ‖ is
continuous w.r.t. the euclidean metric and strictly positive, the lower bound
in (3.18) follows by compactness. The upper bound is clear, since the entries
of B(ρ) are bounded uniformly in ρ. 
The next result provides a partial converse to Lemma 3.10.
Lemma 3.19. Fix σ ∈ P(X ) and a > 0. There exist constants 0 < c <
C <∞ such that for all ρ0, ρ1 ∈ Paσ(X ) we have
cdTV (ρ0, ρ1) ≤ W(ρ0, ρ1) ≤ CdTV (ρ0, ρ1) .
Proof. Since the lower bound for W has been proved in Lemma 3.10, it
remains to prove the upper bound.
For t ∈ [0, 1] set ρt := (1− t)ρ0 + tρ1 and note that ρt ∈ Paσ(X ). Since
ρ˙t = ρ1 − ρ0 ∈ RanB(ρt) = RanB(σ)
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by Lemma 3.17, Lemma 3.18 implies that, for each t ∈ [0, 1], there exists a
unique element ψt ∈ RanA(ρt) satisfying
ρ˙t = B(ρt)ψt .
Moreover, Lemma 3.18 implies that
‖ψt‖ ≤ C‖ρ1 − ρ0‖
for some constant C > 0 that does not depend on ρ0, ρ1 and t. It thus
follows that
W(ρ0, ρ1)2 ≤
∫ 1
0
[A(ρt)ψt, ψt] dt ≤ C2C ′‖ρ1 − ρ0‖2 ≤ C2C ′C ′′d2TV (ρ0, ρ1) ,
where C ′ := supρ∈P(X ) ‖A(ρ)‖ <∞ and C ′′ > 0 depends only on π. 
Now we are ready to prove the main result of this subsection.
Proof of Theorem 3.12. SinceK is irreducible, (1) follows from Lemma 3.14,
Remark 3.7 and the triangle inequality for W.
The implication (b)⇒ (a) of (2) follows from Lemma 3.19.
In order to prove the converse implication, we take ρ0, ρ1 ∈ P(X ) with
W(ρ0, ρ1) <∞ and claim that supp ρ0 = suppρ1. Indeed, if the claim were
false, then there would exist x ∈ X with ρ0(x) = 0 and ρ1(x) > 0 (or vice
versa). Set β = 1 − 2π(x)ρ1(x) and note that β ∈ [−1, 1). Lemma 3.16
implies that W(ρ0, ρ1) ≥ cW1,1(ρ1, ρβ) for some c > 0. Since Cθ = ∞, the
right-hand side is infinite, which contradicts our assumption and thus proves
the claim.
Let (ρ, ψ) ∈ CE(ρ0, ρ1) with
∫ 1
0 [A(ρt), ψt, ψt] dt < ∞. The claim im-
plies that supp ρ0 = suppρt for all t ∈ [0, 1] and therefore x ∼ρt y if and
only if x ∼ρ0 y. Fix z ∈ suppρ0 and take x ∈ X with x ∼ρ0 z. Since
K(x, y)ρt(x, y) = 0 whenever y 6∼ρ0 z, we have
ρ˙t(x) +
∑
y∼ρtz
(ψt(y)− ψt(x))K(x, y)ρt(x, y) = 0 .
Multiplying this identity by π(x) and summing over x ∈ X with x ∼ρt z, it
follows using the detailed balance equations (3.1) that∑
x∼ρ0z
ρ˙t(x)π(x) = 0 ,
which implies (3.12). 
Remark 3.20. Alternatively, the implication (b) ⇒ (a) in the proof of The-
orem 3.12 can be proved as an application of Lemma 3.14.
We continue to prove the remaining parts of Theorem 1.1.
Theorem 3.21 (Topology). Let σ ∈ P(X ). For ρ, ρα ∈ Pσ(X ), the fol-
lowing assertions are equivalent:
(1) lim
α
dTV (ρα, ρ) = 0 ; (2) lim
α
W(ρα, ρ) = 0 .
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Proof. It follows from Lemma 3.10 that (2) implies (1).
Conversely, suppose that (1) holds. If Cθ < ∞, then (2) follows easily
using Lemma 3.14. If Cθ =∞, there exists an index α¯ and a constant b > 0
such that ρ and ρα belong to P
b
σ(X ) for every α ≥ α¯. Lemma 3.19 implies
then that there exists a constant C > 0 such that
W(ρα, ρ) ≤ CdTV (ρα, ρ)
for all α ≥ α¯, which yields the result. 
Theorem 3.22 (Completeness). For every σ ∈ P(X ) the metric space
(Pσ(X ),W) is complete.
Proof. If Cθ <∞, this follows directly from Lemma 3.10 and Theorem 3.21.
If Cθ = ∞, take a sequence (ρn)n in Pσ(X ) which is Cauchy with respect
to W. In particular, (ρn)n is bounded in the W-metric, hence by Lemma
3.16 there exists a constant a > 0 such that ρn belongs to P
a
σ(X ) for every
n. By Lemma 3.10 (ρn)n is Cauchy in the total variation metric, hence ρn
converges to some ρ¯ ∈ P(X ) in total variation. Since Paσ(X ) is a dTV -closed
subset of P(X ), it follows that ρ¯ belongs to Paσ(X ). From Theorem 3.21
we then infer that ρn converges to ρ¯ in W-metric, which yields the desired
result. 
Riemannian structure. Fix a probability density σ ∈ P(X ) and consider
the space
P
′
σ(X ) :=
{
ρ ∈ P(X )
∣∣∣ ∀x ∈ X : ∑
y∼ρx
ρ(y)π(y) =
∑
y∼σx
σ(y)π(y)
}
.
Note that P ′
1
(X ) = P∗(X ) where 1 denotes the uniform density with re-
spect to π. Moreover, if Cθ = ∞, Theorem 3.12 implies that P ′σ(X ) =
Pσ(X ) for all σ ∈ P(X ).
Our next aim is to show that the metric space (Pσ(X ),W) is a Riemann-
ian manifold. First, we have the following result:
Proposition 3.23. The metric space (P ′σ(X ),W) is a smooth manifold of
dimension
d(σ) := | suppσ| − n(σ) ,
where | suppσ| is the cardinality of suppσ, and n(σ) is the number of equiv-
alences classes in the support of σ for the equivalence relation ∼σ.
Proof. It follows from Theorem 3.12 and Lemma 3.17 that P ′σ(X ) is a rel-
atively open subset of the affine subspace
Sσ := σ +RanB(σ) ⊆ RX .
Theorem 3.21 implies that the topology induced by W coincides with the
euclidean topology on P ′σ(X ), hence (P ′σ(X ),W) is a smooth manifold.
The assertion concerning the dimension follows immediately, since d(σ)
is the dimension of RanB(σ). 
Fix σ ∈ P(X ) and ρ ∈ P ′σ(X ). Since P ′σ(X ) is an open subset of
the affine space σ + RanB(σ), the tangent space of P ′σ(X ) at ρ can be
naturally identified with RanB(σ) = RanB(ρ). Our next aim is to show
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that the tangent space can be identified with a space of gradients, in the
spirit of the Otto calculus developed in [23]. In fact, we shall construct an
isomorphism Iρ from RanB(σ) onto
Tρ := {∇ψ ∈ RX×X : ψ ∈ RanA(ρ)} .
Remark 3.24. Note that if ρ belongs to P∗(X ), we have
Tρ = {∇ψ ∈ RX×X : ψ ∈ RX } .
However, it is easy to see that this is no longer true if ρ /∈ P∗(X ).
Proposition 3.25. Let ρ ∈ P ′σ(X ). The mapping
Iρ : RanB(σ)→ Tρ , B(ρ)ψ 7→ ∇ψ
defined for ψ ∈ RanA(ρ), is a linear isomorphism.
Proof. To show that Iρ is well-defined, consider the following mappings:
Fρ : RanA(ρ)→ RanB(ρ) , ψ 7→ B(ρ)ψ ,
G : RanA(ρ)→ Tρ , ψ 7→ ∇ψ .
We claim that Fρ and G are linear isomorphisms. Once this has been estab-
lished, the proposition follows at once. The claim for Fρ has been proved
in Lemma 3.18. To prove the claim for G, suppose that ∇ψ = 0 for some
ψ ∈ Ran(A). It then follows that
[A(ρ)ψ,ψ] = 〈∇ψ,∇ψ〉ρ = 0,
Since A(ρ) is symmetric and ψ ∈ RanA(ρ), it follows that ψ = 0, which
completes the proof. 
The following statement clarifies the connection with the Otto calculus in
the continuous setting:
Proposition 3.26. Let ρ : [0, 1] → P ′σ(X ) be differentiable at t ∈ [0, 1].
Then Iρt ρ˙t is the unique element ∇ψt ∈ Tρt satisfying the identity
ρ˙t +∇ · (ρ̂t • ∇ψt) = 0 .
Proof. Since B(ρ)ψ = −∇ · (ρ̂ • ∇ψ) for ρ ∈ P(X ) and ψ ∈ RX , this is an
immediate consequence of Proposition 3.25. 
Henceforth we shall identify the tangent space of P ′σ(X ) at ρ with Tρ by
means of the isomorphism Iρ.
Definition 3.27. Let ρ ∈ P ′σ(X ). We endow Tρ with the inner product
〈∇ϕ,∇ψ〉ρ = 1
2
∑
x,y∈X
(ϕ(x) − ϕ(y))(ψ(x) − ψ(y))K(x, y)ρ(x, y)π(x) ,
defined for ϕ,ψ ∈ RanA(ρ).
Note that, for ρ ∈ P ′σ(X ) and ϕ,ψ ∈ RanA(ρ)
〈∇ϕ,∇ψ〉ρ = [A(ρ)ϕ,ψ] . (3.19)
Remark 3.28. It is clear from the definition that 〈∇ϕ,∇ψ〉ρ is well-defined.
Moreover, (3.19) implies that if 〈∇ψ,∇ψ〉ρ = 0 for some ψ ∈ RanA(ρ), then
ψ = 0, thus the expression indeed defines an inner product on Tρ.
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Theorem 3.29. The following statements hold:
• If Cθ <∞ and (A8) holds, then (P∗(X ),W) is a Riemannian man-
ifold.
• If Cθ = ∞, then (P ′σ(X ),W) is a complete Riemannian manifold
for every σ ∈ P(X ).
The Riemannian metric is given by Definition 3.27.
Proof. Suppose first that Cθ = ∞. Then Proposition 3.23 asserts that
(Pσ(X ),W) is a smooth manifold and the completeness has been proved in
Theorem 3.22. The result would follow immediately from Lemma 3.5 and
Definition 3.27, if we were allowed to add the following requirements to the
definition of CE(ρ0, ρ1) without changing the value of W(ρ0, ρ1):
(i) ρt ∈ Pσ(X ) for all t ∈ [0, 1];
(ii) ψt ∈ RanA(ρt) for all t ∈ [0, 1].
But (i) may be added by Theorem 3.12 and (ii) may be added in view of
the orthogonal decomposition X = RanA(ρ)⊕KerA(ρ).
If Cθ <∞ the same argument applies, with Lemma 3.30 below providing
the analogue of (i). 
The next result asserts that in the definition of W, only curves consisting
of strictly positive densities need to be considered if the endpoints are strictly
positive as well.
Lemma 3.30. Suppose that (A8) holds. For ρ0, ρ1 ∈ P∗(X ), we may
replace (iii) in Definition 3.3 by “(iii′) : ρt ∈ P∗(X ) for all t ∈ [0, T ]”.
Proof. For notational reasons, let us write
A(ρ,Ψ) := ‖Ψ‖2ρ =
1
2
∑
x,y∈X
Ψ(x, y)2K(x, y)ρ(x, y)π(x)
for ρ ∈ P(X ) and Ψ ∈ RX×X . Let 0 < ε < 1 and let (ρ,Ψ) ∈ CE ′(ρ0, ρ1) be
such that ∫ 1
0
A(ρt,Ψt) dt <W2(ρ0, ρ1) + ε .
We set ρεi = (1− ε)ρi + ε for i = 0, 1.
Firstly, we define (ρε,Ψε) ∈ CE ′(ρε0, ρεi ) by
ρεt (x) := (1− ε)ρt(x) + ε ,
Ψεt(x, y) := (1− ε)
ρt(x, y)
ρεt (x, y)
Ψt(x, y) .
The concavity assumption (A8) implies the convexity of the function
R× R+ ×R+ ∋ (x, s, t) 7→ x
2
θ(s, t)
,
which yields∫ 1
0
A(ρεt ,Ψεt ) dt ≤ (1− ε)
∫ 1
0
A(ρt,Ψt) dt < (1− ε)W2(ρ0, ρ1) + ε .
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Secondly, for i = 0, 1, we define (ρi,ε,Ψi,ε) ∈ CE ′(ρi, ρεi ) by linear interpo-
lation, i.e.,
ρi,εt := (1 − t)ρi + tρεi .
As in the proof of Lemma 3.19, for t ∈ (0, 1), let ψi,εt be the unique element
in RanA(ρi,εt ) satisfying ρ˙
i,ε
t = B(ρ
i,ε
t )ψ
i,ε
t . Setting Ψ
i,ε := ∇ψi,ε, it then
follows that (ρi,ε,Ψi,ε) ∈ CE ′(ρi, ρεi ). Lemma 3.19 and its proof imply that
there exists a constant C > 0, independent of ε > 0, such that∫ 1
0
A(ρi,εt ,Ψi,εt ) dt ≤ Cd2TV (ρi, ρεi ) ≤ 4Cε2 .
Finally, it remains to rescale the three curves in time and glue them
together. We thus define
(ρ¯εt , Ψ¯
ε
t ) :=

(
ρ0,εt/ε, ε
−1Ψ0,εt/ε
)
, t ∈ [0, ε] ,(
ρε(t−ε)/(1−2ε), (1 − 2ε)−1Ψε(t−ε)/(1−2ε)
)
, t ∈ (ε, 1 − ε) ,(
ρ1,ε(1−t)/ε, ε
−1Ψ1,ε(1−t)/ε
)
, t ∈ [1− ε, 1] ,
so that (ρ¯ε, Ψ¯ε) ∈ CE(ρ0, ρ1). We infer that∫ 1
0
A(ρ¯εt , Ψ¯εt ) dt ≤
∫ 1
0
A(ρ0,εt ,Ψ0,εt )
ε
+
A(ρεt ,Ψεt )
1− 2ε +
A(ρ1,εt ,Ψ1,εt )
ε
dt
≤ 4Cε+ (1− ε)W
2(ρ0, ρ1) + ε
1− 2ε + 4Cε .
Since the right-hand side tends to W2(ρ0, ρ1) as ε → 0, the result follows
from the observation that Ψ¯εt may be replaced by Pρ¯εt Ψ¯
ε
t , as in the proof of
Lemma 3.6. 
In the next result we will slightly abuse notation and write
∂1ρ(x, y) := ∂1θ(ρ(x), ρ(y)) .
Theorem 3.31 (Geodesics). Suppose that Cθ =∞ and let σ ∈ P(X ). The
following assertions hold:
(1) For each ρ¯0, ρ¯1 ∈ Pσ(X ) there exists a constant speed geodesic ρ :
[0, 1]→ P(X ) with ρ0 = ρ¯0 and ρ1 = ρ¯1.
(2) Let ρ : [0, 1] → Pσ(X ) be a constant speed geodesic and let ψt =
Iρt ρ˙t. Then the following equations hold for t ∈ [0, 1] and x ∈ X :
∂tρt(x) =
∑
y∈X
(ψt(x)− ψt(y))K(x, y)ρt(x, y) ,
∂tψt(x) =
1
2
∑
y∈X
(
ψt(x)− ψt(y)
)2
K(x, y)∂1ρt(x, y) .
(3.20)
Proof. Since (Pσ(X ),W) is a complete Riemannian manifold, (1) follows
from the Hopf-Rinow theorem. The equations in (2) are the equations for
the cogeodesic flow (see, e.g., [15, Theorem 1.9.3]) and follow directly from
the representation of W as a Riemannian metric given in this section. 
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Remark 3.32. The equations (3.20) should be compared to the geodesic
equations for the L2-Wasserstein metric over Rn (see [3], [23], [24]), which
are given under appropriate assumptions by{
∂tρ+∇ · (ρ∇ψ) = 0 ,
∂tψ +
1
2 |∇ψ|2 = 0 .
(3.21)
The equations (3.20) are a natural discrete analogue of (3.21). Note however
that the equations for ψ in the discrete case depend on ρ.
4. Gradient flows of entropy functionals
We continue in the setting of Section 3, where K is an irreducible and
reversible Markov kernel on a finite set X . We fix a function θ : R+×R+ →
R+ satisfying Assumption 3.1 and consider the associated (pseudo-)metric
defined in Section 3. If Cθ <∞, we shall also assume that (A8) holds.
Since P∗(X ) is a Riemannian manifold, as has been shown in Theorem
3.29, we are in a position to study gradient flows of smooth functionals
defined on P∗(X ). Let
∆ := K − I
denote the generator of the continuous time Markov semigroup (et∆)t≥0
associated with K. The main result in this section is Theorem 4.7, which
asserts that solutions to the “heat equation” ρ˙t = ∆ρt are gradient flow
trajectories of the entropy H with respect to the metric W.
Notation. In view of Proposition 3.25, we shall always regard Tρ as being
the tangent space of P∗(X ) at ρ ∈ P∗(X ). The tangent vector field along
a smooth curve t 7→ ρt ∈ P∗(X ) will be denoted by
t 7→ Dtρ ∈ Tρt .
The gradient of a smooth functional G : P∗(X ) → R at ρ ∈ P∗(X ) is
denoted by
gradG(ρ) ∈ Tρ .
Functionals. We shall consider the following types of functionals:
• For a function V : X → R we consider the potential energy functional
V : P∗(X )→ R defined by
V(ρ) :=
∑
x∈X
V (x)ρ(x)π(x) .
• For a differentiable function f : (0,∞) → R, we consider the gener-
alised entropy F : P∗(X )→ R defined by
F(ρ) :=
∑
x∈X
f(ρ(x))π(x) .
Proposition 4.1 (Gradient of potential energy functionals). The functional
V : P∗(X )→ R is differentiable, and for ρ ∈ P∗(X ) we have
gradV(ρ) = ∇V .
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Proof. Clearly, V is differentiable. Let t 7→ ρt ∈ P∗(X ) be a differentiable
curve and let ψt ∈ RanA(ρt) be such that ∇ψt := Dtρ. Then
d
dt
V(ut) =
∑
x∈X
V (x)ρ˙t(x)π(x) =
∑
x∈X
V (x)(B(ρt)ψt)(x)π(x)
= −〈V,∇ · (ρ̂t • ∇ψt)〉pi = 〈∇V, ρ̂t • ∇ψt〉pi = 〈∇V,∇ψt〉ρt ,
which yields the result. 
Proposition 4.2 (Gradient of generalised entropy functionals). The func-
tional F : P∗(X )→ R is differentiable, and for ρ ∈ P∗(X ) we have
gradF(ρ) = ∇(f ′ ◦ ρ) .
Proof. The differentiability of F is clear from its definition. Let t 7→ ρt ∈
P∗(X ) be a differentiable curve and let ψt ∈ RanA(ρt) be such that ∇ψt :=
Dtρ. Since f is differentiable, we obtain
d
dt
F(ut) =
∑
x∈X
f ′(ρt(x))ρ˙t(x)π(x) =
∑
x∈X
f ′(ρt(x))(B(ρt)ψt)(x)π(x)
= −〈f ′(ρt),∇ · (ρ̂t • ∇ψt)〉pi = 〈∇f ′(ρt), ρ̂t • ∇ψt〉pi
= 〈∇f ′(ρt),∇ψt〉ρt ,
which yields the result. 
In the special case where F = H is the entropy functional from (1.1) we
obtain:
Corollary 4.3. The functional H : P∗(X ) → R is differentiable, and for
ρ ∈ P∗(X ) we have
gradH(ρ) = ∇ log ρ .
Proof. This follows directly from Proposition 4.2. 
Gradient flows. In order to study gradient flows, we impose the following
assumption which will be in force throughout the remainder of this section.
Assumption 4.4. In addition to Assumption 3.1 we assume:
(A9) There exists a function k ∈ C1((0,∞);R) such that
θ(s, t) =
s− t
k(s)− k(t)
for all s, t > 0 with s 6= t.
Recall that this assumption is satisfied if θ is the logarithmic mean, in
which case k(t) = log(t).
Proposition 4.5 (Tangent vector field along the heat flow). Let ρ ∈ P(X )
and let ρt = e
t∆ρ, t ≥ 0 denote the heat flow. Then t 7→ ρt is C∞ on (0,∞)
and for t > 0 we have
Dtρ = −∇(k ◦ ρt) .
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Proof. The differentiability assertion follows from general Markov chain the-
ory. For any ρ ∈ P∗(X ), we have
ρ(x, y) =
ρ(x)− ρ(y)
k(ρ(x))− k(ρ(y)) ,
and therefore
∆ρ = ∇ · (∇ρ) = ∇ · (ρ̂ • ∇(k ◦ ρ)) .
Since t 7→ ρt solves the heat equation ρ˙t = ∆ρt, it follows that
ρ˙t −∇ · (ρ̂t • ∇(k ◦ ρt)) = 0 ,
hence Dtρ = −∇(k ◦ ρt) by Proposition 3.26. 
We slightly modify the usual definition of a gradient flow trajectory, as
we wish to allow for initial values that do not belong to P∗(X ):
Definition 4.6 (Gradient flow). Let F : P∗(X ) → R be differentiable. A
curve ρ : [0,∞) → P(X ) is said to be a gradient flow trajectory for F
starting from ρ¯ ∈ P(X ) if the following assertions hold:
(1) t 7→ ρt is differentiable on (0,∞), for every t > 0 we have ρt ∈
P∗(X ) and
Dtρ = − gradF(ρt) .
(2) t 7→ ρt is continuous in total variation at t = 0 and ρ0 = ρ¯.
Theorem 4.7. Let f ∈ C2((0,∞);R) be such that f ′ = k and let ρ ∈ P(X ).
Then the heat flow t 7→ et∆ρ is a gradient flow trajectory for the functional
F with respect to W.
Proof. The first condition in Definition 4.6 is a consequence of Propositions
4.2 and 4.5. The second one follows from general Markov chain theory. 
Corollary 4.8 (Heat flow is gradient flow of the entropy). Let θ be the
logarithmic mean defined by θ(s, t) =
∫ 1
0 s
1−ptp dp and let ρ ∈ P(X ). Then
the heat flow t 7→ et∆ρ is a gradient flow trajectory for the entropy H with
respect to W.
Proof. This is a special case of Theorem 4.7 with k(t) = 1+ log t and f(t) =
t log t. 
Appendix A. A result from the theory of diagonally dominant
matrices
The following result from the theory of diagonally theory is a special case
of [8]. For the convenience of the reader we present a simple proof.
Lemma A.1. Let A = (aij)i,j=1,...,n be a real matrix satisfying
(1) ∀i : aii ≥ 0 , (2) ∀i 6= j : aij = aji ≤ 0 , (3) ∀i :
∑
j
aij = 0 .
Consider the equivalence relation ∼ on I = {1, . . . , n} defined by
i ∼ j :⇔
{
i = j , or
∃k ≥ 1 ∃i1, . . . ik ∈ I : ai,i1 , ai1,i2 , . . . , aik ,j < 0 ,
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and let (Iα)α ⊆ I denote the corresponding equivalence classes. Then the
following identities hold:
KerA = {(xi) ∈ Rn | xi = xj whenever i ∼ j} , (A.1)
RanA =
{
(xi) ∈ Rn | ∀α :
∑
i∈Iα
xi = 0
}
. (A.2)
Proof. First we remark that the assumptions (1) – (3) imply that aij = 0 if
i ∈ Iα and j ∈ Iβ for some α 6= β. Furthermore, it suffices to show (A.1),
since (A.2) then follows by duality.
To show “⊇”, suppose that x = (xi) satisfies xi = xj whenever i ∼ j. Fix
k ∈ I and take β such that k ∈ Iβ. Using the remark and (3), it follows that∑
j∈I
akjxj =
∑
j∈Iβ
akjxj = xk
∑
j∈Iβ
akj = xk
∑
j∈I
akj = 0 ,
which yields the desired inclusion.
Conversely, to show “⊆”, we use the identity
2xij = x
2
i + x
2
j − (xi − xj)2
to write, for x = (xi),
2〈Ax, x〉 = 2
∑
i,j∈I
aijxixj
=
∑
i∈I
x2i
∑
j∈I
aij +
∑
j∈I
x2j
∑
i∈I
aij −
∑
i,j∈I
aij(xi − xj)2 .
Using (3) and the symmetry of A we infer that
〈Ax, x〉 = −1
2
∑
i,j∈I
aij(xi − xj)2 .
Consequently, if Ax = 0, it follows that 〈Ax, x〉 = 0, hence xi = xj whenever
i ∼ j, which completes the proof. 
Appendix B. Uniqueness of the metric on the two-point space
In this appendix we shall prove Proposition 2.13. First we need two
definitions. Let (M,d) be a metric space.
Definition B.1. Let I ⊆ R be an interval and let 1 ≤ p < ∞. A curve
γ : I → M is said to be p-absolutely continuous if there exists a function
m ∈ Lp(I;R) such that
d(γ(s), γ(t)) ≤
∫ t
s
m(r) dr
for all s, t ∈ I with s ≤ t. The curve γ is locally p-absolutely continuous if
it is p-absolutely continuous on each compact subinterval of I.
We shall use the notation γ ∈ ACp(I;M) and γ ∈ ACploc(I;M) respec-
tively.
The following notion of gradient flow in a metric space (M,d) has been
studied in great detail in [1].
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Definition B.2. Let F : M → R∪ {+∞} be lower-semicontinuous and not
identically +∞. A curve γ ∈ C([0,∞);M) ∩ AC2loc((0,∞);M) is said to
satisfy the evolution variational inequality (EVIλ(F)) if, for any y ∈ D(F),
the inequality
1
2
d
dt
d2(γ(t), y) +
λ
2
d2(γ(t), y) ≤ F(y)−F(γ(t)) (B.1)
holds a.e. on (0,∞).
Proof of Proposition 2.13. Recall that β¯ = p−qp+q . Let β ∈ (β¯, 1) and suppose
that there exists α ∈ (−1, 1) such that
M(ρβ¯, ρβ) =M(ρβ¯ , ρα) +M(ρα, ρβ) . (B.2)
We claim that α ∈ [β¯, β]. To prove this, suppose first – to obtain a contra-
diction – that α > β. Then there exists T > 0 such that eT (K−I)ρα = ρβ,
hence (B.1) implies that
M(ρβ , ρβ¯)2 −M(ρα, ρβ¯)2 ≤ 2T (H(ρβ¯)−H(ρβ)) ≤ 0 .
In view of (B.2), it follows that M(ρα, ρβ) = 0, thus α = β, which con-
tradicts the assumption. Suppose now that α < β¯. Adding (B.2) and the
inequality in (2) we infer that ρα = ρβ¯, hence α = β¯, which proves the claim.
Now, fix β ∈ (β¯, 1) and let t 7→ ρψ(t) be a speed-1 geodesic with ψ(0) = β¯
and ψ(T ) = β where T = M(ρβ¯ , ρβ). For 0 ≤ s < t ≤ T we then have
M(ρβ¯ , ρψ(t)) = M(ρβ¯ , ρψ(s)) +M(ρψ(s), ρψ(t)), thus the claim implies that
ψ(s) ≤ ψ(t). Since ψ is a geodesic, we have ψ(s) 6= ψ(t), thus ψ is strictly
increasing on [0, 1].
Now we claim that ψ is continuous on [0, T ]. To show this, take t ∈ (0, T ).
Since ψ is increasing, the limits ψ(t−) and ψ(t+) exist and for any ε > 0 we
have M(ρψ(t−), ρψ(t+)) ≤ M(ρψ(t−ε), ρψ(t−ε)) = 2ε, thus ψ(t−) = ψ(t+). A
similar argument shows that ψ is continuous at 0 and T , thus ψ is continuous
on [0, T ]. Since ψ is continuous and strictly increasing we infer that the
mapping ψ : [0, T ] → [β¯, β] is surjective. As a consequence, the inverse
mapping ϕ : [β¯, β] → [0, T ] is well-defined, and continuous and strictly
increasing as well.
Note that the mapping
I : t 7→ ρψ(t) (B.3)
defines an isometry from [0, T ] endowed with the euclidean metric onto {ρα :
α ∈ [0, β]} ⊆ P∗(X ) endowed with the metric M. The inverse mapping is
given by
J : ρα → ϕ(α) .
Since u : t 7→ ρβt is a 2-absolutely continuous curve satisfying EVI0(H) for
the metric M, (B.3) implies that the mapping
t 7→ u˜(t) := J(u(t)) = ϕ(βt)
is a 2-absolutely continuous curve satisfying EVI0(H˜) where H˜ := H◦ I, for
the euclidean metric. It follows that the mapping ϕ : [β¯, β]→ [0, T ] itself is
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absolutely continuous, hence almost everywhere differentiable, and the same
holds for its inverse ψ. Moreover, the identity
ψ′(ϕ(α))ϕ′(α) = 1 (B.4)
holds for a.e. α ∈ [β¯, β].
For any α ∈ [β¯, β] we have
H˜(ϕ(α)) = H(I(ϕα)) = H(ρα)
=
q
p+ q
f
(p+ q
q
1− α
2
)
+
p
p+ q
f
(p+ q
p
1 + α
2
)
,
thus, for r ∈ (0, T ),
H˜(r) = q
p+ q
f
(p+ q
q
1− ψ(r)
2
)
+
p
p+ q
f
(p+ q
p
1 + ψ(r)
2
)
.
It follows that H˜ is a.e. differentiable and the identity
H˜′(r) = ψ
′(r)
2
[
f ′
(p+ q
p
1 + ψ(r)
2
)
− f ′
(p+ q
q
1− ψ(r)
2
)]
(B.5)
holds a.e.
Since t 7→ u˜(t) is a 2-absolutely continuous curve satisfying EVI0(H˜) and
since the functional H˜ is differentiable a.e., it follows from [1, Proposition
1.4.1] that the gradient flow equation
u˜′(t) = −H˜′(u˜(t))
holds almost everywhere.
Since ϕ is differentiable a.e., the left-hand side equals a.e.
u˜′(t) =
d
dt
ϕ(βt) =
(
p(1− βt)− q(1 + βt)
)
ϕ′(βt) .
Taking (B.4) into account, it follows from (B.5) that the right-hand side
equals a.e.
H˜′(u˜(t)) = 1
2ϕ′(βt)
[
f ′
(
ρβt(b)
) − f ′(ρβt(a))]
Combining the latter two inequalities we infer that for a.e. α ∈ [β¯, β],(
q(1 + α)− p(1− α))ϕ′(α) = 1
2ϕ′(α)
[
f ′
(
ρα(b)
)− f ′(ρα(a))]
Since ϕ is absolutely continuous,
ϕ(β) =
∫ β
β¯
ϕ′(α) dα =
∫ β
β¯
√
f ′
(
ρα(b)
)− f ′(ρα(a))
2
(
q(1 + α)− p(1− α)) dα .
hence, since t 7→ ψ(t) is a geodesic, we obtain for β¯ < α < β,
M(ρα, ρβ) =M(ρψ(ϕ(α)), ρψ(ϕ(β))) = C(ϕ(β) − ϕ(α)) .
Thus the distance between ρα and ρβ is uniquely determined for all α, β ≥
β¯. The same argument shows that the distance is uniquely determined for
α, β ≤ β¯. The case α < β¯ < β follows from the assumption (2). 
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