For a rigorous quantum simulation of nonadiabatic dynamics of electrons and nuclei, knowledge of not only first-order but also second-order nonadiabatic couplings (NAC), is required. Here we propose a method to efficiently calculate second-order NAC from time-dependent density functional theory (TDDFT), on the basis of the Casida ansatz adapted for the computation of first-order NAC, which has been justified in our previous work and can be shown to be valid for calculating second-order NAC between ground state and singly excited states within the Tamm Contrary to the diverging behavior of first-order NAC near all types of intersection points, the Cartesian components of second-order NAC are shown to be negligibly small near Renner-Teller glancing intersections, while they are significantly large near the Jahn-Teller conical intersections.
I. INTRODUCTION
Nonadiabatic transitions, i.e., transitions between adiabatic states, are ubiquitous in physical, chemical and biological systems. [1] [2] [3] In recent years there has been growing interest in quantum mechanical study of nonadiabatic transitions, 4-9 which has been regarded as a challenging field for theorists: Although most ab initio theories are built upon the BornOppenheimer approximation to separate the nuclear and electronic degrees of freedom, this approximation will break down in the region where nonadiabatic transitions occur. In order to describe nonadiabatic processes, it is necessary to go beyond the Born-Oppenheimer approximation and take account of nonadiabatic couplings (NAC), which is the driving force for nonadiabatic transition to different potential energy surfaces (PES). 3 Since NAC (preferentially called as first and second derivative couplings in quantum chemistry) are defined as matrix elements of the first and second derivatives with respect to nuclear coordinates between adiabatic states (many-body wavefunctions), nonadiabatic dynamics simulation has long been relying on wavefunction-based methods to provide the NAC data. For more efficient calculation of NAC, density functional methods, 10 especially those based on timedependent density functional theory (TDDFT), have been developed in the last decade. The study was initiated by Chernyak and Mukamel 11 who proposed to perturb the ground state using the nuclear derivative of Hamiltonian and to compute NAC from the density response.
This scheme was first implemented by Baer 12 to study H 3 using a real-time approach and by Hu et al. 13, 14 to systematically study small molecules using the frequency-space formalism of Casida. 15, 16 To avoid the pseudopotential problem in the calculation of NAC, all-electron TDDFT schemes have been independently developed by Hu et al. 17 and Send et al. 18 Alternatively, formulations of NAC from TDDFT has also been achieved by Tavernelli et al.
19-21
using the Casida ansatz, which is promising to correctly give NACs between excited states within the Tamm-Dancoff approximation (TDA). A recent study by Hu et al. 22 further clarified relationships between different DFT/TDDFT formulations of NAC. 10, 19, 23, 24 These NAC schemes have been applied to nonadiabatic dynamics simulations and have shown that TDDFT is promising for balanced cost and performance on the computation of polyatomic systems.
19,25-27
So far most studies on the computation and application of NAC are focused on the firstorder, without much discussion on the second-order. Although second-order NAC can be in principle expressed by the first-order, the numerical evaluation can not be easily carried out. This is because not only the differentiation of first-order NAC is needed, but also a complete expansion in eigenstates makes the product of first-order NAC involving these states rather complicated. In the wavefunction-based framework, although several methods for evaluating second-order NAC have been presented, [28] [29] [30] there are very few literatures on the direct evaluation of second-order NAC in molecular systems. Correspondingly, the practical study by nonadiabatic simulation seldom takes second-order NAC into consideration. A simplified procedure is to replace the full quantum description as the quantum-classical simulation, since the time evolution of the nuclear degrees of freedom is described by a Poisson bracket that introduces only first order derivatives. 31 On the other hand, even the full nonadiabatic operators, both first-and second-order NAC, are taken into consideration in the formulation, such as ab initio multiple spawning, the second-order NAC are just ignored in the practice. 7, 32, 33 It is noted that second-order NAC are often found to be small by experience, 7 however, they are not the second-order item in the Taylor expansion but originated from the presence of the scalar Laplacian. Therefore, in contrast to the vector form of first-order NAC, the second order are scalars. In order to verify the validity of neglecting second-order NAC in nonadiabatic simulations, it is crucial to examine the behavior of second-order NAC when the intersection points are approached. If the similar diverging behavior as first-order NAC is observed, the neglect of second-order NAC needs to be critically reconsidered.
The aim of the present study is to develop an efficient TDDFT method for the calculation of second-order NAC, which is desired to have the same-level computational cost as the first-order, and then to examine the behavior of second-order NAC near intersection points. For the efficiency, the explicit expansion into first-order NAC should be avoided.
We will show that this can be achieved by using the Casida ansatz adapted for the first-order NAC, 22 while there is no need to explicitly construct auxiliary excited-state wavefunctions. 
where H is the many-body Hamiltonian and R µ is the nuclear coordinate with µ representing x, y, and z components and atom index.
The h-matrix formulation gives first-order NAC as
where Ψ 0 (Ψ I ) is the many-body electronic wavefunction of the ground (I-th excited) state, and ω I is the excitation energy. Matrix elements of S and h µ are given by
and
where ψ iσ , ε iσ , f iσ are, respectively, the orbital, eigenvalue, and occupation number for the i-th KS state with spin σ. F I is the eigenvector of the Casida equation
where
with K being the KS matrix of the Hartree and exchange-correlation (xc) kernel (Λ hxc ),
The KS orbitals have been assumed to be real for simplicity.
On the other hand, the d-matrix formulation gives first-order NAC as
The d-matrix formulation is derived from the original h-matrix formulation, using the relationship between the nuclear derivatives of many-body Hamiltonian and Kohn-Sham Hamiltonian. It can avoid the problem of the pseudopotential approximation in reproducing the inelastic terms corresponding to the off-diagonal h-matrix elements.
It is interesting to note that the two TDDFT formulations of first-order NAC, Eqs. (2) and (8), give similar but subtly different expressions for the connection between TDDFT quantities and many-body theory, i.e.,
which can be further compared with the one for the dipole operatorr µ ,
as derived by Casida for the calculation of oscillator strength. 15 The expression of thed µ operator, Eq. (11), shows a distinct feature as it gives different powers in S and ω I . It is reminded that Eq. (12) is the basis of the Casida ansatz, in which the auxiliary many-body excited-state wavefunction is constructed as
so that
Hereinâ † jσ andâ iσ are respectively creation and annihilation operators, andΨ 0 is a Slater determinant of occupied KS orbitals. Details regarding the Casida ansatz and the mapping between TDDFT quantities and many-body theory can be found in Ref. [23] . Nevertheless, in order to validate Eq. (14) also forÔ µ =d µ , the Casida ansatz need to be adapted according to Eq. (11) in the following way,
whereΨ 0 =Ψ 0 .
With the adapted Casida ansatz in hand, we can now readily derive the second-order NAC, assuming the similarity between first-and second-derivative operators. Defininĝ
we can get
from the adapted Casida ansatz. Since Eq. (15) is equivalent tõ
further using the connection from the Casida ansatz to the mapping between TDDFT and many-body theory 23 , we can get
i.e.,
This expression shows that we can calculate second-order NAC without explicitly constructing (auxiliary) excited wavefunctions. Moreover, it is appealing that the computational cost of second-order NAC by this expression is at the same-level as that of the first-order. On the other hand, it is noted that although the derivation of Eq. (11) is rigorous, derivation of Eq. (19) is not yet. The validity of the adapted Casida ansatz for the second-order NAC needs to be further justified. Next we show that this can be achieved within the TDA, where the adapted Casida ansatz becomes equivalent to the original one.
B. Second-order NAC within the TDA
The justification of the second-order NAC formulation can be attempted by using the expansion of first-order NAC to show the validity of Eq. (17) . It has been shown 21, 22 that for those between ground state and singly excited states, it generally holds that
and for those between singly excited states, the validity of the expression
can be justified using the TDA, where ω 1/2 I S 1/2 = 1, and the two forms of auxiliary wavefunctions become the same, i.e.,Ψ I =Ψ I . The second-order NAC can be expanded by the first-order as
which rigorously holds since Ψ m |Ψ n = δ mn . Similarly, if we can show this orthonormalized condition for the auxiliary wavefunction, i.e., Ψ m |Ψ n = δ mn , we can get
From Eq. (21) and Eq. (22), the identity of Eq. (23) and Eq. (24) can be justified provided thatΨ I =Ψ I , since we have to reconstruct the auxiliary wavefunction fromΨ m toΨ m when the operator is changed fromd µ toĥ µ . This is satisfied when the TDA is valid. In the meanwhile, the orthonormalized condition that
also holds within the TDA since F † I F J = δ IJ . Therefore, Eq. (23) and Eq. (24) become identical, i.e., the validity of Eq. (17) is justified within the TDA.
Further remark is on the complete expansion in Eq. (24) . As long as we only consider a singly excited state, this does not pose a problem sinceΨ 0 is a single Slater determinant and only the contributions from other singly excited states enter the expansion. In the calculation of first-order NAC, a particular example is the case of the Slater transition state method for doublet systems. Billeter and Curioni 10 has used the following expression,
where the (i,j) pair is the particle-hole orbitals responsible for the I-th transition, and m denotes the mid-excited state (Slater transition state) in which the particle-hole orbitals are each filled with a half electron. They have found that this expression can give accurate results of first-order NAC between doublet states of molecules at equilibrium geometries, and their approach is further validated by our TDDFT modified linear response theory 34, 35 and also by our calculations near intersection points. 22 Next we will show that the extension of TDDFT formulation of second-order NAC within modified linear response theory, is also equivalent to the Slater transition state method for doublet systems.
Within modified linear response, the excitation energy is calculated from the response of the mid-excited state, while other terms in the NAC formula are calculated from that of the pure-state configuration. 35 Corresponding to the mid-excited state of a doublet system, the adapted Casida equation,
with the matrix element
gives
since f m iσ =f m jσ = 0.5 in the mid-excited state of a doublet system, which renders the corresponding off-diagonal elements of Ω to be zero. On the other hand, the pure state configuration in the mid-excited state, which uses the occupation number of the ground state while keeping other quantities of the mid-excited state, gives
due to the fact that F p ijσ,I is practically equivalent to 1 and other components of F I are zero. Therefore,
which is just the second-derivative coupling matrix element between the particle-hole orbitals. As a result, the TDDFT formulation of second-order NAC in doublet systems is just reduced to the Slater transition state method.
III. IMPLEMENTATION AND COMPUTATIONAL DETAILS
The implementation of the present TDDFT method for second-order NAC is based on the ABINIT code, 41 which is a planewave pseudopotential approach. The calculation of b-matrix elements is implemented in a straightforward finite-difference scheme, with the consideration of aligning the phases of KS orbitals, 10 as shown by
where e µ is the unit vector along the µ axis, sgn(ξ) is the sign function, i.e.,
The accuracy of the above numerical differentiation scheme is checked by using different ∆R. In the practice, we choose ∆R=0.002∼0.004 bohr. 
IV. RESULTS AND DISCUSSIONS
In this section, we present calculation results on various molecular systems possessing Jahn-Teller, Renner-Teller, or elliptic Jahn-Teller intersections, where the ground state and the first excited state of these molecular systems are degenerate.
A. Jahn-Teller systems
In Table I we list the x, y, and z components of second-order NAC in two typical Jahn- Another point noteworthy in Table I is the sum of x, y and z components. In contrary to the vector form of first-order NAC, second-order NAC are scalars due to the presence of the scalar Laplacian, therefore, only the sum of x, y and z components are meaningful in the nonadiabatic dynamics simulation. Table I shows the sum of components in both H 3 and Li 3 are small, as predicted by the Jahn-Teller model. This can provide the background for the the neglect of second-order NAC in practical simulations.
7,32,33

B. Renner-Teller systems
In Table II we list with radius q and angle θ, is fixed in the xy plane, which is perpendicular to the HH axis. The two hydrogen atoms are set to be symmetric to the plane.
C. Elliptic Jahn-Teller system
In Table III we list TDDFT calculation results of the x, y, and z components of secondorder NAC on the three atoms of NaH 2 , which is known as an elliptic Jahn-Teller system.
40,52
The three atoms are located in the geometry of Fig. 4 with the contour angle θ = 60
• . Other parameters regarding the geometry are r = 2.18 bohr and R = 3.6127 bohr, according to the intersection point determined in our previous work.
14 For an elliptic Jahn-Teller systems, , i.e., the slope of angular NAC with respect to θ.
Therefore, we set θ as 60
• at which
is relatively large, as revealed by our previous work.
14 It is clearly seen that under such a condition the magnitudes of x and y components become The Jahn-Teller model describes a class of systems in which a set of nuclear coordinates are coupled to a two-level system consisting of the ground state and the first excited state of appropriate symmetry 53 . Figure 5 shows an arbitrary configuration of a Jahn-Teller trimer.
When the contour radius q is sufficiently small, the angular NAC has a quantized value of 1 2 according to the Jahn-Teller model. 53 All components of first-order NAC on the three atoms can thus be uniquely determined, as shown by Table IV .
To derive the x component of second-order NAC on atom 2, we move atom 2 in the x direction with a small displacement ∆, as shown by a two-level system, we can get
where A x 2 is the x component of first-order NAC before the displacement, as listed in , can be determined from the new geometry as
By taking ∆ → 0 in Eq. (A1), we can get
The derivation of the y component of second-order NAC on atom 2 is similar to that of the x component in the above, thus the detail is not shown here. Next, to derive the z After a small displacement ∆ is made in the z direction for atom 2, the contour radius is changed from q to q ′ , and the NAC vector (denoted by the arrow ending on atom 2) is located in the new atomic plane. component, we move atom 2 in the z direction as shown by Fig. 7 , and then we can get
which uses the fact that the z component of first-order NAC on atom 2 before the displacement is zero. The new geometry after the displacement gives 
The auxiliary quantities in the above equations are calculated as
By taking ∆ → 0, we can get
where we have used the fact that r ≫ q.
To derive components of second-order NAC on atom 1 and atom 3, we need not make displacements but can merely use the fact that the three atoms are equivalent, i.e., not only atom 2 can be regarded as rotating in a contour around the intersection point, other two atoms can also be taken into such a view. In Fig. 8 , where atomic geometry is the same as in Fig. 5 , atom 1 is regarded as rotating around the intersection point A with contour radius q and angle θ 0 . Here A is the vertex of a new equilateral triangle with side length r 0 . The geometric analysis gives
and θ 0 = 150
Using the fact that r ≫ q we can easily get r 0 = r and θ 0 = 120 • + θ. Replacing r and θ in the expression of second-order NAC components on atom 2 with r 0 and θ 0 , we can immediately get the results for atom 1.
The results for atom 3 can be derived in a way similar to that for atom 1. The final results of second-order NAC components on all atoms are listed in Table V . Teller system, which is in the geometry shown by Fig. 9 . q is the contour radius, while r 1 (r 2 ) is the distance of atom 1 (atom 3) from the intersection point. Because the first-order NAC vectors are perpendicular to the yz plane, small movement of atoms in the yz plane will not alter the direction of NAC vectors and the y and z components of first-order NAC are kept to be zero after the displacement. Therefore, we can immediately conclude that y and z components of second-order NAC on all atoms are zero.
To derive the x component of second-order NAC on atom 2, we move atom 2 in the x direction, as shown by Fig. 10(a) . Since the Renner-Teller model is a two-level system, we can get
The new geometry after the displacement gives 
A disp Finally, since the derivation of x component of second-order NAC on atom 3 is essentially equivalent to that of atom 1, the result for atom 3 is also 0.
In one word, all components of second-order NAC on the three atoms of the Renner-Teller system are equal to zero.
