Introduction
The goal of this paper is to clarify when a semilinear stochastic partial differential equation (SPDE) of the form dr t = (Ar t + α(r t )) dt + σ (r t− ) dX t and r 0 = h 0 (1.1) in the spirit of Peszat & Zabczyk [1] driven by a R m -valued Lévy process X (for some positive integer m ∈ N) admits an affine realization. Affine realizations are particular types of finite dimensional realizations (FDRs). Denoting by H the state space of (1.1), which we assume to be a separable Hilbert space, the idea of an FDR is that for each starting point h 0 ∈ H we can express the weak solution r to (1.1) as r = ϕ(Y) (1.2) for some R d -valued process Y (where d ∈ N is a positive integer) and a deterministic mapping ϕ : R d → H, which makes the infinite dimensional SPDE (1.1) more tractable. If we have a representation of the form (1.2), then the mapping ϕ is the parametrization of an invariant submanifold M. We speak about an affine realization if for each starting point h 0 ∈ H we can express the weak solution r to (1.1) as with a deterministic curve ψ : R + → H and a stochastic process Y having values in a finite dimensional subspace V ⊂ H. In this case, we also say that the SPDE (1.1) has an affine realization generated by V, and the invariant manifold (M t ) t∈R + is a collection of affine spaces M t = ψ(t) + V, also called a foliation. Note that the existence of an affine realization makes the infinite dimensional SPDE (1.1) very tractable, because then we have a simple structure of the invariant manifolds, which might be more complicated for a general FDR. Surprisingly, in many cases we can deduce the existence of an affine realization from the existence of an FDR:
-as shown in [2] , the existence of an FDR for the Wiener process-driven HJMM equation implies the existence of an affine realization. Here we use the name HJMM equation, as it is the Heath-Jarrow-Morton (HJM) model from [3] with Musiela parametrization presented in [4] ; -as shown in [5] , for the general Lévy process-driven SPDE (1.1) the flatness of an invariant manifold is at least equal to the number of driving sources with small jumps. Thus, if the SPDE (1.1) has driving Lévy processes with small jumps, then every FDR up to a certain dimension must be an affine realization.
There is a substantial literature about invariant manifolds and FDRs for SPDEs. Stochastic invariance of a given finite dimensional submanifold has been studied in [6] , and-based on the support theorem presented in [7] -in [8] for SPDEs driven by Wiener processes, in [9] for SPDEs driven by Wiener processes and Poisson random measures, and in [5] for SPDEs driven by Lévy processes. The existence of FDRs for the HJMM equation driven by Wiener processes has been studied intensively in the literature, and we refer to [2, [10] [11] [12] and references therein, and to [13] for a survey. Furthermore, the existence of affine realizations for the HJMM equation has been studied in [14, 15] with a driving Wiener process, and in [16, 17] with a driving Lévy process. The goal of this paper is to clarify when the general SPDE (1.1) driven by Lévy processes has an affine realization, which has not been treated in the literature so far. Compared to the aforementioned papers [14] [15] [16] [17] , we use a slightly different concept of an affine realization: -we demand that for every starting point h 0 ∈ H the weak solution r to (1.1) is of the form (1.3), whereas in the aforementioned papers this is only demanded for every h 0 ∈ D(A), which denotes the domain of the linear operator A : D(A) ⊂ H → H appearing in (1.1); -on the other hand, our definition is more relaxed, because we only demand that the invariant foliations are C 0 -foliations, whereas in the aforementioned papers they have to be C 1 -foliations. Now, let us outline the main results of this paper. Concerning the precise assumptions on the Lévy process X and the parameters (A, α, σ ) of the SPDE (1.1) we refer to the beginning of §2. We fix a finite dimensional subspace V ⊂ H and agree on the following terminology. We say that the subspace V is
Our first main result presents necessary and sufficient conditions for the existence of an affine realization generated by V in terms of the parameters (A, α, σ ) of the SPDE (1.1). We will provide the proof in §5.
Theorem 1.1. Suppose that the subspace V is A-semi-invariant. Then the SPDE (1.1) has an affine realization generated by V if and only if the following three conditions are fulfilled: (2) For each h ∈ H, the projection Π (•,V) α is constant on h + V.
(3) σ k (H) ⊂ V for all k = 1, . . . , m.
Concerning theorem 1.1, let us remark the following two points: -The assumption that the subspace V is A-semi-invariant does not mean a restriction.
Indeed, we will show that we can always rewrite the SPDE (1.1) equivalently as 
Then the SPDE (1.1) has an affine realization generated by V.
In applications, one is often interested in linear SPDEs of the type (1.1), which means that the drift α appearing in (1.1) is constant. We will see that for linear SPDEs we can even skip the assumption that the subspace V is A-semi-invariant, and obtain our second main result, which we will also prove in §5. Theorem 1.3. Suppose that the SPDE (1.1) is linear. Then it has an affine realization generated by V if and only if the following two conditions are fulfilled:
So far, we have specified a finite dimensional subspace V in advance, and asked for an affine realization generated by V. If the SPDE (1.1) is linear, then there are two approaches in order to analyse the existence of an affine realization without specifying a subspace in advance: -we will present a result (see theorem 5.6) which states that the linear SPDE (1.1) has an affine realization if and only if the volatility is quasi-exponential; -another approach is to determine all finite dimensional A-invariant subspaces, and to apply theorem 1.3. This leads to a generalized eigenvalue problem, which we will illustrate in §7 by means of several examples.
The remainder of this paper is organized as follows. In §2, we provide the required preliminaries about SPDEs driven by Lévy processes, and in §3, we provide the required results about direct sum decompositions of Hilbert spaces. In §4, we present our results about C 0 -foliations, and in §5, we provide the proofs of our main results concerning the existence of affine realizations. In §6, we study the HJMM equation as an example of a nonlinear SPDE, and in §7, we present several examples of linear SPDEs arising in natural sciences and economics.
(
where we use the notation
for the vector Itô integral. We refer the reader, e.g. to [1] for further details. Let V ⊂ H be a finite dimensional subspace. The following two auxiliary results show that the assumption from theorem 1.1 that V is A-semi-invariant does not mean a restriction. (1) B is the generator of a C 0 -semigroup on H.
(2) β is Lipschitz continuous. be arbitrary, and let r be the weak solution to (1.4) with r 0 = h 0 . Noting that D(A * ) = D(B * ) and B * = A * + T * , for each ξ ∈ D(B * ) we obtain
showing that r is also a weak solution to (1.1) with r 0 = h 0 . An analogous calculation shows that the weak solution to (1.1) with r 0 = h 0 is also a weak solution to (1.4) with r 0 = h 0 .
Direct sum decompositions of Hilbert spaces
In this section, we will provide the required results about direct sum decompositions of Hilbert spaces. In particular, we will show that condition (2) 
We use the following definition for the formulation of condition (2) from theorem 1.1.
Definition 3.2.
Let V ⊂ H be a finite dimensional subspace, let E ⊂ H be a subset, and let β : E → H be a mapping. We say that Π (•,V) β is constant on E if there exists a closed subspace U such that H = U ⊕ V and the mapping Π U β is constant on E. 
Invariant foliations
In this section, we will present the required results about C 0 -foliations. The general mathematical framework is that of §2. Let V ⊂ H be a finite dimensional subspace. Throughout this section, we assume that V is A-semi-invariant. Recall that, according to lemmas 2.3 and 2.4, this does not mean a restriction.
In this case, the mapping ψ is called a parametrization of the foliation
For what follows, let (M t ) t∈R + be a C 0 -foliation generated by V. Here is the formal definition of invariance of the foliation. The foliation (M t ) t∈R + is called invariant for the SPDE (1.1) if for all t 0 ∈ R + and h 0 ∈ M t 0 we have r • ∈ M t 0 +• up to an evanescent set 1 , where r denotes the weak solution to (1.1) with r 0 = h 0 .
In order to prepare the notation for our next result, we define the union M := t∈R + M t . Furthermore, we fix a direct sum decomposition H = U ⊕ V of the Hilbert space H with a closed subspace U, and denote by Π U : H → U and Π V : H → V the corresponding projections. Theorem 4.3. The following statements are equivalent:
The following conditions are satisfied:
and
and the weak solution ψ :
Before we provide the proof, we prepare an auxiliary result. 
has a unique V-valued strong solution.
Proof. The first statement follows from (4.1) and (4.3). For the proof of the second statement, let ξ ∈ D(A * ) be arbitrary. Then, by (4.4) and (4.2) we have
Furthermore, by (4.5) we have
Therefore, we arrive at
showing that r is the weak solution to (1.1) with r 0 = h 0 .
We define the continuous mappingsα :
Furthermore, for t 0 ∈ R + and h 0 ∈ M t 0 we define the process
Furthermore, since the foliation (M t ) t∈R + is invariant for (1.1), we have r h 0 • , r h 0 +v • ∈ M t 0 +• up to an evanescent set, and hence r h 0 +v − r h 0 ∈ V up to an evanescent set. Together with (4.6), we obtain
On the other hand, since r h 0 and r h 0 +v are weak solutions to (1.1) with r 0 = h 0 and r 0 = h 0 + v, we have 
This identity shows that ξ → A * ξ , v is continuous on D(A * ), proving v ∈ D(A * * ). Since A = A * * , see [20, theorem 13.12] , we obtain v ∈ D(A), which yields (4.1). Therefore, we obtain
proving (4.2). A similar calculation as in (4.6) and (4.7) shows that
On the other hand, since r h 0 is a weak solution to (1.1), we have -the implication (i) ⇒ (ii) remains true; -for the implication (ii) ⇒ (i), we additionally assume the existence of weak solutions to (4.4) and (4.5).
Consequently, analogous versions of theorem 1.1 and its subsequent results also hold true without Lipschitz conditions-provided that we have existence of weak solutions to equations of the types (4.4) and (4.5).
The invariance of C 1 -foliations has been studied in [14, 16] . We recall that for a C 1 -foliation (M t ) t∈R + and t ∈ R + the tangent space is defined as TM t := (d/dt)ψ(t) + V, where ψ denotes a parametrization of (M t ) t∈R + . Theorem 4.6. Suppose that (M t ) t∈R + is a C 1 -foliation. Then the following statements are equivalent: If the previous conditions are fulfilled, then for each h 0 ∈ M the weak solution to (1.1) with r 0 = h 0 is also a strong solution.
Proof. The proof is analogous to that of [14, theorem 2.11] , and therefore omitted.
Remark 4.7. Suppose that the foliation (M t ) t∈R + is invariant for the SPDE (1.1). According to theorems 4.3 and 4.6, the following statements are true:
-if (M t ) t∈R + is a C 1 -foliation, then we have M ⊂ D(A), and for each h 0 ∈ M the weak solution to (1.1) with r 0 = h 0 is also a strong solution; -if (M t ) t∈R + is just a C 0 -foliation, then we only have V ⊂ D(A), and hence, for h 0 ∈ M the weak solution to (1.1) with r 0 = h 0 does not need to be a strong solution.
The following result shows the relationship between condition (4.2) and the tangential condition (4.12). (1) We have (4.11); (ii) Conditions (4.2) and (4.12) are equivalent.
Proof. The first statement follows from (4.1) and the relation ψ(R + ) ⊂ D(A). For the proof of the second statement, let t ∈ R + and v ∈ V be arbitrary, and set h := ψ(t) + v ∈ M t . By the PDE (4.4) and condition (4.1), we obtain
showing that conditions (4.2) and (4.12) are equivalent.
In order to exemplify our previous results, consider the abstract Cauchy problem dr t = Ar t dt and r 0 = h 0 . (4.14)
Fix an arbitrary h 0 ∈ H and let the foliation (M t ) t∈R + be given by M t := {S t h 0 }. According to theorem 4.3, the foliation (M t ) t∈R + is invariant for the abstract Cauchy problem (4.14), and we can remark the following points:
-if h 0 ∈ D(A), then (M t ) t∈R + is a C 1 -foliation, and hence M ⊂ D(A); -if A is the generator of a differentiable semigroup (S t ) t≥0 , then the mapping t → S t h 0 is continuously differentiable on (0, ∞) and we have M t ⊂ D(A) for all t > 0. 
Existence of affine realizations
In this section, we provide the proofs of our main results concerning the existence of affine realizations. The general mathematical framework is that of §2. We start with the formal definition of an affine realization.
Definition 5.1.
(1) Let V ⊂ H be a finite dimensional subspace. We say that the SPDE (1.1) has an affine realization generated by V if for all h 0 ∈ H there is an invariant foliation (M t ) t∈R + generated by V such that h 0 ∈ M 0 . (2) We say that the SPDE (1.1) has an affine realization if it has an affine realization generated by some finite dimensional subspace V ⊂ H.
With our preparations from §4, we are now ready to provide the proofs of theorems 1.1 and 1.3.
Proof of theorem 1.1. If the SPDE (1.1) has an affine realization, then conditions (1)-(3) follow from theorem 4.3.
Conversely, suppose that conditions (1) we deduce that Π U T is constant on V, which implies V ⊂ ker(Π U T). Therefore, the subspace V is T-invariant, and hence it is also A-invariant. Remark 5.2. Suppose that the SPDE (1.1) has an affine realization generated by some finite dimensional subspace V.
-We can construct the curve ψ and the V-valued process Y appearing in (1.3) as follows.
We is also a strong solution.
Finally, we will derive a result concerning the existence of affine realizations for linear SPDEs without specifying a finite dimensional subspace in advance. For this purpose, we require the concept of quasi-exponential volatilities.
Definition 5.3. We introduce the following notions:
(1) If σ k (H) ⊂ D(A ∞ ) for all k = 1, . . . , m, then we define the subspace A σ ⊂ H as
A n σ k (h) : n ∈ N 0 and h ∈ H .
(2) The volatility σ is called A-quasi-exponential, if we have σ k (H) ⊂ D(A ∞ ) for all k = 1, . . . , m and dim A σ < ∞.
The following two auxiliary results are immediate consequences of definition 5.3. Conversely, suppose that the volatility σ is A-quasi-exponential, and set V := A σ . By lemma 5.5, the subspace V is a finite dimensional A-invariant subspace, and we have σ k (H) ⊂ V for all k = 1, . . . , m. Therefore, by theorem 1.3, the linear SPDE (1.1) has an affine realization.
The HJMM equation
In the section, we treat the HJMM equation as an example of a nonlinear SPDE. More precisely, we consider the SPDE
driven by a R m -valued Wiener processes W. The state space H of (6.1) is the space used in example 4.9. The weak solutions r to (6.1) are interest rate curves in a market of zero coupon bonds. In order to ensure that this bond market is free of arbitrage, we assume that the drift term in (6.1) is given by the HJM drift condition
where T : H → H denotes the integral operator given by Th :=
• 0 h(η) dη for h ∈ H. We refer, e.g. to [21] for further details concerning the derivation of the HJMM equation (6.1) and the HJM drift condition (6.2).
Our goal of this section is to provide an alternative and rather short proof of a well-known result concerning the existence of FDRs for the HJMM equation (6.1), which can, e.g. be found in [10, 11] or [14] . For this purpose, we start with an auxiliary result. Proof. The subspace V + P(V) is finite dimensional, because we have
Let h ∈ V and g ∈ TV be arbitrary. Then there exists f ∈ V such that g = Tf . Since V is (d/dx)invariant, we obtain f ∈ V, and hence
Therefore, and since V is (d/dx)-invariant, we deduce
Proposition 6.2. Suppose that the volatility σ is (d/dx)-quasi-exponential. Then the HJMM equation (6.1) has an affine realization.
Proof. For simplicity of notation, we set A := d/dx. By lemma 5.5, the subspace A σ is a finite dimensional A-invariant subspace, and we have σ k (H) ⊂ A σ for all k = 1, . . . , m. By lemma 6.1, the subspace V := A σ + P(A σ ) is finite dimensional and A-invariant, too. Moreover, we have σ k (H) ⊂ A σ ⊂ V for all k = 1, . . . , m, and by (6.2) and (6.3) we have α HJM (H) ⊂ V. Therefore, corollary 1.2 concludes the proof. -note that the just presented result is more general than [14, proposition 6.2] , because here we obtain a representation of the form (1.3) for every starting point h 0 ∈ H, whereas the aforementioned result only provides such a representation for each starting point h 0 ∈ D(d/dx); -for each h 0 ∈ H, the curve ψ appearing in (1.3) is given by ψ(t) = S t h 0 for t ∈ R + , which follows from remark 5.2. Furthermore, for each h 0 ∈ D(d/dx) the invariant foliation is a C 1 -foliation and the weak solution to the HJMM equation (6.1) is also a strong solution; -if we add driving Lévy processes with jumps in the HJMM equation (6.1), then the statement of proposition 6.2 is no longer true, because the drift condition becomes more involved. We refer to [16] for details on this subject.
Examples of linear stochastic partial differential equations
In this section, we present several examples of linear SPDEs arising in natural sciences and economics. Our approach in these example is to determine all finite dimensional invariant subspaces, and to apply theorem 1.3 afterwards. For this procedure, we determine all eigenvalues λ of the generator A, and then we distinguish two cases:
-For a general operator A, we determine all solutions of the generalized eigenvalue problem. More precisely, let λ ∈ C be an eigenvalue of A and let n ∈ N be arbitrary. If λ ∈ R, then we determine all solutions of the generalized eigenvalue problem (A − λ) n = 0, (7.1) and in the case λ ∈ C \ R we determine all solutions of the generalized eigenvalue problem
-If A is symmetric 2 , then every eigenvalue is real, and for an eigenvalue λ ∈ R it suffices to determine all solutions of the eigenvalue problem
Our general mathematical framework in this section is that of §2; in particular, throughout this section, the driving process X denotes a R m -valued Lévy process for some positive integer m ∈ N.
First, we deal with the HJMM equation, which we have already encountered in §6. Here we consider the linear HJMM equation
In order to be consistent with the upcoming examples, we consider (7.4) on the state space L 2 (R + , ρ) for some appropriate measure ρ. Moreover, in order to ensure the absence of arbitrage, we assume that the drift term is given by
where Ψ denotes the cumulant generating function of the Lévy process X. We refer, e.g. to [ x → x j exp(μx) cos(νx), x → x j exp(μx) sin(νx) : j = 0, . . . , p (7.5)
for all k = 1, . . . , m.
Proof. We set A := d/dx, and let n ∈ N be arbitrary. For λ ∈ R, all solutions to the ODE (7.1) are given by the linear space
x → x j exp(λx) : j = 0, . . . , n − 1 .
Furthermore, for λ = μ + iν ∈ C \ R with ν > 0 all solutions to the ODE (7.2) are given by the linear space
x → x j exp(μx) cos(νx), x → x j exp(μx) sin(νx) : j = 0, . . . , n − 1 .
Therefore, applying theorem 1.3 completes the proof. Next, we consider the stochastic transport equation
which describes the contaminant of a fluid with velocity v ∈ R d over time.
Here the state space is H = L 2 (C, ρ) with a closed set C ⊂ R d and an appropriate measure ρ. We assume that the closed set C has the property C = ∂C + {tv : t ∈ R + }, and that for every y ∈ C there exist unique elements x ∈ ∂C and t ∈ R + such that y = x + tv. The first-order differential operator v, ∇ appearing in (7.6) is generated by the translation semigroup (S t u)(x) = u(x + tv) for t ≥ 0 and x ∈ C. Here are two examples which are covered by this framework:
-the HJMM equation (7.4), where we have C = R + , ∂C = {0} and v = 1; -the SPDE presented in [24] , which describes the mortality rates of demographic evolutions. Here the sets C, ∂C ⊂ R 2 are given by 
which describes the voltage of an electric cable over time. The constants λ, τ > 0 are physical constants of the electric cable; λ is the length constant and τ is the time constant. Here the state space is H = L 2 ((0, π )) and we can choose the generator A = −d 2 /dx 2 on the domain D(A) = H 2 ((0, π )) ∩ H 1 0 ((0, π )). Thus, the electric cable is modelled by the interval [0, π ] and we consider Dirichlet boundary conditions, which means that there is no voltage at the end points of the cable. . Therefore, the region, in which we measure the temperature, is the closed unit ballŌ and we consider Dirichlet boundary conditions, which means that the temperature is zero at the boundary ∂O of the ball. In the upcoming result, we use polar coordinates, and we agree on the following notation: -for p ∈ N 0 , we denote by J p : R + → R the Bessel function of the first kind; -for (p, q) ∈ N 0 × N, we denote by λ pq > 0 the qth positive zero of the Bessel function J p . Therefore, theorem 1.3 completes the proof.
In [26] , a model for the term structure of interest rates, which is different from the HJMM equation (7.4), was proposed. Namely, it was assumed that the fluctuation process satisfies a second-order SPDE of the form
with a positive constant κ > 0 and Dirichlet boundary conditions. Here the state space is H = L 2 ((0, 1), exp(x/κ) dx), and we can choose the generator
on the domain D(A) = H 2 ((0, 1)) ∩ H 1 0 ((0, 1)).
Proposition 7.8. The following statements are equivalent:
(1) The second-order term structure equation (7.11) has an affine realization.
(2) There is a finite index set I ⊂ N such that
