Most of the existing literature on panel data cointegration assumes crosssectional independence, an assumption that is difficult to satisfy. This paper studies panel cointegration under cross-sectional dependence, which is characterized by a factor structure. We derive the limiting distribution of a fully modified estimator for the panel cointegrating coefficients. We also propose a continuousupdated fully modified (CUP-FM) estimator. Monte Carlo results show that the CUP-FM estimator has better small sample properties than the two-step FM (2S-FM) and OLS estimators.
Introduction
A convenient but difficult to justify assumption in panel cointegration analysis is crosssectional independence. Left untreated, cross-sectional dependence causes bias and inconsistency estimation, as argued by Andrews (2003) . In this paper, we use a factor structure to characterize cross-sectional dependence. Factors models are especially suited for this purpose. One major source of cross-section correlation in macroeconomic data is common shocks, e.g., oil price shocks and international financial crises. Common shocks drive the underlying comovement of economic variables. Factor models provide an effective way to extract the comovement and have been used in various studies. 1 Cross-sectional correlation exists even in micro level data because of herd behavior (fashions, fads, and imitation cascades) either at firm level or household level. The general state of an economy (recessions or booms) also affects household decision making. Factor models accommodate individual's different responses to common shocks through heterogeneous factor loadings.
Panel data models with correlated cross-sectional units are important due to increasing availability of large panel data sets and increasing interconnectedness of the economies.
Despite the immense interest in testing for panel unit roots and cointegration, 2 not much attention has been paid to the issues of cross-sectional dependence. Studies using factor models for nonstationary data include Bai and Ng (2004) , Bai (2004) , Phillips and Sul (2003) , The following notations are used in the paper. We write the integral R 1 0 W (s)ds as R W when there is no ambiguity over limits. We define Ω 1/2 to be any matrix such that
¢0
. We use kAk to denote © tr ¡ A 0 A ¢ª 1/2 , |A| to denote the determinant of A, ⇒ to denote weak convergence, p → to denote convergence in probability, [x] to denote the largest integer ≤ x, I(0) and I(1) to signify a time-series that is integrated of order zero and one, respectively, and BM (Ω) to denote Brownian motion with the covariance matrix Ω. We let M < ∞ be a generic positive number, not depending on T or n.
The Model
Consider the following fixed effect panel regression:
where y it is 1 × 1, β is a 1 × k vector of the slope parameters, α i is the intercept, and e it is the stationary regression error. We assume that x it is a k × 1 integrated processes of order one for all i, where
Under these specifications, (1) describes a system of cointegrated regressions, i.e., y it is cointegrated with x it . The initialization of this system is y i0 = x i0 = O p (1) as T → ∞ for all i. The individual constant term α i can be extended into general deterministic time trends such as α 0i + α 1i t+, ..., +α pi t or other deterministic component. To model the cross-sectional dependence we assume the error term, e it , follows a factor model (e.g., Ng, 2002, 2004 ):
where F t is a r × 1 vector of common factors, λ i is a r × 1 vector of factor loadings and u it is the idiosyncratic component of e it , which means E (e it e jt ) = λ
i.e., e it and e jt are correlated due to the common factors F t .
Remark 1
1. We could also allow ε it to have a factor structure such that
Then we can use 4x it to estimate F t and γ i . Or we can use e it together with 4x it to estimate F t , λ i and γ i . In general, ε it can be of the form
where F t and G t are zero mean processes, and η it are usually independent over i and t.
Assumptions
Our analysis is based on the following assumptions.
In addition,
Assumption 3 F t and u it are independent; u it are independent across i.
Under Assumption 2, a multivariate invariance principle for w it holds, i.e., the partial sum process
where
The long-run covariance matrix of {w it } is given by
and
are partitioned conformably with w it . We denote
Assumption 4 Ω εi is non-singular, i.e., {x it } are not cointegrated.
Define
εi Ω εbi . Then, B i can be rewritten as
is a standardized Brownian motion. Define the one-sided long-run covariance
Remark 2 1. Assumption 1 is a standard assumption in factor models (e.g., Ng 2002, 2004 ) to ensure the factor structure is identifiable. We only consider nonrandom factor loadings for simplicity. Our results still hold when the λ 0 i s are random, provided they are independent of the factors and idiosyncratic errors, and E kλ i k 4 ≤ M.
2. Assumption 2 assumes that the random factors, F t , and idiosyncratic shocks ¡ u it , ε 0 it ¢ are stationary linear processes. Note that F t and ε it are allowed to be correlated. In particular, ε it may have a factor structure as in Remark 1.
3. Assumption of independence made in Assumption 3 between F t and u it can be relaxed following Bai and Ng (2002) . Nevertheless, independence is not a restricted assumption since cross-sectional correlations in the regression errors e it are taken into account by the common factors.
OLS
Let us first study the limiting distribution of the OLS estimator for equation (1) . The OLS estimator of β is
as (n, T → ∞) with n T → 0 where
Remark 3
It is also possible to construct the bias-corrected OLS by using the averages of the long run covariances. Note
It can be shown by a central limit theorem that
for some B. Therefore,
for some A.
FM Estimator
Next we examine the limiting distribution of the FM estimator, b β F M . The 
The serial correlation correction term has the form
Therefore, the infeasible FM estimator is
Now, we state the limiting distribution of e β F M .
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Theorem 2 Let Assumptions 1 − 4 hold. Then as (n, T → ∞) with
Remark 4
The asymptotic distribution in Theorem 2 is reduced to
if the long-run covariances are the same across the cross-sectional unit i and r = 1.
Feasible FM
In this section we investigate the limiting distribution of the feasible FM. We will show that the limiting distribution of the feasible FM is not affected when λ i , Ω εi , Ω εbi , Ω εi , and ∆ εbi are estimated. To estimate λ i , we use the method of principal components used in Stock and
The method of principal components of λ and F minimizes
with a consistent estimator b β. Concentrating out λ and using the normalization that
. The estimated factor matrix, denoted by b F , a T × r matrix, is √ T times eigenvectors corresponding to the r largest eigenvalues of the T × T matrix ZZ 0 , and
is the corresponding matrix of the estimated factor loadings. It is known that the solution to the above minimization problem is not unique, i.e., λ i and F t are not directly identifiable but they are identifiable up to a transformation H. For our setup, knowing Hλ i is as good as knowing λ i . For example in (7) using λ 0 i ∆ + F εi will give the same information as using λ
F εi is also identifiable up to a transformation, i.e., λ
Therefore, when assessing the properties of the estimates we only need to consider the differences in the space spanned by, say, between b λ i and λ i .
Before we prove Theorem 3 we need the following lemmas.
Lemma 1 can be proved similarly by following Phillips and Moon (1999) and Moon and Perron (2004).
Lemma 2 Suppose Assumptions 1-4 hold. There exists an H with rank r such that as
.., n) be a sequence of random matrices such that c i = O p (1) and
Bai and Ng (2002) showed that for a known b e it that the average squared deviations between b λ i and Hλ i vanish as n and T both tend to infinity and the rate of convergence is the minimum of n and T . Lemma 2 can be proved similarly by following Bai and Ng (2002) that parameter estimation uncertainty for β has no impact on the null limit distribution of b λ i .
Lemma 3 Under Assumptions 1-4
as (n, T → ∞) and
Then we have the following theorem:
Theorem 3 Under Assumptions 1-4 and (n, T → ∞) and
In the literature, the FM-type estimators usually were computed with a two-step procedure, by assuming an initial consistent estimate of β, say b β OLS . Then, one constructs estimates of the long-run covariance matrix, b Ω (1) , and loading, b λ
In this paper, we propose a CUP-FM estimator. The CUP-FM is constructed by estimating parameters and long-run covariance matrix and loading recursively. Thus b
are estimated repeatedly, until convergence is reached. In the Section 8, we find the CUP-FM has a superior small sample properties as compared with the 2S-FM, i.e., CUP-FM has smaller bias than the common 2S-FM estimator. The CUP-FM is defined as
11 Remark 5
1. In this paper, we assume the number of factors, r, is known. Bai and Ng (2002) showed that the number of factors can be found by minimizing the following:
2. Once the estimates of w it , b
, were estimated, we used
to estimate Σ, where
Ω was estimated by
where τl is a weight function or a kernel. Using Phillips and Moon (1999), b Σ i and b Ω i can be shown to be consistent for Σ i and Ω i .
Hypothesis Testing
We now consider a linear hypothesis that involves the elements of the coefficient vector β. We show that hypothesis tests constructed using the FM estimator have asymptotic chi-squared distributions. The null hypothesis has the form:
where r is a m × 1 known vector and R is a known m × k matrix describing the restrictions.
A natural test statistic of the Wald test using b
It is clear that W converges in distribution to a chi-squared random variable with k degrees of freedom, χ and r = 0. We can construct a t-statistic
the jth diagonal element of "
2. General nonlinear parameter restriction such as
vector of smooth functions such that ∂h ∂β 0 has full rank k * can be conducted in a similar fashion as in Theorem 6. Thus, the Wald test has the following form
It follows that
Monte Carlo Simulations
In this section, we conduct Monte Carlo experiments to assess the finite sample properties of OLS and FM estimators. The simulations were performed by a Sun SparcServer 1000 and an Ultra Enterprise 3000. GAUSS 3.2.31 and COINT 2.0 were used to perform the simulations.
Random numbers for error terms, (F * t , u * it , ε * it ) were generated by the GAUSS procedure RNDNS. At each replication, we generated an n(T + 1000) length of random numbers and then split it into n series so that each series had the same mean and variance. The first 1, 000 observations were discarded for each series. {F * t } , {u * it } and {ε * it } were constructed with F * t = 0, u * i0 = 0 and ε * i0 = 0. To compare the performance of the OLS and FM estimators we conducted Monte Carlo experiments based on a design which is similar to Kao and Chiang (2000) y it = α i + βx it + e it e it = λ 0 i F t + u it , and x it = x it−1 + ε it for i = 1, ..., n, t = 1, ..., T, where ⎛ ⎜ ⎝ For this experiment, we have a single factor (r = 1) and λ i are generated from i.i.d.
N (µ λ , 1). We let µ λ = 0.1. We generated α i from a uniform distribution, U[0, 10], and set β = 2. From Theorems 1-3 we know that the asymptotic results depend upon variances and covariances of F t, u it and ε it . Here we set σ 12 = 0. The design in (17) is a good one since the endogeneity of the system is controlled by only four parameters, θ 31 , θ 32 , σ 31 and σ 32 . We choose θ 31 = 0.8, θ 32 = 0.4, σ 31 = −0.8 and θ 32 = 0.4.
The estimate of the long-run covariance matrix in (11) was obtained by using the procedure KERNEL in COINT 2.0 with a Bartlett window. The lag truncation number was set arbitrarily at five. Results with other kernels, such as Parzen and quadratic spectral kernels, are not reported, because no essential differences were found for most cases.
Next, we recorded the results from our Monte Carlo experiments that examined the finite-sample properties of (a) the OLS estimator, b β OLS in (6) The results we report are based on 1, 000 replications and are summarized in Tables 1 -4. All the FM estimators were obtained by using a Bartlett window of lag length five as in (11) . Table 1 While we expected the OLS estimator to be biased, we expected FM estimators to produce better estimates. However, it is noticeable that the 2S-FM estimator still has a downward bias for all values of σ λ and σ F , though the biases are smaller. In general, the 2S-FM estimator presents the same degree of difficulty with bias as does the OLS estimator. This is probably due to the failure of the nonparametric correction procedure.
In contrast, the results in Table 1 show that the CUP-FM, is distinctly superior to the OLS and 2S-FM estimators for all cases in terms of the mean biases. Clearly, the CUP-FM outperforms both the OLS and 2S-FM estimators. Table 2 , the reported bias, −0.008, is substantially less for (T = 120, n = 40) than it is for either (T = 40, n = 40) , (the bias is −0.024), or (T = 40, n = 120) , (the bias is −0.022). The results in Table 2 again confirm the superiority of the CUP-FM.
TABLE 3 ABOUT HERE
Monte Carlo means and standard deviations of the t-statistic, t β=β 0 , are given in Table   3 . Here, the OLS t-statistic is the conventional t-statistic as printed by standard statistical packages. With all values of σ λ and σ F with the exception σ λ = √ 10, the CUP-FM t-statistic is well approximated by a standard N(0,1) suggested from the asymptotic results. The CUP-FM t-statistic is much closer to the standard normal density than the OLS t-statistic and the 2S-FM t-statistic. The 2S-FM t-statistic is not well approximated by a standard N(0,1). Table 4 shows that both the OLS t-statistic and the FM t-statistics become more negatively biased as the dimension of cross-section n increases. The heavily negative biases of the 2S-FM t-statistic in Tables 3-4 again indicate the poor performance of the 2S-FM estimator.
For the CUP-FM, the biases decrease rapidly and the standard errors converge to 1.0 as T increases.
It is known that when the length of time series is short the estimate b Ω in (11) 
Appendix
Let
,
, and ξ 2nT = 1 n P n i=1 ζ 2iT . Before going into the next theorem, we need to consider some preliminary results.
Define Ω ε = lim 
A Proof of Theorem 1
Proof.
Recall that
First, we note from Lemma 4 (b) that
as (n, T → ∞) and n T → 0. Using the Slutsky theorem and (a) from Lemma 4, we obtain
proving the theorem, where
Therefore, we established Theorem 1.
B Proof of Theorem 2
Proof. Let
The FM estimator of β can be rewritten as follows
First, we rescale
1iT . Modifying the Theorem 11 in Phillips and Moon (1999) and Kao and Chiang (2000) we can show that as (n, T → ∞) with
and combing this with the Assumption 4 that F t and u it are independent and Lemma 4(a)
C Proof of Lemma 3
Proof. We note that λ i is estimating Hλ i , and b Ω F ε is estimating H
i Ω F ε , which is the object of interest. For the purpose of notational simplicity, we shall assume H being a r × r identify matrix in our proof below. From
Then,
.
The remainder of the proof needs to show that
We write A for Ω F ε Ω −1
ε respectively and then
Term I is a row vector. Let I j be the jth component of I. Let j be the jth column of an identity matrix so that j = (0, ..., 0, 1, 0, ...0) 0 . Left multiply I by j to obtain the jth component, which is scalar and thus is equal to its trace. That is
since (n, T → ∞) and
and proves Lemma 3. 
