One of the concerns of the compiler writer is the quality of object programs produced by the compiler, and in particular their performance at execution time. A survey of methods for measuring this performance, and experiments with the use of those methods, is presented. We examine two general categories of evaluation: comparative evaluation, in which benchmark programs are run on groups of language systems; and analytic evaluation, in which a single system is measured in terms determined by its own structure. Besides surveying the results of various evaluation experiments, we present in detail the results of a series of experiments on a particular language system (PDP11 Al.GTO
Analytic evaluation

Introduction
The overall performance of a computer system depends not only on the design and configuration of the system itself, but also on the nature of the programs which run on it. If, as with many systems, almost all user programs are processed by one of two or three compilers before being run, changes in the quality of object programs produced by those compilers can have noticeable effects on system performance. Any means of assessing or analyzing the performance of object programs, therefore, can be extremely useful to the compiler writer. This paper surveys the efforts which have been made at doing such analysis.
Most language processing systems consist of two phases: a "translator" and an "interpreter". The interpreter may be fairly close to the instruction interpreter of the computer on which it runs, in which case we call the translator a compiler. In any case the performance of the system as a whole depends on three factors: the performance of the translator itself; the performance of the interpreter itself; and the quality of the translation, i.e. the degree to which the program output by the translator makes the best possible use of the interpreter. For most systems, either the first of these factors is very important, or the last two are, but not all three. We will concern ourselves with the last two factors, i.e. with systems in which most of the processor time spent on a program is in executing*the translated program.
Except for assembler systems, it is almost never true that the interpreter is exactly the instruction interpreter of the computer. The difference between the "virtual computer" for which the translator generates code, and the "real computer" which it may resemble, is defined partly by the set of utility subroutines used in the interpreter (e.g. subroutines to do input/output, or to do dynamic storage allocation), and partly by a set of conventions which are enforced and obeyed by the code output by the translator (e.g. subroutine linkage conventions, or register and memory allocation conventions). We will refer to this set of subroutines and conventions as the "run-time system" of the language system. One of the compiler writer's concerns is with the efficiency of the virtual computer so defined, relative to that of the real computer on which it runs.
As with other (hardware and software) systems, we can study the behavior of language support systems in two ways. If we directly compare the performance of one system with that of another with similar input, we are doing comparative evaluation of the systems; if we measure the performance of a system "on its own terms", without reference to other systems, we are doing analytic evaluation (see [1] ).
We will use these two categories to classify the performance measurement studies that we will discuss, because the methods and goals of the two types of evaluation are fundamentally different. We will see that many techniques have been used to try to get a variety of kinds of information about the behavior of language run-time systems;
and we will try to impose order and direction on the resulting chaos.
Comparative evaluation
Detailed comparison between language systems, in the measures of execution performance, requires that identical "benchmark" programs be run on them. This is a bare minimum requirement; it often happens that even this does not suffice to allow meaningful comparisons between program runs:
-If the language systems run in different environments (different computers, or even different operating systems on the same computer), it is difficult to separate the effect of the environment on performance from the effect of the language system software. We shall see that some attempts have been made to do this by purely statistical means, i.e. to assign to every environment a set of multiplicative factors that describe its effect on the performance of various types of programming constructs. These methods are of limited accuracy and usefulness, however.
-Even within the same environment, completely different organizations of run-time action may render nearly meaningless the comparison of execution times for certain types of programs. Consider, for instance, the allocation of space for variables. On some ALGOL 60 systems, all allocation of local static storage for a procedure is done at procedure entry; on others, allocation of storage local to each block is done at entry to that block. Clearly the comparison of times required for block entry and exit between systems of the two different types is not very useful. Even for the simplest of benchmark programs, it is sometimes not possible to avoid comparing apples with oranges.
At the same time, the "bare minimum" requirement given above is not quite a minimum. Valid comparisons can be made between language systems which implement different languages; in this case the benchmark programs used will be different from each other, hopefully in small ways. Such comparisons are fraught with traps for the unwary:
-Different languages are apt to be similar in many ways but to have completely different capabilities in other ways. We will see examples of this later; it means that the transcription of a benchmark program from one language to another may not be straightforward, and may be a knotty problem indeed.
-Patterns of use of language constructs and features are dependent on the languages themselves. A program whose usefulness as a benchmark arises from its resemblance to a "typical" user program may lose its typicalness when transcribed to another language.
Finally we should note that the whole business of timing the execution of a P r0 &ram
is not trivial and that a number of factors may render invalid times which are recorded in an incautious manner:
-Though most general-purpose computer systems include a clock with which to time program execution, and instructions or operating system calls to read or reset the clock, these clocks are of highly varying grain size. Some are (claimed to be) accurate to within a few microseconds; others cannot be relied on to within less than a second. If we are interested in the execution times of small sections of code, such as individual subroutines or even individual statements, we must often either arrange for the code to be executed thousands or millions of times in a loop, or rely on the computer system's published instruction timings and our knowledge of the machine code that is executed. We shall see that both these methods have their own disadvantages. In spite of the formidable problems outlined above, several interesting comparative studies have been done, some involving several dozen language systems. We will examine the methodologies used in these studies, and in particular the design of the benchmark programs and the purposes to which they were directed. Wichmann ([2] , [3] , [4] } uses a benchmark program which attempts to study at once a wide range of characteristics of Algol 60 systems. This is done by timing a set of "basic statements"
Basic statements
A complete description of this method is in order since it is based on a view of programming language systems that is popular and has been widely used in other studies ( [12] ,[i5], [25] ), in spite of its rather shaky validity.
Wichmann has designated a group of simple Algol 60 statements to be "basic". The complete list of these is found in figure 1 in Appendix A. An attempt has been made to make this set of statements complete, in this sense: that if one could get average times for each statement in the set for one particular system, one would completely understand the timing behavior of the system, i.e. one could make good estimates of the time taken for whole programs running on that system.
There are some obvious and probably deliberate omissions of Algol 60 features from the list, e.g. call-by-name parameters, own variables and own arrays. There were also some individual statements that were chosen poorly, as Wichmann points out; for instance, for the statement
the address calculation necessary to do the array access was done at compile time in systems and at run time in others, causing an "apples vs. oranges" comparison between systems that could easily have been avoided by the use of non-constant subscripts.
(Because of the large number of systems on which this experiment was done, it was not practical, for reasons of compatibility, to simply change the list of basic statements to correct such minor deficiencies).
There is a more fundamental problem, however, with the underlying assumption: that the action of the system during execution of a program can be divided neatly and charged to the actions of the separate statements. This is probably the case for many Fortran systems; but for systems implementing more sophisticated languages, including Algol 60, it frequently fails in significant ways to describe reality, and performance models based on this assumption are bound to be misleading.
The problem is not confined to the so-called "optimizing compiler" systems, in which statements are combined with one another or moved-out of-loops, and expressions .may be discovered to be redundant and not calculated. (In fact Wichmann acknowledges the problems inherent in running the basic statement benchmark program on these systems, and has designed a different benchmark program in response to this issue; this is discussed in a later section). Even systems in which no optimization is done frequently carry on activities whose costs cannot be fairly assigned to particular statements or even groups of statements. For instance:
-In many systems, all the code for the declarations within a procedure is at the beginning of the procedure, even though declarations are allowed elsewhere.
Also, some systems process groups of declarations at once, even rearranging the order of consecutive declarations, e.g. processing a group of declarations of integers, followed by a group of declarations of reals, etc. although the integer and real declarations were interspersed in the source program. Clearly it is not very useful to try to isolate the effect of a single declaration in such a system.
-In a system which includes a dynamic storage allocator at run time, the behavior of the allocator is seldom correlated strongly with statement boundaries and characteristics. For instance, coalescence of available free storage, or even compaction (by rearrangement in core) of storage blocks which are in use, are likely to be all-at-once, time-consuming operations which are performed at seemingly random, unpredictable points during program execution.
-Some systems attempt to avoid copying of large blocks of storage, such as arrays, back and forth by keeping track at execution time of how they are used. For instance, if an array is to be returned as the result of a procedure call, it may be possible to leave it in place on the control stack as the stack is popped, not copying it downward unless it proves necessary to do so ( [5] ). In this situation, the construct which causes the array to be copied (such as a subsequent procedure call) is not the construct to which the copying should be charged (i.e.
the original procedure return), rendering more difficult the neat separation of the costs of constructs. The loop is ordinarily a for loop whose body is a single instance of the statement in question. This pattern may be modified for either of two reasons:
-The execution time of the statement may be comparable to, or even considerably less than, the execution overhead of the loop statement itself. In this case no number of iterations is large enough to give a reliable timing; to remedy this the loop body is changed to consist of several repetitions of the statement.
-"Optimizing compiler" systems may move the code generated for the basic statement out of the loop, or (in the case described above) recognize thatall-but the first of the repetitions of the statement are redundant, and not generate code for them. The system tester must find ad hoc ways of getting around these problems; for instance, most such systems allow optimization to be "turned off"
over small sections of the program or even the entire program.
From the time taken for each loop, the time taken for the loop with a null body is subtracted, yielding an average execution time for the statement.
This raw data is interesting enough in itself, both because it can help to pinpoint weaknesses in the performance of a system, and because it can in a vague way give us an idea of the relative merits of different language system organizations and the principles (if any) on which they are based. Wichmann has done some further analysis of the data along statistical lines which, though admittedly somewhat unreliable, are interesting because of the large number of systems involved.
-Making the assumption that the time Tjj taken for statement i on system j is the product of two factors, one of which depends only on i and the other only on j, he computes the set of factors using a least-squares fit. Even more interesting than the factors themselves are the residuals Rjj, the ratios between the expected times based on the model and the actual times. Values of these which are greatly different from unity indicate, rather more clearly than simple examination of the raw data, which features of an implementation are unusually slow or fast relative to the implementation as a whole. Wichmann also investigates the pairwise correlation coefficients of the Rjj*s, arriving at graphs of correlations between statements and between systems, which are of value as a curiosity if they are not directly useful in aiding understanding of the systems involved.
-In an earlier study, Wichmann ([6] ) gathered some statistics on the relative frequencies of execution of the various basic statements, enabling the direct comparison of the set of statement times from one system with those of another, by giving weights to the basic statements and forming a weighted average for 5 each system. While it is not clear that this weighted average can be regarded as a valid measure of system performance, because of the objections raised earlier, or whether any meaning is left at all when all of the performance data about a system are squeezed into a single number, it is probable that this figure too can be used as an order-of-magnitude estimator of the "average" speed of programs running on a particular system.
Appendix A presents the results of running the basic statements benchmark on a particular system, CMU Algol 68, with some discussion of the relevance of the program to Algol 68, and the characteristics of the system which are brought to light by the data.
Procedure calling overhead
The very same Wichmann mentioned in the previous section reports ( [7] , [8] In view of the qualitative differences between even the best systems it is remarkable that comparisons of any interest can be made between them; but in fact the comparisons of various systems all running on the same machine are fascinating and instructive and -who knows? -perhaps provided useful guidance to the implementors of some of the systems tested. by Wichmann, they used two programs of their own devising, which we will comment on.
Other studies
The first of these was a program to symbolically compute and print out the first hundred and fifty cyclotomic polynomials. It is difficult to deduce from the report just why this program was selected as a benchmark. The authors give one clue: that it is "... a real program, at least one version of which had been originally written for a purpose other than that of testing the compiler". There are other peculiarities of the program that make it suitable for the measurements which the authors had in mind.
For each program run, they measured the CP (central processor) time required for the whole run, the CP time required for the calculation of coefficients of the polynomials, and the CP time required for formatting and printing of the polynomials. We suspect that one of the reasons the program was chosen is that it is organized so that these last two times are easily separable.
(The first half of the program computes the coefficients, and the second half formats and prints them). (Other measurements were made, such as the CP time required to compile the program, but these were not measurements of the run-time system and are not of direct interest to us).
The program was run several times on each system, once for each possible combination of compiler options which could affect performance. The most common option available was for subscript checking of array accesses, but some of the systems had an additional option involving miscellaneous object code optimizations as well. It 7 seems that array subscript checking is not done in the same way by all the different systems:
-Some of them check that every subscript in a multidimensional access is within its bounds;
-Some of them check only the offset calculated from all the subscripts and dimensions of the array; if adding this to the address of the base of the array produces an address that is within the array, the access is deemed legal; -One of them does an optimization on subscript checking: if the subscript is the index of a do loop, the checking is done on the bounds of the do loop at loop Initialization time rather than when the array is actually accessed.
In this case the principal barrier to comparability of the results was the differences between the languages. Four different versions of the program were used, of course.
The authors' philosophy in writing versions for the different languages was that every attempt should be made to take advantage of the characteristics of each language.
(The opposing philosophy is that the versions should look as much like each other as possible). This is a user's idea of comparability rather than an implementor's; it compares the costs, on the different systems, of doing some particular task, rather than of using some particular common language feature. However, in certain cases the authors' attempt to take advantage of language features has had the opposite of the More importantly, the basic statements benchmark could be rendered less useful by a compiler which took advantage of its simple structure to do most computations in fast registers; it is hoped that the more "natural" appearance of the synthetic benchmark will result in register allocation being more normal in the code.compiled for it.
Some of the basic statements, such as the array accesses using constant subscripts mentioned earlier, were unusually simple cases' of the language features they were intended to represent. It was hoped that this would be corrected in the synthetic benchmark. Presumably, however, this would be no more beneficial than correcting them in the original basic statements benchmark.
The authors say of the basic statements benchmark that ".. 
L4. Summary
We have seen that apples can, indeed, be compared with oranges. In fact, as the experience with the basic statements benchmark and the procedure calling benchmark has shown, implementors and maintainers of systems will go to infinite time and trouble to prepare their systems for comparison with other systems, no matter how little useful information they stand to gain from the comparison! If we draw a distinction (also see [12] ) between "user's" comparisons, which are intended to help potential users of systems choose between them or judge of their relative speeds, and "implementor's" comparisons, which assist the implemcntor of a system in pinpointing its strengths and weaknesses, we can better understand this phenomenon: the procedure call benchmark, which is poorly designed as an implementor's comparison, is ideal as a user's comparison because of its simplicity and narrowness of scope, and has therefore become phenomenally popular.
The future of implementor's comparisons may well be in doubt. We have seen that even in a group of fairly old Algol 60 implementations, the "basic statements"
assumption was beginning to come under question because of optimizing compilers; more-modern compilation techniques, including dynamic storage allocation and systems 10 for avoiding the copying of large values, have made it even more difficult to find cornpartmentalizations of program execution costs that can be easily reflected as individual source language constructs or program fragments. Perhaps as the virtues of orthogonal language design become more widely recognized, and the use of these techniques in language systems becomes more routine, it will become much less useful to system implementors to try to compare the performance of such systems on a feature-by-feature basis.
Analytic evaluation
The criteria and methods for selecting programs to run in order to study a language system are different, when the system is being studied in its own terms, from what they are when it is being compared with other systems. We saw in the previous section that the central part of the design of a comparative study is the design of a "benchmark program", a single program which can be run identically or at least comparably on several systems. Non-comparative studies of language systems, on the other hand, have generally attempted to get data from runs of a wide variety of programs; these studies are really getting data on the workload faced by the system as well as on the system itself, and the more programs which can be run, the smaller the chance of getting a distorted picture of the workload due to the accidental peculiarities of a few programs.
The criteria for choosing test programs are not always the same:
) sought a group of programs which would be "typical" in some sense of the entire computing load of the Fortran system under study. The criteria by which typicalness was judged were -The average level of sophistication of the programs should not be loo far from the universal average; -There should be. programs written for many different applications in the sample. He did not attempt to control the proportions of each type of application included.
-Clark ( [22] ) sought a group of programs that would not be "average" in any sense, that is, programs distinguished for their largeness, complexity, and sophisticated use of list structure. The principal justification for this is that, if regular patterns of activity or accessing are found in the Lisp system's treatment of these programs, they will be applicable to smaller programs as well; whereas peculiarities or other patterns may be found in a set of smaller or "typical" programs, which disappear for the large and sophisticated applications. Note that Lisp is not the standard language for applications programming at many computer installations, and it is still more important to improve the performance of Lisp systems on large, sophisticated programs than on small ones; the Fortran system which Knuth studied, on the other hand, faced a daily workload in which large, sophisticated programs played a very small part.
Other authors were less explicit about the criteria by which test programs were selected; we suspect that the temptation to use whatever programs are handy is very strong.
The nature of the set of sample programs depends to some degree on how they are collected:
-The most reliable method for getting a set of sample programs that is "typical" of system usage is to gather data on every program run on the system over some period of time. Unfortunately this is not usually possible. Many of the data gathering systems we will describe slow down the execution of programs by so much that it would not be acceptable to impose them on all users or even on a random selection of users of the system.
Knuth describes a method of getting programs by "... rummaging around in wastebaskets and recycling bins" However, a disproportionate number of programs gotten this way are incorrect, indeed uncompilable. While this would not be a bad method of getting data on the distribution of types of errors, it is inappropriate for a study of programs which are actually executed.
It is possible to solicit programs from their authors. This can be done as in [22] when there is a small group of potential authors of usable programs; or when there is a central facility, such as a card reader, which all programmers must use to submit programs to be run. This method has the advantage that incorrect programs can be weeded out, and if the programs are complex and have nontrivial requirements for input data, these can be described and documented by the programmers. Alexander ([17] } used a number of programs which were available because they had been submitted for a course in-compiler writing
Note that with this method, and indeed with any method except the first one, we get only a group of test programs, with no information about how often they are run, either in absolute frequency or relative to each other. If we are interested in the average workload of a system, our idea of it is incomplete unless we have some sense of the relative proportions contributed by various types of programs.
On computer systems in which programs can be stored in a file system for long periods of time, it is possible to rummage around in the file system to find suitable tests. This has the same disadvantages as rummaging around in wastebaskets, but in considerably less aggravated form, i.e. one is likely to find a larger proportion of programs which actually run.
The programs most easily available are "system programs", e.g. compilers, or "classical benchmark" programs, e.g. programs from subroutine libraries, or programs used to test the correctness of the compiler or the run-time system. Of course, whatever their merits, these programs are unlikely to be typical in almost any respect of the workload presented to the system.
There is a spectrum of usage characteristics which affect system performance, from those which can be studied without the slightest reference to the organization of the language run-time system, to those which cannot even be expressed without drawing on the reader's familiarity, either with language run-time systems in general, or the particular system under scrutiny. We will examine a group of studies that span most of this spectrum, pointing out the data gathering techniques used in cases where they are novel, and describing the types of results which were obtained and how they could be put to use, although not in most cases the actual results themselves.
Knuth
Perhaps the best-known study of language usage patterns is by Knuth ([15] ). Part of this is a study of static usage, i.e. of relative frequencies of features of source programs, rather than frequencies of events at execution time. There have been several more studies of this type (see [16] ); as a rule they are of little interest to the subject of execution-time performance. However, many of the measurements reported by Knuth could have been extended to dynamic measurements; they were not, apparently only for lack of time. For instance:
-All Fortran statements can be classified by "statement type", determined by the keyword at the beginning of the statement (e.g. do, continue), except for assignment statements, which were classed as a separate type. The frequencies of the various statement types were counted, with assignment statements being by far the most common, and if and goto statements having far lower frequencies but still being far ahead of other types.
-Various special cases of certain statement types were also counted: -Several special cases of arithmetic operations were counted, as well as occurrences of each different operator: oc + 1, <^ * 2, oi / 2, ot ** 2. These also are easier to perform on many machines than the general cases of addition, multiplication, division, and exponentiation.
Indexing was examined: the occurrences of variables with no subscripts, one subscript, two subscripts, three subscripts and four subscripts were counted.
(About four percent of occurrences of subscripted variables involved more than two dimensions).
The percentage of do loops using the default increment (one) was measured; and The usefulness of these findings to the design of language support systems is clear.
Armed with a knowledge of. what special cases are likely to occur often, and just how often they occur, the compiler designer (and perhaps also the run-time system designer as well) can make intelligent choices about how code should be generated.
We shall see that this kind of knowledge is one of the most useful results of the kind of studies we have examined.
Knuth also makes use of a sampling program to do measurements of actual time spent in portions of the program, rather than frequency counts. This is done by means 
Alexander
Alexander ( -Jump tracing. This technique (also see [18] ) is a useful compromise, which is not as costly as complete interpretation, but cannot furnish quite as much information, and requires some assistance from the (XPL) compiler. The idea is that straight- these two types of use were counted separately.
Other data were recorded, but those were relevant to the evaluation of the S/360 instruction set, and not to the evaluation of the run-time system. By relating the figures described above to patterns that are known about code generation by the XPL compiler and the coding of the run-time support routines, Alexander was able to draw some conclusions about deficiencies in and potential improvements to the system. For instance: -13% of the instructions which were executed were instructions to load a base register, immediately prior to using the base register in a branch instruction. This extremely high percentage reflects badly both on XPL's handling of base registers, and on the architecture of the S/360, which forces the use of registers rather than the program counter for base addresses.
-The N (logical AND) instruction occurs in the string concatenation support routine, and is also generated for condition testing (presumably for the logical AND operator of the language). Its high dynamic frequency of execution, especially in contrast with its low static frequency, indicates that string concatenation is a frequent operation. On the other hand, the low use of register 13, which is used to address all character-string descriptors, at least in comparison with registers 4
to 11 which are used to address the rest of the data area used by a program, leads the author to conclude that "string manipulation is not a major feature of the XPL language". Further study would be needed to reconcile these two observations.
-Registers 1, 2, and 3 are used, in that order, as a "stack" of accumulators to be used for ordinary arithmetic operations. The sharp decrease in dynamic frequency from Rl to R2, and from R2 to R3, confirms KnutIVs data indicating that expressions tend to be simple.
-Registers 2 and 3 are used as index registers for array accesses. The dynamic frequencies of instructions which use them as indexes are substantially higher than their static frequencies, leading to the (rather trite) conclusion that array accesses tend to appear more often in loops than outside them.
-Register 15 is reserved as a base register for calls to XPLSM, the "submonitor" which performs I/O for XPL programs. Its extremely low static and dynamic frequencies indicate that in this role it is underutilized, and the extra cost of loading it with the base address for XPLSM before every I/O call would be offset by the benefits of having the register available for other purposes most of the time.
-We have mentioned the high incidence of the L instruction, which is used to load up a base register for a branch instruction. A study closely related to Alexander's, but using a different computer, can be found in Wortman ([28] ). This involved a computer specifically designed to execute programs in a dialect of PL/I, and the data on frequencies of opcodes were fed back directly to the machine design.
Batson et al.
Batson et al. ([19]
, [20] ) have studied an aspect of program behavior that has received little systematic observation, namely, the allocation and freeing of storage. This is in the context of the Burroughs B5500 system, in which segments are allocated by requests from the operating system both for program code (one segment per Algol60 block) and for array storage (one segment per row of every array). Actually the second study ignores this structure; "virtual" storage requests are recorded, as if each entire array were allocated one segment, and the group of simple variables declared in each block were one segment.
[19] studies the size distributions of various types of blocks, including free blocks.
This study is unique among those in this chapter because there was no selected "sample" group of programs; the entire workload of the Algol 60 system could be studied by suitably instrumenting only the operating system, and indeed since 902 of the workload of the whole system is (Burroughs Extended) Algol 60, the computer system as a whole forms a highly unusual "laboratory" for studying a single language system. The data could be gathered simply by interrupting the system for about one second every so often (usually every two minutes), a performance degradation that was evidently acceptable to, or even not noticed by, users. Since all blocks were linked together in memory, the data gathered and written out during the one-second interrupt is just a list of the links, gotten by scanning linearly through memory. The operating system did overlaying of memory onto secondary storage in units of one segment, and it was suspected at one time that the distribution of sizes of demands for segments might be appreciably different from the distribution of sizes of segments in memory, possibly because segments of particular ranges of size were more frequently
overlaid. An altered method of gathering data, that would give a better estimate of the distribution of demands, was devised: the memory would be flushed (all segments written out to secondary storage); then, some short time later (about 10 seconds), long enough to allow a "reasonable" number of segment requests but before significant overlaying had begun again, the usual 1-second data gathering process was conducted.
(It turned out, however, that the equilibrium segment size distributions were not significantly different from the segment demand size distributions).
Distributions were measured for several different Kinds of blocks, including free (unallocated) blocks. There are several observations of interest to system designers about these distributions:
-They are peaked very sharply (non-exponentially) at small sizes, with the average segment size ranging from 50 to 150 and the median segment size always considerably smaller. The authors point out the unfavorable consequences of this to systems with pages of large fixed size (e.g. 512 words), which are common today.
-The distribution for free blocks was very similar to those for the various types of allocated blocks, indicating a great deal of "checkerboarding" or external fragmentation, presumably a consequence of the design of the dynamic storage allocator used by the operating system.
-The distributions changed in appreciable ways when all allocated blocks generated by "system programs" (i.e. three compilers, and the operating system (Master Control Program) were deleted from the data; the peak for small sizes is much sharper. In this case two thirds of all allocated blocks were less than 30 words in size.
As described earlier, the second study was concerned with a hypothetical scheme of storage demands; in addition, it was desired to gather more data than were available from a simple inspection of segments in memory. Therefore, a number of changes were made to the Algol 60 compiler, the operating system, and even the system hardware to support this experiment, and it was run, not using the daily system workload, but on a set of 34 programs, described as production programs for scientific/engineering applications, covering a wide range of sizes and memory requirements for storage and time.
The compiler was modified to produce code to record the occurrence of events such as block entry, array declarations, and initiation of 1/0; the the hardware was modified to include a 1-MHz clock with which the events could be time-stamped; and the operating system was modified to prepare records of the events which could be written onto an external device, and also to record certain events which were outside the ability of the compiled code to instrument. The compiler also generated a file of names connecting the events recorded with various features of the source code. 
2.4, Clark
Clark ( [22] ) has studied the use and behavior of list structure in (large) Lisp programs. This investigation can only be described as extremely successful, resulting in a wide variety of interesting and useful results, and it is worthwhile to consider what aspects of the methodology or of the system being studied enabled this to happen.
Clark draws a distinction between measurements of snapshots of program execution, The meaningfulness of both the static and dynamic data was enhanced tremendously by knowledge of the data type associated with every pointer in memory. In the Interlisp system studied, this information was particularly easy to obtain, since each page of the address space was devoted to objects of a single data type, and the correspondence between pages and types is available in core during execution.
The problem encountered in the study by Alexander (discussed earlier), that the data gathered by the simulator was hard to relate to the run-time support routines and other primitive actions, was gotten around in this study, by an extraordinarily fortunate circumstance. Each of the important primitive actions studied by Clark (car, crfr, rplaca, rplacd, cons) is associated with ah instruction which is only, and always, executed once by it (respectively, these were hrrz, hln., hrrm, hrlm, and pop). This correspondence is equally true whether the Lisp code is compiled or interpreted. It is likely that if, as Clark recommends, the higher-level list-manipulating functions of Lisp are studied in the same detail, data gathering tools more sophisticated than a PDP-10 simulator will be required.
Dynamic measurements were expensive to make: running a program on the PDP-10 simulator took about 60 times as long as running it directly on the PDP-10. Therefore, most dynamic measurements were made on some subset of the five programs, running on relatively small tasks.
Some of the dynamic measurements that were made correspond to analogous measurements that were made statically: Another group of measurements could only be made dynamically:
-A measurement familiar to us from other studies, the simple tabulation of occurrences of the five primitive operations, was done. For all three programs for which this was done, over 80% of all executions of these functions were of car or cdr; slightly more than half the rest were of cons.
-Occurrences of rplaca and rplacd were classified by the types of pointers replaced and the types of the new pointers, (List pointers were sub-classified according to their distances: "adjacent" pointers, "nearby" pointers, and "distant" pointers). This revealed some interesting special cases: for instance, nil was either the replacer or the replaced item in over 807 of the occurrences of rplacd in two of the three programs, and over 607. in the third.
-Another kind of "distance", the distance between two references defined by the number of references that occur between them in time, is of interest because of the widespread use of two-level storage schemes. Clark has used the traces of references to list cells as input to two models of memory management: a cache in which each reference to a list cell causes it to be brought in, and a cache of pages in which each reference to a list cell s causes its page (512 words, as defined by the TENEX operating system) to be brought in, both using (for ease of analysis) an LRU replacement algorithm. The figures relevant to hardware and software system designers here are the graphs of "hit ratio" (percentage of references which are to pages already in the cache) against size of cache.
A general purpose monitoring system
A debugging/analysis facility has been included as a permanent part of the CMU Algol 68 run-time system. This facility will be described here in some detail, to give some understanding of the considerations which affect the usefulness, or lack thereof, of such a facility. We will also describe several experiments which have been conducted using it, and present some of the results from them. The system is described in the terms of the PDP-11 assembly language in which it is written, but the same principles could be applied had it been implemented in any language with suitable conditional compilation features.
We defined by means of macros an "instruction", mark, which could be placed anywhere in a code sequence without affecting the execution of the sequence. The effect of a mark instruction is that of a subroutine call, except that actions of the subroutine are completely transparent to the rest of the run-time system. Ordinarily the effect of the subroutine is to increment a counter, associated uniquely with the mark instruction itself; thus at any point during program execution, it is possible to find out how many times the mark instruction has been executed, by interrogating its private counter.
This is the basic feature of the system. What makes it usable is the set of features which keep the system out of the way of non-experimental users, and make the counters easy for experimental users to access and use. Any file containing a mark instruction can be assembled so that the instruction assembles to nothing; there is also some run-time control over tfie counters, so that users can specify that the counter subroutines will do nothing and take the fastest possible return (this is the default).
Each mark instruction takes an argument which is a five-character name; the system can be told at run-time to print the names of the mark instructions as they are executed, and the current value of each counter has been made available, addressed by its name, by using the symbolic debugger available to all HYDRA users. Two variants of the mark instruction, called eater and exit, are used to mark the beginning and end of every significant subroutine in the run-time system; like the printing of the names of the instructions as they go by, this feature is useful primarily for debugging the system rather than for doing experiments.
This is a simple but very general and powerful system for investigating patterns of use of the run-time system. The usual procedure for doing an experiment is as follows:
-Decide what events should be monitored, and what sections of code in the runtime system correspond to each event.
-Put a mark instruction with a suitable mnemonic name in each such section of code (if there is not already an enter associated with it).
-Assemble the necessary files and link together an experimental run-time system.
-Run the system on selected benchmark programs. At the end of a program run, enter the symbolic debugger interactive system and set down the value of each of the interesting counters.
(There is also a feature for writing out all the available counters to a file for later analysis, but we have not made extensive use
of this yet).
This system has certain inherent limitations; for instance:
-The information gathered is crude and limited in scope. For instance, we cannot infer the relative patterns of usage of two or more routines, beyond knowing the number of times each was called. If something-more complicated than incrementing the associated counter is to be done at each mark instruction, a facility exists for having an arbitrary routine executed at all such instructions, but this is sufficiently difficult to use that no such experiments have been done. Thus such information as frequencies of pairs or triples of mark points, or tabulation of the values of interesting variables at specific mark points, is not available.
-The counters are likely to overflow for long-running programs. This is due to the small word sine of the PDP-11. We could have made the counters two words each; but this would have risked the possibility that the counters would not all fit in core. This is due to the small address size of the PDP-11, a closely related problem.
-Since the mark instruction is really an interrupt instruction as in the study by Alexander (described earlier), programs run during experiments using this system are noticeably slowed down; we have observed differences of about a factor of 10 in the speeds of "marked" and "unmarked" programs. Therefore this is one of those systems that cannot be let loose on the general user community;
experiments must be done on sets of test programs. On the other hand, the factor of 10 is an order of magnitude less than the slow-downs observed in the simulator systems described by Alexander and Clark.
To date, in addition to using this system as a debugging tool, we have used it in three major studies of the behavior of user programs.
To further illustrate the strengths and weaknesses of the system, we will describe the studies in detail below.
Effectiveness of various optimizations
The following optimizations have been incorporated in the CMU Algol compiler and run-time system: -Although in Algol 68 the concepts of "variable" and "pointer" have been united, the compiler distinguishes between them, and generates completely different code for standard operations, such as dereferencing and assignation, on the two types of references. This results in a substantial speed-up in the treatment of variables for some ordinary operations, but there is a tradeoff: it is somewhat more expensive for the user's program to actually use variables as if they were pointers.
-The run-time treatment of multiple values (arrays) is conceptually an extremely elaborate system, designed to avoid the copying of large blocks of storage when multiples or even slices of multiples are dereferenced, assigned, or ascribed during program execution. For instance, a matrix can be passed "by value" as an argument to a procedure call, without causing a copy of it to be made-unless the system detects at some time during the execution of the procedure that a copy must be made to preserve the semantics of the language. Obviously this kind of system involves a tradeoff-a good deal of copying of arrays may be avoided, with a substantial saving in execution time; or a program may require a lot of array copying anyway, so that the overhead required to prevent copying is wasted.
We investigated the usefulness of these optimizations by measuring the frequencies of various types of operations on variables and pointers, and the frequencies of various operations on multiple values which did or did not involve copying. The results are described in some detail in [23] , and so will not be further described here.
Behavior of the floating-point arithmetic subroutines
Since hardware to do the basic floating-point arithmetic operations is a nonstandard option on PDP-lTs, it was necessary to write software to do these. With a view both to making improvements in these routines, and to figuring out which portions of them would be most usefully microcoded, we fully instrumented these routines, inserting enough mark instructions to allow the frequency of any possible straight-line sequence of instructions to be measured.
The most interesting of these routines is the one to do floating-point addition and subtraction. Before presenting the results that we have obtained, it is necessary for us to give a description of the action of this routine:
Labels fadd and fsub are separate entries to the same routine; these are the entries used by code produced by the compiler. This routine serves only to put its arguments in suitable format for fxadd and fxsub, described below. -We might surmise that the normalization loop is the "inner loop" of the addition process, but in fact for the additions in which both arguments are nonzero, the average distance of shift required for normalization (calculated as the ratio of norm? to (adsbl -adsb2)) is very low: less than one digit for each of the first two programs, and slightly more than two digits for the third program. A similar conclusion, though not such a strong one, can be drawn about the preliminary shifting loop: for all programs, for additions where the exponents are not equal and thus some shifting is required to align the fractions, the average distance of shift is about two digits. This is interesting because it implies that, in fact, the addition routine has no "inner loop". That is, we cannot hope to get a bargain in improving the performance of this process by, say, microcoding, or otherwise streamlining some small portion of it. Moreover, the alignment and normalization loops should be coded, not as "inner loops" are usually coded, to minimize the time per iteration, but rather to minimize the time spent in loop initialization and exit, since the number of iterations is usually so small.
-The alignment loop is conscientiously organized, as explained above, to take advantage of the ease of shifting the fraction by 16 digits at once. Considering the small number of cases in which this advantage was realized (shfi2), it is likely that the overhead of detecting these cases is not worth the shifting that is saved.
(This hypothesis, of course, must be verified by actually calculating the overhead, from inspection of the code).
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-The proporlion of additions in which at least one operand is zero ranges from 16% to 322, an unusually high figure. It is also unusual that the first argument tends to be zero substantially more often than the second argument. Both these observations have consequences for the organization of the beginning of the addition routine, where the two special cases are detected.
A study of floating-point addition closely related to this one can be found in [24] ,
2.5.3
Behavior of the dynamic storage allocator
The foundation of the CMU Algol run-time system is a dynamic storage allocator (DSA). This largely takes the place of the stack structure used for storage requirements in other implementations of Algol-like languages. For instance, procedure invocation frames, with space for local variables, back links to "outer" invocations, and other environment information, are not sections from a piece of memory organized as a stack, but are gotten by requests to the DSA. It should be clear that the performance of the storage allocator itself is critical to the performance of the system as a whole (see [23] ),
Early in the lifetime of the system we realized that the speed of the DSA was not,
indeed, all that it should be, and we have sprinkled it with mark instructions in an attempt to find out why. As with the last example, we will present some detailed results, for an appreciation of which it is necessary to explain in detail the action of the DSA.
Using the notation of [21] for describing DSA strategies, our system is most closely described by the quintuple: (Q(4,12), Q, R^, X, (get,L), X). Expanding on this notation, -A (slightly modified) "Quick Fit" scheme is used to organize the class of free storage blocks and to allocate blocks from it. For every size of block from 4 to 12, a separate list is kept, and when a block whose size is in this range is desired, the corresponding "special size list" is examined first (with the exceptions noted below). Only if the special size list is empty, or the block desired is larger than 12 words, does the "general list" get searched (no blocks are smaller than 4 words). The special size lists are in LIFO order; the general list is maintained in LIFO order, and searched for a "first fit".
In fact this description is not entirely accurate. There are two entries into the system for requesting a block, called gtbln and gtblgen. The first of these requires (in effect) a block size from 4 to 12, and causes the free lists to be searched as described above. The second of these requires a block size which may be arbitrary, and causes only the general list to be searched, gtbln is used when the size required from a block can be deduced from its "type", i.e. the use to which it is to be put. For instance, every multiple value is represented by a block containing pointers to its descriptor and its elements, and all such "multiple value" blocks have the same size, gtblgen is used for blocks whose size is not completely determined by their type; examples are invocation frames (since some procedures require more local storage than others), elements blocks of multiples, and descriptor blocks of multiples (since some multiples have more and larger dimensions than others).
Also, there is a separate storage allocation system for real (single precision floating point) number blocks, with a separate special size list and a separate entry, gtblreal. The only thing the two allocation systems share is a central common pool of storage, the "free area". When any request for allocation fails because blocks cannot be found on the appropriate free lists, a block of the requested size is chipped from one end or the other of the "free area".
-When a block is found on the general list whose size exceeds that requested by at least 4 words, the excess is split off the original block and returned to the appropriate free list. When the excess is less than 4 words, it is ignored (left with the original block).
This also is not quite accurate. If gtbln is forced to search the general list, and a block is found with an excess of less than 4 words, the block itself is ignored, i.e.
the search continues.
-No "rounding" is done; an attempt is made to get a block of exactly the size requested.
-Adjacent free areas are collapsed only when a request for allocation fails, i.e. a block cannot be found on the usual lists, and the size of the free area has gone to zero. When this happens, a scan through memory finds all free blocks and merges any of them that are adjacent to each other.
-No compaction (relocation of allocated storage) is done.
We can now describe some of the particular inquiries we made into the storage allocation procedure. We inserted mark instructions as follows: We also inserted mark instructions in the storage deallocation routines, in order to get a breakdown by block types of what blocks were being used. This information will be mentioned below but not given in detail. Figure 3 shows the data gathered while the storage allocator was being monitored. More programs were run for this experiment than for the earlier ones, and there was a wider variety of them:
-hanoi is a program to solve the Towers of Hanoi problem a series of times, with the size of the problem increasing each time (from 4 to 7 disks). Its activity consists mainly of calls to the procedure print, as well as (recursive) calls to the controlling procedure.
-rat2 and rat2* are the same program operating on different input data. The program does matrix decompositions of square matrices, not using real numbers, but instead defining a structure to implement rational numbers and using matrices of rationals. rat2 acts on matrices ranging in size from 1 x 1 to 4 x 4, before aborting due to integer overflow. rat2* goes all the way up to 8 x 8 matrices. As the  table  shows,  its  behavior  is somewhat  different  from  what  simple extrapolation from the behavior of rat2 would suggest.
-ktour finds and prints a knight's tour of an 8 x 8 chessboard.
-det and Isquaro are real matrix manipulation programs mentioned in connection with earlier experiments.
These data are extremely interesting from the perspective of trying to estimate the successes and failures of the current DSA system. Here are some of the points of interest:
-Consider the average length to which the general list must be searched before an appropriate block is found by gtblgen. To a first approximation, this is the ratio of gbglz to gtblg. Except for the two runs of rat2, for which this ratio is less than 5, the ratio ranges from 20 to 30. That is, it is in general necessary to search the first 20 to 30 blocks on the general list, before one is found which is large enough to meet the current request.
The behavior that this disastrous figure represents is called "fragmentation".
When a request for a medium-size block causes a large block on the general list to be split, the residue block may be in any of several sizes. There is a range of sizes that are too large to be useful on the special size lists, but too small to be useful on the general list; blocks in this range simply hang around on the general list with nothing to do, clogging the front of the list with deadly effect.
-Now consider the spectacular successes of the current DSA system. The percentage of requests to gtbln which are satisfied in just a few instructions, i.e.
for which the corresponding special size list is not empty, is the ratio of gbnaz to gtbln. This is never less than 902 and seems to average about 957,. The corresponding ratio for the real-number list, for the two programs which use it, is even higher (it is the ratio of gbraz to gtblr). Moreover, when the special size lists do fail, the resulting search of the general list stops after about 1 or 2 blocks. (Blocks small enough to be on the special size lists do occasionally find their way to the general list, e.g. elements blocks for small arrays, or blocks for short strings). (The average search length is the ratio of gbnbz to (gbnaz -gtbln).
Thus the method of keeping special size lists, when it can be applied, is extremely useful -it can reduce storage allocation overheads to near their minimum values.
-The breakdown of block types, not presented above, yielded other useful information. One type of block, the invocation frame, seemed to dominate the others, in frequency of use -only for det and (square was the number of deallocations of invocation frames less than 402 of the total number of deallocations (for these two programs the proportion was closer to 202). For those programs that used them at all, the other varying-size blocks (elements blocks, descriptor blocks, structured value blocks, strings) comprised large proportions of the total allocation-deallocation traffic. For instance, about 172 of the deallocations done during ral2* are of structured value blocks.
A number of ideas for improving the DSA system have suggested themselves to us, and we can use these data to make preliminary appraisals of them. The most promising one appears to be the extension, to the maximum degree possible, of the idea of "special size lists". In the improved system these would not be Mmited to a known set of sizes, fixed for all programs, as in the present system, but would include lists tailored to the needs of each particular program. For instance, -All invocation frames for a particular procedure are equal in size (since the number of arguments and the maximum potential requirement for local storage do not vary from one invocation to the next); so each procedure has its own special free list, from which frames for invocations of it are allocated.
-All instances of a particular structured mode have the same size; so each such mode has its own free list.
All descriptors for arrays of one dimension have the same size; similarly for arrays of two dimensions, three dimensions, and so on. There are separate free lists for descriptors for each of the first few (commonly used) dimensions;
descriptors for really high-dimensional multiples revert to the general storage list.
In future documents we will report on the results of experimentation with this and other improvements to the DSA system.
Summary
What can we learn, from these experiences, about methodology? What should a system implementor do, and know, in order to have adequate tools for understanding the behavior of a language system?
We have seen that machine simulators, such as the S/360 simulator used by
Alexander and the PDP-10 simulator used by Clark, are far from being adequate to the purpose. They are prohibitively expensive to run on test programs of interesting size;
at the same time they cannot ordinarily gather all the information that is desired.
More sophisticated measurement tools will have to be devised, and they will have to be designed along with, and into, the language systems themselves. A measurement tool must "know" about the structure of the thing being measured. Events which are significant at the source level (such as transitions from one statement to the next or from one line to the next, procedure entries and exits, decision points in loops and conditionals), and events which are significant at the implementation level (such as entry and exit of run-time support routines, or even execution of arbitrary pieces of code in the run-time support system), must be reflected to the measurement program as events that it can record; the use of indirect event records, such as executions of unusual instructions, can only be a stopgap measure.
We should also consider another problem which has not been solved by any of these studies in an entirely satisfactory manner, namely, the selection of test programs.
As we have seen from several of the studies, different application areas and even different programs within one area can show remarkably different characteristics at execution time; and yet the selection of programs for the samples in these studies has been in all cases almost haphazard, and was not even discussed by some of the authors. This is a subject that badly needs attention more serious than that which it has so far been given.
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Figure 1 presents the original list of basic statements from [4] , with the Algol 68 equivalents for them that were used when the program was run on the CMU Algol 68 system, and the average time for each statement in microseconds. Of the identifiers used in the various statements, x t y, and z are real variables initialized to 1.0, /c, I, and m are integer variables initialized to 1, el, e2, and e3 are integer arrays, and pO, pi, p2, and p3 are procedures which do nothing and return no result.
The nature of this table is such that it requires substantial commentary! -The compiled code includes calls to a "line number change" routine. These are placed at various landmark points, e.g. between statements and at the beginning of loop bodies, whenever the compiler detects that the source line number has changed since the last previous landmark point; the routine updates the record kept at execution time of the source line number, as well as performing a few other functions, such as checking for pending software interrupts from other processes in multiprocess systems.
It was desired to make these timings without the calls to the line number change routine. However, at the time the benchmark program war. run, the compiler could not be prevented from generating the calls, so the routine itself was patched to return without doing anything.
-The times given certainly cannot be presumed to be as accurate as they are given to be. Even the times for the simplest statements show some glaring indications of error. For instance, the times for x 1 and x := I differ by about 10 microseconds, although examination of the code for these two indicates that they differ only in one addressing mode in one instruction, i.e. the times should differ by not more than 2 microseconds. Earlier versions of these figures ev$n contained internal inconsistencies, e.g. the time for x :~ y t 2 was greater than that for x := y t 3 although less code was executed for the former statement.
Internal inconsistencies are not an uncommon occurrence in the many sets of figures obtained for this benchmark program on various systems.
-For some of the Algol 60 statements it was difficult or impossible to find Algol 68 equivalents:
-The semantics of exponentiation in Algol 60 require that the for the statement x :« y t z, the logarithm of y should be computed, and multiplied by z; e should be raised to the power of the product to get the result. Thus the logical Algol 68 equivalent of this statement, and the one used in [10] , is x :« exp (y * In (z». The equivalent used here, on the other hand, is
probably not a very good choice, since exponentiation to an integer power is a completely different operation.
-The switch construct has no obvious equivalent in Algol 68, and we have used the suggestion from the Revised Report on Algol 68 ( [27] ) of using a procedure whose body is a case clause, to perform the equivalent function.
Naturally this contraption is seldom seen in Algol 63 programs, making it a rather poor choice for a benchmark program.
-The Algol 68 operators sign and entior yield integer values, and thus do not correspond very well to their Algol 60 counterparts. For instance, the time for the statement x := sign y is dominated by the time required for the conversion from integer to real.
-As Wichmann points out, some of the statements are likely to take less time than they would, if their inputs were more typical. For this system, the only unusually low figure is for x := In (y)\ the natural logarithm function takes a shortcut for arguments sufficiently close to 1.0.
-The following characteristics of the system make the raw numbers somewhat more intelligible:
-All arrays are initialized when declared (all elements are set to an "undefined" value that is recognized by the system and can neither be mistaken for a legal value nor arrived at as a result of normal arithmetic computation).
-Array address computations, and conversions from integer to real, and other operations which, when their arguments are known at compile time, might be done at compile time in some systems, are all done at execution time in this system.
-Almost all operations of any complexity, including most assignations in the benchmark program, are done by calls of out-of-line subroutines. The only noteworthy exception is that assignations involving integers (such as k := I)
are done in line.
-The PDP-11 computers on which the test was conducted did not have hardware to do floating point arithmetic, nor to do integer multiplication and division.
-The times for the statements involving procedure-calls are unusually high. Actual instruction counts had led us to expect much smaller times. This was one of the observations that led us to suspect odd behavior of the dynamic storage allocator, as described in section 2.5.3. Figure 1 
