We present a new approach, called local discriminant embedding (LDE) 
Introduction
Mapping data from the input space to a low-dimensional space is inevitable in solving many computer vision and pattern recognition problems. For this purpose, dimensionality reduction techniques that work with subspace properties are perhaps the most popular choices. Nevertheless, it is often the case that Euclidean distance is incapable of capturing the intrinsic similarities between data points, and as a result, traditional subspace methods can no longer approximate a credible data distribution in the low-dimensional space.
On the other hand, take, for example, the face images varying in rotation, pose, or expression as the data. Such images reside on a manifold of their original space, as discussed in recent work, e.g., [10] , [17] , [21] . Indeed when data are densely distributed on a manifold, it is possible to apply manifold learning to reveal their intrinsic distribution in a lower-dimensional space. The seminal works of Isomap [23] and LLE [17] address data representation, and mainly consider how to preserve the local or global property of training data. Because it remains a difficult issue to map new test data to the low-dimensional space, their algorithms cannot be easily extended for classification problems. Some algorithms resolve this kind of difficulty by finding a mapping for the whole data space, not just for the training data, e.g., [1] , [4] , [9] , [12] , [18] . However, these methods are designed in a way to best preserve data localities or similarities in the embedding space, and consequently cannot promise good discriminating capability. Only a few manifold learning algorithms explicitly address classification problems, including [26] , [28] . In [26] , the authors propose to group the training data into clusters, and combine local discriminative features into a global Fisher criterion. Yang [28] considers the geodesic distances between data points as the features, and uses such features in linear discriminant analysis (LDA) for classification.
In view of the foregoing discussions, we are motivated to propose a new embedding framework for pattern classification on high-dimensional data. Particularly, our aim is to develop an algorithm that its discriminating efficiency does not strongly depend on the data distribution, and is directly applicable for dealing with new test data.
Related Work
Principle component analysis (PCA), or equivalently the Karhunen-Loeve transform, is widely used for linear dimensionality reduction. For example, Kirby and Sirovich [11] use PCA to model human faces, and Turk and Pentland introduce the Eigenface method for face recognition [24] . Techniques originated from manifold learning such as Isomap [23] , LLE [17] , and Laplacian Eigenmap [3] consider nonlinear dimensionality reduction by investigating the local geometry of data. Such embeddings are good for representation, but only concern with the training data. To facilitate nearest-neighbor searches for new test data, locality preserving projection (LPP) [8] and BoostMap [1] attempt to reconstruct data localities or similarities in the low-dimensional Euclidean space.
The above-mentioned linear or nonlinear dimensionality reduction approaches are generally not devised for classification use. On the contrary, in the context of pattern classification, LDA seeks the best projection subspace for separating data, and is shown to be a useful tool for feature extraction and classification, e.g., the Fisherface method [2] .
Often, without getting rid of those nice linear properties behind techniques like PCA and LDA, their discriminating power can be enhanced by incorporating nonlinearities via kernel methods [20] , [14] . Yang [29] applies Kernel PCA and Kernel LDA to face recognition, and shows that such modifications improve the classical Eigenface and Fisherface methods. Yet another possibility to boost the classification efficiency has to do with the data representation. Most subspace methods deal with vectors, and require that data such as images must be first transformed into vectors. Yang et al. [27] and Ye et al. [30] propose to view an image as a matrix, and present subspace algorithms that work directly on 2-D image data. These methods can find principal features in the rows or columns of an image, and result in a much smaller dimensionality of the corresponding eigenvalue problem than that in the conventional formulation.
Our Approach
Focusing on manifold learning and pattern classification, our embedding method achieves good discriminating performance by integrating the information of neighbor and class relations between data points. The crux of our approach is to learn the embedding by taking account of the respective submanifold of each class. While maintaining the original neighbor relations for neighboring data points of the same class is important, it is also crucial to differentiate and to keep away neighboring points of different classes after the embedding. With that, the class of a new test point can be more reliably predicted by the nearest neighbor criterion, owing to the locally discriminating nature.
In what follows, we begin by presenting our embedding algorithm in its generic form and then its two generalizations, including the two-dimensional and the kernel formulation. Finally, we verify the effectiveness of our method through a variety of experiments on face recognition and extensive comparisons with other approaches.
Local Discriminant Embedding
Let M be a manifold embedded in R n . Now suppose we have m data points
⊂ M and the corresponding class labels {y i |y i ∈ {1, 2, . . . , P }} m i=1 . Also, any subset of data points that belong to the same class is assumed to lie in a submanifold of M. In practice we are interested in the case that the dimensionality n is high; for example, if each data point represents an image, then n is equal to the number of image pixels.
For multi-class classification, a simple but effective way to determine the class label of a new test point is to use the nearest neighbor criterion [6] . Since the data points are on the manifold, one would expect that if the geometrical structure of the underlying manifold is unraveled, then the computation of finding the nearest neighbor can be done efficiently in a lower-dimensional space. Alas, manifold learning algorithms like Isomap [23] and LLE [17] are defined simply on the training data points, and therefore not suitable for classification problems. Some recent studies have tried to address this issue by explicitly learning the mapping functions [1] or projections [8] for nearest-neighbor search in low-dimensional Euclidean space. Although the learned embedding in [1] or [8] is applicable to new test points, the performance of classification relies heavily on how well the nearest neighbor criterion works in the original high-dimensional space. In fact, since their main goal is to preserve localities or similarity rankings after embedding, these algorithms are more appropriate for retrieval or clustering rather than for classification.
Our formulation directly incorporates the class information into the construction of embedding. In effect, the proposed local discriminant embedding (LDE) framework seeks to dissociate the submanifold of each class from one another, and specifically derives the embedding for nearest neighbor classification in a low-dimensional Euclidean space. The structure of LDE can be characterized by three key ideas: 1) similarities are locally measured based on manifold assumptions; 2) the embedding is in the form of linear projection, which is obtained by finding generalized eigenvectors; 3) the algorithm itself solves an optimization problem, which is defined to discriminate submanifolds.
LDE Algorithm
For convenience of presentation, we first describe the steps of the LDE algorithm, and then justify them in detail. Recall that the data points {x i } m i=1 are in R n , and each x i is labeled by some class label y i . We also write the data matrix as
n×m . Then, the proposed LDE can be realized by the following three steps.
1. Construct neighborhood graphs. Let G and G denote two (undirected) graphs both over all data points. To construct G, we consider each pair of points x i and x j from the same class, i.e., y i = y j . An edge is added between x i and x j if x j is one of x i 's k-nearest neighbors. (The other possibility is to consider the -ball implementation.) For G , we instead consider each pair of x i and x j with y i = y j , and likewise, connect x i and x j if x j is one of x i 's k -nearest neighbors.
Compute affinity weights.
Specify the affinity matrix W of G, where each element w ij refers to the weight of the edge between x i and x j , and is given by
By default, w ij = 0 if x i and x j are not connected. It is clear that W so defined is an m × m, sparse, and symmetric matrix. The other affinity matrix W of G can be computed in the same way. Of note, the affinity weights defined in (1) are derived from the heat kernel [16] . Another possible choice called "simple-minded" is also suggested in [3] ; namely, w ij = 1 if x i and x j are connected, and w ij = 0 otherwise.
3.
Complete the embedding. Find the generalized eigenvectors v 1 , v 2 , . . . , v that correspond to the largest eigenvalues in
where D and D are diagonal matrices with diagonal
We now give justifications for the above steps of LDE. Specifically, the aim of the algorithm is to construct the embedding z = V T x based on linear projections, where V is an n × matrix with n. Unlike PCA and LDA, our method explores the local relations between neighboring data points. Since the class information is given, it is reasonable to require that, after embedding, the neighbor relations can better reflect the class relations. That is, in the low-dimensional embedding subspace, we want to keep neighboring points close if they have the same label, whereas prevent points of other classes from entering the neighborhood. With these two aspects of consideration, we arrive at the following constrained optimization problem:
The optimization formulation essentially uses the class and neighbor information through the two affinity matrices W (for y i = y j in neighborhoods) and W (for y i = y j in neighborhoods), computed in Step 2 of LDE.
To gain more insight into (3), we write the square of norm in the form of trace
Since the operation of trace is linear and w ij is a scalar, we can move the summation and w ij inside the trace:
where X is the data matrix and D is a diagonal matrix with d ii = j w ij . The objective function and the constraint in (3) can be reformulated as
Thus, we can conclude (also see [7] , p.447) that the columns of an optimal V are the generalized eigenvectors corresponding to the largest eigenvalues in
Once we have learned the projection matrix V using the LDE algorithm, nearest neighbor classifications become straightforward. For any test pointx ∈ R n , we computē z = V Tx . Its label is then predicted as y i * provided that
Generalizations for LDE
The previous section introduces LDE in its basic form. In general, it is impractical to argue the superiority of a learning algorithm over others, since the amount and the prior distribution of training data, and the type of problem all have direct bearings on the classification performance. For this reason, we introduce two useful generalizations for local discriminant embedding, the two-dimensional LDE (2DLDE) and the kernel LDE. As we shall see later, the two variants of LDE have their own advantages for different circumstances. Hence, the overall LDE framework is thereby capable of resolving a wide range of problems.
Two-Dimensional LDE
Sometimes we are limited to work with a small number of training data, and have to face the problem that their underlying manifold cannot be accurately approximated. We address this issue by employing the two-dimensional based approaches [27] , [30] , under the assumption that the data are images. Then, instead of raster-scanning an image to produce a vector, a 2-D based scheme treats an image as a matrix, and solve a subspace problem according to matrix norms. It follows that the columns and rows of image data implicitly emerge as points on a manifold. A handy example is that such manifold properties of row and column hold for facial images, owing to the abundance of regular horizontal and vertical patterns of human faces. Especially when the variations in images are known to be caused by translation, pitch, or yaw, 2DLDE has significant advantages over the vector-based formulation.
be the training data, where each A i is now a matrix representation of an image of size n 1 by n 2 . To generalize the formulation of standard LDE, processes for vectors need to be modified for matrices. First, the matrix-vector multiplication z i = V T x i should be changed to the two-sided form as
1/2 . Keeping in mind these adjustments, we rewrite (3) in two-sided form:
We solve the two-sided optimization problem numerically, in a flip-flop manner-one of L and R is solved while the other is fixed [30] . The iterative procedure is repeated until convergence. For the sake of brevity, we shall not go into the details of calculations, but simply remark that they involve the property A 1. Given L, solve for R by finding the generalized eigenvectors r 1 , r 2 , . . . , r 2 corresponding to the 2 largest eigenvalues in
and R = [r 1 , r 2 , . . . , r 2 ].
2. As R is given, L can be obtained by finding the generalized eigenvectors l 1 , l 2 , . . . , l 1 corresponding to the 1 largest eigenvalues in
and
After L and R are derived, nearest neighbor classifications with 2DLDE can be carried out as follows. For a test pointĀ (in matrix form), we first computeB = L TĀ R. Then, we find its nearest neighbor B i * , which minimizes B i −B F , and assign the label asȳ = y i * .
Kernel LDE
Historically, the classification power of linear learning algorithms is considered limited, and is often insufficient to deal with complicated problems [15] , [25] . One possible attempt to elevate the classification performance is to transform input data to a higher-dimensional space via a non-linear mapping. Among the many efforts, the kernel trick [19] , best known for its use in support vector machines [25] , provides an effective way for that purpose. Thus, for our second generalization to LDE, we investigate its kernel representation, and establish a new algorithm incorporating nonlinearity, namely the kernel LDE.
Suppose that we map the input data
to some high-dimensional feature space F via a nonlinear mapping φ : R n → F. We thus focus on {φ(
. Also, a dot product in F can be computed by the kernel function k(
. To simplify the discussion, now assume that we are to find only one projection direction v in F for local discriminant embedding, where v can be expressed in terms of a combination of mapped data, i.e., v = m i α i φ(x i ), and is therefore determined by the expansion coefficients α i .
With some effort, the optimization problem in (3) can be kernelized as
where K is a kernel matrix with K ij = k(x i , x j ), and
T consists of the expansion coefficients. It follows that the corresponding generalized eigenvalue problem to find α of (11) is
where the generalized eigenvector associated with the largest eigenvalue is of our interest.
To test a new pointx by nearest neighbor classification with kernel LDE, we need to compute the dot product via kernel, that is,
, and find its nearest neighbor in the one-dimensional embedding space. Note that although the construction of embedding presented above is based on 1-D projection, it is equally valid for kernel embedding in a multi-dimensional subspace (where α forms a matrix), and indeed this is the case that we use for the face recognition experiments.
Face Recognition and LDE
Face images that vary in lighting, orientation, pose, or facial expression are good real-world examples to illustrate the concept of manifold learning. In this section we discuss the results of applying local discriminant embedding to face recognition problems. Various experiments are conducted to demonstrate the performances of the LDE algorithms on different types of variations, including pose, orientation, translation, lighting, and expression. A face recognition task is handled as a multi-class classification problem-we map each test image to a low-dimensional subspace via the embedding learned from training data, and then classify the test data by the nearest neighbor criterion.
The Datasets
Three databases are used in our experiments: the AR face database [13] , the CMU PIE database [22] , and the AT&T face database [5] . AR and PIE are rather large databases. We use them to build several face datasets for different kinds of experiments, and adopt five-fold cross validation for evaluating the performances of assorted algorithms. The AT&T database is smaller; we test on the whole database by the leave-one-out strategy, as well as five-fold cross validation. These experiments are referred to as AR 14, PIE 27, PIE 5, PIE R, PIE T, AT&T LOO, and AT&T CV. We give below a brief description for each of them.
AR 14:
The AR database contains more than 4,000 images featuring frontal faces with different expressions, lighting conditions, and occlusions. We remove those images of occluded faces and manually crop the remaining images to generate a dataset of 118 people. The dataset consists of 1,652 (= 118 × 14) images, where each subject has 14 facial images taken in two sessions separated by two weeks, as illustrated in Fig. 1 . Furthermore, two formats of data representations are used according to the formulations of algorithms. By 2D formulation, an image is stored as a matrix of size 115 by 115. For vector-based formulation (including kernel LDE), we resize each image to 28 by 28 pixels and transform it into a vector of 784 pixels through raster scan. The dataset is randomly divided into five subsets of approximately equal size for five-fold cross validation.
PIE 27:
The PIE database includes over 40,000 facial images of 68 people. We generate a dataset from it by selecting 27 images for each person. The selected 27 images feature nine poses with three expression variations, as shown in Fig. 2 . Images are cropped and resized to 100 by 100 pixels for 2D formulation. For vector-based formulation, we further downsample the images and represent them as vectors of 625 (= 25 × 25) pixels. The 1,836 images in the dataset are randomly divided into five subsets for cross validation.
PIE 5:
The PIE 5 experiment is to test on pose variations. From the dataset of PIE 27 we select five near-frontal facial images of each person putting on a neutral expression, as illustrated by Fig. 3a . The dataset comprises 340 face images of 68 people. We divide the dataset into five subsets according to the pose. Therefore, during the process of five-fold cross validation, a test set comprises the images of all subjects in the same pose, and we want to recognize them based on the training images with the other four poses. This experiment is more difficult: first, we have only a small number of training samples; second, test data are not very close to the training data; third, the algorithms are required to handle interpolation and extrapolation.
PIE R and PIE T:
In the PIE database we pick 37 people who do not wear glasses, and use their frontal face images (with a neutral expression) to produce two datasets for experiments on rotation (PIE R) and translation (PIE T). For PIE R, we rotate a frontal face image in 10
• steps between ±40
• to generate nine rotated images (including the original one with 0
• rotation). For PIE T, we shift a frontal face image by the combination of −5, 0, 5 pixels in horizontal and vertical coordinates, and consequently we have nine images: the original image plus the eight images with translations to the eight directions. Fig. 3b and Fig. 3c illustrate two examples of PIE R and PIE T. Each dataset is randomly divided into five subsets for cross validation.
AT&T LOO and AT&T CV:
The AT&T face database contains 400 images of 40 subjects, as shown in Fig. 4a . Since the database is small and the images are already cropped, we use the whole database for the leave-one-out test (referred to as AT&T LOO), in accordance with the setups of previous works [27] , [29] . Note that, for vectorbased formulation, images are down-sampled to vectors of length 644 (= 28 × 23) pixels, as in [29] ; for 2D formulation, images are trained and tested with their original size as 112-by-92 matrices. In addition, we also carry out five-fold cross validation (referred to as AT&T CV) on this database.
Experimental Results
Before we go through the elaborate experimental results, it is insightful to first look at a concrete example of the proposed embedding. In Fig. 5 , the data of PIE R are embedded in two-dimensional Euclidean space by the LDE algorithm. It can be seen that the rotated face images of the same person mostly lie on a one-dimensional submanifold (along the z 2 direction). Nevertheless, the overlaps of different classes indicate that the two-dimensional embedding space is still not sufficient to differentiate the whole dataset.
And as we will see later, it indeed takes a four-dimensional LDE for producing faultless recognition testing on PIE R.
Five-fold cross validation. Table 1 summarizes the results of the aforementioned experiments with five-fold cross validation. Each reported error rate is an average over the five runs of cross validation, and is empirically optimized by choosing within a wide range the best parameters (e.g. and k) for each method, based on its performance in five-fold cross validation. We compare LDE with the nearest neighbor classification in input space (NN), Eigenface [24] , Fisherface [2] , locality preserving projections (LPP) [9] , and GPCA [30] . (RBF kernels are used in the experiments of kernel LDE.) For numerical stability concern, we adopt the techniques suggested by [2] and [9] to avoid singularities encountered in those methods that require solving generalized eigenvalue problems. More specifically, we use PCA to pre-process the singular matrix and keep 98% information in the sense of low rank approximation. Overall, LDE achieves superior performances in all aspects of testing. We now highlight some observations about these experiments:
• Among the experiments, the AT&T CV is the easiest one. (The performance of NN largely reflects the difficulty of a problem.) Each images in the AT&T database includes the entire face and the head contour, which provide useful information for classification.
• For more difficult problems, the PCA-based methods, including Eigenface and GPCA, have high error rates, and their performances are similar to those of NN. The phenomenon suggests that their performances mainly depend on how the data distribute on the manifolds. If the neighborhoods contain mostly the data points of the same class, such as the case in AT&T CV, PCAbased methods can perform satisfactorily; otherwise one should not expect good classification accuracy with PCA-based dimensionality reduction.
• The locality preserving projection algorithm performs better than the PCA-based methods, but still not well enough as the discriminant-based ones. Although LPP seeks to preserve neighbor relations, it does not exploit the class information for classification. The at- tempt to keep neighbors of the same class closer via projections might also attract unwanted neighbors of different classes.
• Fisherface generally has low classification error rates. However, it models only the global structure of data, since the data distribution is assumed to be a Gaussian mixture. Lack of neighborhood properties makes the Fisherface method less appealing, especially when the nearest neighbor criterion is used for classification.
• When a face image is viewed as a vector, some useful spatial features might also be lost. For instance, in Fig. 3a and Fig. 3c , data points of the same class will look dissimilar if they are represented in the form of raster-scan vector. It is difficult for a test vector to find a neighbor of the correct class among the training vectors in PIE 5 and PIE T. We note that 2DLDE is more capable of resolving these problems. In the 2D formulation, an image is viewed as a matrix, and its column and row vectors are analyzed as data points on manifolds. As can be observed in Fig. 3a and Fig. 3c , despite pose variations and translations, it is still easy to find similar pixel columns or rows in the images of the same class. The regularities in the columns and rows of translated faces are particularly beneficial to nearest neighbor classification, and give rise to the impressive result of 2DLDE in PIE T. On the other hand, 2DLDE is not so suitable for rotated faces, in which the horizontal and vertical patterns are more irregular.
Leave-one-out. The results of leave-one-out evaluations on the AT&T face database are shown in Table 2 . All error rates are empirically optimized through parameter selection. Every method gets just few misclassifications among the 400 tests. In fact, by applying nearest-neighbor searches in the input space, we already have a very low error rate (8/400). Even though the performance is seemingly hard to improve, the three proposed algorithms achieve lower error rates than previous methods. In particular, kernel LDE has only one error in the 400 tests. Fig. 4b depicts the sole misclassified face (top) and its nearest neighbor (bottom). 
Conclusion
We have presented a new manifold embedding framework for pattern classification. Based on the class information, our approach achieves good accuracy by realigning the submanifolds and rectifying the neighbor relations in the embedding space. The promising experimental results on face recognition further suggest that local discriminant embedding and its generalizations are convincingly applicable for multi-class classification problems whose data have underlying manifold structures. For future work, we are now exploring the connection between our method and large margin classifiers. Applications to multi-class and multi-view object detection are also of our main interests. 
