Self-replication with magnetic dipolar colloids by Dempster, J. M. et al.
Self-replication with magnetic dipolar colloids
Joshua M Dempster,1 Rui Zhang,2 and Monica Olvera de la Cruz1, 2, 3
1Department of Physics and Astronomy, Northwestern University, Evanston, IL,60208
2Department of Materials Science and Engineering, Northwestern University, Evanston, IL, 60208
3Department of Chemistry, Northwestern University, Evanston, IL, 60208
Colloidal self-replication represents an exciting research frontier in soft matter physics. Currently, all reported
self-replication schemes involve coating colloidal particles with stimuli-responsive molecules to allow switch-
able interactions. In this paper, we introduce a scheme using ferromagnetic dipolar colloids and pre-programmed
external magnetic fields to create an autonomous self-replication system. Interparticle dipole-dipole forces and
periodically varying weak-strong magnetic fields cooperate to drive colloid monomers from the solute onto tem-
plates, bind them into replicas, and dissolve template complexes. We present three general design principles for
autonomous linear replicators, derived from a focused study of a minimalist sphere-dimer magnetic system in
which single binding sites allow formation of dimeric templates. We show via statistical models and computer
simulations that our system exhibits nonlinear growth of templates and produces nearly exponential growth
(low error rate) upon adding an optimized competing electrostatic potential. We devise experimental strategies
for constructing the required magnetic colloids based on documented laboratory techniques. We also present
qualitative ideas about building more complex self-replicating structures utilizing magnetic colloids.
I. INTRODUCTION
While self-replication has been extensively explored in
artificial molecular systems including nucleic acids[1–3],
peptides[4], and small organic compounds[5, 6]), efforts to
introduce this exciting behavior in colloidal replicators have
begun only very recently. A single experimental scheme was
reported in 2011 which successfully reproduces template se-
quences of DNA-functionalized colloids using laboratory in-
tervention at each step of the replication process[7, 8]. Since
then, several theoretical papers have achieved autonomous,
exponential self-replication of colloids in computer simu-
lations. However, theoretical work to date proposes coat-
ing colloids with sophisticated patterns of stimuli-responsive
molecules which are not yet physically accessible. These take
the form of complementary patches that can be switched on
and off at will[9], bonds that spontaneously dissolve when a
certain number of other bonds have formed[10], and bonds
that are artificially restricted to form only in the presence of a
template[11].
Here we introduce a system capable of autonomous repli-
cation and exponential growth using experimentally accessi-
ble potentials. We demonstrate that a magnetically dipolar,
self-replicating colloidal system can be constructed on simple
building blocks, with all features within reach of current ex-
perimental techniques. We present a simple stochastic model
for dimer replicators and explicitly consider the case of a finite
probability for bonds to form erroneously. This examination
motivates several general design principles for autonomous
linear replicators. Their application to the magnetic system
produces nearly pure exponential growth. As a first proof of
concept, we focus on a minimal self-replicating system com-
prised of magnetic monomers (constituents) and dimers (tem-
plates).
II. THE MAGNETIC SYSTEM
Both molecular[1–6] and colloidal[8–11] self-replication
follow the same basic principles. The system starts with a
template of particles connected by permanent bonds. This
template attracts other constituents (monomers) out of the so-
lution and arranges them into a copy of itself. The attracted
constituents are permanently bound together in a new tem-
plate. Finally, new templates are separated from the old by
some mechanism. At colloidal scales this requires a periodic
drive, such as heat[8], light[9, 11], mechanical stress[12], or a
more elaborate internal mechanism that triggers with the for-
mation of the new template[10]. When templates separate and
other bulk clusters dissolve, the replication cycle begins anew.
The magnetic system instantiates the general scheme just
described using dipole potentials. Figure 1 describes the mag-
netic replication system. The system consists of a collection
of hard-core spherical colloids with diameter σ and permanent
magnetic moment µ fixed in each sphere’s frame. All spheres
are subject to the dipole-dipole interaction
U12 = k
(r12
σ
)−3
(µˆ1 · µˆ2 − 3(µˆ1 · rˆ12)(µˆ2 · rˆ12)) (1)
and external potential Uext = −Hext · µˆ. The magnitudes of
these two interactions are measured by energy parameters k
and Hext. To each monomer we add one additional potential
in the form of a small binding site (Fig. 1a) on the surface of
the sphere, halfway between the two magnetic poles. When
two binding sites move within a distance rb ( σ) of each
other, they form a permanent, rigid bond. The resulting dimer
is the template for replication (Fig. 1b). In simulations, we
assume each bound dipole can still independently and freely
rotate about the axis of the bond; however, to instantiate the
system it is only necessary for the bond to allow 180◦ twisting
from the neutral position, so that the two dipoles can switch
from parallel to antiparallel. Such bonds could be created us-
ing patches of single-stranded auto-complementary DNA[13],
using one of several well-established techniques for making
gold patches of controllable size[14]. To ensure the patch
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FIG. 1. (Color online) The simple dipole replication scheme. (a) Detailed sketch of the dipole model used for self-replication. Binding sites
(dots on the side) interact via an attractive infinite potential of range 2rb with the minimum at rb. Black arrows indicate magnetic dipole
moment direction µˆ. (b), A dimer template which will be replicated. If the external field strength H is weak compared to k, the two magnetic
moments in the dimer anti-align. (c) If no colloids are bound, the preferred configuration for low dipole concentrations in a weak field is a line.
Binding sites are never close enough to form a new dimer. (d) The four-step replication cycle. In steps i-iii (the replication phase), a template
replicates. In step iv (the mixing phase), a strong external fieldH′ is reoriented continuously to dissolve clusters. (e) A sample of the direction
of the mixing field Hˆ′ indicated by the path it traces on the unit sphere.
is at the midline of the dipole, colloids should be permitted
to aggregate at an interface with a field in the plane of the
interface. Colloids in these interfacial aggregates will auto-
matically present surface patches halfway between their mag-
netic poles. The details of one proposed interfacial fabrication
method are presented in Appendix A.
The replication sequence proceeds as follows. We begin
with a random distribution of monomers and dimers in so-
lution and allow them to evolve in a diffusive regime. An
external field H mitigates magnetic sedimentation[15] and
accidental dimer formation by forcing monomers to aggre-
gate only in mutually repulsive parallel strings [16], as illus-
trated in Fig. 1c. Dimers compete with these long strings for
monomers. Provided H  k, dimers that succeed in attract-
ing two monomers can trap them in a binding configuration
and create a new dimer as illustrated in Fig. 1d (i-iii). We call
the total time allowed for this replication phase τ . After this
period has elapsed, the mixing phase begins. Here the tem-
plate is separated from its replica by driving the system with
a strong “mixing” magnetic field H ′  k. Hˆ′ changes di-
rection much faster than the translational diffusion timescale
τ0 of the monomers, sampling all orientations with a roughly
equal probability. Each dipole is forced to align with the field,
and dipole directions decouple from colloid displacement vec-
tors as the field rotates. Ideally, the mean interaction between
dipoles goes to 0 while the mixing field is applied:
〈U12〉 = k
(r12
σ
)−3 ∫ 1
−1
d cos θ (1− 3 cos2 θ) = 0 (2)
In practice, a finite residual value for 〈U12〉 < 1kBT is
acceptable. Once a predetermined time tm has elapsed, H ′
is turned off and the cycle begins again with the replication
phase. Continuous functions for the mixing field direction are
used as shown in Fig. 1e (see more technical details in Ap-
pendix B). We make no claims that these functions are the
simplest or optimal choices. Comparing alternatives is a pos-
sible avenue for future study.
III. GROWTH AND ERROR IN REPLICATION
To analyze the magnetic system and assess its potential as
a general self-replication method requires a basic theoretical
framework, which we now present. The replication process
produces new templates in proportion to existing templates
and remaining monomers, at a rate we call the replication rate
Rr: ∂tNd = RrNd(1 − 2Nd/N), where Nd is the number
of dimers and N is the total number of monomers. How-
ever, new template bonds can generally form in the absence of
templates via spontaneous collisions[6]. For dimer templates,
this second channel is crudely proportional to the square of
free monomers. We call the constant that governs this second
channel the error rate Re. Combining both effects leads to the
total dimer growth equation:
dNd
dt
=
(
RrNd +Re(
N
2
−Nd)
)(
1− 2Nd
N
)
(3)
The exact ensemble- and cycle-averaged solution for Rr >
Re is
Nd(t) =
N
4(1−X) tanh
(
Rr
2
t+ b
)
+
N(1− 2X)
4(1−X) (4)
where X is the ratio Re/Rr and b is chosen to match the initial
number of dimers,Nd(0). In the limitRr  Re andN  Nd
(equivalent to 1/2Rrt+ b −1), we may simplify to
Nd(t) =
(
Nd(0) +
N
2
X
)
eRrt − N
2
X (5)
The two primary goals of any autonomous replication scheme
are to maximize Rr while minimizing Re, i.e. to minimize
X[6]. This is true even if the template is not a simple dimer: in
that case the error channel does not produce correct templates,
but instead creates malformed or mutated structures. In these
more complex systems suppressingX is necessary to suppress
the mutation rate.
3The numerator Re depends strongly on the details of the
system, but a general, microscopic, stochastic model is possi-
ble for the denominator Rr in the case of rigid linear tem-
plates. In the standard linear replication scheme described
in the introduction, each element of the template attracts el-
ements from the solution into a copy of the template. For
this paper we consider only the creation of dimers. Let the
unconditional probability of replicating a bond, and hence a
dimer, in time t since the start of the cycle be PT (t). With no
erroneous binding and an infinite number of monomers, the
number of replicated dimers for cycle n will be
N
(n)
d = N
(0)
d (1 + PT (τ))
n (6)
As a function of time, we find
〈Nd(t)〉 = Nd(0)(1 + PT (τ)) ttm+τ (7)
Equating this with Nd(0)eRrt yields
Rr(τ) =
ln (1 + PT (τ))
tm + τ
(8)
in which the numerator reduces to PT for small values of PT .
PT (τ) starts at zero and approaches some asymptote less than
or equal to one, and therefore Rr is optimized by some finite
value of τ .
The unconditional probability PT can expressed as a func-
tional of the probabilities of completing two kinds of pro-
cesses: adsorbing all required monomers to the correct sites
on the template, and binding the monomers into a replica. For
the case of a dimer, these processes reduce to just three events:
1. P1(t1), the unconditional probability of the first
monomer arriving on the dimer by time t1 measured
from the cycle start
2. P2(t : t1), the conditional probability of a second
monomer arriving in a binding configuration by time
t > t1 given a first monomer arriving at t1
3. Pb(τ : t), the conditional probability of a bond forming
by the end of the cycle given two monomers in a binding
configuration at time t
Labeling the unconditional probability of having two
monomers in a binding configuration by t as Pa(t), we find
Pa(t) =
∫ t
0
dt1
dP1(t1)
dt
P2(t : t1) (9)
Similarly, the unconditional probability of binding PT can be
expressed as
PT (τ) =
∫ τ
0
dt
dPa(t)
dt
Pb(τ : t) (10)
Pb must be found directly for the system under consideration
either analytically or numerically. We find P1 and P2 by rea-
soning that, averaged over a large ensemble of free dimers,
each dimer attracts monomers at a rate proportional to the
density of free monomers, ηf . In general, monomers in the
bulk form aggregates during the replication cycle so that ηf
depends on time. Therefore we find
P1(t1) = 1− exp
(
−ρ
∫ t1
0
dt′ηf (t′)
)
(11)
where ρ is a constant. In general the presence of the first
monomer alters the rate at which monomers arrive on the
neighboring site on the dimer. Let this new rate be ξρηf . If
the first monomer arrives at t1, the conditional solution for
P2(t : t1) is
P2(t : t1) = 1− exp
(
−ξρ
∫ t
t1
dt′ηf (t′)
)
(12)
If we define a new variable I(t) =
∫ t
0
ds ηf (s), we can now
write the exact probability distribution Pa as
Pa(t) = P1(t) +
e−ξρI(t) − e−ρI(t)
ξ − 1 (13)
and the differential form
d
dt
Pa(t) = ρηf (t)
ξ
1− ξ
(
e−ρI(t) − e−ξρI(t)
)
(14)
We have left two free parameters, ρ and ξ, with which to fit the
model forRr to a real system. Our fitting for these parameters
in the magnetic system is given in Appendix C, but the form
of the dependence of PT on I and PB is more significant in
the following discussion.
IV. RESULTS AND DISCUSSION
We implement a recently developed kinetic Monte Carlo
simulation scheme [9, 17] (a brief review is given in Appendix
B) to study dimer counts as a function of time for various
values of τ in systems with 2500 total colloids and 10 ini-
tial dimers. Figure 2 shows the results with k = 20, H = 5,
H ′ = 1000, rb = 0.05σ, and the volume fraction occupied by
colloids φ = 0.00226. We confirm that growth for larger val-
ues of τ is exponential up to ternary order and that Rr  Re
using the statistical analysis detailed in Appendix C. However,
Re still dominates dimer production unless 2 (Nd/N) > X .
The dominant Re term causes the mostly linear growth seen.
We identify X = 0.01 as the threshold value for a replicating
system to be considered nearly pure.
For most replicating systems, arbitrarily small values of X
cannot be achieved by increasing τ alone. From eq. (8) is it
clear that for very long values of τ , the probability that any
dimer replicates will saturate at a finite value ≤ 1 and Rr will
start falling as τ−1, while in the best case Re will also fall
with τ−1. To reduce the lower bound of X it is necessary to
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FIG. 2. (Color) Dimer replication in the magnetic system.(a) Characteristic snapshots of the four steps of the replication cycle as they occur in
simulations[18]. Black dots show the north pole of each dipole, and green dots show the binding sites. (b) The number of dimers Nd over time
for simulations with different values τ . Dashed gray lines indicate best-fit models (Eq. (5)) of dimer counts for τ = 25τ0 and τ = 100τ0. For
small values of τ the erroneous channel Re leads to entirely linear growth, while larger values begin to show non-linearity. (c) The replication
rate Rr and the error rate Re in units of τ−10 for various values of τ . Errors were calculated using the standard deviation of best fit values,
which were found using a run-replacement bootstrap method (details in Appendix C).
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FIG. 3. (Color online) The two distributions governing replication efficiency for the magnetic system. (a) The number density of free monomers
at time t after the mixing cycle ends. The dotted line shows the free monomer density if the system begins in a truly random initial state, while
the solid line shows the result if the system is randomized by the mixing field. Both results are averaged from 10 simulations of 500 monomers.
(b) The binding probability for an isolated dimer that starts with two attracted monomers in the binding configuration at t = 0, as in Fig. 1dii,
determined by 10000 simulations of an isolated dimer/two monomer set. If the monomers remained in the binding configuration, a simple
exponential distribution would be observed (shown by the dotted line). In simulations (solid line), we observe a sub-exponential saturation as
monomers transition from binding to trapping configurations.
increase the long-τ probability PT (∞) that dimers replicate
while reducing the probability of random collisions.
Our previous general analysis of replication provides some
useful insights into achieving higher values for PT (∞). From
equations (14) and (10), we find that two values limit the max-
imum of PT . The first is c ≡ I(∞). c is highest for a sys-
tem that begins in a completely random state, which makes it
an appropriate measure of a mixing drive’s effectiveness for
replication. The second limiting value is PB(∞). Ideally, c
diverges and PB(∞) = 1 so that it is possible to replicate ev-
ery dimer with a sufficiently large value for τ . In practice this
is unlikely to be achieved, and one designs the drive to maxi-
mize c and the energy landscape to maximize PB(∞). Figure
3 plots ηf (t) and PB(t) for the magnetic system with the pa-
5rameters given for Fig. 2. We find that the magnetic mixing
field is nearly as good at randomizing the system (maximiz-
ing c) as computerized randomization, with only small im-
provements possible. However, PB(t) saturates at values well
below unity. This suggests that monomers are escaping the
binding configuration and entering undesirable trapping con-
figurations. One commonly observed trap is illustrated in Fig.
3b.
The simplest method for suppressing Re is to lower
monomer concentrations. However, this method is limited
by monomer clusters in the bulk which lead to locally high
monomer concentrations at the beginning of the mixing cy-
cle. The stair-step structure seen in Fig. 2a shows bursts of
dimers forming early in the mixing cycle due to these clus-
ters. To achieve lower values of Re we propose a kinetic
barrier between binding sites. The simplest barrier, a short
range isotropic repulsion between colloids, is also among the
most effective because the presence of a template negates the
barrier. For monomers with no template, the repulsion will
exponentially suppress binding events.
Thus we find three general principles for high-quality repli-
cation: 1. The drive in the mixing phase should maximize c
– dissolving all aggregates into well dispersed monomers and
templates before a new replication phase starts. 2. The energy
landscape should maximize PB(∞). 3. Colloids should have
an isotropic repulsion weaker than the template attraction but
stronger than kBT , with range greater than the binding length
rb – minimizing the random collision rate (∝ Re) while only
modestly reducing Rr. Although these conclusions are drawn
from our investigation of self-replication in magnetic dimers,
they extend to linear templates of any length and other forms
of energy drive.
We apply these principles to optimize the magnetic system.
Isotropic repulsion naturally arises between wetted colloids
and can be readily tuned through salt and pH, which makes
this form of energy landscape manipulation experimentally
attractive for any colloidal replication scheme. For spherical
colloids larger than the screening length of the solution, elec-
trostatic repulsion takes the form q exp (−κ(r12 − σ))[19],
where q is an energy constant and κ the inverse screening
length. q and κ are chosen to satisfy the design principles
just articulated. We set κ to 0.2σ so that the kinetic barrier
extends farther than rb. q is chosen in the range k > q > kBT
to maximize PB by minimizing the two kinetic traps shown
in Fig. 4c. Although it is not possible to simultaneously dis-
favor both traps relative to the binding configuration, a value
of q = 0.6k achieves the optimal compromise (further dis-
cussed in Appendix D). We found that these potentials can be
easily achieved for silicon-oxide coated magnetite particles in
a neutral, low-salt solution as discussed in Appendix A. We
also made system-specific alterations to the mixing field to
mitigate the dimer explosion at the beginning of the mixing
cycle. By initially spiraling slowly from the z axis, the new
form of Hˆ′ allows time for the monomer strings to dissolve
before their binding sites are able to make contact. We addi-
tionally lengthened the mixing interval to improve c.
Figure 4d shows the long-term growth of dimers in this low-
error regime. Fitting with Eq. (4) yieldsX = 0.0066±0.001.
With such a low error rate the system is suitable for probing
more delicate features of self-replication, such as environmen-
tal selection or structures more complex than dimers.
V. CONCLUSION
We have shown that a system of self-replicable nanomateri-
als based on dipolar magnetic colloids produces high-quality
autonomous replication. We considered autonomous self-
replication as a stochastic process and quantified the effect of
a finite probability that erroneous bonds form by introducing
the parameter X . Exponential growth requires suppressing X
to values much less than 1. We identify three general design
principles to minimizeX and apply them to create nearly pure
exponential growth in a population of magnetic dimers.
There are many compelling avenues for future research
with self-replicating magnetic colloids. Magnetic colloids
have the unique advantage that they can be driven by mag-
netic fields in various environments, including living tissue.
For this reason they are rapidly being adopted in a wide va-
riety of medical applications[20, 21]. Several current med-
ical proposals may benefit from magnetic particles that can
replicate patterns, such as tissue scaffolding[22, 23]. Achiev-
ing more complex self-replicating structures than the dimers
discussed in here will require more sophisticated fabrication
of magnetic colloids. Fortunately, recent experimental work
with anisotropic magnetic particles suggests that more com-
plex nonlinear clusters can be realized [24, 25]. These ad-
vances in colloid synthesis, together with the rich and func-
tional behavior of magnetic monomers in various types of
magnetic fields, are expected to provide an avenue for self-
replicating magnetic polymers and clusters. We believe fur-
ther exploration of magnetic self-replication will be of both
scientific interest and technological value.
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Appendix A: Feasibility
1. Fabrication of particles
One of the attractive features of the magnetic system in con-
trast to other theoretical proposals is its experimental accessi-
bility. Magnetic colloids are routinely synthesized at diame-
ters ranging from nanometers to microns. Fe3O4 (magnetite)
is commonly used. At room temperature magnetite has mon-
odomain sizes of 60 nm [26].
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FIG. 4. (Color online) Replication with electrostatic repulsion. (a) An electrically charged dipole surrounded by a double-layer of counter-ions.
We choose the layer thickness to be less than σ but greater than rb. (b) The path traced on the unit sphere Hˆ′ in the low-error regime. The
upper hemisphere shows the slow initial spiral to the x-y plane, followed by motion similar to Fig. 1e. (c) The correct binding configuration
(right) next to the most commonly observed kinetic trap (left) for the case of a dimer with one (i) or two (ii) attracted monomers. (d) Growth
of the number of dimers in the low-error regime with τ = 300τ0 and q = 12 for initial dimer counts of 0 and 10. Each solid line is the average
of 20 simulations of 1000 total dipoles. With more than 60.6 dimers, replication is the dominant channel for dimer production. Growth falls
below exponential as the system exhausts free monomers.
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FIG. 5. (Color online) A possible fabrication method, adapted from [27]. (a) Precursor colloids with a magnetite core coated by SiO2 to a
silicon surface. (b) The colloids are deposited on a silicon disc at low densities using a strong surfactant solution to prevent contact. Colloids
will automatically assemble so that the surface presented to the interface is orthogonal to the dipole direction. An external field will assist this
process and help prevent multi-layer aggregation. (c) The disc is spin-coated with photoresist. (d) The photoresist is etched to slightly less
than the colloid diameter. (e) Au is deposited on the exposed patches. (f) The photoresist is dissolved and colloids sonically removed and
suspended in a solution with an appropriate surfactant. Colloids are finalized by self-complementary single-stranded DNA with an Au-linker
at one terminus, which adsorbs to the gold patch.
The only novel element for our particle system is the bind-
ing site perpendicular to the direction of the moment. We
propose creating this site by assembly at an interface. In-
teractions between dipoles will automatically assemble them
so their moments are in the plane of the interface. A large
variety of methods have been used to create patchy particles
at interfaces[14]. Figure 6 shows one method for fabricat-
ing DNA patches using photoresist to protect most of the col-
loid surface[27]. This is applicable to colloid diameters be-
tween 100nm and 2µm. Our method differs from the original
chiefly in the additional complication of long-range interac-
tions. Maintaining a monolayer will require a low density of
colloids and strong surfactant in the original solution. It may
also require that an external field be applied while spin-casting
the colloids onto the platter. If the resulting gold patches are
too large for the replication scheme, they can be shrunk into
compact crystals by heating to 700◦C and waiting for dewet-
ting to occur[28]. Since this is far above the Curie temperature
for magnetite, the colloids would then be cooled in a strong
external field to ensure their moments remained orthogonal to
the patches.
Many alternative fabrication methods are possible. For ex-
ample, McConnell and coworkers produced controllable patch
sizes on silica particles as small as 103nm by embedding them
in a polymer gel at an interface[29]. In short, interested ex-
perimental groups have wide latitude in their choice of how to
realize magnetic particles with lateral bonds.
72. Achieving the quoted parameters
Magnetite monodomains have magnetic moment per
molecule of 4.1µB , where µB is the Bohr magneton [30].
From this we find that monodomain particles of at least 9 nm
will achieve k = 20kBT at room temperature (25◦C), which
is the value quoted for the low-error regime. Actual particles
would need to be at least an order of magnitude larger, both
for fabrication reasons and also to get permanent magnetic
moments. Magnetic contact energies for larger particles can
be reduced by thick nonmagnetic coatings or choosing a ma-
terial with a lower remanence. Larger particles will also be
multidomain and thus have reduced magnetization.
Achieving sufficiently low values of κ requires low salt
concentrations. For room-temperature water with a monova-
lent salt, an electrolyte concentration of 10−3 gives a screen-
ing length of 10 nm[31], which would allow for a binding
length of 5 nm while still satisfying κ−1 = 2rb. If the bond is
realized with DNA, this would allow for strands of more than
15 base pairs. Still larger screening lengths can be achieved
with less salt.
Bousse and coworkers found the ζ potential for silicon ox-
ide films in a pH 7 solution with 10−3 salt concentration to
be roughly 60 mV[32]. At this value, particles with a diam-
eter of 100 nm will achieve q ≈ 200kBT . This value is of
the same order of magnitude as that found from direct exper-
imental measurements of contact forces between colloids of
different materials[33]. It is clear that achieving the requi-
site repulsion will not be difficult; if anything, it will be more
challenging to have a sufficiently small potential. This can be
done by decreasing pH and increasing salt, or using a coating
with a lower ζ value in the desired solution.
In sum: the parameters used in this work can be readily
realized for particles consisting of a magnetite core and sil-
icon coating in a neutral solution with low salt. In fact, it
may be preferable to work with larger values of k and q and
smaller values of rb relative to σ. In simulations we are lim-
ited by computing time that scales with the square of potential
strength, but we expect stronger potentials to produce clearer
replication data.
Appendix B: Methods
1. Kinetic Monte Carlo with rotations
Simulations in this paper use the kinetic Monte Carlo
(KMC) method developed by Jha et al [17]. This approach is
well-suited to modeling non-equilibrium mechanics for long
time scales, especially if the system, like ours, does not form
large, compact clusters. A more detailed derivation of the
method with rotations and dimers has already been presented
[9]. In brief, the method consists of attempting to move a par-
ticle a distance a in a random direction, calculating the change
in energy the move would cost, and accepting or rejecting the
move with probability
P =
1
1 + e∆U
(B1)
where ∆U is the change in potential the move would cause
in units of kBT . Once each particle has attempted its move
the KMC sweep is complete. For spherical monomers we find
the correct ratios of translational to rotational diffusion using
the Einstein relation and the well-known drag coefficients for
spheres:
〈r2〉
〈θ2〉 =
6Dt
6Drt
=
µ
µr
=
piησ3
3piησ
=
σ2
3
(B2)
where η is the viscosity of fluid, µ the mobility of the spheres,
and σ the diameter of the monomer. We choose the rotational
step size to be
φ =
a
σ
(B3)
so to preserve the correct diffusion ratios the probability of
rotating the monomer must be three times the probability of
translating it.
We can find appropriate step sizes for the dimers by com-
paring their diffusion rates to the rates for spherical particles.
Let a1 be the translational step size for dimers along their long
axes, and a2, φ2 the translational and rotational step sizes in
the perpendicular directions. We then write
a21 = a
2 2D1
6D
a22 = a
2 2(d−1)D2
2dD
φ22 = φ
2 2(d−1)Dr2
2dDr
(B4)
The ratios of the drag coefficients of a dimer to those for indi-
vidual spherical particles are known exactly[34]. From these
we determine a1 = 0.51a, a2 = 0.68a, and φ2 = 0.42φ. We
have not calculated the step size for rotation about the long
axis because the dimer members rotate independently. When-
ever we would attempt to rotate the dimer in this direction, we
will instead attempt rotating the two particles each by an angle
±φ/√3, where the factor 1/√3 arises because the rotations are
confined to one dimension.
In sum, during a sweep we try translating each monomer
by a 12.5% of the time and rotating by φ 37.5% of the time
in a random direction or about a random axis, respectively.
For dimers we will attempt the two translational moves 12.5%
of the time (for each one) and the two rotational moves with
probability 37.5% of the time (for each one). Because eight
sweeps are required to diffuse properly in each degree of free-
dom, the time scale for each sweep is ∆t = a
2
96D . Let τ0 be
the time it takes a particle to diffuse a distance equal to its
diameter, σ2/6D, so that τ0 = piηsσ3/2kBT , where ηs is the
solvent viscosity. Then we find
∆t
τ0
=
1
16
( a
σ
)2
(B5)
82. Definitions of constants
There are five relevant potentials to simulate. The first is the
dipole-dipole potential that controls magnetic interactions,
Udipole =
{
k
(
σ
r
)3
(µˆ1 · µˆ2 − 3(µˆ1 · rˆ)(µˆ2 · rˆ)) r < 6σ
0 r ≥ 6σ
(B6)
where µi is the direction of the ith dipole. The energy scale k
is given in SI units by
k =
µ0µ
2
4piσ3
(B7)
with σ the colloid diameter. Note that since µ scales with
colloid volume, so does k.
The second potential is the external magnetic field:
Uexternal = HextHˆext · µˆ (B8)
If the external field is B, then Hext = µB in SI units. It takes
on the values H and H ′ over the course of the replication
cycle. Note that Hext has dimensions of energy, not magnetic
induction.
The third potential is a hard-sphere interaction. In kinetic
Monte Carlo simulations hard-sphere potentials are imple-
mented as a rule preventing two particles from approaching
closer than σ.
The fourth potential is the interaction between binding
sites. For the simple magnetic system, this is implemented as
an infinite well with radius 2rb and a minimum at rb. Once
two binding sites are close enough, they bind permanently
with perfect rigidity at a separation of rb. The two colloids
members of the dimer are free to twist around the axis of this
bond. The dimer itself moves as a unit in simulation; no actual
potential is attributed to the bond.
The final potential comes from electrostatic repulsion be-
tween wetted colloids. This potential has the form[19]
Uq = qe
−κ(r−σ) (B9)
Here, q = piσζ2[35], where  is the permittivity of the solu-
tion and ζ is a characteristic electrical potential that depends
strongly on pH. κ scales with the root of the ion concentration.
In all cases we chose energy units such that the thermal
energy kBT is one.
3. Parameters
For the simple (q = 0) dipole system, two kinds of sim-
ulation S and S′ were used to improve statistical precision.
In S whenever two binding sites are close enough they form
a permanent, perfectly rigid dimer as described above. These
simulations have 2500 colloids of which 20 are initially bound
in dimers. In S′ no dimer was formed when binding sites
are within 2rb. Instead, the binding sites are deactivated.
However we still “ticked” the dimer counter for the sys-
tem. These simulations began with 2490 free colloids and
no dimers. Thus S′ contained no templates and showed only
dimers formed erroneously. Comparing the two systems al-
lowed greater precision in calculating the replication rate Rr
and the error rate Re.
The plots in Fig. 3 are based on 18 different values of τ . For
each value of τ , 50 simulations each of S and S′ were run. In
each simulation the step size was 0.1σ. This is a ”proper” step
size (defined in ref. [36]) except for particles in the long ferro-
magnetic strings, whose central members were at the bottom
of a well with depth lower than 80kBT . However, since these
strings were repeatedly dissolved on timescales much shorter
than their diffusion, we were willing to accept their artificially
slow motion in exchange for simulating longer time scales.
The other parameters for the simple dipole system are
k = 20kBT ; rb = 0.05σ; φ = 0.00226; H = 5kBT ;
H ′ = 1000kBT ; and q = 0, corresponding to negligible elec-
trostatic interactions. H always points along the z axis. For
the direction of the mixing field H′, we need a continuous
function that samples all points with close to uniform distri-
bution. We chose a vector whose (unnormalized) components
are defined as follows:
Fx(t
′) = cosω
t;
ts
Fy(t
′) = sinω
t;
ts
Fz(t
′) =

1− sinpi t′ts 0 ≤ t′ ≤ 0.5τs
−1 + sinpi t′ts 0.5τs ≤ t′ ≤ τs
−1− sinpi t′ts τs ≤ t′ ≤ 1.5τs
1 + sinpi t
′
ts
1.5τs ≤ t′ ≤ 2τs
(B10)
where t′ is the time measured from the start of the mixing
period. The components of M′ are
H ′x = H
′Fx(1− F 2z )1/2
H ′y = H
′Fy(1− F 2z )1/2
H ′z = H
′Fz (B11)
This function oversamples points near the z = 0 plane.
Since function changes direction fastest at z = 0, the un-
even distribution improves cluster dissolution. We imposed
the mixing field for 12τ0 each cycle with ts = 0.375pi and
ω = 2.1.
To find a regime with low errors, we set q = 12, φ = 0.001,
κ = 5σ−1, H = 4, and H ′ = 200.
We left the other parameters unchanged. However, we al-
tered the mixing field direction so that
Fz2(t
′) =
cos
(
0.5pi
a
t′
τs
)
t′ ≤ aτs
Fz
(
t′
ts
)
t′ > aτs
(B12)
with values ω = 2
√
2, ts = 2τ0, and a = 20.25. The first part
of the function produces a very gradual motion towards the
x-y plane early in the mixing cycle. This prevents an initial
burst of erroneous dimers caused by rotating the colloids in
long strings too quickly. The reduced speed of the dissolving
9field helps prevent errors later in the cycle, at the cost of less
efficient dissolution. Overall we lengthened the mixing time
to tm = 49τ0.
Figure 2a is based on data from 10 simulations that begin
with 500 monomers randomly distributed and no dimers. All
other parameters are as in the simple dipole system (k =
20kBT ; rb = 0.05σ; d = 0.00226; H = 5kBT ; H ′ =
1000kBT ; q = 0; Hˆ′ given by Eq. (B11)). The system is
allowed to evolve in a KMC simulation for τ = 100τ0, then
mixed for tm = 12τ0 and allowed to evolve for a second in-
terval τ = 100τ0. Colloids are counted as “free” if their cen-
ters are more than 1.5σ apart. The number of free colloids in
the first interval forms the dashed blue line of Fig. 2a (ran-
dom initial configuration), while the second interval forms the
solid green line (after mixing field).
Figure 2b is drawn from 10000 simulations of a sin-
gle dimer with two adsorbed monomers. The dimer and
monomers begin oriented in the binding configuration as in
Fig. 1d(ii). The two monomer positions are on average cen-
tered directly above the two dimer positions, but randomly
varied by 0.5rb in all directions at the beginning of each sim-
ulation. The monomer dipole moments begin oriented strictly
parallel to the corresponding moments of each member of the
dimer and anti-parallel to each other. Aside from this con-
straint, the binding sites are oriented randomly. All param-
eters are as quoted in the preceding paragraph. The system
evolved in a KMC simulation until either the two monomers
bind or 100τ0 has passed. Each binding event constitutes a
data point. The solid green line in Fig. 2b shows the cumu-
lative sum of bindings over time normalized by 10000. The
exponential curve shown by the blue dotted line is not deter-
mined by any detailed analysis. It is included only to illustrate
that Pb falls progressively short of an exponential distribution,
with the implications which are discussed in the main text.
Appendix C: Data analysis
1. Models for Nd(t)
As given in the main text, the exact solution for dimer ex-
pectation value is
Nd(t) =
N
4(1−X) tanh
(
Rr
2
t+ b
)
+
N(1− 2X)
4(1−X) (C1)
whereX is the ratio Re/Rr, and b is chosen to match the initial
number of dimers,Nd(0). In the limitN  Nd this simplifies
to
Nd(t) =
(
Nd(0) +
N
2
X
)
eRrt − N
2
X (C2)
If, as in S′, the dimers do not act as templates or otherwise
affect dimer formation, then Rr = 0 and the solution to Eq.
(1) is
Nd(t) =
N
2
(
1− e−Ret) (C3)
2. Statistical methods used
In each simulation run we count “hits”, where each hit is a
dimer forming. A logical form for the probability is the Pois-
son distribution. Since we begin each system with 10 dimers,
the distribution is shifted by 10:
P (Nd, t) =
(µ(t)− 10)Nd−10
(Nd − 10)! e
µ(t)−10 (C4)
where µ is the mean value calculated from one of Eqs. (C1),
(C2), or (C3). For a given set of parameters, the total proba-
bility of observing a particular set of runs is
PO =
∏
S runs
∏
t
P (Nd(run, t), t) (C5)
We define M as − lnPO, or
M = −
∑
runs
∑
t
(Nd(run, t)− 10) lnµ(t)− 10
− ln (Nd(run, t)− 10)! + µ(t)− 10 (C6)
To maximize PO is equivalent to minimizing M . To do this
we use a fixed-step grid search in parameter space. Step sizes
in the parameters xi are chosen to be less than (∂2xiM)
−1/2,
i.e. fine enough that numerical errors are much less than the
minimum standard errors for the parameters.
In order to develop some distribution of values for the pa-
rameters, we use a “run-replacement” bootstrapping method.
We treat the set of runs of each simulation type as a parent
distribution. If there are n unique runs in the distribution, we
select n runs from it. The same run may be selected more than
once. We then find the best-fit parameters for the selection by
grid search. By repeating this process 200 times we develop a
distribution for each parameter. Standard errors are estimated
from the standard deviations of the resulting distributions.
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3. The simple dipole system (q = 0)
For the simple (q = 0) dipole system, two kinds of sim-
ulation S and S′ were used to improve statistical precision.
In S whenever two binding sites are close enough they form
a permanent, perfectly rigid dimer as described above. These
simulations have 2500 colloids of which 20 are initially bound
in dimers. In S′ no dimer was formed when binding sites
are within 2rb. Instead, the binding sites are deactivated.
However we still “ticked” the dimer counter for the sys-
tem. These simulations began with 2490 free colloids and
no dimers. Thus S′ contained no templates and showed only
dimers formed erroneously. Comparing the two systems al-
lowed greater precision in calculating the replication rate Rr
and the error rate Re.
For each simulation run, we averaged the number of dimers
over the course of each complete replication cycle. Thus, each
run has a number of data points equal to the number of cycles
completed during the run. For runs of the S (normal) type,
which begin with 10 dimers, we use a model based on Eq.
(C2):
µ(t) =
(
10 + C +
N
2
X
)
eRrt − N
2
X (C7)
where N is the total number of dipoles in the system and the
constant C allows for some difference between the replication
rate in the first cycle (which is computer randomized) and sub-
sequent cycles (which are randomized by the drive). For S′,
we use a model based on Eq. (C3):
µ′(t) =
N
2
(
1− e−Ret(1− 2C
′
N
)
)
(C8)
where once again C ′ allows for a different rate on the first
cycle. The value of M depends on the four parameters Rr,
Re, C and C ′.
An important question is to what order the curves in Figure
2 are exponential. We confirm growth to cubic order using a
different kind of fitting than that used above. The expansion
of (C2) is
Nd(0) +
(
Nd(0) +
NRe
2Rr
)(
Rrt+
R2rt
2
2
+
R3rt
3
6
+ ...
)
(C9)
The two independent parameters Re and Rr make the linear
and quadratic moments of this expansion independent, and
therefore to fit the exponent up to the quadratic term we use
the model y2(t) = at2 + bt + c. The cubic term, however, is
not:
y3(t) = c+ bt+ at
2 +
2a2
3b
t3 (C10)
We compare the coefficient of determination for the quadratic
and cubic fits to runs in S and find that the ternary term
dramatically improves the quality of all fits, from R2 ∈
[0.84, 0.91] to R2 ∈ [0.97, 0.99]. Higher order terms can-
not significantly improve fitting quality, so we cannot confirm
exponential growth beyond the third term.
4. Low-error regime (q 6= 0)
The low-error regime provides a much clearer signal with
a smaller sample. We used only 20 runs of 1000 particles to
build a distribution for each case Nd(0) = 0 and Nd(0) = 10.
The smaller simulation sizes make exhaustion effects signifi-
cant (Nd > 0.1N ). Consequently, we use the exact solution
Eq. (C1) as the mean in Eq. (C6). In this case, no constant
offset was necessary to allow for different replication rates in
the first cycle, as the dimer formation rate per cycle was too
small for this effect to be significant.
5. Fitting the replication rate
To find Rr(τ) we minimized the reduced chi-squared mea-
sure
χ2 =
1
n− 2
n∑
i=1
(
(r(ρ, ξ, τi)−Rr, i
si
)2
(C11)
where r(ρ, ξ, τ) is the model for Rr(τ) presented in Sec-
tion III with the distributions for PB and ηf found in Fig-
ure 3, and Rr and s are the observed mean and deviation
for a given value of τ , as described above. We find the re-
duced chi-squared value between 0.86 and 0.9 for a wide pa-
rameter space so long as 0.04 < η0ρτ0 < 0.06 and ξ =
0.0024(η0ρτ0)
−2. This indicates both that there is only one
effective degree of freedom in the fitting region and that boot-
strapping overestimates the errors for replication rates.
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Appendix D: Kinetic trapping
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FIG. 6. (Color online) Kinetic trapping. (a) The triangle trap family,
shown with one and two particles. (b) The line trap family, shown
with two or three particles. (c) Trapping energies normalized by the
binding energies of the corresponding configuration. A value greater
than one indicates that the trap is energetically favorable. In this plot,
H = 0.25k
Unlike a molecular or patchy colloidal replicator, magnetic
dipole potentials are smooth and long-range. This has the ad-
vantage of allowing objects to replicate efficiently at very low
densities, but the disadvantage of creating minima in config-
uration space which will prevent replication. The barriers be-
tween local minima are not too strong for the parameters used
in this paper, and we frequently observe transitions among
them. However, if one of the non-binding minima is signif-
icantly lower in energy than the correct configuration it can
greatly impede replication. Here we briefly discuss a parame-
ter choice that mitigates this problem.
We classify the undesirable minima into two families as
shown in Fig. 6. The first is the triangular trap (Fig. 6a).
Here a monomer adsorbed on a dimer does not remain one
member or the other of the dimer but sits between the two.
This configuration blocks other monomers from adsorbing on
that side of the dimer. Because it is more compact than the
correct configuration, this configuration is disfavored by in-
creasing q. For a single monomer, the energy of the triangle
trap (with interactions between dimer members excluded) is
Utriangle = −2.6k −H + 2q, while the correct configuration
has energy −1.8k − H + q. The second undesirable config-
uration is the line trap, in which the second monomer on a
dimer adsorbs onto the first (Fig. 6b). This trap has energy
Uline = −4k − 2H + 2q, while the correct (square) configu-
ration with two monomers has energy −4.6k + 3q.
Fig. 6c plots the energies of the two traps normalized by the
energy of the corresponding correct configuration. With the
values ofH used previously it is impossible to simultaneously
disfavor both traps. The best compromise can be found at
q = 0.6k, at which the energies of the two traps are both
slightly larger than the desired configuration energies.
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