Over the past few years, machine-learning methods have expanded enormously. These approaches are increasingly being applied to areas of exploratory data analysis, prediction, and classification problems. At the same time new analytical techniques are expanding, new conceptual approaches to modelling travel are emerging in an effort to improve travel demand forecasting and better assess the impacts of emerging transportation. In particular, the shift towards activity-based travel analysis has led to the development of activity scheduling models. One of the key features of emerging models of this type is the attempt to simulate the order in which activities are added during a continuous process of schedule construction. In practice, a fixed order by activity type is often assumed -for example, wo rk ac tivit ies planned first, followed by more discretionary activity types. Using observed data on the scheduling process from a small sample of household from Quebec City (Canada), a neural network model is developed in this pap er that classifies activities according to the order in which they were planned -or "planning time horizon" (preplanned, planned, or impulsive). A variety of explanatory variables were used in the model related to individual, household, and activity-based characteristics such as spatial and temporal fixity. The model developed exhibited a relatively high degree of prediction on test data, especially for the extreme categories of planning time horizon (preplanned and impulsive). These results suggest that machine-learning algorithms could be used to predict the order in which activities are selected in emerging activity scheduling process models, thereby avoiding static assumptions related to activity type.
INTRODUCTION
Over the past few years, machine-learning techniques have expanded enormously. These approaches are increasingly being applied to problems formerly reserved for formal statistical approaches, particularly in the areas of exploratory data analysis (data mining), prediction, and classification problems. Part of the reason for this has to do with research trends but there are also some potential advantages associated with such techniques, including the ability to model non-linear systems , the ease with which symbolic, nominal or categorical variables can be included, and the ability of these methods to deal with noisy data (difficult to fit into a statistical model). Case-based learning (k-nearest neighbor), decision trees, neural networks, genetic algorithms, and other simple generally applicable learning techniques often make it easier to find interesting connections among the variables in databases. While use of traditional techniques could take days or months to find an optimal model structure for a large database, a machine learning algorithm like a neural network or a genetic algorithm could find the answer automatically in a much shorter time, sometimes even in minutes or a couple of hours (1) .
At the same time new analytical techniques are expanding, new conceptual approaches to modelling travel are emerging in an effort to improve travel demand forecasting and better assess the impacts of emerging transportation. In particular, the shift towards activity-based travel analysis has led the development of models of "activity schedules". Activity schedules for a day (or longer), includes the interdependent choices of what activities to participate in, where, at what time (including choices of start and end times), coupled with mode and route choices. In order to support these models, travel behavior researchers have been increasingly calling for more in-depth research into the underlying activity scheduling process (2 -5) . This is especially important since the (re)scheduling process is viewed at the core of many of the changes in travel behavior brought on by recent policy initiatives related to information technology and transportation demand management. The "scheduling process" can be defined as the planning, execution and adaptation of activity-related decisions over time within a household that underlies observed activity schedules.
Developing models of activity scheduling has been met with considerable challenge. Part of the problem is that data collection and modelling efforts have focused largely on observed activity schedules rather than underlying decision processes. Two basic approaches have been adopted. The first approach focuses on the simultaneous choice among a set of activity-travel pat terns, normally under a utility maximization framework (6) (7) (8) . From a behavioral standpoint, these models have been criticized for assuming that the scheduling process is essentially static, leaving the process resulting in observed patterns largely unspecified. In reality, the scheduling process has been found to consist of a much more dynamic series of preplanning, revision, impulsive and opportunistic decision making leading up to and during execution of the schedule (9, 10) . This represents a significant challenge to the assumptions that activities are planned and optimized in one step.
A second approach to activity schedule modelling focuses more exp licitly on the replication of the sequencing of decisions made during the scheduling process. Some of the first attempts focused on the sequential choice of activities and locations (11, 12) . Building on this approach, Kitamura et al. (13) proposed a simulation model in which the next activity type to be engaged in is first chosen, followed by it's duration, then location, assuming that activities are planned and executed in sequence. A series of additional sequential models have evolved from the SCHEDULER conceptual framework as proposed by Gärling et al. (14) including SMASH (15) and models by Gärling et al. (16) and Kwan (17) . The SCHEDULER framework proposes that a set of activities is chosen from the individual's memory and a schedule is formed by selecting activities with the highest priority followed by attempts to find less prioritized activities that fit into open time slots. Some of the most recently proposed sequential models include Albatross (18) , and the recently operationalized TAS HA (Toronto Area Scheduling Model with Household Agents) model (19) . In Albatross, a sequencing rule is proposed that stipulates that mandatory activities be completed before discretionary ones, and out of-home before in-home activities. The TASHA model assumes that the process of generating a person's schedule starts with the selection of activity type in a fixed order (work, joint other, joint shopping, individual other; individual shopping), followed by the choice of start time, duration, and location. Travel is then added between activities with different locations.
One of the overriding themes in these models is the notion that activities are scheduled/planned in some form of order -or in other words, scheduled on varying time horizons ranging from planned in advance to impulsive. However, in practice, simplifying assumptions are most often adopted in the specification of planning time horizon -for example, by ordering mandatory activities first, followed by discretionary ones, or by some other static method. The validity of this assumption is of some concern, since the planning of certain activities for inclusion (or modifications, deletion) during the scheduling process is clearly not always fixed -certain circumstances will invariably arise wherein seemingly higher/lower priority activities are chosen. These planning time horizon are also certainly not the same for all people, especially in an era of changing work-life balance and emergence of "work" activities that are much more flexible than in the past as a result of trends such as telework. The development of a model or rule for the scheduling time horizon of activities that is dependent upon the nature of the activity (not simply the activity type) and the situation at hand would go a long way towards avoiding such restrictive assumptions, and making the model more amendable to a variety of people and situations.
OBJECTIVES
It is considerably timely that at the same time travel behavior modelers are struggling to replicate human decisions making processes in more depth with fewer assumption, applicable techniques for dealing with such decision systems are also beginning to emerge for practical use. In this context, the objective of this paper is to describe an application of machine learning techniques to an activity scheduling classification problem. More specifically, the goal is to develop a neural network model that classifies activities according to the time horizon to which they were planned -preplanned or impulsive -using explanatory variables related to individual, household, and activity-based characteristics such as spatial and temporal fixity. Such a model could be used to predict the order in which activities are selected in emerging activity scheduling process models, thereby avoiding static assumptions related purely to activity type.
MACHINE LEARNING METHODS
Machine learning methods deal with computer programs that can learn from experience. They can build systems that learn to recognize patters and discover relations among variables. A complete discussion of different machine learning methods is not possible within the scope of this paper. Therefore, only a brief description of two most commonly used methods; Artificial Neural Networks (ANN) and Genetic Algorithms (GA) which were used in this study are provided in this paper.
Artificial Neural Networks (ANN) are a class of learning algorithms which consists of multiple nodes that communicate through their connecting synapses. What makes ANN different from discrete choice methods is its use of pattern association and error correction as the underlying mechanisms to represent a problem in contrast to the random utility maximization rule (20 There are various different types and architectures for neural networks, but most can be classified as belonging to one of several major paradigms. Each paradigm utilizes different learning strategies to perform tasks and will have advantages and disadvantages depending on the user's particular application. Some of the most commonly used neural network forms are Perceptrons, Back propagation networks, and Kohonen self-organizing map. Perceptron is a simple forerunner of modern neural networks, without hidden layers. Back propagation networks refer to a special type of neural networks that makes use of a hidden layer. A back propagation network starts with random weightings on its synapses. During the training of the network it is exposed to input values together with the correct output values. The network's weights are adjusted until its responses are more or less accurate. Kohonen self-organizing map automatically maps an external signal space into a system's internal representational space. Selforganizing maps are very useful for the performance of classification tasks. Genetic Algorithm (GA) is a class of machine-learning algorithm that is based on the theory of evolution. A collection of potential solutions for a problem compete with each other and the best solutions are selected and combined with each other according to a kind of 'survival of the fittest' strategy. In every generation, a new set of artificial creatures is created using bits and pie ces of the fittest of the old generations. Genetic algorithms are not simple random walks; they efficiently exploit historical information to speculate on new search points with expected improved performance (24) . Genetic algorithms are theoretically and empirically proven to provide robust search in complex spaces. These algorithms are computationally simple yet powerful in their search for improvement.
MULTILAYER PERCEPTRON NEURAL NETWORKS
Perceptron is a simple neural network, without hidden layers. A Multilayer perceptron (MLP ) differs from the simple perceptron in two ways. First, it has additional layers of neurons between the input and output layers, known as hidden layers in order to improve the learning power of the network. Second, it uses a transfer function to modify the input to a neuron.
Multilayer perceptrons (MLP) are layered feedforward networks typically trained with static back propagation. These networks are called multilayer and feedforward since they have multiple layers and data flow in one direction in the network. They have found their way into countless applications requiring static pattern classification. Their main advantage is that they are easy to use, and that they can approximate any input/output map. The key disadvantages are that they train slowly, and require lots of training data. The configuration of a typical MLP is shown in Figure 1 .
Neural networks are non-linear learning machines built from many Processing Elements (PE). Each PE receives connections from other PEs. The signals flowing on the connections are scaled by adjustable parameters called weights (w i ). The PEs sum all these inputs and produce an output that is a non-linear function of the sum. This output becomes either a system output or is sent to the same or other PEs. Figure 1 also presents the structure of a processing element.
A processing element is simply a sum of products followed by a threshold non-linearity (transfer function). Its input-output equation can be expressed as:
where N is the number of input synapses to the processing element, Z i are the inputs, W i are the weights, and β is a bias term. The transfer function f is a non-linear function, usually a smooth sigmoid shape function. The most common transfer functions are step, logistic, and hyperbolic tangent (tanh) functions. These three typical threshold functions are shown in Figure 2 .
α is a slope factor and usually is set to 1. An artificial neural network is made up of many of these simple processing elements, highly interconnected and generally organized by layers with each neuron in a given layer connected to every neuron in the succeeding layer. Signals travel through these connections from neuron to neuron and finally generate an output. Some nets are capable of learning by themselves (unsupervised learning). The neurons in these types of nets continually monitor their inputs and keep adjusting their weights trying to mirror the signals they receive. Unsupervised learning nets are capable of modelling the probability distribution function of the input data. Other nets need an executor (supervised learning) to tell them whether they are correct in their responses, and, if not, by how much they are wrong. The difference between the expected response and the actual response given by a processing element is used, as feedback, to readjust the weights of the connections and further to reduce the error until the processing element eventually generates the correct response. This is a gradual process which usually takes many iterations to accomplish.
By using this algorithm, there is a significant chance that over training will take place. Over training is said to have occurred when a model learns the training data too precisely and loses the ability to generalize solutions for the problem. To prevent over training, the entire data was split into three data sets : the training, the validation, and the test data sets. During the training process, the network is tested on the validation sample of cases at each stage of the training and the best set of weights are defined as those that produce the lowest error over the validation data set. After a neural network is trained, we say that the net has learned and that the acquired knowledge has been stored as values in the weights of its connections. In order to test predictive potential of neural network, the test data set (which is not used during the training process) is introduced to the trained network as input. The outp ut is then generated at the output layer and comparing this output with the actual desired response can be used as a tool to evaluate the predictive potential of the trained network.
THE DATA
Data for this paper is derived from the Computerized Household Activity Scheduling Elicitor (CHASE) survey developed by Doherty and Miller (9) . CHASE goes beyond previous methods by provid ing a means to observe the scheduling process as it occurs in reality in a household setting over a multi-day period. In this way it is able to capture both routine and complex scheduling processes as well as observe those scheduling decisions made during the actual execution of the schedule, which have turned out to be substantial.
CHASE is a windows-based program that records the sequence of decisions that individuals in a household make to plan and execute their final schedule of activities and travel over a multi-day period. Household members begin the CHASE survey by adding pre-planned activities to their weekly schedule (Monday-Sunday) displayed on a computer similar to a typical dayplanner/calendar, leaving any unplanned time blank (see Figure 3) . They are then asked to update their schedule on a daily basis by continually adding, modifying and deleting activities as they are planned and/or executed. Pop -up dialog boxes are used for data entry as shown in Figure 4 . The program is designed to record when each of these decisions were made (ranging from pre-planned to impulsive) along with supplemental information prompts on the reasons for certain choices. An initial interview is used to establish basic household characteristics, auto ownership, and a list of potential activity types and their attributes. .
The CHASE data used for this paper was collected in the Summer/Fall of 1999 in Quebec City (Canada). Quebec City is the capital city of the province of Quebec and has a population of approximately 170,000. Quebec city includes 15 districts and covers an area of 94 square kilometres. A sample of 36 households were recruited from two residential areas within Quebec City. The sample households represented a mix of single people, couples, couples with pre-teen children, and single parents. In total, the sample included 56 adults and 20 children. A comparison of the sample to the population revealed a slight under-sampling of couples and over-sampling of single people, but was otherwise fairly representative of the population in the sampling areas.
Initially, the Quebec City CHASE dataset contained 7405 observed activities and over 140 attributes. After carefully review, a range of activities were removed from the dataset, including: activities planned by household members but not actually performed activities with unknown value of the target variable; and activities missing more than half of all explanatory variables. This left a total of 5583 observed activities for analysis.
The target (dependent) variable of concern in this paper in is "planning time horizon", classified as follows:
1. Preplanned prior to the week, including routinely planned activities 2. Planned on the same day or during the same week -e.g. plan something the morning of, or one or more days in advance, but not prior to the week in question 3. Impulsive planned just before execution
ARTIFICIAL NEURAL NETWORK MODEL
Neural network models were introduced to transportation engineering in several influential publications, including Faghri and Hua (25) , and Yang et al. (26) . Since that time, these models have been the topic of substantial theoretical and computational interest and the source of considerable controversy. It has been claimed that any logical function could be duplicated by a suitable network of neurons with thresholds. From this point of view, many transportation or traffic problems can be studied in this modelling framework.
Neural networks learn from experience. The models discover a set of connection strengths (weights) that capture the internal structure of a domain. Once a neural network has discovered a set of weights that results in appropriate behavior, the model can repeat a pattern of activity at some later time or produce a pattern of activity when given some portion of it as a cue. Thus, these systems program themselves to perform extraordinarily complex tasks (27) . These features of the neural network architecture give rise to properties that make neural networks an attractive alternative to traditional modelling frameworks.
In this study, after an extensive search through different algorithms, a well-developed form of ANN, the Multi-Layer (forward-feeding, back-propagating) Perceptron (MLP) was used. Although the main advantage of MLPs is that they are easy to use, and that they can approximate any input/output map, the key disadvantages are that they train slowly, and require lots of training data. Additionally, the required training samples in this type of networks are typically several times more than network weights.
The dataset consists of more than 140 attributes for 5583 observed activities. The sample of activities was partitioned to provide a randomly chosen test set of 1675 (30%). The remaining records were further partitioned into a 3350 (60%) record training set, and a 558 (10%) record validation set to be used to test for over fitting in the training process.
Extensive testing efforts were undertaken to obtain the best networks in terms of prediction potential. Using genetic algorithm, twenty varia bles found to be significant in the model with three outputs of pre-planned, planned, and impulsive. Table 1 presents the list of these variables that used in the process of ANN model tuning.
There are a number of algorithms that can be used as the underlying method for network design. These include: Multilayer perceptron (MLP), Generalized Regression (GRNN) networks, Principal component analysis (PCA) networks, etc. Table 2 presents a summary of different algorithms tested in this study. As shown in Table 2 , the MLP with 62.63% accuracy on test-set, generated the best model fit. This is shown in Table 2 by shaded row. On the other hand, one can notice that the best maximum accuracy attained on the test set for the second alternative (planned) was only 37.81%. This confirmed the initial expectation that this particular category (planned on the same day or during the same week) would be more variable than activities planned at more of the extremes (i.e. preplanned much further in advance, or impulsive).
In order to overcome this problem, we decided to combine two alternatives of pre-planned and planned and pursue modeling efforts using only two output alternatives of Pre-Planned and Impulsive. The new pre-planned variable is essentially a combination of both preplanned and planned variables. As a result, total number of independent variables found to be significant in the model (obtained through genetic algorithm) was reduced to 13 variables. Table 3 summarizes the list of these 13 variables. An ANN was developed considering these independent variables and two alternatives of Pre-Planned and Impulsive.
Several parameters can be changed during the development of an artificial neural network to improve the performance of the network. These included the number of hidden layers and the number of processing elements in the hidden layer(s), the form of the transfer function (logistic, tanh, or step), and learning rule (momentum vs. step). A summary of the scenarios tested and the results obtained are presented in Table 4 . These results were all obtained using the same random training and testing sets. While one parameter was being varied, the others were held at the default values of number of hidden layer, tanh transfer function, and momentum learning method. Information provided in Table 4 represent the results obtained from network parameter tuning using the "test datasets". Different number of training cycles (epoch) were tested to find the optimum number of epochs. It was felt that 1000 epochs (as suggested by the software) has the best performance since the mean square error (MSE) tends to stabilize after 1000 epochs for almost all scenarios tested. Since genetic trains are very slow, all trainings in this level for network parameter tuning were nongenetic. All trainings were conducted until the error rates for training and validation sets stabilized at approximately the same value. Each 1000 epochs training of the network took slightly more than six minutes on a Pentium Celeron 500 (genetic training of the same network took more than five hours).
As expected, the artificial neural network showed some variance in results across the various tuning options. This variation is likely the result of the structure of the problem and the data used. The best scenario that was found to classify the cases more accurately was chosen based on the overall percent predicted correct. This scenario is shown in Table 4 by shaded row (scenario 1). This scenario (one hidden layer, with 22 PEs and tanh transfer function with momentum learning rule) later was used to train the network genetically.
A genetic algorithm is used to optimize one or more parameters within the neural network. The most common parameters to optimize are the input columns, the number of hidden PEs, number of memory taps, and the learning rates. Genetic Algorithms are general-purpose search algorithms based upon the principles of evolution observed in nature. Genetic algorithms combine selection, crossover, and mutation operators with the goal of finding the best solution to a problem. They search for this optimal solution until a specified termination criterion is met (28) .
The solution to a problem is called a chromosome. A chromosome is made up of a collection of genes, which are simply the neural network parameters to be optimized. A genetic algorithm creates an initial population (a collection of chromosomes) and then evaluates this population by training a neural network for each chromosome. It then evolves the population through multiple generations in the search for the best network parameters. In this study 10 generations have been employed for genetic trains while each generation had a population with size of 25 and each population consists of 1000 epochs. The last row in Table 4 (shaded row) summarizes the results of genetic training for the model. The percent predicted correct is 76.32%. While testing the model on the test set, the model predicted 87.15 % of pre-planned activities and 51.66% of impulsive correctly.
DISCUSSION AND CONCLUSIONS
This paper set out to review the application of an emerging set of machine-learning techniques to an emerging problem -classifying activities according to their planning time horizon (i.e. whether they are preplanned or not). A unique dataset was used that included a wide range of activities and activity attributes, as well as information on when they were planned. Applying machine-learning techniques to this dataset was particular amendable given the wide variety of explanatory variables.
The artificial neural network model developed exhibited a relatively high degree of prediction on test data, especially for the extreme categories of planning time horizon (preplanned and impulsive). The result that impulsive decisions were predicted with less accuracy does not come as a surprise -they are more difficult since they tend to depend on several issues in individual's daily life, all of which were not captured in the survey data (nor perhaps, would people be completely aware of what caused their impulsive decision). While ANN is one of the most commonly used machine learning algorithms, further improvements may be possible using different algorithms (e.g. decision trees, case-based learning).
One of disadvantages of ANN techniques is that it does not readily allow evaluation of the role of each explanatory variable in the models to the same extent that traditional statistical-based modes allow. The weights in the first hidden layer (where inputs are explanatory variables) can provide some information regarding the importance (weight) of each variable; however, this is not a practical solution as most ANN software does not provide those weights in a useful format. Additionally, even if we can find the weights of links in the first hidden layer, the effects of weights applied in other hidden layers or output layer might totally change the importance of contributing variables. Thus, interp retation in this pap er is limited to examining the overall percentage predicted correct, and generally assessing the potential of such models for the pro blem at hand. Assessing the role of each variable in the model, and addressing theoretical issues such as the relative contribution of spatial versus temporal fixity in the preplanning of activities is left fo r further research with a more traditio nal statis tical-based model. Such future efforts may also contribute to the more general debate over the contribution of mac hine learning models versus traditional discrete choice modelling techniques. It is the authors hope that that the current model serves as a good start to the development of alternative models, and that as more scheduling data b ecomes available, further model refinements and applications will make for more rigorous debate.
Overall, the relative success of the model presented in this paper is promising for emerging activity scheduling process micro -simulation models that are attempting to replicate the sequence with which decisions are made during the scheduling process in order to arrive at observed activity-travel patterns. Part of the motive for these models is the ability to predict how such decisions may be re-sequenced as a result of emerging policies and trends. As a first step, most of these models select an initial set of activities for sequencing, around which subsequent sets of activities are added to complete the scheduling process, mimicking what occurs in reality. This is an important step in any simulation, since initial preplanned decisions constrain later decisions in key ways (e.g. time limits, available modes), which actually makes predicting later decisions more realistic .
Instead of assuming that this initial set consists of typical "mandatory" activities (such as work, school), the ANN model developed in this paper could be used in the simulation to select a variety of activities for initial preplanning based on more than just the activity type, and instead allowing variation in preplanned and impulsive activities based on individual, household and activity-based characteristic s. This is accomplished by saving the trained network as a dynamic link library (.dll) file which can be simply implemented in the micro -simulation software programs to generate predictions for any given data set. Such a model may be more amendable to different people and places, and would likely be considerably more amendable to handling the types of changes in activities invoked by emerging Transportation Demand Management polic ies . For example, the impacts of telecommunications on "work"(a typically preplanned activity) may be to make it more spatially and temporally flexible, and thereby planed much later in the scheduling process -even planned impulsively at repeated periods throughout the day around other non-traditional preplanned activities. Existing models that make static assumptions about planning order by activity type would have limited means of controlling for such effects. Step Function 
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