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Abstract
For each seed s = (s1, s2, . . . , sn) of elements si chosen from the ring Zm of integers
modulo m, the infinite sequence S = S(m, s) = (sk: k ∈ N) satisfying sn+k = sk + sk+1 (ad-
dition in Zm) for every positive integer k is the (m, n) chain addition sequence generated
by the seed s. We investigate the maximal period, Ln(m), of chain addition cycles with seed
length n (modulo m). The general problem is reduced to finding Ln(pk) for primes p and it is
shown that if Ln(p2) /= Ln(p), then Ln(pk) = pk−1Ln(p) for positive integers k. Further,
conditions guaranteeing that Ln(p2) /= Ln(p) are given.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Chain addition is a technique employed in cryptography for extending a short
sequence of digits, called the seed to a longer sequence of pseudorandom digits.
Quoting [3, p. 154], “the first two digits of the [seed] are added together modulo
10 . . . and the result placed at the end of the [sequence], then the second and third
digits are added and the sum placed at the end, and so forth, using also the newly
generated digits when the [seed] is exhausted, until the desired length is obtained”.
Thus, the seed 3964 yields the sequence 3964250675632195 . . .
We generalize this notion as follows: let m and n denote fixed positive integers,
and let N denote the set of positive integers. For each seed s = (s1, s2, . . . , sn) of
elements si chosen from the ring Zm of integers modulo m, the infinite sequence
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S = S(m, s) = (sk: k ∈ N),
satisfying sn+k = sk + sk+1 (addition in Zm) for every positive integer k is the (m, n)
chain addition sequence generated by the seed s.
Since Zm is finite, there are only finitely many sequences of elements of Zm of
length n. Therefore, some sequence of length n must eventually repeat in S. Since sk
depends only on the previous n entries, it is clear that S must be eventually periodic;
since the equation sn+k = sk + sk+1 can be used to work backwards in the sequence,
S must be periodic. Let  = (m, s) be the period of s. In this case, we call
S∗ = S∗(m, s) = (s1, s2, . . . , s)
the (m, s) chain addition cycle generated by s, and say that  is the length of the
cycle S∗. (Note that (s+1, s+2, . . . , s+n) = (s1, s2, . . . , sn) = s.) Next, we define
the maximum period
Ln(m) = max
{
(m, s): s is an n-tuple of elements of Zm
}
.
Our goal is to investigate Ln(m) and the possible cycle lengths  corresponding to
various values of m and n. We begin with an obvious counting result reminiscent of
the class equation for groups. Then we parallel the development in [1], generalizing
some of the results in [1,6], both of which treated the case n = 2. We then give an
algorithm for calculating the cycle length (m, s) for a given modulus m and seed
s. Finally, we generalize the results in [4], obtaining a condition guaranteeing that
Ln(p
2) /= Ln(p) for primes p.
2. A counting formula
In this section, we fix a modulus m and a seed length n. We say that two (m, n)
chain addition cycles of length  are cyclically equivalent if one is a cyclic permu-
tation of the other, and we denote by [S∗] the equivalence class of all cyclic permu-
tations of the chain addition cycle S∗. For each positive integer , we define N =
N(m, n) to be the number of equivalence classes of (m, n) cycles of length . Now
there are mn = |(Zm)n| possible seeds s of length n. For a fixed seed s = (s1, . . . , sn)
and any positive integer k, we define the vector vk = (sk, . . . , sk+n−1). Each cycle S∗
of length  “contains” the  distinct “seeds” v1, . . . , v, each of which can be taken
to generate a cycle which is cyclically equivalent to the cycle S∗. Thus we have the
formula
mn =
∞∑
=1
N =
∞∑
|Ln(m)
N, (1)
where the right hand sum anticipates the fact (proved in Theorem 1) that  = (m, s)
divides Ln(m) whenever s is a seed of length n.
Since 0 = (0, . . . , 0) is the unique seed producing a cycle of length 1, one imme-
diate result of (1) is that Ln(m)  mn − 1.
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3. The matrix format
Let A be an n× n companion matrix of the polynomial
fn(x) = xn − x − 1
over the ring Zm of integers modulo m. Thus, for n = 2, 3 or 4,
A =
[
0 1
1 1
]
, A =

0 1 00 0 1
1 1 0

 , or A =


0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0

 ,
and for larger values of n, A is the n× n matrix
A =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · 1 0
0 0 0 · · · 0 1
1 1 0 · · · 0 0


.
Now it is clear from the definition of chain addition that if we treat the vectors vk
defined in Section 2 as column vectors, then
vk+1 = Avk = Akv1, (2)
where the powers of A are computed in the ring Zm.
It is also clear from the finiteness of Zm that A is periodic; that is, Ak = Ah for
some integers 0  h < k. Since A is invertible, this implies Ak−h = I . Let L be
the smallest positive integer such that AL = I . Then L = L(A) is called the period
of A. Note that if An = I for any integer n, then n = qL+ r with 0  r < L and
I = An = AqL+r = (AL)qAr = I qAr = Ar implies r = 0 and L divides n, by the
minimality of L. Thus, An = I if and only if L divides n.
If s is any seed vector in (Zm)n, it follows from (2) that the length (m, s) of
the chain addition cycle generated by s is the smallest positive integer  such that
As = s. Since As = s, a division algorithm argument similar to that given in the
last paragraph shows that (m, s) divides L = L(A).
Now let u = col(0, 0, . . . , 0, 1) be the last column of the n× n identity matrix.
Then Aku is the (n− k)th column of the n× n identity matrix, for k = 0, 1, . . . ,
n− 2, and is the sum of the first and last columns of the n× n identity matrix for
k = n− 1. Since these vectors form a basis for (Zm)n, it follows that Aku = u if
and only if Ak = I , so that the length of the chain addition cycle generated by u is
(m,u) = L(A). In view of the definition of Ln(m), the last three paragraphs prove
the following theorem.
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Theorem 1. If A is the n× n companion matrix of the polynomial fn(x) = xn −
x − 1 over Zm; s,u are in (Zm)n with u = col(0, . . . , 0, 1); and AN = I over Zm;
then
(m, s) | (m, u) = Ln(m) = L(A) |N, (3)
where (m, s) is the length of the chain addition cycle generated by the seed s,
(m,u) is the length of the chain addition cycle generated by the seed u, Ln(m)
is the maximum length of all (m, n) chain addition cycles, and L(A) is the period of
the matrix A over Zm.
4. The maximum cycle length
In this section we let n be a fixed integer greater than 1 and study the properties
of the arithmetic function Ln : N → N. From the definition we have the trivial but
convenient result that Ln(1) = 1. The following results are more useful.
Theorem 2. Ln is divisible and submultiplicative; that is,
(a) if d divides m, then Ln(d) divides Ln(m); and
(b) if k and m are relatively prime, then Ln(km) = lcm{Ln(k), Ln(m)}. (4)
Moreover, if n is even and m > 2, then Ln(m) is even.
Proof. Let A be the companion matrix of fn(x) = xn − x − 1. Then M = Ln(m)
implies that AM ≡ I (mod m), and hence that AM ≡ I (mod d) since d divides m.
It follows from (3) that Ln(d) divides M = Ln(m).
For (b), assume that k and m are relatively prime positive integers, and that K =
Ln(k), M = Ln(m), and P = Ln(km). It follows from (4a) that K and M both divide
P, so L = lcm{K,M} divides P. But K |L and AK ≡ I (mod k) implies AL ≡
I (mod k) and M |L and AM ≡ I (mod m) implies AL ≡ I (mod m), and so AL ≡
I (mod km) follows from the fact that k and m are relatively prime. Thus, P =
Ln(km) |L by (3), soL |P and P |L implies that P = Ln(km) = L= lcm{K,M} =
lcm{Ln(k), Ln(m)}.
Finally, if n is even, 1 = det(I ) ≡ det(ALn(m)) ≡ (det(A))Ln(m) ≡
(−1)(n+1)Ln(m) ≡ (−1)Ln(m) (mod m). Hence, if m > 2, Ln(m) is even. 
Because of the submultiplicity of Ln, we can calculate Ln(m) for every integer
m once we know Ln(pr) for every prime p and positive exponent r. The following
theorem is helpful in this regard.
Theorem 3. Let n > 1 be an integer and let p be a prime. Then there is a positive
integer r such that
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Ln(p
k) =
{
Ln(p) if k  r,
pk−rLn(p) if k > r
for any positive integer k.
Remark. The interesting question of whether one always has r = 1 has been stud-
ied by others for the case n = 2 (see, for example, [1,4,6]) without being resolved.
We will discuss it further and give some partial results in Sections 6 and 7.
Proof. Let A be the n× n companion matrix of fn(x) = xn − x − 1, and let d =
Ln(p). We claim that any positive power of A (taken over the ring Z of integers
without reduction by any modulus) has more than n non-zero entries. For if k  1 is
an integer and r1, r2, . . . , rn are the rows of Ak , then the rows of Ak+1 = AAk are
r2, r3, . . . , rn, r1 + r2. Since no entry of A or any power of A is negative, Ak+1 has at
least as many non-zero entries as Ak and, by induction, at least as many non-zero en-
tries as A, proving the claim. Hence, Ad ≡ I (mod p), but Ad /= I over Z. If k is cho-
sen such that pk is greater than all the entries in Ad , it follows that Ad /≡ I (mod pk).
Let r be the smallest positive integer k such that Ad /≡ I (mod pk+1); thence we have
Ln(p) = Ln(pr) = d /= Ln(pr+1). Then
Ad = I + prB and B /≡ 0 (mod p),
where B = p−r (Ad − I ) is the uniquely determined n× n matrix with integer
entries.
It is easy to see that Ln(pt+1) |pLn(pt ) for all t  r by using the binomial theo-
rem as follows. Let e = Ln(pt ). Then there are matrices C and D such that
Aep = (I + ptC)p = I + pt+1C + p2tD ≡ I (mod pt+1).
Therefore, Ln(pt ) |Ln(pt+1) |pLn(pt ). To show that Ln(pt+1) = pLn(pt ), fin-
ishing the proof of the theorem, it suffices to verify that Ln(pt+1) /= Ln(pt ) for all
t  r .
We prove this inequality by induction on t. By assumption, this inequality holds
for t = r . Assume it holds for t and let e = Ln(pt ). Then
Ae = I + ptB with B /≡ 0 (mod p).
Therefore, for some matrix C,
Aep = I + pt+1B + pt+2C /≡ I (mod pt+2),
so Ln(p
t+1) = ep /= Ln(pt+2). 
Corollary 4. If n > 1 and p is a prime, then
Ln(p) = d /= Ln(p2) implies Ln(pk) = pk−1d
for every positive integer k.
In Section 6, we will return to the question of whether Ln(p) /= Ln(p2) for all
primes p and positive integers n.
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5. Evaluating Ln(p)
Ln(p) is the period (or group theoretical order) of the companion matrix A of the
polynomial fn(x) = xn − x − 1 over the field Fp ∼=Zp. Since A is the companion
matrix of the monic polynomial fn(x), then fn(x) is the minimum polynomial of
A. Hence if exp(fn) is defined to be the smallest positive integer m such that fn(x)
divides xm − 1, then Ln(p) = exp(fn).
Ln(p) depends critically on the factorization of fn(x) in Fp[x]. To understand
this dependence, consider the primary factorization
fn(x) = xn − x − 1 = g1(x)e1 , . . . , gr (x)er (5)
of fn(x) into powers of distinct monic irreducible polynomials gk(x) in Fp[x]. Then
the Primary Decomposition Theorem [2, Theorem 12, p. 220] shows that the com-
panion matrix A of fn(x) is similar to a direct sum
A ∼ B1 ⊕ B2 ⊕ · · · ⊕ Br
of matrices Bk , where Bk is the companion matrix of the polynomial gk(x)ek . Hence
the smallest power L(A) of A which gives the identity is
Ln(p) = L(A) = lcm
{
L(B1), . . . , L(Br)
}
. (6)
Now suppose that fn(x) = xn − x − 1 has a repeated monic factor h(x) of mul-
tiplicity t > 1, so that (h(x))t divides fn(x). Then (h(x))t−1 must divide both fn(x)
and f ′n(x) = nxn−1 − 1. Thus (h(x))t−1 divides xf ′n(x)− nfn(x) = (n− 1)x + n.
It follows that t = 2 and h(x) = x − a with a = −n(n− 1)−1 in Fp. Hence the
primary factorization (5) is actually given by
fn(x) = g1(x)eg2(x), . . . , gr (x) (1  e  2), (7)
where each gk(x) is monic and irreducible in Fp[x] of degree dk , and e = 2 implies
d1 = 1.
Suppose that B is the companion matrix of an irreducible polynomial g(x) in
Fp[x]. If g(x) has degree d, then the algebra Fp(B) generated by B is isomorphic to
the field Fq of q = pd elements. (This follows from the facts that Fq ∼= Fp/(g(x))
and g(B) = 0; see [8].) Thus, B can be considered to be an element of the multipli-
cative group F∗q of Fq . Since F∗q has pd − 1 elements, it follows that the period L(B)
of B must divide pd − 1. Therefore,
L(Bk) divides pdk − 1 if k > 1 or k = 1 = e. (8)
The Jordan canonical form of the companion matrix of (x − a)2 is the 2 × 2
matrix
B =
[
a 0
1 a
]
.
(Note that B /= diag(a, a), which has minimum polynomial x − a, since that would
imply that x − a is a simple factor instead of a double factor of the minimum poly-
nomial of A.) Notice that for all integers k,
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Bk =
[
ak 0
kak−1 ak
]
.
Since ap = a, ap−1 = 1, and p = 0 in Fp, Bp = diag(a, a) and (Bp)p−1 = I ,
so L(B) divides p(p − 1) and p divides L(B). Therefore
p |L(B1) |p(p − 1) if e = 2. (9)
Combining (6), (8) and (9), we have
Ln(p) = L(A) divides lcm{L1, L2, . . . , Lr},
with
Lk = p(p − 1) if k = 1 and e = 2
and
Lk = pdk − 1 otherwise.
It is possible to use (9) to make educated guesses of Ln(p), using the relation
n = ed1 + d2 + · · · + dr
obtained by equating the degrees in (7).
6. When is Ln(p) /= Ln(p2)?
Wall [6] compared L2(p) with L2(p2) for all primes p up to 10,000 and in all
cases determined that L2(p) /= L2(p2). We have examined L3(p) and L3(p2) for
all primes through 4409 and L4(p) and L4(p2) for all primes through 3343. In all
cases we have examined, Ln(p) /= Ln(p2), but we have not been able to prove that
this is always the case.
In [4], Mamangakis considers the Fibonacci sequence modulo m. The Fibonacci
sequence is a special case of chain addition sequences with n = 2. Mamangakis
proves that if there is a term of the sequence divisible by prime p but not by p2, then
L2(p) /= L2(p2). We generalize this result for arbitrary n, starting with a lemma.
Lemma 5. Let A be the companion matrix of xn − x − 1. For any integer k,
Ak (mod m) is diagonal if and only if it is scalar.
Proof. Assume thatAk is a diagonal matrix with diagonal (d1, . . . , dn). SinceAAk =
AkA, we have

0 d2 0 0 · · · 0
0 0 d3 0 · · · 0
...
0 0 · · · dn
d1 d2 · · · 0 · · · 0


=


0 d1 0 · · · 0 0
0 0 d2 · · · 0 0
0 0 0
... 0 0
dn−1
dn dn · · · 0 0


,
so d1 = d2 = · · · = dn. Hence, Ak is a scalar matrix. 
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Theorem 6. Let p be a prime. Let A be the companion matrix of xn − x − 1. If there
is an integer k such that Ak (mod p) is diagonal but Ak (mod p2) is not diagonal,
then Ln(p) /= Ln(p2).
Proof. Let k be a positive integer such that
Ak = cI + pB
for some integer c and some non-diagonal matrix B (mod p). Since A (mod p) is
invertible, c is not divisible by p. Then
Ak(p−1) ≡ I (mod p)
and Ln(p) | k(p − 1). To show that Ln(p) /= Ln(p2), it is enough to show that
Ak(p−1) is not diagonal (mod p2). By the binomial theorem,
Ak(p−1) = cp−1I + p(p − 1)cp−2B + p2E
= cp−1I − pcp−2B + p2F
for some matrices E and F. Therefore,
Ak(p−1) ≡ cp−1I − pcp−2B (mod p2).
Since B is non-diagonal (mod p), pcp−2B is non-diagonal (mod p2). Hence,Ak(p−1)
is not diagonal (mod p2). 
From this theorem, we easily get the following generalization of Mamangakis’
result.
Corollary 7. Let s be the seed s = (0, 0, . . . , 1). If there is an integer k such that
sk+1 ≡ sk+2 ≡ · · · ≡ sk+n−1 ≡ 0 (mod p) but such that for some i = 1, . . . , n− 1,
sk+i /≡ 0 (mod p2), then Ln(p) /= Ln(p2).
Proof. By the theorem above, it is enough to show that Ak is diagonal mod(m) if
and only if sk+1 ≡ sk+2 ≡ · · · ≡ sk+n−1 ≡ 0 (mod m). If Ak is diagonal mod(m),
then Ak is scalar mod(m) and


sk+1
sk+2
...
sk+n−1
sk+n


= Ak


0
0
...
0
1


=


0
0
...
0
c


(mod m)
for some c. Therefore, sk+1 ≡ sk+2 ≡ · · · ≡ sk+n−1 ≡ 0 (mod m).
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Table 1
p n Ln(p) Factorization of xn − x − 1
2 3 7 = 23 − 1 x3 − x − 1
3 3 13 = (33 − 1)/2 x3 − x − 1
5 3 24 = 52 − 1 (x2 + 2x + 3)(x + 3)
7 3 48 = 72 − 1 (x2 + 5x + 3)(x + 2)
11 3 120 = 112 − 1 (x2 + 6x + 2)(x + 5)
13 3 183 = (133 − 1)/12 x3 − x − 1
17 3 288 = 172 − 1 (x2 + 5x + 7)(x + 12)
19 3 180 = (192 − 1)/2 (x2 + 6x + 16)(x + 13)
23 3 506 = 23(23 − 1) (x + 20)(x + 13)2
29 3 871 = (293 − 1)/28 x3 − x − 1
31 3 993 = (313 − 1)/30 x3 − x − 1
37 3 1368 = 372 − 1 (x2 + 13x + 20)(x + 24)
2 4 15 = 24 − 1 x4 − x − 1
3 4 80 = 34 − 1 x4 − x − 1
5 4 312 = (54 − 1)/2 x4 − x − 1
7 4 342 = 73 − 1 (x3 + 3x2 + 2x + 5)(x + 4)
11 4 1330 = 113 − 1 (x3 + 3x2 + 9x + 4)(x + 8)
13 4 2196 = 133 − 1 (x3 + 2x2 + 4x + 7)(x + 11)
17 4 96 = (172 − 1)/3 (x2 + 10x + 5)(x + 2)(x + 5)
19 4 14480 = (194 − 1)/9 x4 − x − 1
23 4 12166 = 233 − 1 (x3 + 12x2 + 6x + 2)(x + 11)
83 4 82 = 83 − 1 (x + 59)(x + 14)(x + 7)(x + 3)
181 4 32760 = 1812 − 1 (x2 + 22x + 24)(x2 + 159x + 98)
283 4 79806 = 283 · 282 (x + 190)2(x + 168)(x + 18)
2 5 21 = (22 − 1)(23 − 1) (x3 + x2 + 1)(x2 + x + 1)
3 5 121 = (35 − 1)/2 x5 − x − 1
5 5 781 = (55 − 1)/4 x5 − x − 1
7 5 2736 = (72 − 1)(73 − 1)/6 (x3 + x2 + 5x + 2)(x2 + 6x + 3)
11 5 16105 = (115 − 1)/10 x5 − x − 1
13 5 30941 = (135 − 1)/12 x5 − x − 1
17 5 4912 = 173 − 1 (x3 + 14x2 + 12x + 6)(x + 11)(x + 9)
19 5 130302 = 19(193 − 1) (x3 + 7x2 + 13x + 10)(x + 6)2
23 5 55968 =
(
234 − 1
)
/5 (x4 + 14x3 + 12x2 + 7x + 5)(x + 9)
29 5 47152 = (294 − 1)/15 (x4 + 2x3 + 4x2 + 8x + 15)(x + 27)
67 5 2244 = (672 − 1)/2 (x2 + 50x + 55)(x2 + 31x + 65)(x + 53)
151 5 3442800 = 151(1512 − 1) (x2 + 64x + 61)(x + 9)(x + 39)2
163 5 26568 = 1632 − 1 (x2 + 72x + 153)(x + 65)(x + 109)(x + 80)
Now assume that sk+1 ≡ sk+2 ≡ · · · ≡ sk+n−1 ≡ 0 (mod m). For j = 1, . . . , n,
let uj be the jth column of the n× n identity matrix. To show that Ak is diagonal, it is
enough to show that there is a number c such that Akuj = cuj for all j = 1, . . . , n.
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Now,
Akun =


sk+1
...
sk+n−1
sk+n

 =


0
...
0
sk+n

 (mod m).
Let c = sk+n. Then Akun = cun. For j = 2, . . . , n− 1, uj = An−jun and so
Akuj = AkAn−jun = An−jAkun = cAn−jun = cuj .
Also,
Aku1 = Ak−1un = A−1Akun = cA−1un = cu1.
Therefore, Ak is diagonal and the result follows. 
7. Some values of Ln(p)
We include a table of some values of Ln(p) together with the factorization of
xn − x − 1 (mod p). Notice that for n = 3, there are only four possibilities for the
factorization of xn − x − 1 (mod p). It can be irreducible in which case L3(p) must
divide p3 − 1; factor as the product of one linear factor and an irreducible quadatic
in which case L3(p) must divide p2 − 1 since p2 − 1 = lcm{p2 − 1, p − 1}; factor
into three distinct linear factors in which case L3(p) must divide p − 1; or factor into
linear factors, one of which is repeated, in which case L3(p) must divide p(p − 1).
We could, in the same way, look at the possibilities for other values of n.
The authors thank Gregory Pederson for his calculations (as part of an honors pro-
ject at the US Naval Academy) of some of the values of Ln(p) included in Table 1.
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