The need for recognizing people across distributed surveillance cameras leads to the growth of recent research interest in person re-identification. Person re-identification aims at matching people in non-overlapping cameras at different time and locations. It is a difficult pattern matching task due to significant appearance variations in pose, illumination, or occlusion in different camera views. To address this multi-view matching problem, we first learn a subspace using canonical correlation analysis (CCA) in which the goal is to maximize the correlation between data from different cameras but corresponding to the same people. Given a probe from one camera view, we represent it using a sparse representation from a jointly learned coupled dictionary in the CCA subspace. The 1 induced sparse representation are regularized by an 2 regularization term. The introduction of 2 regularization allows learning a sparse representation while maintaining the stability of the sparse coefficients. To compute the matching scores between probe and gallery, their 2 regularized sparse representations are matched using a modified cosine similarity measure. Experimental results with extensive comparisons on challenging datasets demonstrate that the proposed method outperforms the state-of-the-art methods and using 2 regularized sparse representation ( 1 + 2 ) is more accurate compared to use a single 1 or 2 regularization term.
Introduction
With the availability of tools for person detections, most of the previous Figure 2 : Outline of the proposed sparse representation for person re-identification. In the training phase, the appearance features are extracted from images captured by two different cameras. A subspace is learned using CCA to project the features into a coherent subspace with maximized correlation between data in two views. Two dictionaries are learned jointly for each camera. In the testing phase, the features of gallery and probe are first projected into the learned subspace. Then their sparse representations with 2 regularization are obtained using the coupled dictionaries. The sparse representations are then used as a new representation for probe or galley for matching. Figure 3 : Sample segmentation results using the method in [42] to separate the foreground subject from the background. The appearance features are extracted from the foreground to mitigate the impact by the cluttered background.
Sparse Representation for Person Re-Identification

258
The goal is to re-identify people in non-overlapping cameras. To miti-259 gate significant disparity in appearance feature space for the same subject for two sets of random variables such that the correlation between the pro-281 jected random variables is maximized in the correlated or coherent subspace. 
the objective function to be maximized is given by
where cov is short for covariance and var computes data variance.
is the covariance matrix of X A and X B .
296
Eq. 1 can be reformulated as a constrained optimization problem as fol-
(2)
Equivalently, w A and w B can be solved through the following generalized 299 eigenvalue problem
where
The projection matrices energy function to be optimized is
where γ 1 and γ 2 are regularization parameters for 1 and 2 regularization 326 terms respectively.
327
The 1 regularization term ensures that the coefficients α i are sparse. Pre-328 vious study suggested that most images (e.g., faces) can be approximated as 329 13 a linear combination of the base elements in a dictionary and this repre-330 sentation is naturally sparse [62] . The sparsity resembles human perception 331 system in which the activation of neurons to an image is typically sparse [50] .
332
The 2 regularization term has the properties as in the Ridge Regression to 333 stabilize the coefficients. Sparse representation with 2 regularization is also 334 referred as Elastic Net in statistics [77] .
335
Similar to the formulation in [65], Eq. 4 can be written as
where p i and D are constructed by
To obtain the dictionary in Eq. 5, an online optimization algorithm based 338 on stochastic approximations is used [45] . 
The 2 regularized sparse coefficients α g j are used as a new representation 347 for gallery image j. Similarly, given a probe with its appearance feature 348 projected into CCA subspace as p, the sparse representation α p is learned by 
where · P is the L P norm and is a small positive number to prevent di-358 vision by zero. The reason to apply the modified cosine similarity is that 359 the standard cosine similarity does not take into account the actual distance 360 between two vectors, while the modified cosine similarity is able to address 361 both the distance measure and angular measure and has shown improved per-362 formance in recognition tasks [36] .The modified cosine similarity has shown 363 to be useful for person re-identification in [3] . We use the same features and 364 evaluation protocols as those in [3], and we have empirically found out that 365 the modified cosine similarity is better than the standard cosine similarity in 366 our case. The choices of HSV and Lab to encode color and LBP to encode texture 414 have shown to be effective for the task of person re-identification [2, 18, 4] .
415
In our case, we have also found out that these features are discriminative.
416
It is worthwhile to mention that our method is compatible with any feature 417 extraction method, which is beyond the scope of this paper. Since the feature We first conduct experiments on the VIPeR dataset, the results on which 455 have been reported in most of the recent work on person re-identification. 456 We compare our approach with the following 18 state-of-the-art alternatives, To study the impact of reduced training data size and to make comparison 481 with other methods, we report in Table 2 Table 2 for comparison.
487
The results shown in Table 2 suggest that with a smaller training set the 488 proposed method is still able to perform better than the competing methods 489 at different ranks. 12.00 43.00 60.00 81.00 93.00 ITML [9], as well as direct matching using 2 and 1 distance. Table 3 494 reports the recognition rates at rank 1, 10, 20, 50, and 100. As compared 495 to the other methods with all the recognition rates below 30%, the proposed 496 method achieves a rank-1 recognition rate of 31.34%. Fig. 10 shows the CMC 497 curves of our method and the other methods. The proposed method achieves 498 a higher rate at each rank compared to the second best method (RD), and 499 outperforms the rest of the methods by a large margin. the baseline methods using 1 -norm distance, 2 -norm-distance, and KISSME Figure 12 : Comparisons of the rank-1 recognition rates on different datasets using the proposed method ( 1 + 2 ), sparse representation only ( 1 ), and 2 regularization only. Best viewed in color.
rank-1 recognition rates with different regularization terms. On the VIPeR 517 datraset, when sparse representation is used with 1 term (γ 2 = 0 in Eq. 7 518 and Eq. 8), the rank-1 recognition rate is 25.95%. When the 1 regularization 519 term is dropped while keeping the 2 regularization term (γ 1 = 0 in Eq. 7 520 and Eq. 8), a recognition rate of 29.11% is achieved. The combination of 1 521 and 2 , referred as the 2 regularized sparse representation, improves over the 522 results using a single regularization term and brings up the rank-1 recognition 523 rate to 32.91%. This indicates that joint 1 and 2 regularization is effective 524 for the proposed person re-identification approach. On the CUHK Campus 525 dataset, the rank-1 recognition rate is the highest (31.34%) by using both 526 1 and 2 terms together. The use of a single regularization term ( 1 or 2 ) 527 leads to less accurate recognition rates of 26.39% and 28.87%, respectively.
528
Similar observations hold for the PRID dataset for which 1 + 2 produces 529 a better performance (27%) compared with using each of the regularization 530 terms alone. 
