The estimation on signal source number is an important research issue in the field of signal analysis, especially in electromagnetic compatibility (EMC) under complex environments. Due to the nonlinear nature of electromagnetic interference (EMI), traditional linear methods usually take a bad performance. In this paper, we propose an estimation method by combining the ICA and nonlinear dimension reduction. Our experimental results show that the proposed algorithm outperforms methods for comparison under nonlinear condition.
INTRODUCTION
Electromagnetic Compatibility (EMC) has always been a popular research field in recent years. Harmful energy can be generated, transmitted and received when running electromagnetic devices. This harmful energy is also called electromagnetic inference (EMI). The goal of EMC is to analysis EMI to make all the devices in the same environment can operate normally and would not cause interferences on other devices. In order to separately analysis each individual component of EMI, the corresponding interference, or signals, should be obtained separately. However, due to the complicated electromagnetic environment, the signals we can observe are mixed. So, a separation process is necessary before the analysis of specific EMI signals.
The separation of EMI signals can be categorized as a problem of Blind Source Separation (BSS). BSS issues the situation where we can only obtain observations of mixed signals and we have no prior knowledge about what sources are as well as how they are mixed. A powerful approach to solve BSS is Independent Component Analysis (ICA). However, ICA could not be directly applied to EMI separation. Firstly, ICA assumes that the signals are linearly mixed, while in practice signals are always highly nonlinear mixed. Secondly, the number of signal sources is usually known in ICA. However, in EMI we usually could not know the exact number of the sources. Thus, it is necessary to estimate the number of signal sources for further analysis.
The approaches for source estimation can be classified into two categories: "Matrix Analysis" based approaches and "Signal Analysis" based approaches. In the first group, the source number is computed by estimating mixing matrix. This method is widely used in BSS problem [10, 11] and its power in estimating source number has been gradually explored. Several algorithms, e.g. nonlinear projection and column masking (NPCM) [9] and unsupervised robust C prototypes algorithm [4] , have been applied to measure the mixing matrix and calculate the number. In the second group, the number of the sources is estimated by analyzing attributes of the signals. In [8] , the authors directly applied Higher Order Statistics (HOS) method, which is also widely used in BSS problem [12] , to observations to estimate the source number. These approaches could get quite fine result on the linear mixing situation. However, they could not perform appropriately on the nonlinear situation.
In order to handle the nonlinear situation, which is common in EMI, a "separating and clustering" strategy has been proposed [1] , which is called Independent Component Analysis based Source Number Estimation (ICASE). In this work, the mixed signals are separated via ICA algorithms by assuming the source number firstly and then a clustering evaluation analysis is applied on the separated signals to estimate which number gives the best result. It is based on the idea that the separated components are not statistically independent if ICA is applied with a wrong source number. This approach has a better performance on nonlinear mixtures. In the evaluation step, it firstly clusters the signals and then applies "dissimilarity", which will be discussed with details in the following section, among the separated signals to estimate the actual number. However, the performance of "dissimilarity" would deteriorate in extremely nonlinear situation, resulting in wrong numbers. In order to handle this problem, we proposed an improvement on this algorithm. Instead of utilizing clustering and "dissimilarity", we apply Nonlinear Dimensionality Reduction (NLDR) [7] to determine the best source number. Dimensionality reduction aims to transform high-dimensional data to a low-dimensional feature space. Compared with linear techniques like Principal Component Analysis (PCA) or factor analysis, nonlinear dimensionality reduction can directly performed on nonlinear data and could better exploit the intrinsic dimensionality of practical signals [7] . In this paper, we will demonstrate that NLDR can successfully finding the underlying relationship among data, making it possible to estimate the number of sources.
The paper is organized as follow: Section II briefly summarizes the ICASE, Section III illustrates our method based on NLDR approaches and Section IV shows the experimental results, together with comparisons to the classical ICASE method.
SOURCE NUMBER ESTIMATION METHODS BASED ON ICA
As proposed in [1] , the key idea of ICASE method lies on that the separated signals can be sufficiently statistically independent only when the source number is exactly known. The author suggested to use "dissimilarity" to measure the independence of two given signals. The "similarity" between two signals and can be calculated as:
Four different kinds of measurements of "dissimilarity" were defined as follows [1] :
According to [1] , except for the first one, the rest equations perform well in nonlinear cases. In ICASE, multiple runs of ICA will be executed on the observations with various parameters. Then the separated signals are partitioned into a number of disjoint clusters using clustering algorithms, e.g., the agglomerative hierarchical clustering algorithm [1] . Assuming two clusters, their distance b can be given as
This equation gives the measurement for the independence of two different class signals. In order to calculate the independence, two auxiliary parameters are defined as
n ∑ , and then the optimal number n * can be given as n * = arg min
The idea here is to maximize the distances between different classes and to minimize the distances within the classes [1] . The compactness S m in becomes smaller if the separated signals within the class C m are similar to each other, while the discrimination S m ex becomes larger if different classes locate far away form each other. However, this assumption would be dramatically unavailable under strongly nonlinear situations. It is likely to regard the nonlinear mapping of the original source as a new one, which would compromise its utility.
NLDR BASED SOURCE ESTIMATION
In this section, we introduce our NLDR based source estimation algorithm. In our method, we also assume that the source signals are mixed with the Post Nonlinear (PNL) model [5] . Given a set of source signal s , the PNL model can be represented as x = f (As), where A is the mixing matrix and f is a nonlinear function. We define y = Axas the linear mixed signals, and then we have x = f (y). We assume that y can be regarded as the low-dimensionality representations of x . However, this mapping is complicate due to the nonlinear nature. NLDR methods can better find this intrinsic information than the linear ones, making it possible to use s to represent a given mixed signal x . This idea is similar to that in [3] , where they use NLDR methods to find the inverse of the nonlinear functions and then apply traditional linear BSS methods to separate signals. according to our assumption. Thus, we use the dimensionality ofx as the true number of the source signals.
In the first step, it is the same with that in ICASE method, multiple runs of ICA is processed with different parameters, or more specially, the number of the sources. We utilize FastICA algorithm [2] , where y i corresponds to a separated signal. In the second step, Isomap [6] , an efficient NLDR algorithm, are applied to the separated signalsY . Isomap is an approach built on MDS, maintaining the intrinsic geometry of data, where only the geodesic distances reflect the true low-dimensional geometry of the manifold instead of the Euclidean distance used in PCA. Each column ofY is a data point for Isomap, and we seek to find the minimal number of dimension to represent the data as well as to preserve as much information as possible. In order to measure each dimension's performance, we use the residual variance as the criteria. The first number, which makes the residual variance to decrease below a certain threshold, would be the estimated source number. Adding one more dimension to the true number would not change the residual various considerably, since it is redundant for representation.
SIMULATION RESULTS
In this section, we test our algorithm on synthetic data to demonstrate its performance. We totally generate four source signals: sin, cos and two gauss noise signals. Fig. 1 shows the four signals.
Then, we generate a random matrix After mixing, we obtain 5 mixed signals, donated asY . These signals correspond to the linear mixed signals before nonlinear functions are applied to them in the PNL model. The linear mixed sources are shown in Fig. 2 .
Then, we apply nonlinear functions to these linear mixed signals, gaining the final mixed signals X . In order to show that our algorithm is robust, we contain both linear functions and nonlinear functions together. The X is given by
is a row in the matrixY , denoting linear mixed signals. Fig.3 shows the nonlinearly mixing signals.
We set the maximum iterations as 100. At each iteration, the number of sources, a parameter provided to FastICA algorithm, is randomly generated to obtain different separated signals. After 100 iterations, we totally get 358 separated signals and then apply Isomap algorithm to find the number of sources. Fig 3 shows the residual variance of each number of dimensionality. From Fig.4 we can clearly find that four dimensionalities are sufficient to represent the signals. Thus, according to our assumption, the source number of the mixed signals is four. Besides, we also apply ICASE algorithm on the same data and the results are shown in Fig. 5 . From Fig. 5 we can find that ICASE fails to estimate the right number of source numbers since number 5 has the smallest R value. This phenomenon is due to the fact that the "dissimilarity" utilized in ICASE is harmed by the nonlinearity and ICASE terns to regard each nonlinear signal as a quite different signals from its original ones. "Dissimilarity" could not well explore the underlying relationship among signals, thus could not accurately estimate the number of sources under strong nonlinear conditions. 
