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1. INTRODUCTION 
Let fl be a bounded domain in RN, with smooth boundary aa. We 
consider the initial boundary value problem 
(I,) 
I 
ut =4(u) in QXlR+, 
u=o on f352XR+, (l-1) 
u(*, 0) = ug in J2, 
where 4(O) = 0 and d’(s) > 0 for s > 0, u0 is a given nonnegative function 
(uO f 0), and R +={tElR:t>o}. 
If 4’(O) > 0, Eq. (1.1) is uniformly parabolic, and it is well known that the 
solution u(t) of Problem (I,) has the following positivity property, 
vt > 0, u(t) > 0 in 0 and g (t) < 0 on 852, (1.2) 
where v denotes the outward normal on X2. 
Let e: fi+ R be defined by 
--de=1 in 0, 
e=O on af2. 
By the strong maximum principle e has the properties 
e>O inR and 
ae 
av 
~0 on af2. 
In terms of e we define the cone 
K={wEL’(Q):w>kea.e.in~forsomek>O}. 
30 
0022-0396184 $3.00 
Copyright 0 1984 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
NONLINEAR DIFFUSION EQUATIONS 31 
Then, since 4’(O) > 0, property (1.2) implies that 
Vt > 0, Q(W) E K* (PO >* 
If Q’(0) = 0, the solution u(t) of Problem (I,) does not possess property 
P,. It is well known [ 131 that if the support of u0 is a subset of R, then for t 
sufficiently small, the support of u(t) is still a subset of Q and hence 
404)) sf K. 
However, we shall show in this paper that provided Q(s) is convex near 
s = 0, there exists for any initial function u0 a finite time T > 0 such that 
Vt> T, cW)> E K. VT> 
For 4(s) = sm with m > 1, this positivity property was established in [4]. 
Property P, is not only interesting, but also useful. In [4, 61 it serves as a 
first step towards obtaining a lower bound, which together with an upper 
bound, gives a sharp estimate of the large time behaviour of u(t). In [4], the 
proof of property P, is based on the construction of suitable subsolutions. 
Here we use a different method, based on a lower bound for a,. After some 
preliminary results, we shall obtain this bound in Section 2. The desired 
positivity property is then proved in Section 3. 
Next, we consider the problem 
/ 
u, = Mu) -Mu) in QXR+, 
(I,%) u=o on aQXR+, (1.3) 
u(*, 0) = u. in 0, 
where k E R. Let us denote the solution by u(t, n). Then it follows from the 
Comparison Principle (see Section 2) that 
A < 0 * up, 1) > u(t, O), 
whence for A < 0 positivity property P, holds. 
In Section 4 we shall show that property P, continues to hold for A > 0 if 
o < a < to) d”(s) < 1 
’ [#‘@>I 
when 0 < s < s0 (l-4) 
for some constants a E (0, 1) and s,, E R ’ . Note that (1.4) implies the 
existence of a positive constant A such that 
$4(s) < As”” -=), o<s<s,. 
In particular, condition (1.4) is satisfied by Q(s) = e-l” and 4(s) = s”’ 
(m > l), but not by 4(s) = s{log(l/s)}-‘. 
505/53/l-3 
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To indicate the sharpness of this result we note that if we replace Eq. (1.3) 
in Problem (I,) by 
Uf =4(u) - w414 o<p< 1, 
then the positivity property P, fails to hold, i.e., for certain initial functions 
u0 the support of u(t) remains a subset of 0 for all time t > 0. The proof of 
this localization phenomenon is given in [5] in the special case d(s) = sm 
(m > 1). Since it carries over, without any change, to general functions 4, we 
shall omit it. 
Finally, we observe that if we replace Eq. (1.3) by 
then the positivity property P, continues to hold if $ satisfies (1.4) and 
This is an immediate consequence of the Comparison Principle. 
The positivity property discussed in this paper is closely related to the 
question of locahzation for the Cauchy problem of Eqs. (1.1) and (1.3), 
which has been discussed by Kalashnikov [ 111, Knerr [ 121, and Gurtin and 
MacCamy [lo]. 
2. PRELIMINARIES 
Throughout this paper we shall use the following hypotheses about 0, 4 
and r+,: 
(Hl) Q is a bounded, arcwise connected and open subset of RN 
(N > I), whose boundary is of class C2+Y (0 < y < 1). 
(H2) 4 E C3(R+) n Cl@‘), 4(O) = 0, and 4’(s) > 0 for s > 0. 
(H3) U, E L”(Q), U, > 0 a.e. in 0 and the set 
S” = {x E a: u&c) > v) 
contains an open nonempty subset of Q for some v > 0. We shall refer to 
these hypotheses collectively as hypothesis (H). 
Consider the problem 
i 
u, = 40) - v(u) in nXlR+, 
(II) u=x on aRXlR+, 
u(*, 0) = 24, in Q, 
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where x = L&,(&I X [R+) is a nonnegative function and w  a function, which 
is defined and locally Lipschitz continuous on R + such that ~(0) = 0. 
Let T > 0, QT = R x (0, T], and Q = R X iR +. 
DEFINITION. A solution u of Problem (II) on [0, co) is a function U: 
(0, co) + L’(R) with the properties: 
(i) uEC([O,T]:L’(R))nL(Q,)for any T>O; 
P-1) 
foranyT>Oand~EC2(Q)suchthatr,r>OinQand~=Oon~RXlR+. 
A subsolution (supersolution) of Problem (II) on [0, co) is defined by (i) 
and (ii) with equality replaced by < (a). 
We shall need the following basic results about Problems (In) (A > 0) and 
(II). 
PROPOSITION 1. Let fi,# and u. satisfy Hypothesis (H) and let A > 0. 
Then Problem (In) possesses a unique solution on [0, a~). 
PROPOSITION 2 (Comparison principle). Let I be a supersolution of 
Problem (II) on [0, co) with data zio, 2, and let u be a subsolution of Problem 
(II) with data uo, x, all satisfying hypothesis (H). Then ifx ,<X and u. < U,, 
we have 
4) < w> a.e. in B for all t > 0. 
For the proofs of these propositions we refer to [3]. 
Finally, we prove a lower bound for u,, where u is the solution of Problem 
(In> (A a 0). 
Recall that u can be approximated by a sequence of smooth functions 
U, E C’~‘(Q) each of which is the solution of the approximate problem 
1 
ut = 4+(u) - W) + 4w in RXlR+, 
(I&l) n U=& on aQxIR+, 
u(*, 0) = Uon in a, 
where E, \ 0 as n --) co and uon E C*+‘(fi) (0 < y < 1) approximates u, such 
that 
uo, --) uo in L’(R) as n -+ a3 
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and 
en G %“(X> G II %I IIPu2) + En for xE Q. 
It was shown in [3] that u,, -+ u in C( [0, T]; L’(0)) as n + 00. 
LEMMA 1. Let Q, 4 and u,, satisfy hypothesis (H), let u,(t) be the 
solution of Problem (I,,) in which A> 0, and let LQ,,, < M in S for all n > 1. 
(9 If 
f’(s) > 0 for O<s<M 
and 
~‘o+l,> 4@,,) 2 -wd in SJ (2.2) 
for some constant K > 0 which is independent of n, then there exists a 
constant L > K such that 
#‘(%I) u,t A.-Wun) in .RXlR+, 
for all n > 1. 
(ii) If 
4(s) a”(;) > a > o 
P’(s)1 
for O<s<M, 
then 
for all n> 1. 
Remark 1. The convexity of 4 implies that 
m 
q(sp” for O<s<M. 
Hence we obtain from Lemma 1 a lower bound for unl, i.e., u,~ > -Lu, and 
a,1 > -(l/at) 24,) respectively. 
Remark 2. For related estimates for u1 the reader is referred to [2, 7, 81. 
In particular the proof of Lemma l(ii) is contained in [8]. For the sake of 
completeness we shall give the proof below. 
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Proof. For convenience, we denote the solution U, again by u. 
(i) Set 
f&4 - 
z=q+L d,(u) in Q. 
In view of the regularity properties of @, z E Cz9’(Q) (7 C(e). Plainly z > 0 
onXIxlRf and 
W in 0 
if we choose 
L = K t 1 ,nlzyLM f(s). 
Finally, in Q, z satisfies 
zl=d($‘(u)u,)-A.f!v(u)u,+L 1 -E 
1 1 (U2 ut 
=d(#'(u)z)- nqv(u)+L - 
1 
W' 
w2 I 
z+Lz#2#u 
W3 
W(4'(@)- &lqu> + L$q z. 
1 
Hence z > 0 in Q and (i) follows. 
(ii) We now set 
z =tu +’ Tw 
1 
a 4’(4 
in Q. 
Then z > 0 on the parabolic boundary of 0, and 
99” z,=u,+dg~(u)tu,)-n~l~*t+~ l-- 
l I w>* ut 
=d($?qu)z)-@‘z+ 1--- 
! 
1 W’ 
a (#‘)2 ut 1 
>d(qqu)z)+ 1 -nqt--- - 
1 
l#“z . e 
a (q4’)2 C In i ’ 
whence again z > 0 in c. 
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3. POSITIVITY: THE CASE I = 0 
In this section we shall prove the positivity property P, for solutions of 
Problem (I,,), i.e., we shall show that provided $(s) is convex neur s = 0, 
there exists for each uO, which satisfies (H3), a time T > 0 such that 
Yw)> E K for all t > T. 
We begin with a preliminary observation, in which we allow A to be 
positive for later use. 
LEMMA 2. Let hypothesis (H) be satisfied and let in addition 4”(s) > 0 
for 0 < s < sO. Let u(t) be the solution of Problem (I,) (A > 0) and suppose 
that #(u(z)) E K for some z > 0. Then #(u(t)) E K for all t > r. 
Proof Because #(u(r)) E K, there exists a constant k, > 0 such that 
#(u(t)) > k,e in 5. 
Let 
-Awl=plw, in R, 
w1 =o on aa, 
w, > 0 in R and maxnw, = 1. Then 
-Aw, =,a,~, <,a, = -A,a,e in R 
or 
A(w,-,u,e)>O in 8. 
Hence,sincew,-~ue=Oon&!,w,-~,e<Oinfior 
1 - 
e>--- w, in Q. 
Pl 
Thus 
G(r)> > (We,) wI in fi- 
Now consider the function z(x, t) = #(y(t)) w,(x), where y is the solution 
of the problem 
Y’ = -cu, + 1) 4(Y), 
THY(O)) = c, 
where c E (0, k,/,a,) is chosen so small that c < #(so). 
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Let 4(u) = 27 and u = #-l(v) -B(v). Then Eq. (1.3) becomes 
j?‘(v) ul = Au - Au. 
The function z satisfies 
P’(z) zt -AZ + AZ = P’(z) @‘(Y>Y’w, - #(Y>Aw, + MY) ~1 
because p’(#(y) w,) >p’(#(v)) by the convexity of $ on (0, so). Thus, 
because z < 4(u) along the parabolic boundary of the cylinder fi X [r, co) it 
follows that 
which implies that #(u(t)) E K for t > r. 
Next we show that u(t) -+ 0 in L”(R) as t-t co. 
LEMMA 3. Let hypothesis (H) be satisfied and let u(t) be the solution of 
Problem (I,,). Then 
u(t) + 0 in La(Q) as t-, co. 
ProoJ By the Comparison Principle, it is sufficient to show that, for all 
E > 0, 
u,(t)+& in L”O(Q) as t+ co, (3.1) 
where UC(t) is the solution of 
I 
u, = 4(u) in f2XR+, 
(I”) U=& on aQxR+, 
u(., 0) = uOE- u. + E in a. 
Since U,>E in fix R+, Problem (I? is nondegenerate. The set {UC(t), 
t > 0} is relatively compact in L’(O), and hence the w-limit set w(+,J, 
defined in the sense of L’(Q), is nonempty. We define a Lyapunov functional 
I’: L’(fi)+R+ by 
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Then, since u, > E, 
(3.2) 
Let v0 E o(u,,J and let u(t) be the solution of Problem (IE) with initial 
function uO. Observe that u(t) > E in R, t > 0. Then u(t) E o(u,,J for t > 0 
and hence V(u(t))= V(v,) [9]. Combined with (3.2) and using the strong 
maximum principle, this implies that ziO = E. Hence UC(t) + E in L’(Q) as 
t + co. Since Problem (I”) is nondegenerate, (3.1) follows easily and the 
proof of Lemma 3 is complete. 
Remark. In this case there are other possibilities for the choice of V, e.g., 
V(t) = j @(t(X)) dx, rE L’(Q), 
R 
where Q’(s) = 4(s) - 4(s). Then 
We refer to [ 1 ] for further details.) 
We are now ready to prove property P, in a ball B, c Q for a restricted 
class of initial functions. For convenience we choose the origin at the centre 
of the ball. 
LEMMA 4. Let u(t) be the solution of Problem (I,) in a ball BR(0), and 
let u, > v > 0 in a ball B,(O) for some p E (0, R) and some v > 0. Suppose Q 
satisJes (H2) and 4”(s) 2 0 for 0 < s < s,. Then there exists a time i> 0 
such that 
$(N> E K for all t > i, 
where the cone K is now defined with respect to the ball BR(0). 
Proof: Choose an initial function u’, E C’(B,) which satisfies (H3) and 
in addition possesses the properties: 
(i) zi,, = z&,(r), where r = Ix]; 
(ii) zi;<O for O<r<R; z.&,(R)=O; 
(iii) ~‘(&,)d#(&) > -Kq5(u’,) in B, for some constant K > 0; 
(iv) z& < min{u,, $s0}. 
The construction of one such function is given in the Appendix. Let C(t) be 
the solution of Problem (I,), corresponding to z&. Then by the Comparison 
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Principle, u’(t) < u(t) for all t > 0. Hence it suftices to prove Lemma 4 for 
u’(t). Thus, in what follows we may assume without loss of generality that U, 
has properties (i)-(iv). Because the solution u of Problem (I,) is unique, it 
follows that u = U(T, t). 
Let {u,,} c CztY(BR) b e a decreasing sequence of functions such that 
uon + U, as n + 00 in C(B,), and let for each n > 1, u,,~ have properties 
(i)-(iv). The construction of such a sequence is given in the Appendix. Let u, 
be the solution of Problem (I,,) with inital function u,,,,. Then we obtain by 
integration over B, X (0, T), 
(3.3) 
where we have used the radial symmetry of U, and set 
Set I,, u. = 6. By Lemma 3, there exists a time T > 0 such that 
and by the convergence of U, --t u in C( [0, T], L’(B,)), there exists a number 
n, > 1 such that for all n2n,, 
Hence, returning to (3.3) we obtain 
< -4s for all n>n,. (3.4) 
Choose so = 6/(2T IaB, I). Then by (3.4) there exists for each n > n, a 
time t, E [0, T] such that 
al(L) < -0. (3.5) 
Because [0, T] is compact, there exists a subsequence {fn,} and a time 
IE [O, T] such that t,, -+ I as IE’ + co. We shall show that 
#W>>qe in B, (3.6) 
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for some q > 0, where 
&=--I inB, and e=O onaB,. 
Observe that by Lemma 1, there exists a constant Q > 0 such that for all 
n> 1, 
4%) 2 -Q in B,. 
Set C, = B, \& _d for d E (0, R), and let z: c, + R satisfy 
AZ=-Q in Z,, 
z = 0, 
C?Z 
z = --f&() on 8B,, 
where d is chosen so small that z(x) > 0 for R - d < 1x1 < R. 
As a first step towards proving (3.6) we shall show that 
Consider for fixed n > 1 the function 
4-4 = 4(U,(& tJ> - 4-x) - d(aJ. 
Then 
dw>O in C, and w=O onas,. 
Thus, if 
W(X) < 0 for Ix[=~,E [R-d,R), 
then by the maximum principle 
w(x) < 0 for r,<Ixj<R 
and 
2 (R)>O. 
However, by (3.8) and (3.5), 
(3.7) 
(3.8) 
(3.9) 
2 (R) = q,,(t,,) - ; < -QE,, < 0, 
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which contradicts (3.9). Thus w > 0 in Z, and hence 
fw4l(cz>> a z + &I) in Z,. (3. IO) 
Since qn \ 24, as n + co, U, \ u and hence #(u,) ‘b ql(u) as n + co. Thus, 
passing to the limit in (3.10) we obtain (3.7). 
Because u;(r) < 0 on [0, R] it follows from a simple maximum principle 
argument that u,(T, t) ,< 0 in [0, R] x [0, T], and hence, that 
f qw-, i,l> = 4’W> 0) u&, cl < 0 on [0, R]. 
Thus 
$(G) 2 z(R - 4 > 0 in B,\.Zd. (3.11) 
Together, (3.7) and (3.11) imply the existence of a constant q E IRf such 
that &u(t)) > qe in gR. Thus, by Lemma 2, #(u(t)) E K for all t > t. 
The generalization of Lemma 4 to arbitrary domains Q is straightforward. 
The details can be found in [4]. Thus we obtain 
THEOREM 5. Let R, 41 and u,, satisfy hypothesis (H), and let 
Q”(s) > 0 for 0 <s<s,. 
Let u(t) be the solution of Problem (I,,). Then there exists a time T> 0 such 
that $(u(t)) E K for t > T. 
4. POSITIVITY: THE CASE ,I > 0 
In this section we shall prove the positivity property P, for solutions of 
Problem (I,) if 2 > 0. About 4 we now assume in addition to (H2) that 
a < 4(s) e”y < 1 
’ M’(s>l 
for 0 < s < s0 
for some a E (0, 1) and some s,, > 0. 
At first we derive some implications of (4.1). 
LEMMA 6. Let 4 satisfy hypothesis (H2) and condition (4.1). Then 
@(s)<(l -a)~#'@) for O<s<s,, (4.2) 
%mN-” G s,Ms*>ll-a for O<S,<S,<~~, (4.3) 
#‘(s*) 4(s*) G 4’@1) Q(s*) for O<s,<s,<s,. (4.4) 
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Proof. Consider the function 
t?(s) = ~(~Y!J’(~>~ 
Then 
and hence, by (4.1), 
O<g’<l--a on (0, so] 
from which follow (4.4) and also (4.2) if we remember that g(s) + 0 as 
s \ 0. 
To prove (4.3) we consider the function 
h(s) = ~[qwl~-‘, 
Then 
s > 0. 
in view of (4.2). This implies (4.3). 
The proof of property P, for solutions of Problem (I,) is for A > 0 the 
same as that for A= 0, except for a modification of Lemma 4. 
LEMMA 4’. Let u(t) be the solution of Problem (In) (A > 0) in a ball 
B,(O), and let u0 > v > 0 in a ball B,(O)for some p E (0, R) and some u > 0. 
Suppose 4 satisfies (H2) and (4.1). Then there exists a time i> 0 such that 
for all t > i. 
ProoJ As in the proof of Lemma 4, we may assume that u0 is a radially 
symmetric function which satisfies (H2) and 
uo G $0 in BR(0). (4.5) 
Let y be the solution of 
Y’ = -4YYh t>O 
Y(O) = so. 
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Then, by the Comparison Principle, 
u(t) G y(t) in BR(0) for all t > 0. (4.6) 
Let {u,} be an approximating sequence of the type constructed in Section 
2 and let for each n > 1, non be radially symmetric. Then u,, satisfies 
from which we obtain by integration over B, x (0, T), 
where q,(t) = (a/&) d(u,(R, t)). As we saw in the proof of Lemma 4, it is 
sufficient to prove that there exists a time T > 0 such that 
in C([O, T]) as il+ co. (4-g) 
We argue by contradiction. Then, passing to the limit in (4.7) we find that 
for any T>O 
Set 
w(t)=jB $f-. 
R 
Then, by (4.3) and (4.6), 
We claim that 
4(u) 
---<KC< 
4(Y) 
in BxiR+. 
Accepting (4.9) for the moment, we obtain 
o(T) > A(1 - Ka’) z(T), 
(4.9) 
(4.10) 
44 
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z(t) = i,’ y o(t) dt. 
Then 
z’(t) = ?!M w(t) > 4(y) 
Y 
--A(1 -qz=--l +c-,$, 
Y 
and hence 
log z(t) > - (1 - K”) log y(t) + c 
for some constant C. Since y(t) + 0 as t + 00, z(t) + co as t + co. Thus, by 
(4.101, 
w(t) = J*, + + co as t+03, 
which contradicts (4.6). 
It remains to prove (4.9). Let w be the solution of 
Llq + A(1 - w) = 0 in B,, 
$ao) 
w=90 on 3B,. 
By the maximum principle 
$a> - -<w<l 
ed 
in B,. 
Now let z = $-‘($(y)w). Then 
z(., 0) > fs, > u. in B,, 
z(x, t) > 4x, t) on i?B,XR+, 
and 
P(z) = z, - Llqb(z) + q(z) 
P(Y) 4(z) I 
= My) i l- q%‘(z) (b(y) \ 
in B,XlR’. 
Since z < y, it follows from (4.4) that 
wz> > 0 
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and thus, by the Comparison Principle, 
Oh> G 4(z) = 9(Yb in B,XiR+. 
If we set x= llw(lmo, we obtain (4.9). This completes the proof of Lemma 4’. 
Thus we have proved. 
THEOREM 7. Let l2,4 and u, satisfy hypothesis (H), and let for some 
s,>OandaE(O,l) 
a < 4(s) V(f) < l 
W(s)) 
for O<s<s,. 
Let u(t) be the solution of Problem (In). Then there exists a time T2 0 such 
that #(u(t)) E K for t > T. 
APPENDIX 
We shall construct a sequence of functions U, E C2+ y(BR) with the 
following properties: 
(i) un = u,(r), where r = 1x1; 
(ii) uA<Ofor O<r<R; un(R)=e,,; 
(iii) ~‘(u,,)d~(u,) > -K#(u,) in B, for some K E IR ‘; 
(iv) u,+r <u, in B,; 
(v) e, < u, < c, where c is an arbitrary small positive number and 
s,\Oasn-+co; 
Throughout we may assume that 
p+“(S) 2 0 for 0 <s<s,. 
To begin with, let u and ,u~ be the principal eigenfunction and eigenvalue 
of the Dirichlet problem in B,. 
-Av=,uuv in B,, v=O onaB,. 
Then ,u, > 0, and we can take v so that 
0 < 4x1 < fmin{#(c>, $(sJ}, xEB,. 
Clearly v is a radial, decreasing function. 
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Next. we define 
%t(x) = P(O) + 4A n> 1, 
where/3=4-’ and S,\O as n + co. Set E, =p(S,). Then E, \ 0 as n + co. 
It is clear that the functions U, satisfy (i), (ii), and (iv), and that they can be 
made to satisfy (v) by choosing 6, small enough. It remains to prove (iv). 
We observe that 
e,> = v + 6, 
and hence that 
Aqd(u,,) = Au = -,u,u > -p,(v + 6,) = -~~q+,). 
Therefore, 
by the convexity of 4. Hence, (iv) is satisfied if we set K =,LL, #‘(so). This 
completes the construction. 
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