Quantification techniques are popular methods in empirical research for aggregating the qualitative predictions at the microlevel into a single figure 
Introduction
Using the assessments of experts when predicting the future development of major economic aggregates and financial variables has a long tradition in empirical economics. It is often regarded as an alternative to the standard time series framework. The notion behind this approach is that the individual assessments of experts gained through surveys, or an aggregation of these assessments obtained by a quantification technique, contains valuable information about the future which may be superior to the pure time series information. Even if one is willing to accept that experts' forecasts are based on superior information sets, and that problems such as strategic forecasting or herd behavior among the experts, which systematically bias their survey responses, are negligible, there is still the risk of loosing information due to the qualitative nature of the information at the microlevel, combined with the use of a (potentially) misspecified quantification method. Moreover, the use of information owned by individuals with superior information sets through quantification methods, if not used as a stand alone forecasting model, may be useful in combination with pure time series approaches.
In this paper, we analyze the performance of both traditional time series methods and quantification methods with respect to their forecasting performance. Since sufficiently long time series of aggregated qualitative forecasts at the micro-level are available nowadays, we are able to use out-of-sample forecasting performance measures to compare the information content of aggregated micro-forecasts with the pure time series information. This allows us to undertake a rigorous comparison of the forecasting quality of survey methods and time series methods by means of statistical inference for 13 major economic and financial time series. In particular, we compare forecasts obtained by survey methods, such as the popular probability method of Carlson and Parkin (1975) and Pesaran's (1987) regression methods, with standard AR( p) forecasts, as well as with random walk forecasts as the ultimate benchmark for a simple forecasting rule. We compare our forecasts based on the Root Mean Squared Prediction Errors (RMSPE), which we find to be significantly different from each other using the modified Diebold and Mariano (1995) test of Harvey, Leybourne, and Newbold (1997) . Furthermore, we compare our forecasts by their ability to predict the correct sign. Here we test for significance using a v 2 -independence test. Our empirical analysis is based on data from the Financial Markets Survey (Finanzmarkttest) collected by the Centre of European Economic Research (ZEW) in Mannheim, Germany. The Financial Markets Survey is a monthly panel survey of around 330 experts in the financial sector which has been collected since 1991, and contains qualitative sixmonth forecasts of major macroeconomic aggregates and financial variables. For several reasons, experts' forecasts are usually being aggregated into a few numbers or even a single forecast, neglecting potentially valuable cross-sectional information. As a survey of qualitative responses, the ZEW Financial Markets Survey is representative of a number of similar designed surveys such as the UK Gallup Poll, the German IFO Business Survey, the Confederation of Australian Industries (CAI)/Westpac Survey, and the Dunn & Bradstreet Business Expectation Survey. Our data allows us to distinguish between different groups of forecasters and to check for differences in the forecasting performance of these groups. Moreover, the fairly large time series dimension of our panel dataset allows us to identify systematic prediction biases of the survey methods in the neighborhood of turning points. We construct a simple turning point indicator based on the information in the corresponding series sampled at a higher (daily) than monthly frequency, which we incorporate into our forecasting framework as additional information, especially for the pure financial series.
The rest of this paper is structured as follows: In Section 2, we briefly introduce the two main approaches to exploiting qualitative forecasts at the micro-level and present our unifying approach. Relevant information on the data is summarized in Section 3. Section 4 contains our empirical findings, while Section 5 concludes and gives an outlook on future research.
Forecasting methodology
A major purpose of qualitative survey data is to provide the basis for a k-step ahead forecast (usually some months) for a variable of interest P t , where t = 1,. . ., T denotes a time index. The variables of interest differ depending on the research focus of the survey-collecting institute; for example, macroeconomic series like growth domestic/net products, consumer price indices, unemployment rates, or even financial time series like stock indices or foreign exchange rates. In most of the surveys, the individual respondents are experts who give their assessments of the future development of the variables of interest. The information contained in such a survey can therefore be considered as an addition to public information stemming from the progression of the time series. We therefore distinguish between two different types of information filtrations. Let F S t be the information contained in the survey, and F T t be the information stemming from the time series at time t. Both filtrations are summarized in
Then the best k-step ahead forecast of P t in terms of the mean squared error criterion is given by the conditional expectation E P tþk jF t ½ . Our strategy is to exploit the available information in an optimal way to obtain an estimable conditional mean function. In this set-up, a pure time series model and a survey method define the two extreme benchmarks. A time series approach ignores the survey information completely, while a survey approach neglects the information on the dynamics of the variable of interest. Surprisingly, pure survey methods are used in practice quite frequently, 2 and can be associated with the literature of probability methods which dates back to Carlson and Parkin (1975) or even Anderson (1951) . Probability methods typically quantify (aggregate) qualitative survey information to the k-step ahead forecast. An alternative method that exploits both sources of information, and which is usually referred to as the second strand of quantification methods, is the regression method of Pesaran (1987) . The idea is to consider the overall expected six month forecast to consist of the weighted sum of individual six month forecasts, where these individual six month forecasts are based on simple time series models. In the following we will briefly review the probability and regression methods in a unifying notation.
Probability methods
The probability method was proposed by Anderson (1951 Anderson ( , 1952 , Theil (1952 Theil ( , 1958 and Pflanzagl (1952) . It was refined by Knö bl (1974) , and Carlson and Parkin (1975) , and was criticized and extended inter alia by Foster and Gregory (1977) , Fishe and Lahiri (1981) , Batchelor (1982) , Batchelor and Orr (1988) , Seitz (1988) , Fishe and Idson (1990) , Dasgupta and Lahiri (1992) , Smith and McAleer (1995) , Cunnigham, Smith, and Weale (1998) , and Mitchell, Smith, and Weale (2002) . There are alternative ways to derive the probability methods. Here, we review them in terms of ordered response approaches, where the conditional mean function of the latent variable is only a constant.
3 For notational simplicity, we assume a forecasting horizon of k = 6, which corresponds to the forecasting horizon asked for in the ZEW Financial Market Survey. Let N t be the number of participants in the survey taken at time t; i = 1,. . ., N t denotes the ith participant, and t = 1,. . ., T the time index. In order to circumvent stationarity problems we do not focus on the level P t as the variable of interest, but on the six month growth rate (return rate) r t;tþ6 u
, except for inflation rates, where we consider six month price changes, d t,t+6 u P t+6 À P t . This means that the forecast E P tþ6 jF t ½ will be obtained by using the decomposition E P tþ6 jF t
respectively. 4 Let F it be the information r-Algebra of participant i at time t. We assume that the participants can give an independent assessment for the expected conditional six months return with probability (1 À a it ) and that they cannot give an assessment with probability a it . Thus we observe with probability (1 À a it ) his up/same/down-response, conditional on his information F it , i.e. Y it jF it , as
where Y 
where E e it jF it ½ ¼0; E e is e it jF it ½ ¼0 for all s pt; E e it e jt jF it Â Ã ¼ 0 for all jpi; E e 2 it jF it Â Ã bl, and where the conditional mean l(x it ) is a scalar mean function which is allowed to depend on k individual characteristics x it aR k . Given e it jF it˜N 0; E e 2 it jF it Â Ã À Á the model is equivalent to an ordered probit model with three categories:
ð2Þ Carlson and Parkin (1975) set l(x it ) u const t and interpret const t as the consensus conditional expectation of all survey participants, i.e. const t u E r t;tþ6 jF S t Â Ã . In addition, they assume for each t that s (2) is redundant since the probabilities have to sum up to (1 À a it ). The bno assessmentQ state is assumed to be independent of the other outcomes. Because there are now two equations with four unknown parameters (const t ,r t ,s t d ,s t u ), additional identification restrictions have to be imposed. Carlson and Parkin (1975) assume the thresholds to be symmetric and identical across time (À s t d = s t u = s) to obtain s as an estimate from the following time series regression:
where dˆdenotes the sample probability estimator of the corresponding probability. Batchelor (1982) suggests using the OLS estimator instead. Another possibility for identifying the system is to assume a one-argument functional relationship between the thresholds and to provide an estimate of the conditional standard deviation r t . This can be done by using an estimator which exploits the underlying time series, such as the sample standard deviation, a GARCH-model standard deviation, or a realized volatility 5 standard deviation. However, solving the Carlson and Parkin (1975) 
Estimates of E r t;tþ6 jF S t Â Ã and r t are obtained by replacing P it + , P it À and a t with their sample estimators. An alternative method for solving equation system (2) is to perform Maximum Likelihood estimation, which becomes indispensable if l(x it ) is parameterized not only by a constant.
Several modifications of the original Carlson and Parkin method have been proposed, see e.g. WrenLewis (1986), Pesaran (1987) , Batchelor and Orr (1988) , and Maddala (1990) . Dasgupta and Lahiri (1992) use the logistic probability density function instead of the normal because it allows for leptokurtosis. For the same reason Carlson (1977) and Lahiri and Teigland (1987) use a non-central scaled tdistribution and found that it fits the examined inflation rates remarkably well, whereas Dasgupta and Lahiri (1992) , who compared the normal-, logistic-and non-central scaled t-distributions, found that there is no significant difference when using the more flexible distributions, at least in the U.S. National Association of Purchasing Management-data. Despite the generalizations, the probability method still has a number of drawbacks. The most serious one is that only the information contained in the survey is used to derive the forecast of interest, i.e. either one neglects nearly all time series information or one has to assume that the survey participants account for this a priori. Another drawback of the Carlson and Parkin methodology is that the conditional mean rises, assuming a fixed portion for the up-and not-assessable-categories, where the up-portion is greater than one half, and a shift from the same-to the down-category. Of course, the reverse of this argument also holds and can easily be proven. In this case, taking the derivative of the conditional mean in Eq. (4) with respect to the downprobability yields
For a more elaborate discussion of probability methods we refer to Pesaran (1987) .
Regression methods
To overcome some of the drawbacks of the probability methods, Pesaran (1984 Pesaran ( , 1985 Pesaran ( , 1987 proposed an alternative strategy for quantifying survey data for forecasting purposes by means of a linear regression. These bregression methodsQ are based on the fundamental equation
where w it u and w it d are weights on the ith participant responding up and down, respectively, and E u r t;tþ6 jF it Â Ã and E d r t;tþ6 jF it Â Ã are the quantified conditional expectations under the condition that the ith survey participant responds up or down, respectively. The corresponding regression equation takes the following form
where l u=d F itÀ6 ð Þdenote parametric (dynamic) models for the conditional expectations. Pesaran (1987) and Smith and McAleer (1995) 
where
As before, P P þ=À t represents the sample portions of those participants who report up/down. In the following we refer to the Anderson model as model (P1).
An augmented specification is the general error learning model of Nerlove (1983) 
where b p (L) denotes the pth order lag polynomial. Retaining the equal weights assumption yields
In the remainder of the paper we refer to this model as the augmented Pesaran-type model (P2), where the sample portionsP P þ=À t enter the linear regression function directly or as interaction variables, which interact with those variables determining the dynamics.
Time series strategies
As an alternative to the probability and regression methods which both exploit information contained in the survey (though in different ways), we consider conventional time series models. These models neglect the information contained in the survey in the first step and rely only on the time series information F T t . Assuming E r t;tþ6 jF T t Â Ã u0 yields the random walk (RW) model for P t . The RW model serves as the extreme benchmark in the class of pure time series models. A natural class of time series models to consider is the class of autoregressive moving average (ARMA) models. Here, we focus only on autoregressive AR( p) models for two reasons. Firstly, they can easily be used for forecasting. Secondly, we want to restrict our attention to parsimonious models, to avoid problems with data mining. In particular, we consider models of the form
where again b p (L) denotes the pth order lag polynomial, and, we assume for further simplification of the computation of E r t;tþ6 jF T t Â Ã that b 1 = b 2 = : : : = b 5 = 0. We refer to this model as model (T1).
The first and third graphs of Fig. 2 below depict the plot of the true series (DAX 30, USD/EUR foreign exchange rate) against the forecasts from RW, the Carlson-Parkin (CP) and AR( p) models. We observe that the RW forecast (since it is only a 6 month shift of the underlying series), and more surprisingly, the CP forecasts, tend to over-(under-) predict the true price level in upward (downward) sloping time periods. One possible interpretation of this effect is the existence of a systematic misprediction of the CP forecasts. We try to exploit this systematic deviation by the following kind of error correction procedure
where b p (L) is defined as above, and g t À6,t denotes the systematic misprediction of the CP forecast defined as g tÀ6;t uÊ E r tÀ6;t jF S tÀ6 Â Ã À r tÀ6;t , whereÊ E r tÀ6;t jF S tÀ6 Â Ã is the CP estimate of r t À6,t . Model (T2) can be interpreted as a random walk with drift extended by the forecasting errors of the CP method; i.e. if b p = 0, 8p, then the CP forecasting errors do not contain any systematic information that can be exploited to improve the RW forecasts. This model is not a pure time series information based model, since it now incorporates the survey information via the CP forecasts.
A different strategy is to capture the behavior described in Fig. 2 with a model that directly accounts for the downward-and upward-sloping trend periods by including information on the turning points of the underlying series. A reasonable strategy is to use the information contained in the history of the process itself. Unlike macroeconomic time series, the financial series such as interest rates, exchange rates, and stock indices, can be sampled on much higher than monthly frequencies. For these series it could be appropriate to exploit the information contained in daily frequency data to construct a turning point indicator. Therefore, we construct dummy variables as a first step, which can easily be included in the model specifications suggested above. Let D t u and D t d denote dummy variables indicating an upward or downward sloping trend period at time t. The AR( p) model (T1), augmented with trend dummies, is given by
and we refer to it as model (T3). Finally we consider the possibility that experts may react differently to downward and upward sloping trend periods, e.g. they may be overconfident in upward sloping trend periods and therefore expect and predict higher values. An extension of model (T3) which accounts for this in a simple way is given by
where we include the interactions between the sample probabilities and the trend indicators as regressors. We augment the simple Pesaran model (P1) in a similar way to the augmentation of model (T1) to models (T3) and (T4), and we refer to these augmented versions as models (P3) and (P4). The trend dummies are computed as a function of two moving averages. The idea is to measure the difference between a long term (6 1 year: 250 trading days) and a short term (6 1 month: 20 trading days) moving average, and according to the value of this difference, to switch between three regimes: upward trend, no trend, and downward trend. To formalize the discussion, c u aR
and s u 1 b s u 2 denote corridor-and support-levels and h 1 ; h 2 aN are time horizons in days, with h 1 b h 2 . We summarize all these parameters in the parameter vector k. Let P s denote the time series P t sampled a daily (not at a monthly) frequency and let s t denote that day where the questionnaire was to be returned in month t. The corresponding price is P st . Let P P j t denote the h j -day average of P s , j = 1, 2, computed as
where we have to specify an initial trend direction D 0 (k). The models introduced above incorporate different kinds of information sets. The pure AR( p) model (T1) is related to an information filtration sampled at a monthly frequency. The AR( p) model extended with the trend dummies (T3) additionally incorporates information from the daily filtration. The error correction model (T2) uses aggregated information stemming from the survey and time series information based on a monthly sampling frequency. Model (T4) is the richest specification in terms of the information set, since it incorporates, like the Pesaran-type models, survey information and time series information, where the time series information is sampled at both a daily and a monthly frequency.
Data
The ZEW Financial Markets Survey has been collected since December 1991 on a monthly basis. It focuses on international macroeconomic time series, and in particular, on financial market series. The current questionnaire consists of nine standard questions, which can be further classified as one retrospective and eight prospective questions. The participants are asked to give their assessment of the current economic situation (retrospective) and to make six month predictions for the overall economic situation, the inflation rate, short and long term interest rates, stock-indices, exchange rates, and profits in different sectors of the German economy, as well as the oil price. With the exception of the last three, all questions are asked with respect to Germany, USA, Japan, Great Britain, France, Italy, since January 1999, with respect to the Euro-Area. Up to November 1998, the exchange rate question relates to US-Dollar, Yen, UK-Pound and Swiss Franc per DM and since December 1998 per euro. The ZEW Financial Market Survey is similar to the CAI/Westpac survey to the CAI/Westpac survey (Smith & McAleer, 1995) , the Confederation of British Industry Industrial Trends Survey (Mitchell et al., 2002) , and the 1961 United Kingdom Gallup Poll (Carlson & Parkin, 1975) , in that it is a purely qualitative survey, where the respondents are expected to choose between four categories: up, same, down and no assessment. 7 In the early years, the questionnaire was to be returned by the third Friday of the month in question, but this deadline changed to the second Friday in December 1999. Responses obtained over the weekend, or on the Monday or Tuesday after the Friday of submission are also utilized in the computations. The ZEW Financial Markets Survey is claimed to be an expert survey because the majority of the respondents are employees of financial markets or economic research divisions at (i) banks or investment firms, (ii) insurance companies and (iii) industry firms. In August 1999 the group of respondents who do not belong to (i), (ii) or (iii) became large enough to be referred to as group (iv), 7 For the retrospective question dcurrent economic situationT the categories are designated: good, normal, bad and no assessment. Fig. 1 . Every month the ZEW distributes the main findings of the survey among the participants and others via the Internet 8 in the form of a five page ZEW Financial Markets Report (Finanzmarktreport). This report includes a detailed listing of the changes in the percentages of the different response categories, a point estimation, as well as its standard deviation, for the inflation rate, the short and long term interest rates, the stock indices, the exchange rates, and the oil price. The ZEW quantification method is a variant of the Carlson and Parkin (1975) quantification procedure where identification is obtained through estimates of the threshold values obtained from the survey respondents.
Empirical findings
Our empirical analysis is carried out using the following variables: German, US and Japanese inflation rates; German, US and Japanese short term interest rates; Deutscher Aktienindex 30 (DAX 30), Dow Jones Industrial Index, Nikkei 225 Index, FTSE 100 Index, CAC 40 Index; the USD/EUR foreign exchange (FX) rate, and the GBP/EUR FX rate. We estimate the models which include lagged variables recursively. We start making 6 month forecasts in September 2000 using the first 100 available observations since June 1992. The forecasts in October 2000 are then based on 101 observations, the forecasts in November 2000 on 102 observations, and so on. Thus, our prediction period ranges from March 2001 to May 2004 and contains 39 observations. For deriving the trend indicators, we use a 250 day (long term) moving average and a 20 day (short term) moving average. The thresholds are set to the following values:
We are able to compute the trend indicators only for those variables which can be observed at a daily frequency, i.e. DAX 30, Dow Jones, Nikkei 225, FTSE 100 Index, CAC 40 Index, the USD/ EUR FX rate, and the GBP/EUR FX rate. Fig. 2 shows the forecast of the Carlson-Parkin (CP), the random walk (RW), and AR(p) models (T1) in comparison to the true DAX and USD/EUR FX series. Since the CP and RW forecasting techniques do not require an estimation period, the forecasts are available from June 1992 to May 2004 (which is the last date where the true underlying value was available). The forecasts from the AR( p) models are available from March 2001 onwards. The identification in the CP method is achieved by the information on thresholds obtained by the ZEW in a specific question to respondents. The plots, as well as the quality of our findings, are robust to the identification method chosen. We also identified the parameters by assuming symmetric thresholds and by using the sample standard deviation, a GARCH, and a Realized Volatility based standard deviation estimator. Including further explanatory variables (like responses to other questions) in the conditional mean function of the latent variable does not change the results qualitatively. Therefore, we restrict our attention to the parsimonious CP specification and refer to CP as the specification identified by the ZEW-thresholds without any further explanatory variables in the conditional mean function but only the constant. Both the RW and the CP forecasts reveal a clear tendency to over-(under-) predict the true price level in upward (downward) sloping time periods. Given that the CP method exploits superior information, it is somewhat surprising that the mispredictions of the CP method are mostly even more pronounced than those of the RW model. We also observe under-and overprediction for the AR(p) model forecasts, but it is less severe than the CP and RW forecasts. These results confirm that the CP method does not quantify the superior micro-information appropriately, since the AR(p) forecasts are based on pure time series information.
The quality of the forecasts for the 39 months under consideration is analyzed using the Root Mean Squared Prediction Error (RMSPE) and the number of correct direction forecasts. We test for significant differences in the RMSPE using the modified Diebold-Mariano test of Harvey et al. (1997) . The independence of the true and forecasted directions is tested by a v 2 -independence test. Table  1 contain the results of the forecasting performance of the two benchmark models. Obviously, using the RW forecast instead of the CP method forecast does not appear to be a bad strategy. The RMSPE is smaller for the RW than for the CP method for 7 out of the 13 time series. However (Japanese Inflation, DAX 30, FTSE 100 and CAC 40) , the forecasting quality turns out to be signifi- (Germany) cantly better at the 5% significance level for only four cases. On the other hand, even at the 10% significance level, the CP method never significantly outperforms the random walk forecast.
The forecasting performance of the AR( p) models are given in column 3 (T1). The forecasts of the AR( p) models are based on recursive estimations. The favorite model specification is selected for every month through the Schwarz Bayesian Information Criterion among all models with a maximum lag length of p = 17. In the notation of Eq. (T1), a lag length of p = 17 corresponds to using 12 months of lagged observations. Furthermore, the same model selection strategy is applied to all models that include lagged variables ((T2),(T3),(T4),(P2),(P3),(P4)). At the 5% (10%) significance level, the AR( p) forecasts outperform the RW forecasts in 3 only (3) cases and the CP forecasts in 3 (5) cases. The three series where the time series model beats the RW and CP forecasts are the inflation rates. These series are the only macroeconomic time series under investigation and do not reveal martingale properties. This is why the time series approaches are particularly attractive. We do not find convincing evidence that the inclusion of forecasting errors obtained from a survey method (model (T2)) generates additional information for the AR( p) model. However, this combined approach beats the RW forecasts and the CP forecasts in 3 and 4 cases respectively at the 5% significance level. These 3 cases are again the inflation series. Even less successful is the model (T3) which uses dummy indicators for trend changes as additional explanatory variables. This model never beats the simple forecasting models. Introducing interaction terms between trend dummies and the sample probabilities for the direction of the process (model (T4)) sometimes results in improvements over the trend dummy model, but is by no means convincing if we compare its RMSPEs with the corresponding figures for the simple AR( p) variant.
The simplest version of the Pesaran-type model (model (P1)) is not superior to a simple random walk model, and outperforms the CP forecasts in only one case at the 5% level. Augmentation of the Pesaran approach (model (P2)) might be a reasonable strategy: it yields that are superior to the RW model in 3 cases (2 of them are inflation series), and to the CP model in 4 cases (at the 5% level). Finally, the inclusion of trend dummies (P3) and interaction terms (P4) does not really improve the forecasts. All in all, we conclude that time series methods produce the smallest RMSPEs for six time series. The Pesaran approaches do best in five cases, while the RW only proved to be the best approach for the Dow Jones Industrial series, and the CP method only produces the smallest RMSPE for the USD/EUR FX rate.
For financial time series (interest rates, stock indices and exchange rates) there is no forecasting method which significantly outperforms the RW, even at the 10% level. Thus the RW remains the ultimate benchmark in the forecasting of financial time series, because no richer specification was able to outperform its forecasts. Note that the superior performance (at the 5% level) of the time series models and the Pesaran models mainly relates to the three inflation series. However, the most successful forecasting models for the inflation series rely solely on time series information, which renders the survey information meaningless, even there. Nevertheless, for the inflation series, it might be a reasonable strategy to start from a (probably more elaborate) time series or Pesaran-type model, and to search for additional information from the survey data rather than relying on the survey data solely.
A more fundamental way of looking at the forecasting performance is to check for coincidence between the direction of the forecasts and the true direction of the time series. The results of our analysis based on the percentage of correct direction forecasts are given in Table 2 . Whether the true and forecasted directions are independent is tested with a v 2 -independence test. The cell entries in parentheses are the pvalues of these tests. For a random walk forecast (without drift), this measure is not meaningful since the predicted change is zero by definition.
For the inflation series, a pattern similar to the case of the RMSPE comparison emerges: the time series models and the augmented Pesaran model (P2) do not yield an independent (of the true direction at the 5% level) direction forecast, with percentages of correct direction forecasts being between 69.2% and 87.2%. Among the three short term interest rates, the Japanese interest rate is the only one for which we do not obtain independent (5% level) direction forecasts in two cases (CP: 23.0%, Model (P1): 30.7%). However, both models indicate the opposite direction. Judging the direction forecasting ability of the remaining financial series is more complicated. At the 5% (10%) significance level 16 (26) of the 55 models do not yield an independent direction forecast. Among these 26 models, 20 indicate the opposite direction. Given this crude forecasting performance measure, the Pesaran type models and the time series models are of equal quality. Model augmentation does not seem to be a fruitful strategy since the simple variants of the two classes of models produce the highest number of correct direction forecasts for many series. Moreover, the CP method is also unconvincing if applied to time series with many changing points such as financial prices. Here the problem lies in the lack of correct anticipation of the change points (see Fig. 2 ).
In a final step, we perform the same analysis for the different groups of experts separately. 9 The main findings for the overall sample are confirmed by this more detailed analysis. We do not find any evidence that experts of specific sectors have access to superior information, e.g. there is no evidence that the forecasters of the banking sector or forecasters of insurance companies are more reliable than their colleagues from industry firms.
Conclusion
In this paper we analyze the forecasting performance of survey methods using qualitative information from experts' forecasts and comparing them with the performance of standard linear time series methods, as well as with simple random walk forecasts. The comparison of the forecasts relies on the Root Mean Squared Prediction Errors, which we find to be significantly different across models using the modified Diebold-Mariano test of Harvey et al. (1997) . We also compare the models with respect to their ability to predict directions correctly on the basis of a v 2 -independence test. We derive three striking results: First, the ultimate benchmark model for financial time series remains the random walk. Its forecasts cannot be outperformed by forecasts from either quantification techniques or time series approaches. Second, for the 9 The results of our analysis based on the forecasts of the experts from specific sectors can be obtained from the authors on request. three inflation series (as representatives of macroeconomic aggregates) the forecasts by pure quantification techniques are inferior to simple time series forecasts and very often do not even outperform random walk forecasts. Third, the forecasts cannot be improved by methods relying on both time series and survey information. Pesaran-type models turn out to be slightly more successful than the Carlson-Parkin method. Nevertheless, even richer specifications of Pesaran-type models are not able to outperform simple time series approaches. We do not find convincing evidence that forecasts based on the predictions of experts from specific groups are systematically superior compared to the ones from other groups or the random walk forecasts. In the light of these findings, maintaining the assumption that survey information, even if it comes from experts, contains valuable information is at least questionable. Since generalizing the aggregation methods does not appear to be a promising strategy for improving the forecasts, future research should concentrate on extracting the survey information optimally. One strategy could be to optimally exploit the information on the individual level. Valuable information could be obtained from specific subsamples (best forecasters), from information on individual uncertainty (no-change interval), or the use of other covariates in the survey. In addition, the aggregated forecasts may be helpful for obtaining more precise predictions of the series for different forecasting horizons.
