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Abstract-we study in this paper the departure process of a bulk service queueing system. The 
server operates under a minimum batch size strategy. We characterize the departure process through 
the distribution of the interdeparture times of batches and of customers, the distribution of the 
number of customers in a batch, and the coefficient of correlation between the interdeparture time 
of a batch and the number of customers in the batch. A numerical illustration is presented. @ 2003 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider, in this paper, a single-server station that processes customers in batches. The 
literature on bulk queueing systems, sometimes called quorums, is quite extensive. The early 
work is derived from applications in transportation systems; see, for example [l-6]. Many recent 
problems in management science, telecommunications, and manufacturing were solved by the 
analysis of a bulk queueing model. For example, Zhao and Campbell [7] study a satellite switching 
system, Spiegel et al. [S] study high speed token-ring networks, and Gold [9] and Tran-Gia et 
al. [lo] analyze batch service systems in push and pull manufacturing environments. Chaudhry 
and Templeton [ll] (who introduced the name quorum for such systems) and Medhi [12] provide 
extensive discussions of bulk service system and their analysis. Dshalalow [13] is representative 
of the recent work in this area. 
In this paper, we are specifically interested in the output process of a bulk queueing sys- 
tem. An important motivation for studying the output process of a queue is in the networks of 
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queues, where the input to one queue is the output from another. Networks of queues including 
batch servers may be encountered in production, manufacturing, and communication systems; 
for examples see [14,15]. A two-server queues in tandem is the simplest of networks and clearly 
demonstrates the dependence of the second queue on the first one. It is common to have a 
workstation preceded by a bulk service workstation and to characterize the arrival process to the 
downstream workstation it is necessary to characterize the departure process of the batch service 
workstation. For sample work on the output process in bulk queueing systems see, for example, 
Bitran and Tirupati [16] who use approximate analyses to study a single-server workstation pro- 
cessing jobs belonging to multiple product classes, and Diimmler [17] who uses a discrete time 
analysis to investigate the bulk service process. We use, in this paper, a relatively simple analysis 
td provide nice and useful results related to the output process. For a discussion of departure 
processes in queues where arrivals and service occur singly, see [l&19]. 
The rest of this paper is structured as follows. In Section 2, the model is described and the 
notation is introduced. In Section 3, results relevant to the state distribution at departure instants 
are reported for completeness. Section 4 contains the main results of the paper, which consist 
of the distribution of the interdeparture times of batches and of customers, the distribution of 
the number of customers in a batch, and the coefficient of correlation between the interdeparture 
time of a batch and the number of customers in the batch. Illustrative numerical results are 
presented in Section 5. 
2. MODEL AND NOTATION 
The model consists of a queue with an infinite capacity waiting room and a batch server. The 
server is said to operate under a minimum batch size strategy [20]. Other terminologies may be 
found in the literature such as bilevel policy [21], or hysteretic policy [22]. This strategy or policy 
is characterized by two integers, the accumulation level or threshold r which can be arbitrarily 
chosen, and the maximum server capacity R, with 1 5 r < R. The number of customers served 
in a single batch depends on the total number of customers Qn present in the queue at the nth 
service completion. Note that Qn might as well denote the total number of customers in the 
system at a service completion, since at a departure instant, system and queue size coincide. 
If Qn < T, the server remains idle until T customers are accumulated in the queue and then 
picks r customers to serve in a single batch. If r 5 Qn < R, the whole available queue Q,, will 
proceed to the server and will be served. Finally, if Q,, 2 R, a batch of size R of customers will 
be taken for service. The service time of the nth batch is of length on, where the u,, are random 
variables following an arbitrary distribution B (B(0) = 0) with finite mean b. Service times are 
independent of the arrival process. They are also independent of the number of customers in the 
batch. 
Arrivals to the queueing system occur according to an orderly stationary Poisson point process 
with intensity X. Customers finding the server busy upon their arrival form a queue in FIFO 
order. We define the server offered load p to be the normalized traffic intensity 
(2.1) 
and assume p < 1 for a steady state to exist. The next section, gives the distribution of the 
system size at a service completion in the steady state. We denote by pi, i > 0, the probability 
to have i customers in the system at a service completion in the steady state. The probability 
generating function of the p, will be denoted by P(z) 
P(z) = f$i” 
i=O 
(2.2) 
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We recall that given a probability distribution function B, its Laplace-Stieltjes transform B* is 
given by 
B*(8) = eeezB(dz), 
J 
03 
Re(6) > 0, (2.3) 
0 
where Re(B) stands for the real part of 8. 
3. STATE DISTRIBUTION AT DEPARTURE INSTANTS 
It is well known [21] that the process {Qn} is an ergodic Markov chain provided 
p< 1. (3.1) 
When condition (3.1) is satisfied, the probability generating function P(z) is given by 
P(z) = 
B”(X - x-4 ER (z” - zi) P, 
ZR - B*(X - AZ) . (3.2) 
The unknown probabilities pi, i < R, in (3.2) form the unique solution of the following system 
of linear equations: 
=o, k =o I...) k, - 1; s = l,.,.) s, (3.3) 
Z=Z, 
x(R - i)pi = R - pR, 
i<R 
(3.4) 
where zsr s = 1,. . , S are the roots of the characteristic equation 
ZR - B*(X - AZ) = 0, (3.5) 
that belong to the region B(O, l)\(l), with their respective multiplicities Ic, such that Cf=, Ic, = 
R- 1. 
4. INTERDEPARTURE TIMES DISTRIBUTION 
This section contains the main results of the paper, which consist of the interdeparture times 
distributions for batches and for customers. 
4.1. Interdeparture Times Distribution For Batches 
Let I,Bl denote the interval of time between the departures of the nth and (n + l)st batches 
of customers. Since the random variable Iz+r is independent of n, let it henceforth be denoted 
by IB. If there are at least r customers in the queue at a departure instant, the time to the next 
departure only consists of the service time (~,+i of the batch. If there are not enough customers to 
form a batch, i.e., Qn < r, the interdeparture time consists of the interarrival time of the (r-Q,) 
customers that have to arrive to form a batch and of the service time a,+1 of this batch. Then 
P~IB~U}=P{IB~~~Q~~~}P{&,<r}+P{IB~~~Q,~~}p(Q,~r) 
= C P{Ex,r-i + on+1 5 U}Pi + p{cr,+l I u} cpi 
i<r i>r 
= C(e+--i * B)(u)pi + B(U) Cpi. 
i<T i>r 
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Here, Ex,,.-, is the Erlang random variable with parameters (r-i, A) and ex,,_i is its probability 
distribution function. Hence, we obtain the distribution of the batch interdeparture time as 
IB(U) = P {I” 5 u} = c /“A+ E B(u - w) dwp, + B(u) -ypz. (4.1) 
i<r 0 r>r 
Let C,, denote the number of customers in the nth batch. Then, 
r, Qn I r, 
Qn, r<Q,<R, 
R, Qn 2 R. 
Therefore, the distribution of C, is given by 
ck = P{c,, = k} = pk, r<k<R, (4.2) 
C pi, k = R. 
i>R 
Since the random variable C,, is independent of n, let it henceforth be denoted by C. To 
measure how strongly the interdeparture time IB of batches and the number of customers C in 
the batch depend on each other, we compute their coefficient of correlation cc as 
E [I”C] - E [I”] E[C] 
cc= JG-fPJdiGqq 
(4.3) 
The expectation of the product IBC is given by 
E [I”C] = C (9 + 6) rpi + C bit, + C 6Rpi. 
Z<T r<i<R i>R -- 
(4.4) 
4.2. Interdeparture Times Distribution For Customers 
Let Ic be the random variable denoting the interval of time between the departures of two 
consecutive customers. If the two customers are in the same batch, then Ic equals 0, otherwise it 
equals the interdeparture time of the two consecutive batches containing the customers. Hence, 
we obtain the distribution of the customer interdeparture time 




u 2 0. (4.5) 
The customer interdeparture time random variable has the interesting property that it is part 
discrete and part continuous. Interdeparture time is, for the most part, a continuous random 
variable, except that there is a nonzero probability that it be zero. 
5. NUMERICAL RESULTS 
The method proposed for the analysis of the departure process is illustrated in this section by 
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Figure 1. Mean interdeparture times of batches as a function of p for different values 
of T and b = 30 
i 
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Figure 2. Coefficient of variation of batch interdeparture times as a function of p for 
different values of T and b = 30. 
5.1. Exponential Service Times 
We first assume an exponential distribution for the service times, since it is the distribution 
that is most used for illustration purposes B(t) = 1 - ewtib, t 2 0. 
We consider a system with a maximum server capacity R = 11 and mean service time b = 30. 
Figure 1 represents the mean interdeparture times of batches EIIB] = sooo udlB(u) where IB(u) 
is given by relation (4.1), as a function of the traffic intensity p, for various values of the accu- 
mulation level T. We see that the mean interdeparture times of batches decrease as the traffic 
becomes heavier and tends to the mean service time b. Also, for a fixed value of p, the mean 
interdeparture times become larger and larger as r increases. This is to be expected since the 
larger r, the longer it takes for a batch to form. 
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Figure 4. Coefficient of correlation of batch size and interdeparture times as a func- 
tion of p for different values of T and b = 30. 
Figure 2 shows the coefficient of variation of the batch interdeparture times 
as a function of the traffic intensity p, for various values of the accumulation level T. For all values 
of T, the coefficient of variation increases strictly towards 1 as the traffic becomes heavier. This 
is because in high traffic, interdeparture times tend to the mean service time, and therefore, the 
coefficient of variation gets closer to the coefficient of variation 1 of the exponential distribution. 
On the other hand, in light traffic, the interdeparture times tend to the mean interarrival time. 
For T = 1, the coefficient of variation is close to 1 but gets smaller as T gets larger. 
Figure 3 represents the mean number of customer per batch E[C] = CrckcR kck where ck 
are given by relation (4.2), as a function of the traffic intensity p, for vario;s values of the 
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Figure 5. Batch interdeparture times distributions for different values of 0; T = 5. 
R = 11, and with a mean b = 30. 
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Figure 6. Customer interdeparture times distributions for different values of p; T = 5, 
R = 11. and with a mean b = 30. 
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accumulation level T. We see that the mean number of customers per batch increases as the 
traffic becomes heavier and tends to the maximum server capacity R. Also, as expected, for a 
fixed value of p, the mean batch size becomes larger and larger as T increases. 
Figure 4 shows the coefficient of correlation given by relation (4.3), between batch interdepar- 
ture times and batch sizes. For small T, the coefficient of correlation is negative, which means 
that long interdeparture times correspond to small batch sizes. This is because the server stays 
idle when there are less than T customers in the queue at a service completion. As T gets larger, 
the coefficient of correlation increases to become positive for T = 10. Long interdeparture times 
correspond to large batch sizes. This is due to the fact that the server has to wait longer for a 
batch to form. 
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Table 1. Comparison of the mean interdeparture times of batches for T = 5. K = I I, 
and b = 30. 
(.4,.6) (.07,.12) (.21,.36) (.51,.66) (.62,.92) 
0.7258 2.21493 2.12199 0.88268 
( 3’ 1 it 1 3 1 ) (.02,.10,.18) (.1,.3,.5) (.3,.6,.9) (.7,.X,.9) 
1.80443 1.33201 1.05104 0.12246 
k=3 
(.1,.2,.7) (.05,.09,.11) (.13,.21,.35) (.3,.4,.7) (.3,.7,.9) 
1.33205 2.25579 2.25880 0.90060 
Table 2. Comparison of the coefficients of variation of the batch interdeparture times 
for T = 5, R = 11, and b = 30. 
(- 3’ 1 - 3’ 1 -1 3 1 (.02,.10,.18) (.1,.3,.5) (.3,.6,.9) (.7,.8,.9) 
9.80452 8.80085 9.54401 27.62401 
k=3 
(.1,.2,.7) (.05,.09,.11) (.13,.21,.35) (.3,.4,.7) (.3,.7,.9) 
10.34789 6.16118 5.60633 9.06462 
I 
Finally, Figures 5 and 6 display the batch and customer inter-departure times distributions given 
by relations (4.1) and (4.5)) respectively, for an accumulation level T = 5, a server capacity R = 11, 
a mean service time b = 30, and different values of the traffic intensity p. 
5.2. Erlang and Hyperexponential Service Times 
To assess service times variability on interdeparture times, we now assume nonexponential 
service times, namely we assume Erlang and then hyperexponential service times. 
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Table 3. Comparison of the mean numbers of customerss per batch for r = 5, R = 11, 
and b = 30. 
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Table 4. Comparison of the coefficients of correlation of the batch size and interde- 
parture times for r = 5, R = 11, and b = 30. 
When the service times follow the k-Erlang distribution with mean b, the density is given 
by b(t) = ((k/b)k/(k - l)!) e-ktlbtk-l, t 2 0. 
When the service times follow the hyperexponential distribution of order k with mean b = 
C&, azbi, th e d ensity is given by b(t) = cf._, (ai/bi) ewtibs, t 2 0, where ~~=, cr, = 1. In this 
case, p = Cl, c~ipi, where pi = (Xbi/R). 
Numerical computations have been conducted for selected values of the parameters. As can 
be seen from Tables 1-4, the mean interdeparture times of batches, the coefficient of variation 
of the batch interdeparture times, the mean number of customers per batch, and the coefficient 
of correlation of the batch size and interdeparture times are greatly affected by the distribution 
chosen for the service times. 
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