Abstract. We prove several relations on the f -vectors and Betti numbers of flag complexes. For every flag complex ∆, we show that there exists a balanced complex with the same f -vector as ∆, and whose top-dimensional Betti number is at least that of ∆, thereby extending a theorem of Frohmader by additionally taking homology into consideration. We obtain upper bounds on the top-dimensional Betti number of ∆ in terms of its face numbers. We also give a quantitative refinement of a theorem of Meshulam by establishing lower bounds on the f -vector of ∆, in terms of the top-dimensional Betti number of ∆. This result has a continuous analog: If ∆ is a (d − 1)-dimensional flag complex whose (d − 1)-th reduced homology group has dimension a ≥ 0 (over some field), then the f -polynomial of ∆ satisfies the coefficient-wise inequality f∆(x) ≥ (1 + (
Introduction and Overview
Flag complexes are (abstract) simplicial complexes ∆ satisfying the property that every set of vertices of ∆ that are pairwise connected by edges forms a face of ∆. Barycentric subdivisions of polytopes, order complexes of posets, and Whitney triangulations of closed 2-manifolds are some well-known examples of flag complexes. In graph theory, flag complexes are commonly known as clique complexes or independence complexes, since a flag complex can also be defined as the simplicial complex formed by the cliques in a graph, or equivalently by the independent sets in the corresponding complement graph. Consequently, some of the earliest results in extremal graph theory, such as Zykov's generalization [20] of the celebrated Turán's theorem [18] in the 1940s, and works by Erdős and his collaborators in the 1960s, e.g. [11] , already give non-trivial bounds on the face numbers of flag complexes.
More recently, Frohmader [13] proved that the f -vector of every flag complex is the f -vector of a balanced complex, thereby verifying a conjecture made independently by Kalai [17, p. 100 ] and Eckhoff [10] . Recall that the f -vector of a (d − 1)-dimensional simplicial complex ∆ is the vector f (∆) = (f −1 (∆), f 0 (∆), . . . , f d−1 (∆)), where each f i (∆) is the number of i-dimensional faces in ∆.
(Note that f −1 (∆) = 1 for the empty face ∅.) We say that ∆ is balanced if its vertices can be colored in d colors such that every face has vertices of distinct colors. Let k be any fixed field, let H k (∆) = H k (∆; k) be the k-th reduced homology group of ∆ with coefficients in k, and let β k (∆) := dim k ( H k (∆)) denote the k-th reduced Betti number of ∆. We strengthen Frohmader's theorem by taking the top-dimensional homology of flag complexes into consideration: Theorem 1. 1 . If ∆ is a d-dimensional flag complex, then there exists a balanced complex Γ with the same f -vector as ∆, such that
The Frankl-Füredi-Kalai theorem [12] gives an explicit numerical characterization of the f -vectors of balanced complexes, which can be stated in terms of what are called canonical representations. Thus by Frohmader's theorem [13] , the f -vectors of flag complexes must satisfy certain inequalities involving canonical representations; see Section 2.4 for details. To define canonical representations, we first need to introduce Turán graphs. 
Such an expression in (1) is called the (k, r)-canonical representation of N ; see [14, Chap. 18 ] (cf. [7, Sec. 7] , [13, Lem. 3.6 
]).
Using Theorem 1.1 we provide an upper bound on the top-dimensional reduced Betti numbers of flag complexes, in terms of canonical representations:
for all i ≥ 0. As a consequence of Theorem 1.2, we give a quantitative refinement of Meshulam's theorem in the top-dimensional homology case, i.e. when k − 1 = dim ∆:
for all i ≥ 0. Furthermore, if equality holds in (4) for some i = k satisfying k ≥ s + 1, then equality must hold in (4) for all i ≥ k.
This gives the following corollary:
The following "continuous" analog of Theorem 1.3 follows, which we state in terms of f -polynomials. For any (d − 1)-dimensional simplicial complex ∆, we define the f -polynomial of ∆ (in variable x) to be the polynomial 
Outline: Section 2 reviews basic definitions and notation, as well as collects useful results on Turán complexes and canonical representations. Section 3 deals with the homology of color-shifted balanced complexes. This includes a balanced analog of Theorem 1.2: We show that "reverselexicographic" balanced complexes maximize the top-dimensional reduced Betti numbers among all balanced complexes with the same number of top-dimensional faces (Theorem 3.5 
Preliminaries
Let N be the set of non-negative integers, and let P be the set of positive integers. For each n ∈ P, define [n] := {1, . . . , n}. Throughout, let U be a countable set, which we shall call the ground set.
Simplicial complexes.
A simplicial complex ∆ on U is a collection of subsets of U that is closed under inclusion. Note that we do not require all singletons {u} (for u ∈ U ) to be contained in ∆. Elements of ∆ are called faces, subsets of U not in ∆ are called non-faces, and we assume that every simplicial complex is both finite and non-empty. The dimension of each face F ∈ ∆ is dim F := |F | − 1, and the dimension of ∆, denoted by dim ∆, is the maximum dimension of the faces. Maximal faces are called facets, and 0-(resp. 1-)dimensional faces are called vertices (resp. edges). The collection of vertices and edges of ∆ is called the underlying graph of ∆. If all facets of ∆ have the same dimension, then ∆ is pure. For brevity, we say ∆ is a "d-complex" to mean that ∆ is a "d-dimensional complex", and we say F is a "k-face" to mean that F is a "k-dimensional face".
For each integer k ≥ −1, let F k (∆) be the set of all k-faces in ∆, and recall that f k (∆) is the size of F k (∆). In particular, f −1 (∆) = 1, since F −1 (∆) contains the empty face ∅. If dim ∆ = d − 1, then the h-vector of ∆ is the vector h(∆) = (h 0 (∆), . . . , h d (∆)) that is uniquely determined by the equation
The h-polynomial of ∆ (in variable x), which we denote by h ∆ (x), is defined to be the polynomial given in either side of (5).
Denote the vertex set of ∆ by V(∆) := F 0 (∆). Notice that each v ∈ V(∆) is of the form v = {u} for some u ∈ U . We shall also define the vertex set of each face F ∈ ∆ to be the uniquely determined subset V(F ) of V(∆) consisting of all vertices v of ∆ satisfying v ⊆ F . Also, let the set of facets of ∆ be denoted by Facet(∆).
Given any finite collection F = {F 1 , . . . , F k } of subsets of U , there is a unique minimal simplicial complex that contains all elements in F. Such a simplicial complex is said to be generated by F, and we shall denote this complex by F . For convenience, we shall write {F 1 , . . . , F k } simply as F 1 , . . . , F k . If a simplicial complex ∆ can be written as ∆ = F for a single subset F ⊆ U , then we say ∆ is a simplex.
A subcomplex of ∆ is a subcollection of ∆ that is also a simplicial complex. Given any subset W ⊆ U , the subcomplex of ∆ induced by W is the simplicial complex ∆[W ] := {F ∩ W : F ∈ ∆}. Given any face F ∈ ∆, the anti-star of F in ∆ is the subcomplex Ast ∆ (F ) := {G ∈ ∆ : G ∩ F = ∅}, the link of F in ∆ is the subcomplex Lk ∆ (F ) := {G ∈ ∆ : G ∩ F = ∅ and G ∪ F ∈ ∆}, and the open star of F in ∆ is the collection of faces St ∆ (F ) := {G ∈ ∆ :
Γ 2 are simplicial complexes with disjoint vertex sets, then we define the join of Γ 1 and Γ 2 to be the simplicial complex
, then we say that ∆ * v is the cone on ∆ with conepoint v.
A simplicial complex ∆ is called Cohen-Macaulay (over k) if β i (Lk ∆ (F )) = 0 for all F ∈ ∆ and all 0 ≤ i < dim(Lk ∆ (F )). For a good introduction to Cohen-Macaulay complexes, see [17] .
Clique complexes of graphs.
A graph is an ordered pair G = (V, E), such that V is a finite set, and E ⊆ V 2 . Elements of V and E are called vertices and edges respectively. If E = V 2 , then we say that G is complete. The complement of G is the graph G := (V,
A clique of G is a complete subgraph of G, and a k-clique of G is a clique of G with k vertices.
The clique complex of G, denoted by ∆(G), is the simplicial complex formed by the cliques in G, and the independence complex of G is the clique complex ∆(G). Notice that a flag complex can equivalently be defined as a simplical complex for which every minimal non-face has at most two elements. (If {u} ∈ V(∆) for every u in the ground set U , then every minimal non-face of ∆ has exactly two elements.) Here, the minimality is with respect to set inclusion. Note that every clique complex is a flag complex, and every flag complex is the clique complex of its underlying graph (treated as a graph).
Colored complexes and balanced complexes.
, where Γ is a simplicial complex on a ground set U , and
For convenience, we say that Γ (resp. ∆) is d-colored (resp. d-colorable) with respect to π. By abuse of notation, we say that ∆ is a balanced complex if there exists an ordered partition π such that (∆, π) is a balanced complex.
We shall assume that the elements of each U i are labeled as u i,j , i.e.
. Such a labeling gives a natural linear order u i,1 < u i,2 < u i,3 < . . . on each U i . We say that (∆, π) is color-shifted if every F ∈ ∆ and i ∈ [d] satisfy the following property:
For each k ∈ N, let π k be the collection consisting of every subset U ′ ⊆ U of size k that satisfies
Next, consider the linear order on U uniquely determined by u i,j > u i ′ ,j ′ if j > j ′ ; or j = j ′ and i > i ′ . With this linear order, define the revlex (reverse-lexicographic) order ≤ rℓ on π k by A > rℓ B if and only if max(A − B) > max(B − A). We then say that (∆, π) is revlex (or equivalently, that ∆ is revlex with respect to π) if for every k ∈ [d], the following property holds:
By abuse of notation, a d-colorable complex ∆ is called color-shifted (resp. revlex ) if there exists an ordered partition π = (U 1 , . . . , U d ) such that (∆, π) is color-shifted (resp. revlex), where each U i (resp. U ) is implicitly assumed to be linearly ordered. Frequently, we consider the ordered partition
2. 4 . Turán complexes and canonical representations. Let n and d be positive integers. By construction, the Turán complex ∆(T d (n)) is a pure balanced flag complex. For 0 ≤ k ≤ n, recall that
Proof. Recall that for arbitrary simplicial complexes ∆ 1 , . . . , ∆ k with disjoint vertex sets, we have
this identity follows easily from the definitions of joins and h-polynomials. The h-polynomial of a simplicial complex generated by m > 0 vertices is 1+(m−1)x, which coincides with the f -polynomial of a simplicial complex generated by m − 1 vertices. Thus,
Remark 2.2. Lemma 2.1 gives a quick method to compute the values of by using the following variant of Pascal's triangle: Construct a triangular array with rows labeled from r = 0 to r = d + 1, so that each r-th row has r + 1 entries. Let the first entry of each row be 1, and let the last entry of the i-th row be
Note that the last entry of the last row is always 0. Compute the rest of the entries by using the rule that every entry is the sum of the two adjacent entries above it. The resulting first (d + 1) entries of the last row are precisely
respectively. We can then determine
by iterating this process, starting with m being the unique integer in [d] such that m ≡ n (mod d).
The following easy combinatorial identity is probably known; for completeness, we give a proof. 
We now collect useful results on canonical representations. Let N, k, r be arbitrary positive integers satisfying r ≥ k, and suppose that (1) is the (k, r)-canonical representation of N . By the uniqueness of (k, r)-canonical representations, the following integers are well-defined:
In particular, recall our convention that n k r = 0 for all integers n such that n < k. The next lemma follows from the definition and uniqueness of canonical representations; its last item is the one that we will need later, and it follows from the previous items.
Lemma 2.5 . Let N be a positive integer whose (k, r)-canonical representation is given by (1). Then:
is given by (6).
Then L < N if and only if either t < s and
Proof. Parts (i) and (ii) are immediate from the definition of (k, r)-canonical representations, while parts (iii) and (iv) follow from the uniqueness of canonical representations. To prove part (v), let w := min{s, t}, and suppose that L
Indeed, (8) 
If instead the inequality in (8) is strict, then by part (iii), L
, while for the case s < t, part (iv) yields
where by definition, the (k, r)-canonical representation of the right-hand expression in (10) is
for some uniquely determined 0 ≤ s ′ ≤ s. Thus by part (iii), the right-hand side of (10) is at most the right-hand side of (9), which gives L < N 
For convenience, define ∂ (r) k (0) = ∂ k (r) (0) = 0. The following two lemmas follow easily from the definition of canonical representations. Lemma 2. 6 . If the (k, r)-canonical representation of N is given by (1), then for all 0 ≤ j < k,
Lemma 2. 7 . If the (k, r)-canonical representation of N is given by (1), then for all j ≥ 0, (ii) f is the f -vector of a revlex r-colorable complex with respect to Π r .
. Theorem 2.9 (Frohmader [13] ). Let ∆ be a flag complex of dimension < d. Then there exists a revlex d-colorable complex Γ with the same f -vector as ∆.
Homology of color-shifted balanced complexes
Throughout this section, assume that the ground set U has size ≥ d, and fix an ordered partition π = (U 1 , . . . , U d ) of U , such that the elements of each U i are labeled as u i,j , i.e. U i = {u i,j } j∈[λ j ] for some λ j ∈ P (if U i is finite), or U i = {u i,j } j∈P (if U i is countably infinite). Assume that u i,1 < u i,2 < . . . , i.e. each U i is linearly ordered. 
The original statement of [1, Thm. 5.7] asserts that if (∆, π) is a (not necessarily pure) colorshifted balanced complex, then β j (∆) equals the number of j-dimensional facets F of ∆ satisfying u i,1 ∈ F for all i ∈ [d]. However, as pointed out by Murai [16] , this original assertion is incorrect if ∆ is not pure: Murai gave a non-pure counter-example to the original assertion, explained why the proof of [1, Thm. 5.7] requires the assumption that ∆ is pure, and gave a different proof in the pure case; see [16, Prop. 4.2] . Note that Theorem 3.1, as we have stated here, includes this correction.
Although Theorem 3.1 is not true when ∆ is not pure, the formula for the top-dimensional Betti number still holds in the non-pure case (see Corollary 3.3 below); its proof is based on the simple observation that if Γ is the pure subcomplex of ∆ generated by F d (∆), then both ∆ and Γ have the same d-chains, and hence the same d-cycles, which implies that
The following two corollaries are immediate consequences of this observation.
Given a simplicial complex ∆ and any finite subset A = {a 1 , . . . , a r } ⊆ N, we say that ∆ is A-facet-free if every F ∈ Facet(∆) satisfies dim F ∈ A. Assume that a 1 > · · · > a r . Let Γ 0 = ∆, and iteratively define Γ i = Γ i−1 \ F a i (Γ i−1 ) ∩ Facet(Γ i−1 ) for i = 1, . . . , r (in this order). The final simplicial complex Γ r we get shall be called the A-facet-free reduction of ∆. Note that by construction, Γ r is A-facet-free, and F k (Γ r ) = F k (∆) for all k ∈ N\A. The following corollary is an immediate consequence of Corollary 3.2. 
N is a revlex balanced complex with respect to Π d that satisfies
then equality holds in (12). 
This means that both assertions for arbitrary k ∈ [d] follows from the special case k = d. Henceforth, we shall assume that
N , and assume that ∆ is balanced with respect to π = (U 1 , . . . , U d ). By taking its colored algebraic shifting if necessary, we can assume without loss of generality that (∆, π) is color-shifted.
Define U := {u i,j ∈ U : j = 1} ⊆ U , and define ∆ := {F ∩ U : F ∈ F d−1 (∆)}. We claim that ∆ is a subcomplex of ∆. First, note that there is a bijection φ : ∆ → F d−1 (∆) given by
Consider any pair (F ′ , F ) ∈ ∆ × ∆ satisfying F ′ ⊆ F and F ∈ ∆. Suppose dim F ′ = q − 1, and let
. By assumption, ∆ is d-colored with respect to π, so i 1 , . . . , i d−q must be distinct. Since ∆ is color-shifted, we then infer
, hence F ′ ∈ ∆ by definition. Since this holds for all possible pairs (F ′ , F ), it follows that ∆ is a subcomplex of ∆ as claimed.
We now split into two cases (i): f d−1 ( ∆) ≥ 1; and (ii): f d−1 ( ∆) = 0. First, consider case (i), and suppose that
Since ∆ is d-colorable, it follows from Lemma 2.6 and Theorem 2.8 that
Consequently, by Proposition 2.3, we infer that
Apply Lemma 2.5 to the two (12) 
Since ∆ is color-shifted by assumption, we would then get that 
Proof. Note that St ∆ (v) is contractible, so it has trivial reduced homology. Since Ast ∆ (v)∩ St ∆ (v) = Lk ∆ (v), the Mayer-Vietoris sequence for the decomposition ∆ = Ast ∆ (v) ∪ St ∆ (v) thus yields the exact sequence
so by exactness at H k (∆), 
follows from the induction hypothesis, while the case
Without loss of generality, all Σ i 's are defined on a common ordered partition (U 1 , . . . , U d ) of some common ground set U , where each subset U i has an arbitrarily large finite size, whose elements are linearly ordered by u i,1 < u i,2 < . . . . Next, let U d+1 be another set with an arbitrarily large finite size, whose elements are linearly ordered by u 0 < u 1 < u 2 < . . . , and extend the ground set to the disjoint union U ′ = U ⊔ U d+1 . Now, define the simplicial complex
Note that Σ is (d + 1)-colorable with respect to the ordered partition (
Note also that by construction,
We shall now compute
. Thus, the Mayer-Vietoris sequence for the decomposition Σ ′ i = Σ ′ i−1 ∪ Σ ′′ i yields the exact sequence
The cone Σ i * u 0 is contractible and so has trivial reduced homology. Also, Σ ′′ i is a suspension over Σ i , which yields
Now, from (19) , (17) and (21) 
The assertion then follows from Theorem 3.5.
Lower bounds on face numbers
Proof of Theorem 1. 3 . First of all, to prove the first assertion, it suffices to show (4) for i = d, since by Frohmader's theorem (Theorem 2.9), Frankl-Füredi-Kalai's theorem (Theorem 2.8) and Lemma 2.6, we would then get (4) for all i ≥ 0. Let 
