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Abstract
In this paper recurrent neural networks with time-varying delays and continuously distributed delays are considered. Without
assuming the global Lipschitz conditions of activation functions, some sufﬁcient conditions for the existence and local exponential
stability of the almost periodic solutions are established, which are new and complement previously known results.
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1. Introduction
Consider the following models for recurrent neural networks (RNNs) with time-varying delays and continuously
distributed delays
x′i (t) = −ci(t)hi(xi(t)) +
n∑
j=1
aij (t)g˜j (xj (t − ij (t))) +
n∑
j=1
bij (t)
∫ ∞
0
Kij (u)gj (xj (t − u)) du + Ii(t),
i = 1, 2, . . . , n (1.1)
in which n corresponds to the number of units in a neural network, xi(t) corresponds to the state vector of the ith
unit at the time t, ci(t)> 0 represents the rate with which the ith unit will reset its potential to the resting state
in isolation when disconnected from the network and external inputs at the time t. aij (t) and bij (t) are the con-
nection weights at the time t, ij (t)0 corresponds to the transmission delay of the ith unit along the axon of the
jth unit at the time t, and Ii(t) denote the external inputs at time t. g˜j and gj are activation functions of signal
transmission.
It is well known that the RNNs have been successfully applied to signal and image processing, pattern recognition and
optimization. Hence, they have been the object of intensive analysis by numerous authors in recent years. In particular,
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there have been extensive results on the problem of the existence and stability of periodic and almost periodic solutions
for RNNs in the literature. We refer the reader to [2–8,11–17] and the references cited therein. Moreover, in the above
mentioned literature, we observe that the following assumptions
(T0) for each j ∈ {1, 2, . . . , n}, g˜j , gj : R → R are global Lipschitz with Lipschitz constants L˜j and Lj , i.e.,
|g˜j (u) − g˜j (v)|L˜j |u − v|, |gj (u) − gj (v)|Lj |u − v| for all u, v ∈ R;
(T1) hi(u) = u, for all u ∈ R, i = 1, 2, . . . , n;
have been considered as fundamental for the considered existence and stability of periodic and almost periodic solutions
of RNNs. However, to the best of our knowledge, few authors have considered the problems of almost periodic solutions
of RNNs without the assumptions (T0) and (T1). Thus, it is worthwhile to continue to investigate the existence and
stability of almost periodic solutions of RNNs.
The main purpose of this paper is to give the conditions for the existence and exponential stability of the almost
periodic solutions for system (1.1). By applying mathematical analysis techniques, we derive some new sufﬁcient
conditions ensuring the existence and local exponential stability of the almost periodic solution for system (1.1), which
are new and complement previously known results. In particular, we do not need the assumptions (T0) and (T1).
Moreover, an example is also provided to illustrate the effectiveness of our results.
Throughout this paper, for i, j = 1, 2, . . . , n, it will be assumed that ci, Ii , aij , bij , ij : R → R are almost periodic
functions. From the theory of almost periodic functions in [9,10], it follows that for ∀> 0, it is possible to ﬁnd a real
number l = l()> 0, for any interval with length l(), there exists a number  = () in this interval such that
|ci(t + ) − ci(t)|< , |aij (t + ) − aij (t)|< , |bij (t + ) − bij (t)|< ,
|ij (t + ) − ij (t)|< , |Ii(t + ) − Ii(t)|< , (1.2)
for ∀t ∈ R. We suppose that there exist constants , c˜i and I such that
 = max
1 i,jn
sup
t∈R
ij (t), 0< c˜i = inf
t∈R ci(t), I = max1 in supt∈R |Ii(t)|. (1.3)
We also assume that the following conditions (H0)–(H3) and (H ∗3 ) hold.
(H0) For each i ∈ {1, 2, . . . , n}, hi : R → R are continuous function, and there exists a constant di such that
hi(0) = 0, di |u − v|sign(u − v)(hi(u) − hi(v)) for all u, v ∈ R.
(H1) For each j ∈ {1, 2, . . . , n}, there exist f˜j , p˜j , fj , pj ∈ C(R,R) and constants Lf˜j , Lp˜j , Lfj , Lpj ∈ [0,+∞)
such that the following conditions are satisﬁed:
(1) f˜j (0) = 0, p˜j (0) = 0, g˜j (u) = f˜j (u)p˜j (u), for all u ∈ R;
(2) fj (0) = 0, pj (0) = 0, gj (u) = fj (u)pj (u), for all u ∈ R;
(3) |f˜j (u) − f˜j (v)|Lf˜j |u − v|, |p˜j (u) − p˜j (v)|Lp˜j |u − v|, for all u, v ∈ R;
(4) |fj (u) − fj (v)|Lfj |u − v|, |pj (u) − pj (v)|Lpj |u − v|, for all u, v ∈ R.
(H2) For i, j ∈ {1, 2, . . . , n}, the delay kernels Kij : [0,∞) → R are continuous.
(H3) There exist constants > 0, > 0 and i > 0, i = 1, 2, . . . , n, such that for all t > 0, there holds
i
I

1, ( − ci(t))dii +
n∑
j=1
2|aij (t)|eLf˜j Lp˜j j +
n∑
j=1
2|bij (t)|
∫ ∞
0
|Kij (u)|eu duLfj Lpj j < − .
(H ∗3 ) There exist constants > 0, > 0 and i > 0, i = 1, 2, . . . , n, such that for all t > 0, there holds
i
I

1, ( − ci(t))dii +
n∑
j=1
3|aij (t)|eLf˜j Lp˜j j +
n∑
j=1
3|bij (t)|
∫ ∞
0
|Kij (u)|eu duLfj Lpj j < − .
B. Liu, L. Huang / Journal of Computational and Applied Mathematics 206 (2007) 293–305 295
For convenience, we introduce some notations. We will use x = {xj } = (x1, x2, . . . , xn)T ∈ Rn to denote a column
vector, in which the symbol (T) denotes the transpose of a vector. We let |x| denote the absolute-value vector given by
|x| = (|x1|, |x2|, . . . , |xn|)T, and deﬁne ‖x‖ = max1 in |xi |.
The initial conditions associated with system (1.1) are of the form
xi(s) = i (s), s ∈ (−∞, 0], i = 1, 2, . . . , n, (1.4)
where i (·) denotes real-valued bounded continuous function deﬁned on (−∞, 0].
For Z(t) = (x1(t), x2(t), . . . , xn(t))T, we deﬁne the following norm:
‖Z(t)‖ = max
i=1,2,...,n |
−1
i xi(t)|.
Deﬁnition 1 (see Fink [9], He [10]). Let u(t) : R −→ Rn be continuous in t. u(t) is said to be almost periodic on R
if, for any > 0, the set T (u, ) = { : ‖u(t + ) − u(t)‖< ,∀t ∈ R} is relatively dense, i.e., for ∀> 0, it is possible
to ﬁnd a real number l = l()> 0, for any interval with length l(), there exists a number = () in this interval such
that ‖u(t + ) − u(t)‖< , for ∀t ∈ R.
The remaining part of this paper is organized as follows. In Section 2, we shall derive new sufﬁcient conditions
for checking the existence of bounded solutions of (1.1). In Section 3, we present some new sufﬁcient conditions for
the existence and local exponential stability of the almost periodic solution of (1.1). In Section 4, we shall give some
examples and remarks to illustrate our results obtained in the previous sections.
2. Preliminary results
The following lemmas will be useful to prove our main results in Section 3.
Lemma 2.1. Let (H0), (H1), (H2) and (H3) hold. Suppose that x˜(t)= (˜x1(t), x˜2(t), . . . , x˜n(t))T is a solution of system
(1.1) with initial conditions
x˜i (s) = ˜i (s), |˜i (s)|< i
I

1, s ∈ (−∞, 0], i = 1, 2, . . . , n. (2.1)
Then
|˜xi(t)|< i I 1 for all t0, i = 1, 2, . . . , n. (2.2)
Proof. Assume, by way of contradiction, that (2.2) does not hold. Then, there must exist i ∈ {1, 2, . . . , n} and T > 0
such that
|˜xi(T )| = i I and |˜xj (t)|< j
I

for all t ∈ (−∞, T ), j = 1, 2, . . . , n. (2.3)
Calculating the upper right derivative of x˜i (t), together with (2.1), (H0)–(H3), (2.3) implies that
0D+(|˜xi(T )|) − ci(T )|hi (˜xi(T ))|
+
∣∣∣∣∣∣
n∑
j=1
aij (T )g˜j (˜xj (T − ij (T ))) +
n∑
j=1
bij (T )
∫ ∞
0
Kij (u)gj (˜xj (T − u)) du + Ii(T )
∣∣∣∣∣∣
 − ci(T )|hi (˜xi(T ))| +
n∑
j=1
|aij (T )||f˜j (˜xj (T − ij (T )))p˜j (˜xj (T − ij (T )))| +
n∑
j=1
|bij (T )|
·
∫ ∞
0
|Kij (u)||fj (˜xj (T − u))pj (˜xj (T − u))| du + |Ii(T )|
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 − ci(T )dii
I

+
n∑
j=1
|aij (T )|Lf˜j Lp˜j
(
j
I

)2
+
n∑
j=1
|bij (T )|
∫ ∞
0
|Kij (u)| duLfj Lpj
(
j
I

)2
+ |Ii(T )|

⎡⎣−ci(T )dii + n∑
j=1
|aij (T )|eLf˜j Lp˜j j +
n∑
j=1
|bij (T )|
∫ ∞
0
|Kij (u)|eu duLfj Lpj j
⎤⎦ I

+ |Ii(T )|
< −  × I

+ |Ii(T )|0,
which is a contradiction and implies that (2.2) holds. The proof of Lemma 2.1 is now completed. 
Lemma 2.2. Suppose that (H0)–(H3) hold. Moreover, assume that x(t) = (x1(t), x2(t), . . . , xn(t))T is a solution of
system (1.1) with initial conditions
xi(s) = i (s), |i (s)|< i
I

, s ∈ (−∞, 0], i = 1, 2, . . . , n,
where ′i (·) is bounded continuous function on (−∞, 0]. Then for any > 0, there exists l = l()> 0, such that every
interval [	, 	 + l] contains at least one number  for which there exists N > 0 satisﬁes
‖x(t + ) − x(t)‖ for all t >N . (2.4)
Proof. Set
i (, t) = − [ci(t + ) − ci(t)]hi(xi(t + )) +
n∑
j=1
[aij (t + ) − aij (t)]g˜j (xj (t − ij (t + ) + ))
+
n∑
j=1
aij (t)[g˜j (xj (t − ij (t + ) + )) − g˜j (xj (t − ij (t) + ))]
+
n∑
j=1
[bij (t + ) − bij (t)]
∫ ∞
0
Kij (u)gj (xj (t +  − u)) du + [Ii(t + ) − Ii(t)].
By Lemma 2.1, the solution x(t) = (x1(t), x2(t), . . . , xn(t))T is bounded and
|xi(t)|< i I 1 for all t ∈ R, i = 1, 2, . . . , n (2.5)
thus, the right-hand side of (1.1) is also bounded, which implies that x(t) is uniformly continuous on R. From (1.2),
for any > 0, there exists l = l()> 0, such that every interval [	, 	 + l], 	 ∈ R, contains a  for which
|i (, t)| 12 for all t ∈ R, i = 1, 2, . . . , n.
Let t0 be sufﬁcient large and denote ui(t) = xi(t + ) − xi(t). We obtain
dui(t)
dt
= − ci(t)[hi(xi(t + )) − hi(xi(t))] +
n∑
j=1
aij (t)[g˜j (xj (t − ij (t) + )) − g˜j (xj (t − ij (t)))]
+
n∑
j=1
bij (t)
∫ ∞
0
Kij (u)[gj (xj (t +  − u)) − gj (xj (t − u))] du + i (, t). (2.6)
Let it be such an index that
−1it |uit (t)| = ‖u(t)‖. (2.7)
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Calculating the upper right derivative of es |uis (s)|, in view of (2.5), (H1)–(H3), we have
D+(es |uis (s)|)|s=t
=et |uit (t)| + et sign(uit (t))
⎧⎨⎩−cit (t)[hit (xit (t + )) − hit (xit (t))] +
n∑
j=1
ait j (t)
·[g˜j (xj (t − it j (t) + )) − g˜j (xj (t − it j (t)))] +
n∑
j=1
bit j (t)
∫ ∞
0
Kit j (u)
· [gj (xj (t +  − u)) − gj (xj (t − u))] du + it (, t)
⎫⎬⎭
=et |uit (t)| + et sign(uit (t))
⎧⎨⎩−cit (t)[hit (xit (t + )) − hit (xit (t))] +
n∑
j=1
ait j (t)
·[f˜j (xj (t − it j (t) + ))p˜j (xj (t − it j (t) + )) − f˜j (xj (t − it j (t)))
·p˜j (xj (t − it j (t)))] +
n∑
j=1
bit j (t)
∫ ∞
0
Kit j (u)[fj (xj (t +  − u))pj (xj (t +  − u))
− fj (xj (t − u))pj (xj (t − u))] du + it (, t)
⎫⎬⎭
et
⎧⎨⎩−[cit (t)dit − ]|uit (t)|−1it it +
n∑
j=1
|ait j (t)|[|f˜j (xj (t − it j (t) + ))
·p˜j (xj (t − it j (t) + )) − f˜j (xj (t − it j (t)))p˜j (xj (t − it j (t) + ))|
+|f˜j (xj (t − it j (t)))p˜j (xj (t − it j (t) + )) − f˜j (xj (t − it j (t)))
·p˜j (xj (t − it j (t)))|] +
n∑
j=1
|bit j (t)|
∫ ∞
0
|Kit j (u)|[|fj (xj (t +  − u))pj (xj (t +  − u))
−fj (xj (t − u))pj (xj (t +  − u))| + |fj (xj (t − u))pj (xj (t +  − u))
− fj (xj (t − u))pj (xj (t − u))|] du + it (, t)
⎫⎬⎭
et
⎧⎨⎩−[cit (t)dit − ]|uit (t)|−1it it +
n∑
j=1
|ait j (t)|Lf˜j Lp˜j |uj (t − it j (t))|
·(|xj (t − it j (t) + )| + |xj (t − it j (t))|)
+
n∑
j=1
|bit j (t)|
∫ ∞
0
|Kit j (u)|Lfj Lpj |uj (t − u)|(|xj (t − u + )| + |xj (t − u)|) du
⎫⎬⎭+ 12et
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et
⎧⎨⎩− [cit (t)dit − ] |uit (t)|−1it it +
n∑
j=1
2|ait j (t)|Lf˜j Lp˜j |uj (t − it j (t))|
·−1j j +
n∑
j=1
2|bit j (t)|
∫ ∞
0
|Kit j (u)|Lfj Lpj |uj (t − u)|−1j j du
⎫⎬⎭+ 12et . (2.8)
Let
M(t) = max
s t
{es‖u(s)‖}. (2.9)
It is obvious that et‖u(t)‖M(t), and M(t) is non-decreasing.
Now, we consider two cases.
Case (i): If
M(t)> et‖u(t)‖ for all t0. (2.10)
Then, we claim that
M(t) ≡ M(0) is a constant for all t0. (2.11)
Assume, by way of contradiction, that (2.11) does not hold. Then, there exists t1 > 0 such that M(t1)>M(0). Since
et‖u(t)‖M(0) for all t0.
There must exist 
 ∈ (0, t1) such that
e
‖u(
)‖ = M(t1)M(
),
which contradicts (2.10). This contradiction implies that (2.11) holds. It follows that there exists t2 > 0 such that
‖u(t)‖e−tM(t) = e−tM(0)<  for all t t2. (2.12)
Case (ii): If there is such a point t00 that M(t0) = et0‖u(t0)‖. Then, in view of (2.8), we get
D+(es |uis (s)|)|s=t0
et0
⎧⎨⎩−[cit0 (t0)dit0 − ]|uit0 (t0)|−1it0 it0 +
n∑
j=1
2|ait0 j (t0)|L
f˜
j L
p˜
j |uj (t0 − it0 j (t0))|
·−1j j +
n∑
j=1
2|bit0 j (t0)|
∫ ∞
0
|Kit0 j (u)|L
f
j L
p
j |uj (t0 − u)|−1j j du
⎫⎬⎭+ 12et0

⎧⎨⎩−[cit0 (t0)dit0 − ]it0 +
n∑
j=1
2|ait0 j (t0)|L
f˜
j L
p˜
j e
j
+
n∑
j=1
2|bit0 j (t0)|
∫ ∞
0
eu|Kit0 j (u)| duL
f
j L
p
j j
⎫⎬⎭M(t0) + 12et0
< − M(t0) + et0 . (2.13)
In addition, ifM(t0)et0 , thenM(t) is strictly decreasing in a small neighborhood (t0, t0 +0). This contradicts that
M(t) is non-decreasing. Hence,
et0‖u(t0)‖ = M(t0)< et0 and ‖u(t0)‖ < . (2.14)
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For ∀t > t0, by the same approach used in the proof of (2.14), we have
et‖u(t)‖ < et and ‖u(t)‖ <  if M(t) = et‖u(t)‖. (2.15)
On the other hand, if M(t)> et‖u(t)‖, t > t0. We can choose t0 t3 < t such that
M(t3) = et3‖u(t3)‖, ‖u(t3)‖ <  and M(s)> es‖u(s)‖ for all s ∈ (t3, t].
Using a similar argument as in the proof of Case (i), we can show that
M(s) ≡ M(t3) is a constant for all s ∈ (t3, t], (2.16)
which implies that
‖u(t)‖ < e−tM(t) = e−tM(t3) = ‖u(t3)‖e−(t−t3) < .
In summary, there must exist N > 0 such that ‖u(t)‖ holds for all t >N . The proof of Lemma 2.2 is now
completed. 
3. Main results
In this section, we establish some results for the existence and local exponential stability of the almost periodic
solution of (1.1).
Theorem 3.1. Suppose that (H0)–(H2) and (H ∗3 ) are satisﬁed. Then system (1.1) has at least one almost periodic
solution Z∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t))T. Moreover, Z∗(t) is locally exponentially stable, the domain of attraction
of Z∗(t) is the set
G1(Z
∗) =
{
| ∈ C((−∞, 0];Rn), sup
−∞ s0
|i (t) − ∗i (t)|<
i
max1 jn {j } , i = 1, 2, . . . , n
}
,
where = (1(t),2(t), . . . ,n(t))T,∗ = (∗1(t),∗2(t), . . . ,∗n(t))T,∗j (t)= x∗j (t), j = 1, 2, . . . , n, t ∈ (−∞, 0].
Namely, there exist constants > 0 andM > 1 such that for every solutionZ(t)= (x1(t), x2(t), . . . , xn(t))T of system
(1.1) with any initial value  = (1(t),2(t), . . . ,n(t))T,
|xi(t) − x∗i (t)|M‖ − ∗‖1e−t ∀t > 0, i = 1, 2, . . . , n,
where ‖ − ∗‖1 = sup−∞ s0 max1 jn|j (s) − ∗j (s)|.
Proof. Let v(t) = (v1(t), v2(t), . . . , vn(t))T be a solution of system (1.1) with initial conditions
vi(s) = vi (s), |vi (s)|< i
I

, s ∈ (−∞, 0], i = 1, 2, . . . , n, (3.1)
where (vi (·))′ is bounded continuous function on (−∞, 0].
Set
i,k(t) = − [ci(t + tk) − ci(t)]hi(vi(t + tk)) +
n∑
j=1
[aij (t + tk) − aij (t)]g˜j (vj (t − ij (t + tk) + tk))
+
n∑
j=1
aij (t)[g˜j (vj (t − ij (t + tk) + tk)) − g˜j (vj (t − ij (t) + tk))]
+
n∑
j=1
[bij (t + tk) − bij (t)]
∫ ∞
0
Kij (u)gj (vj (t + tk − u)) du + [Ii(t + tk) − Ii(t)], (3.2)
300 B. Liu, L. Huang / Journal of Computational and Applied Mathematics 206 (2007) 293–305
where {tk} is any sequence of real numbers. By Lemmas 2.1 and 2.2, the solution v(t) is bounded and
|vi(t)|< i I 1 for all t ∈ R, i = 1, 2, . . . , n. (3.3)
Thus, we can select a sequence {tk} → +∞ such that
|i,k(t)| 1
k
for all i, t . (3.4)
Since {v(t + tk)}+∞k=1 is uniformly bounded and equiuniformly continuous, by Arzala–Ascoli Lemma and diagonal
selection principle, we can choose a subsequence {tkj } of {tk}, such that v(t + tkj ) (for convenience, we still denote by
v(t + tk)) uniformly converges to a continuous function Z∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t))T on any compact set of R,
and
|x∗i (t)|i
I

1 for all t ∈ R, i = 1, 2, . . . , n. (3.5)
Now, we prove that Z∗(t) is a solution of (1.1). In fact, for any t > 0 and t ∈ R, we have
x∗i (t + t) − x∗i (t)
= lim
k→+∞[vi(t + t + tk) − vi(t + tk)]
= lim
k→+∞
∫ t+t
t
⎧⎨⎩−ci( + tk)hi(vi( + tk)) +
n∑
j=1
aij ( + tk)g˜j (vj ( − ij ( + tk) + tk))
+
n∑
j=1
bij ( + tk)
∫ ∞
0
Kij (u)gj (vj ( + tk − u)) du + Ii( + tk)
⎫⎬⎭ d
=
∫ t+t
t
⎧⎨⎩−ci()hi(x∗i ()) +
n∑
j=1
aij ()g˜j (x
∗
j ( − ij ()))
+
n∑
j=1
bij ()
∫ ∞
0
Kij (u)gj (x
∗
j ( − u)) du + Ii()
⎫⎬⎭ d + limk→+∞
∫ t+t
t
i,k() d
=
∫ t+t
t
⎧⎨⎩−ci()hi(x∗i ()) +
n∑
j=1
aij ()g˜j (x
∗
j ( − ij ()))
+
n∑
j=1
bij ()
∫ ∞
0
Kij (u)gj (x
∗
j ( − u)) du + Ii()
⎫⎬⎭ d, (3.6)
which implies that
d
dt
{x∗i (t)} = − ci(t)hi(x∗i (t)) +
n∑
j=1
aij (t)g˜j (x
∗
j (t − ij (t)))
+
n∑
j=1
bij (t)
∫ ∞
0
Kij (u)gj (x
∗
j (t − u)) du + Ii(t). (3.7)
Therefore, Z∗(t) is a solution of (1.1).
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Secondly, we prove that Z∗(t) is a almost periodic solution of (1.1). From Lemma 2.2, for any > 0, there exists
l = l()> 0, such that every interval [	, 	 + l] contains at least one number  for which there exists N > 0 satisﬁes
|vi(t + ) − vi(t)| for all t >N . (3.8)
Then, for any ﬁxed s ∈ R, we can ﬁnd a sufﬁcient large positive integer N0 >N such that for any k >N0
s + tk >N, |vi(s + tk + ) − vi(s + tk)|. (3.9)
Let k → +∞, we obtain
|x∗i (s + ) − x∗i (s)| (3.10)
which implies that Z∗(t) is a almost periodic solution of (1.1).
Finally, we prove that Z∗(t) is locally exponentially stable.
LetZ(t)=(x1(t), x2(t), . . . , xn(t))T be an arbitrary solution of system (1.1) with initial value=(1(t),2(t), . . . ,
n(t))
T ∈ G1(Z∗), let y(t) = {yj (t)} = {xj (t) − x∗j (t)} = Z(t) − Z∗(t). Then
y′i (t) = − ci(t)[hi(xi(t)) − hi(x∗i (t))] +
n∑
j=1
aij (t)(g˜j (yj (t − ij (t)) + x∗j (t − ij (t))) − g˜j (x∗j (t − ij (t))))
+
n∑
j=1
bij (t)
∫ ∞
0
Kij (u)(gj (yj (t − u) + x∗j (t − u)) − gj (x∗j (t − u))) du, (3.11)
where i = 1, 2, . . . , n.
We consider the Lyapunov functional
Vi(t) = |yi(t)|et , i = 1, 2, . . . , n. (3.12)
Calculating the upper right derivative of Vi(t) along the solution y(t) = {yj (t)} of system (3.11) with the initial value
¯ =  − ∗, from (3.11), (H1) and (H2), we have
D+(Vi(t)) − ci(t)di |yi(t)|et +
n∑
j=1
|aij (t)(g˜j (yj (t − ij (t)) + x∗j (t − ij (t)))
−g˜j (x∗j (t − ij (t))))|et +
n∑
j=1
|bij (t)
∫ ∞
0
Kij (u)(gj (yj (t − u) + x∗j (t − u))
−gj (x∗j (t − u))) du|et + |yi(t)|et
( − ci(t)di)|yi(t)|et +
n∑
j=1
|aij (t)|(|f˜j (yj (t − ij (t)) + x∗j (t − ij (t)))p˜j (yj (t − ij (t))
+x∗j (t − ij (t))) − f˜j (x∗j (t − ij (t)))p˜j (yj (t − ij (t)) + x∗j (t − ij (t)))| + |f˜j (x∗j (t − ij (t)))
·p˜j (yj (t − ij (t)) + x∗j (t − ij (t))) − f˜j (x∗j (t − ij (t))))p˜j (x∗j (t − ij (t)))|)et
+
n∑
j=1
|bij (t)|
∫ ∞
0
|Kij (u)|(|fj (yj (t − u) + x∗j (t − u))pj (yj (t − u) + x∗j (t − u))
−fj (yj (t − u) + x∗j (t − u))pj (x∗j (t − u))| + |fj (yj (t − u) + x∗j (t − u))
·pj (x∗j (t − u)) − fj (x∗j (t − u))pj (x∗j (t − u))|) du et
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( − ci(t)di)|yi(t)|et +
n∑
j=1
|aij (t)|Lf˜j Lp˜j |yj (t − ij (t))|(|yj (t − ij (t)) + x∗j (t − ij (t))|
+|x∗j (t − ij (t))|)et +
n∑
j=1
|bij (t)|
∫ ∞
0
Kij (u)L
f
j L
p
j |yj (t − u)|(|yj (t − u) + x∗j (t − u)|
+|x∗j (t − u)|) du et , (3.13)
where i = 1, 2, . . . , n.
In view of the deﬁnition of  ∈ G1(Z∗), we get
Vi(t) = |yi(t)|et < i
max1 jn{j } for all t ∈ (−∞, 0], j = 1, 2, . . . , n.
We claim that
Vi(t) = |yi(t)|et < i
max1 jn{j } for all t > 0, i = 1, 2, . . . , n. (3.14)
Contrarily, there must exist i ∈ {1, 2, . . . , n} and ti > 0 such that
Vi(ti) = i
max1 jn {j } and Vj (t)<
j
max1 jn {j } ∀t ∈ (−∞, ti), j = 1, 2, . . . , n
which, together with  ∈ G1(Z∗), implies that
Vi(ti) − i
max1 jn{j } = 0 and Vj (t) −
j
max1 jn {j } < 0 ∀t ∈ (−∞, ti), j = 1, 2, . . . , n (3.15)
and
|yj (t)|1 ∀t ∈ (−∞, ti), j = 1, 2, . . . , n. (3.16)
In view of (3.5), (3.13), (3.15) and (3.16), we obtain
0D+
(
Vi(ti) − i
max1 jn {j }
)
=D+(Vi(ti))
( − ci(ti)di)|yi(ti)|eti +
n∑
j=1
|aij (ti)|Lf˜j Lp˜j |yj (ti − ij (ti))|(|yj (ti − ij (ti))
+x∗j (ti − ij (ti))| + |x∗j (ti − ij (ti))|)eti +
n∑
j=1
|bij (ti)|
∫ ∞
0
|Kij (u)|Lfj Lpj |yj (ti − u)|
·(|yj (ti − u) + x∗j (ti − u)| + |x∗j (ti − u)|) du eti
( − ci(ti)di)|yi(ti)|eti +
n∑
j=1
3|aij (ti)|Lf˜j Lp˜j |yj (ti − ij (ti))|eti
+
n∑
j=1
3|bij (ti)|
∫ ∞
0
|Kij (u)|Lfj Lpj |yj (ti − u)| du eti
B. Liu, L. Huang / Journal of Computational and Applied Mathematics 206 (2007) 293–305 303
=( − ci(ti)di)|yi(ti)|eti +
n∑
j=1
3|aij (ti)|Lf˜j Lp˜j ||yj (ti − ij (ti))|e(ti−ij (ti ))eij (ti )
+
n∑
j=1
3|bij (ti)|
∫ ∞
0
|Kij (u)|Lfj Lpj |yj (ti − u)|e(ti−u)eu du

⎡⎣( − ci(ti)di)i + n∑
j=1
3|aij (ti)|eLf˜j Lp˜j j +
n∑
j=1
3|bij (ti)|
∫ ∞
0
|Kij (u)|eu duLfj Lpj j
⎤⎦
· 1
max1 jn{j } . (3.17)
Thus,
0( − ci(ti)di)i +
n∑
j=1
3|aij (ti)|eLf˜j Lp˜j j +
n∑
j=1
3|bij (ti)|
∫ ∞
0
|Kij (u)|eu duLfj Lpj j ,
which contradicts (H ∗3 ). Hence, (3.14) holds. Letting ‖−∗‖1=sup−∞ s0 max1 jn|j (s)−∗j (s)|> 0,
i = 1, 2, . . . , n, and M > 1 such that
i
max1 jn{j }M‖ − 
∗‖1, i = 1, 2, . . . , n. (3.18)
In view of (3.14) and (3.18), we get
|xi(t) − x∗i (t)| = |yi(t)|M‖ − ∗‖1e−t ,
where i = 1, 2, . . . , n, t > 0. This completes the proof. 
4. An example
In this section, we give an example to demonstrate the results obtained in previous sections.
Example 4.1. Consider the following CNNs with continuously distributed delays:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x′1(t) = −(x1(t) + x31(t)) +
1
24
g˜1(x1(t − 22)) + 1108 g˜2(x2(t − 11))
+ 1
24
g1
(∫∞
0 | sin u|e−ux1(t − u) du
)+ 1
108
g2
(∫∞
0 | cos u|e−ux2(t − u) du
)+ I1(t),
x′2(t) = −(x2(t) + x32(t)) +
1
12
g˜1(x1(t − 6)) + 124 g˜(x2(t − 8))
+ 1
12
g1
(∫∞
0 | cos u|e−ux1(t − u) du
)+ 1
24
g2
(∫∞
0 | sin u|e−ux2(t − u) du
)+ I2(t),
(4.1)
where g˜1(x) = g˜2(x) = g1(x) = g2(x) = x2 = x × x, I1(t) = I2(t) = 124 (sin t + sin
√
2t).
Noting that c1=c2=Lf˜j =Lp˜j =Lfj =Lpj =1, a11=b11= 124 , a12=b12= 1108 , a21=b21= 112 , a22=b22= 124 , di=1,∫∞
0 Kij (s) ds1, i, j = 1, 2. Then, we get
dij = c−1i di(3aijLf˜j Lp˜j + 3bijLfj Lpj ), i, j = 1, 2, D = (dij )2×2 =
( 1
4
1
18
1
2
1
4
)
.
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Hence, it follows from theory of M-matrix in [1] that we can choose constants = 14 and i = 1 such that for all t > 0,
there holds
−cidii +
2∑
j=1
3aij L˜jj +
2∑
j=1
3bij
∫ ∞
0
Kij (s) dsLjj < − cidii +
2∑
j=1
aij L˜jj +
2∑
j=1
bijLjj < − ,
where i = 1, 2, which implies that system (4.1) satisfy all the conditions in Theorem 3.1. Hence, system (4.1) has at
least one almost periodic solution. Moreover, Z∗(t) is locally exponentially stable, the domain of attraction of Z∗(t)
is the set G1(Z∗).
Remark 4.1. RCNNs (4.1) is a very simple form of RNNs with mixed delays. Since hi(u) = u, i = 1, 2, g˜1(x) =
g˜2(x)= g1(x)= g2(x)= x2 = x × x. One can observe that the conditions (T0) and (T1) are not satisﬁed. Therefore, all
the results in [2–8,11–17] and the references therein cannot be applicable to system (4.1). This implies that the results
of this paper are essentially new.
5. Conclusions
In this paper, RNNs with time-varying delays and continuously distributed delays have been studied. Without
assuming the global Lipschitz conditions of activation functions, some sufﬁcient conditions for the existence and
local exponential stability of the almost periodic solutions have been established. These obtained results are new
and they complement previously known results. Moreover, an example is given to illustrate the effectiveness of
our results
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