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Abstract Nested Limited-Area Models require driving
data to define their lateral boundary conditions (LBC). The
optimal choice of domain size and the repercussions of
LBC errors on Regional Climate Model (RCM) simulations
are important issues in dynamical downscaling work. The
main objective of this paper is to investigate the effect of
domain size, particularly on the larger scales, and to
question whether an RCM, when run over very large
domains, can actually improve the large scales compared to
those of the driving data. This study is performed with a
detailed atmospheric model in its global and regional
configurations, using the ‘‘Imperfect Big-Brother’’ (IBB)
protocol. The ERA-Interim reanalyses and five global
simulations are used to drive RCM simulations for five
winter seasons, on four domain sizes centred over the
North American continent. Three variables are investi-
gated: precipitation, specific humidity and zonal wind
component. The results following the IBB protocol show
that, when an RCM is driven by perfect LBC, its skill at
reproducing the large scales decreases with increasing the
domain of integration, but the errors remain small even for
very large domains. On the other hand, when driven by
LBC that contain errors, RCMs can bring some reduction
of errors in large scales when very large domains are used.
The improvement is found especially in the amplitude of
patterns of both the stationary and the intra-seasonal tran-
sient components. When large errors are present in the
LBC, however, these are only partly corrected by the RCM.
Although results showed that an RCM can have some skill
at improving imperfect large scales supplied as driving
LBC, the main added value of an RCM is provided by its
small scales and its skill to simulate extreme events, par-
ticularly for precipitation. Under the IBB protocol all RCM
simulations were fairly skilful at reproducing small scales
statistics, although the skill decreased with increasing LBC
errors. Coarse-resolution model simulations have difficul-
ties in simulating heavy precipitation events, and as a result
their precipitation distributions are systematically shifted
toward smaller intensity. Under the IBB protocol, all RCM
simulations have distributions very similar to the reference
field, being little affected by LBC errors, and no significant
differences were found between the small scales statistics
and the precipitation distributions obtained over different
RCM domains.
Keywords Regional climate model  Big-Brother
experiment  Lateral boundary errors  Scale
decomposition  Added value
1 Introduction
The climate-change projections need large ensembles of
simulations with coupled General Circulation Models
(GCMs) that are run over long periods of time, demanding
high computational resources. As a consequence, an
affordable computational cost forces the use of GCMs with
coarse horizontal resolutions varying between 1 and 5.
Local, fine-scale climate details that are required for most
impact studies can be provided by dynamical downscaling
with nested limited-area high-resolution Regional Climate
Models (RCMs) run over the region of interest, using
the GCM coarse-resolution fields as lateral boundary
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conditions (LBC). The better representation of the topog-
raphy, coastlines and land-surface properties in high-reso-
lution RCM allows the development of small-scale
processes. Laprise et al. (2008) and Rummukainen (2010)
described the RCM as a ‘‘magnifying glass’’ that reveals
fine scales features that are latent, but are not present in the
coarse-resolution driving fields. This also means that the
small-scales features are closely related to the large scales,
and therefore a good representation of the large scales is a
prerequisite for well-simulating small-scales features
(Diaconescu et al. 2007; Laprise et al. 2012).
Several studies have shown that the RCMs are able to
reproduce well the large- and small-scale climate statistics
when driven with analysed LBC (e.g. Jones et al. 1995;
Christensen et al. 1997; Machenhauer et al. 1998; Frei et al.
2003; Rinke et al. 2006; Jacob et al. 2007), or under the
idealised Big-Brother Experiment (e.g. Denis et al. 2002b,
2003; Antic et al. 2004; Dimitrijevic and Laprise 2005).
However, in most applications, the LBC are not perfect,
especially in the case they come from GCM simulations.
Even reanalyses have some degree of error that can have an
impact on the RCM simulations. An example is the study of
Yang et al. (2011) who showed that simulations of the East
Asian summer monsoon forced by three different reanalysis
data exhibit large differences; they argued that these dif-
ferences are primarily caused by the differences existed in
the lateral boundary moisture fluxes and question which
LBC are better to use. The problem is of course much more
serious when driving with GCM-simulated data.
The impact of LBC errors represents an important issue
in RCM studies and its study constitutes the focus of
several papers (e.g., Rinke and Dethloff 2000; Misra 2007;
Diaconescu et al. 2007; Noguer et al. 1998; Køltzow et al.
2008). Two important processes come into play in the
evolution of errors related to LBC.
First, the technique of nesting itself may contribute to
large-scale errors even when driving an RCM with perfect
LBC. Nesting errors may arise from spatial and time
interpolations, as well as the specific way in which nesting
is applied. One common problem is the appearance of
strong gradients along the lateral boundaries, particularly at
the downstream of the dominant flow, due to the mismatch
between the inner solution of the RCM and the imposed
LBC. The problem can be minimized by using relaxation
Table 1 Horizontal resolution of the BB simulations
Simulation name PBB IBB1 IBB2 IBB3 IBB4
Horizontal resolution 0.45 0.9 1.8 2.25 3.6
Fig. 1 LB domains of integration and topography. The picture shows only the inner domains, the nesting zones being excluded. The yellow
square shows the common verification domain that is used in the comparative analysis
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and diffusion coefficients within a lateral sponge zones
(Davies 1976; Robert and Yakimiw 1986; Yakimiw and
Robert 1990). It is important to note that even if the sponge
region is excluded from analysis, the nesting errors could
affect the entire flow, due to transport across the RCM
domain. Also, sometimes, the strong gradients from the
downstream lateral boundaries are creating reflective non-
meteorological waves that are not sufficiently damped
within the sponge zone and can affect the entire flow. Such
nesting errors can evolve and interact in complex ways
with the LBC errors. Large-scale spectral nudging (e.g.,
von Storch et al. 2000; Biner et al. 2000; Miguez-Macho
et al. 2004; Castro et al. 2005) is an option designed to
minimise this effect.
Second, the high resolution of an RCM permits a better
representation of the regional forcings such as topography,
coastlines and land-surface properties, as well as mesoscale
dynamics, than in a coarse-resolution GCM. The question
then is whether this a priori advantage of an RCM can lead
to an improvement of the simulated climate over the domain
and reduce the errors present in the driving LBC fields. It is
important to remember however that the limited area of an
RCM domain imposes an upper limit on the largest scales
that are explicitly resolved by the model. Hence it is pos-
sible that, despite the a priori advantage of an RCM, a
possible degradation of the large scales can ensue.
Using an extension of the perfect-model ‘‘Big-Brother
(BB) Experiment’’ (Denis et al. 2002b) approach, Dia-
conescu et al. (2007) performed a detailed analysis of the
Canadian RCM (CRCM) errors arising from LBC errors
using an approach they called the ‘‘Imperfect Big-Brother
(IBB) Experiment’’. The IBB approach permits to evaluate
the CRCM errors resulting from nesting with LBC
imperfections that mimic the typical errors of a GCM.
Using a 2-D Discrete Cosine Transform (DCT) filter (Denis
et al. 2002a), they separated large and small scales in order
to evaluate the impact of errors in the driving fields on the
large and small scales simulated by the CRCM. The
analysis focused on the climate statistics of five February
months over the East Coast of North America and the
Western Atlantic. The study showed that the errors of the
large-scale nesting fields (in mean sea level pressure and
850-hPa temperature) are reproduced by the CRCM large
scales, without any important reduction or amplification.
The LBC apparently exerted a high constraint on the
CRCM solution, imposing in CRCM the same large scales
as in the driving fields. They also showed that the small
scales developed in regions with errors in the large scales
have errors as well, highlighting that the large scales pre-
condition the small scales.
The study of Diaconescu et al. (2007) used RCM sim-
ulations performed over a relatively small domain of
100 9 100 grid points with a 45-km grid mesh and
10-point-wide nesting zone (for a free domain of
3,600 9 3,600 km2). Increasing available computational
resources now permit longer simulations over larger
domains and longer periods. It is recognized that the
domain size influences strongly the control exerted by the
LBC. Studies with ensemble RCM simulations have shown
that, as the domain size increases, the LBC exert less
constraint on the RCM solution that may then diverge
substantially from the driving fields (e.g. Giorgi and Bi
2000; Christensen et al. 2001; Rinke et al. 2004; Alexandru
et al. 2007; Lucas-Picher et al. 2008a; Rapaic´ et al. 2011), a
large domain of integration permitting the RCM to create
its own weather sequence. A large domain hence favours
the growth of inter-member (or internal) variability. In
their study, Lucas-Picher et al. (2008b) showed that the
magnitude of internal variability increases with the time
that an air parcel spends inside the RCM domain, longer
residence time (Lucas-Picher et al. 2008b) allowing more
time for the development of differences in flow evolution
(Nikie´ma and Laprise 2011; Diaconescu et al. 2012).
How LBC errors influence very large domain RCM
simulations? On the one hand, nesting errors will be larger
with large domains and risk degrading the RCM-simulated
large scales. On the other hand, the RCM’s high resolution
permitting a better representation of the climate, the use of
larger domains could lead to an improvement of the large
scales provided as LBC, in spite of the handicap caused by
the nesting errors. The studies of Mesinger et al. (2002,
2012) and Veljovic et al. (2010) indicate that such an
improvement may be possible when an RCM is run over a
sufficiently large domain that allows escaping somewhat
from the negative influence of the LBC errors. They pre-
sented simulations with the Eta RCM driven over a period
of 32 days by members of an ensemble of forecasts by the
European Centre for Medium-range Weather Forecasts
(ECMWF), evaluated against ECMWF analyses. The Eta
RCM was run over a large domain of 12,000 9 7,111 km2.
Table 2 The LB simulations
Driving simulation PBB (p0) IBB1 (p1) IBB2 (p2) IBB3 (p3) IBB4 (p4) ERA-Interim (p5)
LB set A LBdAp0 LBdAp1 LBdAp2 LBdAp3 LBdAp4 LBdAp5
LB set B LBdBp0 LBdBp1 LBdBp2 LBdBp3 LBdBp4 LBdBp5
LB set C LBdCp0 LBdCp1 LBdCp2 LBdCp3 LBdCp4 LBdCp5
LB set D LBdDp0 LBdDp1 LBdDp2 LBdDp3 LBdDp4 LBdDp5
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Their study showed that the Eta RCM forecast presents
periods with improvement, compared to the driving model,
in the position of the strongest winds at the jet-stream level.
They argued that the improvement in the large-scale
solution is due to an improved definition of Rocky
Mountains topography in the high-resolution RCM com-
pared to that in the ECMWF driving model and to the use
of Eta coordinate in the RCM. Because two different for-
mulations were used for the nested and driving models, it is
difficult to attribute the improvement either to a better
Fig. 2 Climatic mean of the
geopotential field at 500 hPa
simulated by PBB, ERA-Interim
and the four IBBs. The yellow
square shows the domain that is
used in the comparative analysis
with the LB simulations
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representation of the topography or to other differences
between the two models. There are also predictability
issues for deterministic forecasts at such long time range.
Nonetheless these studies provide motivation to investigate
whether such improvement of large-scale patterns could be
obtained in RCM climate statistics as well as in forecasts.
The LBC errors impact on RCM simulations constitutes
a complex issue that calls for further investigation. The
Fig. 3 Average intra-seasonal
standard deviation of the
geopotential field at 500 hPa
simulated by PBB, ERA-Interim
and the four IBBs. The yellow
square shows the domain that is
used in the comparative analysis
with the LB simulations
Can added value be expected in RCM 1773
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main objective of this paper is to investigate the sensi-
tivity of RCM-simulated large scales to domain size
and LBC errors. The fifth-generation Canadian RCM
(CRCM5) will be run over successively larger domains
centred on North America. In order for the results not to
be influenced by errors specific to this model, the IBB
framework is followed, using two configurations of the
exact same model, one as driving global model and the
other as nested limited-area model, the only differences
being the domain of integration and the resolution. The
study focuses on the wintertime statistics over the North
American continent. The design of the experiment and a
brief description of the model are presented in Sect. 2.
Section 3 gives a general description of the driving fields.
Sections 4 and 5 present the comparative analysis of RCM
large- and small-scale errors, respectively. The conclu-
sions are presented in Sect. 6.
Fig. 4 The PBB field and the
differences between the four LB
fields driven by PBB (LBdAp0,
LBdBp0, LBdCp0, LBdDp0)
and the PBB field, computed for
the large-scale stationary
component of precipitation rate
(mm/day)
Table 3 Spatial correlation coefficients of the large-scale precipita-
tion of LBs driven with PBB fields
LBdAp0 LBdBp0 LBdCp0 LBdDp0
Time mean 0.997 0.988 0.989 0.986
Intra-seasonal transient
component
0.998 0.991 0.987 0.979
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2 Model description and experimental set-up
The BB experiment is a perfect-model approach designed to
isolate the errors that are specific to the nesting process from
other model errors. The full version of this approach (e.g.
Laprise et al. 2008) consists in performing a high-resolution
global model simulation, named the Big-Brother (BB)
simulation, which will serve two purposes. It will provide
so-called ‘‘perfect’’ LBC for driving limited-area simula-
tions, named the Little-Brother (LB) simulations, which
will be run at the same high resolution as the global simu-
lation. The BB simulation will also serve as virtual-reality
reference against which the limited-area simulations will be
evaluated. Given that the BB and LB simulations use the
same resolution, physical parameterisations, dynamics and
numerical discretisations, the differences in their climates
will clearly be due to nesting errors as defined previously.
Optionally, the LBC supplied to the LB by the BB simu-
lations could be filtered by removing their small scales in
order to assess the skill of the LB at reconstructing the small
scales when driven by large-scale only LBC.
Due to the high computational resources required for
performing high-resolution global simulations for long
periods, the vast majority of previous BB studies (e.g.
Denis et al. 2002b, 2003; Antic et al. 2004; Dimitrijevic
and Laprise 2005; Herceg et al. 2006; Diaconescu et al.
2007; Køltzow et al. 2008; Leduc and Laprise 2009; Leduc
et al. 2011; Rapaic´ et al. 2011) have used a ‘‘poor-man’’
version of BB experiment, generating the BB simulation by
running an RCM over a large domain instead of a global
model. An exception is the study of Radu et al. (2008) who
used the full version of the BB experiment with ALADIN
regional and ARPEGE global models.
As described, the high-resolution BB simulation pro-
vides a set of ‘‘perfect’’ LBC for the LB simulations, and
hence it could also be called a ‘‘Perfect Big Brother’’
(PBB). In order to analyze the effect of the errors in the
LBC driving an RCM, Diaconescu et al. (2007) extended
the ‘‘poor man’’ BB experiment by performing, in addition
to the PBB, several ‘‘Imperfect Big Brother’’ (IBB) simu-
lations that intend to mimic the typical GCM errors. IBB
simulations were run at a lower horizontal resolution then
the PBB and hence provided a set of ‘‘imperfect’’ LBC for
the LB simulations, while the PBB was used as reference
for evaluating the errors of the driving IBB and the errors
of the ensuing LB simulations.
In this study, we used the full version of the IBB
experiment. The PBB, IBB and LB simulations were
obtained by running versions of Canadian Global Envi-
ronmental Multiscale (GEM) model developed at Meteo-
rological Service of Canada for Numerical Weather
Prediction (NWP) (Coˆte´ et al. 1998; Yeh et al. 2002).
Fig. 5 The differences between
the four LB fields driven by
ERA-Interim (LBdAp5,
LBdBp5, LBdCp5, LBdDp5)
and the PBB field, computed for
the large-scale stationary
component of precipitation rate
(mm/day)
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The GEM model supports three configurations: uniform
latitude-longitude global, stretched-grid global and nested
limited-area. The PBB and IBB simulations were per-
formed with the uniform global climate version, GEMC-
LIM v.3.3.2.1. The LB simulations were obtained with a
limited-area version of GEM that constituted an interim
version of the developmental fifth-generation Canadian
Regional Climate Model (CRCM5; Zadra et al. 2008). The
CRCM5 is developed by the ESCER Centre, in collabo-
ration with the Meteorological Service of Canada, as a
climatic version of the limited-area model used in NWP.
The global (GEMCLIM) and regional (CRCM5) models
share the same dynamical and physical cores. In both
configurations, the model can use either the fully elastic
non-hydrostatic or hydrostatic equations, solved with a
two-time-level implicit semi-Lagrangian marching scheme.
The spatial discretization operates on a staggered Arakawa
C-grid (Arakawa and Lamb 1977). The model uses a ter-
rain-following vertical coordinate based on normalized
hydrostatic pressure (Laprise 1992). In our configuration,
all simulations used the same rotated horizontal latitude-
longitude grid with the equator shifted over the middle of
the North American continent, and used 64 levels in the
vertical with an uppermost level at 2 hPa. Physical
parameterisations include the Canadian Land-Surface
Scheme (CLASS v3.5; Verseghy et al. 1993; Verseghy
Fig. 6 The IBB1 field and the
differences of IBB1 and the four
LB fields driven by IBB1
(LBdAp1, LBdBp1, LBdCp1,
LBdDp1) from the PBB field,
computed for the large-scale
stationary component of
precipitation rate (mm/day)
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2000), the deep-convection scheme of Kain and Fritsch
(1990), the Kuo transient shallow-convection scheme (Kuo
1965; Be´lair et al. 2005), the large-scale condensation
scheme by Sundqvist et al. (1989). The radiation package
for solar and terrestrial radiation is based on the correlated-
K approach (Li and Barker 2005) and the Liang and Wang
(1995) monthly ozone climatology was also used. Subgrid-
scale orographic gravity-wave drag is due to McFarlane
(1987) and low-level orographic blocking is described in
Zadra et al. (2003). For all simulations, sea-surface tem-
perature and sea-ice surface boundary conditions were
interpolated from the Atmospheric Model Intercomparison
Project v2 (AMIP2; Gleckler 1996) available on a 1
latitude–longitude grid for monthly mean values. The
model outputs were archived at 3-hourly intervals.
Five BB simulations were done with GEMCLIM. The
first used a high resolution of 0.45 and a timestep of
20 min; this simulation is referred to as the Perfect Big-
Brother (PBB) and it will serve as reference. Four Imper-
fect Big-Brother (IBB) simulations were also obtained with
GEMCLIM using coarser horizontal resolutions that are
typical for the GCMs used in climate-change projection
studies: 0.9 (IBB1), 1.8 (IBB2), 2.25 (IBB3) and 3.6
(IBB4) (see Table 1). The timestep, the horizontal diffu-
sion and the radiation calculation interval were adjusted
corresponding to the horizontal resolution. The PBB- and
Fig. 7 The IBB2 field and the
differences of IBB2 and the four
LB fields driven by IBB2
(LBdAp2, LBdBp2, LBdCp2,
LBdDp2) from the PBB field,
computed for the large-scale
stationary component of
precipitation rate (mm/day)
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IBB-simulated data were used for driving the LB CRCM5
simulations. The only difference between the LB and PBB
simulations is the nested regional versus global configu-
rations of the LB and PBB, respectively.
CRCM5 is a one-way nested model. It uses a 10 grid-point
nesting zone, inspired by the work of Davies (1976) and
adapted by Robert and Yakimiw (1986) and Yakimiw and
Robert (1990). The LBC provided by the PBB and the four
IBBs consist in the fields of sea-level pressure, temperature,
horizontal wind, specific humidity, and liquid and solid
water in the atmosphere. The BB fields were archived at
every 3 h on model levels, and for driving the CRCM5, they
are linearly interpolated in time to every CRCM5 time step,
and spatially interpolated from IBB to LB grid and levels. A
supplementary set of LBC is provided by the ERA-Interim
ECMWF reanalysis; these are provided at every 6 h on 22
pressure levels and they are interpolated as required to pro-
vide LBC for CRCM5. In the virtual-reality world in which
the PBB represents the reference, ERA-interim constitutes a
kind of fifth IBB whose apparent imperfections in fact reflect
the inadequacy of the 0.45 version of GEMCLIM to
reproduce the climate statistics of ERA-Interim.
For each set of LBC (the PBB, the four IBBs and ERA-
Interim), four LB simulations were made over increasingly
Fig. 8 The IBB3 field and the
differences of IBB3 and the four
LB fields driven by IBB3
(LBdAp3, LBdBp3, LBdCp3,
LBdDp3) from the PBB field,
computed for the large-scale
stationary component of
precipitation rate (mm/day)
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larger domains enclosing the North American Continent;
the domains of integration, noted with A, B, C and D, are
illustrated in Fig. 1. Note that the 10-grid-point nesting
zone is excluded from the figure that displays only the
inner, free domain. Domain A (in magenta) has an inner
domain of 108 9 146 grid points covering the North
American Continent; this is approximately 3 times larger
then the inner domain used in Diaconescu et al. (2007). The
domain B (in blue) has an inner domain of 188 9 126 grid
points and covers the North American continent plus a
large part of the North East Pacific Ocean. The domain C
(in green) extends the domain B by including also a large
part of the North West Atlantic Ocean and has an inner
domain of 272 9 126 grid points. Finally domain D (in
red) extends domain C by including the Arctic Ocean; it
has an inner domain of 272 9 206 grid points, which is 3.5
times larger then the domain A. The figure also shows, in
yellow, the common verification domain that will be used
in the analysis. LB simulations are named (see Table 2)
following a convention that gives the domain of integration
(A, B, C or D) and a number that is associated with the set
of LBC (0 stands for PBB, 1 for IBB1, 2 for IBB2, 3 for
IBB3, 4 for IBB4 and 5 for ERA-Interim). The name is in
the form LBd{domain}p{driving-model number}; for
example, LBdCp3 represents the LB simulation run over
domain C using as driving LBC the IBB3 fields. This
Fig. 9 The IBB4 field and the
differences of IBB4 and the four
LB fields driven by IBB4
(LBdAp4, LBdBp4, LBdCp4,
LBdDp4) from the PBB field,
computed for the large-scale
stationary component of
precipitation rate (mm/day)
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convention will be used in the most part of the figures
presented in the paper.
All simulations (PBB, 4 IBBs and 6 9 4 LB) used for
initialization the same land surface fields that were pro-
vided by a prior monthly climatology generated with
GEMCLIM at 1 horizontal resolution. They used the same
atmospheric initial conditions from the ERA-Interim EC-
MWF reanalysis. The period of integration corresponds to
4 months, starting on 1st November at 00:00 UTC and
ending the 1st March at 00:00 UTC, for five consecutive
years 1996/1997, 1997/1998, 1998/1999, 1999/2000 and
2000/2001. The months of November are considered as
spin-up and are not included in statistics; only the three-
month winter periods (December–January–February) are
analysed.
3 The driving-model and ERA-Interim fields
As mentioned previously, in this study, PBB is regarded as
the ‘‘perfect’’ simulation representing the virtual reference
to which the other simulations will be compared. The
Fig. 10 Large-scale inter-
seasonal transient component of
precipitation rate (mm/day) as
simulated by PBB, IBB4 and the
four LBs driven by IBB4
1780 E. P. Diaconescu, R. Laprise
123
statistics focus on the 5-year time mean and intra-seasonal
standard deviation, computed as follow.
For any meteorological field (Fy), and for each year (y),
the seasonal mean (noted Fy
s
) is computed as a time
average over the period December, January and February,
and the intra-seasonal standard deviation as
ry ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fy  Fys
 2
s
:
r
ð1Þ
The 5-year mean is computed as the average of the
seasonal means
F
y ¼ 1
5
X
5
y¼1
Fy
s
; ð2Þ
and the average intra-seasonal standard deviation as
ﬃﬃﬃﬃﬃﬃﬃ
r2y
y
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
5
X
5
y¼1
r2y
v
u
u
t : ð3Þ
Figure 2 shows the mean 500-hPa geopotential for PBB,
ERA-Interim and the four IBBs. The GEMCLIM-
simulated fields are presented on their original grid,
Fig. 11 Taylor diagrams showing the large-scale precipitation-rate errors in the stationary component of IBBs, ERA and LBs
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while the ERA-Interim fields (originally at 2 9 2 on a
latitude-longitude non-rotated grid) are interpolated on the
GEMCLIM rotated grid at 2 9 2. The climatological
features of troughs over Hudson Bay and Eastern Siberia
and a ridge over Western North America are clearly seen,
with different intensities. The Eastern Siberia trough in
PBB is similar to that in ERA-Interim (506 and 509 dam,
respectively), while the trough is shallower in the coarser
resolution IBBs, reaching 515 dam in IBB4, which is
probably due to the smoother topography in the coarser
resolution IBB simulations. The depth of the Hudson Bay
trough on the other hand is fairly robust, with small
variations from 501 dam in ERA-Interim to 508 in IBB3;
its position however occurs at more northerly latitudes in
PBB compared to ERA-Interim and the four IBBs. Over
Western North America, the ridge extends further to the
North in IBB2, IBB3 and IBB4.
The average intra-seasonal standard deviation of the
500-hPa geopotential is presented in Fig. 3. The two
important maxima are associated with the primarily storm
tracks, one over the Eastern North Pacific Ocean and one
over the North Atlantic Ocean. The PBB resembles most
Fig. 12 Taylor diagrams showing the large-scale precipitation-rate errors in the intra-seasonal transient component of IBBs, ERA and LBs
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closely to ERA-Interim, while the four IBBs present sev-
eral important differences. The Pacific maximum is
extending over the Alaska and Rocky Mountains in the
IBB simulations, with larger amplitude than in PBB and
ERA-Interim. The minimum over central North America is
less well defined in the IBB simulations. The PBB North
Atlantic maximum is close to the ERA-Interim, although
the New England maximum is somewhat too intense. This
New England maximum is also too intense in IBB1, while
it is absent in the coarser resolution IBB. Overall, Figs. 2
and 3 show that PBB represents well the atmospheric
general circulation, while the low-resolution IBBs present
different degrees of errors typical of GCMs.
A fair comparison between the different experiments
(PBB, ERA-Interim, IBBs and LBs) demands that all
results be on the same grid. The fields were first interpo-
lated onto the 0.45-mesh grid of the smallest LB domain,
A. Then, a scale decomposition using the DCT filter (Denis
et al. 2002a) is applied in order to extract the same large
scales for all simulations. Considering that in these
experiments IBB4 has the coarsest mesh (3.6 9 3.6),
which corresponds to shortest resolved scales of about
k ﬃ 2Dx ﬃ 800 km, we used a band-pass filter with a
gradual cut-off that excludes all wavelengths shorter than
957 km and preserves all those longer than 1,116 km, and
have a gradual squared cosine transition in between. The
small scales are computed as the difference between the
non-filtered field and the large-scale field. All the fields
were finally cut to the analysis domain (the yellow square
in Fig. 1), and the statistics were computed separately for
the large- and the small-scale components. In this paper,
we focus mainly on the large-scale statistics, the stationary
component being represented by the 5-year seasonal mean
(Eq. 2), while the intra-seasonal transient component is
represented by the 5-year average intra-seasonal standard
deviation (Eq. 3).
4 The impact of the LBC errors on the LB-simulated
large scales
Three fields are chosen for the comparison: precipitation,
specific humidity and zonal wind component. The last two
fields are involved directly in the nesting process and the
LB errors in these fields are the direct reflection of the LBC
errors. On the other hand, precipitation is not directly
involved in the nesting process; hence LB precipitation
errors will be an indirect effect of LBC and simulation
errors.
4.1 Large-scale precipitation
Figure 4 presents the large scale of the mean winter pre-
cipitation field, for the reference PBB (the first panel) and
Fig. 13 LB errors versus BB
errors for large-scale
precipitation rate in (a, c) the
stationary component and
(b, d) the intra-seasonal transient
component. Panels a, b shows
the RMS errors, while panels
c, d presents the spatial standard
deviation normalized by PBB
spatial standard deviation. The
asterisks stand for LBs nested by
PBB, the triangles for LBs
nested by IBB1, the squares for
LBs nested by IBB2, the stars
for LBs nested by IBB3 and the
circles for LBs nested by IBB4
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the differences between the four LBs driven by PBB, and
the PBB field; these differences reflect nesting errors as
discussed previously. The precipitation exhibit a maximum
located along the northern West Coast (with values up to
8.9 mm/day in the PPB), dry conditions in the central
continent with less than 2 mm/day, and a maximum
over the Southeastern United States (with values up to
4.9 mm/day in the PBB). The four PBB-driven LBs
reproduce well these patterns, with just a slight increase of
the Alaskan Panhandle maximum in the A, B and C
domains. The overall picture shows a very high similarity
of LBs precipitation with that of the PBB, with spatial
correlation coefficients greater than 0.98. Similarly a great
similarity is also found for the intra-seasonal transient
components (see Table 3), reflecting that nesting errors for
all the tested LB domain sizes are small in the statistics of
the wintertime precipitations.
Figure 5 presents the differences between the large scale
of the mean winter precipitation fields simulated by PBB
and the four LBs driven by ERA-Interim reanalyses. The
four LBs reproduce fairly well the overall precipitation
pattern of the PBB, although some differences are noted for
the maximum in the Southeastern USA. The corresponding
differences for the four IBBs and their driven LBs are
presented in Figs. 6, 7, 8 and 9, together with the driving
IBB field. The IBB1 simulation (Fig. 6) presents a nar-
rower maximum on the West Coast, and this bias worsens
with coarser resolution IBBs: 6.3 mm/day in IBB2 (Fig. 7),
5.7 mm/day in IBB3 (Fig. 8) and only 5.4 mm/day in IBB4
(Fig. 9). The IBB1, IBB2 and IBB3 simulations present
overly weak maximum in the Southeastern USA, and in
IBB4, this maximum is shifted very much to the south. All
LBs tend to correct the IBB error present in the amplitude
of the West Coast maximum.
A similar underestimation of the intra-seasonal tran-
sient-eddy precipitation magnitude is also noted in the
low-resolution IBBs. An example is presented in Fig. 10,
which shows the intra-seasonal transient component of
large-scale precipitations for IBB4 and the LBs driven by
IBB4, compared to PBB. While the PBB presents values
up to 11.3 mm/day in the West Coast, the IBB4 shows a
maximum of only 7.7 mm/day, and its Southeastern USA
maximum is substantially displaced to the south. As was
the case for the mean precipitation, the LBs tend to
recover the PBB West Coast maximum. However,
in general, they have difficulty correcting the South-
eastern USA maximum when it is displaced to the south
(Figs. 9, 10).
In order to quantify the IBB (and LB) errors relative to
the PBB fields, we use Taylor diagrams (Taylor 2001) that
present simultaneously three statistics:
• The spatial correlation coefficient (radial lines):
Ri ¼ Wi  Wih ið Þ WPBB  WPBBh ið Þh iﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Wi  Wih ið Þ2
D E
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
WPBB  WPBBh ið Þ2
D E
r ; ð4Þ
• The ratio of spatial standard deviations (black dotted
circles):
Fig. 14 LB and BB squared correlation coefficient for a the station-
ary component and b the intra-seasonal transient component of large-
scale precipitation rate, function of the domain of integration
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Ci ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Wi  Wih ið Þ2
D E
WPBB  WPBBh ið Þ2
D E
v
u
u
u
t ; ð5Þ
• The relative centered mean square difference (blue
dashed circles):
di ¼
Wi  Wih ið Þ  WPBB  WPBBh ið Þ½ 2
D E
WPBB  WPBBh ið Þ2
D E
¼ 1 þ C2i  2CiRi: ð6Þ
The angular brackets hi denote a spatial average over
the analysis domain, i represents the IBB or the LB
Fig. 15 Mask used to cover the
underground points (the black
regions) at different levels
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simulations, and W stands for the stationary or intra-sea-
sonal transient components of the field.
On the Taylor diagrams, the scores of the driving fields
are plotted in black and those of the LB are shown in
colours indicating their domain: magenta for domain A,
blue for domain B, green for domain C and red for domain
D. A number besides each point identifies the driving
fields: 0 for PBB, 1–4 for IBB1 to IBB4, and 5 for ERA-
Interim. The PBB, the reference field, is plotted on the
origin of the diagram, corresponding to perfect score (zero
relative mean square errors, unity spatial correlation coef-
ficient and ratio of spatial standard deviations).
The large-scale precipitation errors in the stationary
component are presented in Fig. 11, while the errors cor-
responding to the intra-seasonal transient component are
presented in Fig. 12. The scores of the four IBBs indicate a
systematic increase of errors with decreasing resolution, for
both the mean and intra-seasonal transient components.
The deficient standard deviations of IBBs’ precipitation
reflect the reduced precipitations on the West Coast in
Fig. 16 Vertical distribution of
RMS errors in the stationary
component of large-scale
specific humidity (g/kg)
simulated by: a the four LBs
driven by PBB, b ERA-Interim
and the four LBs driven by
ERA-Interim, c IBB1 and the
four LBs driven by IBB1,
d IBB2 and the four LBs driven
by IBB2, e IBB3 and the four
LBs driven by IBB3 and f IBB4
and the four LBs driven by
IBB4
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low-resolution simulations compared to the PBB. We have
seen before that all LBs tend to correct this error; in the
Taylor diagrams, this is seen by points approaching the red
line of unitary ratio of spatial standard deviations. For a
given set of LBC, the best scores, for both the mean and
intra-seasonal transient components, are generally obtained
with LBs over the largest domain D (red points), and the
LB scores improve with increasing resolution of the driv-
ing model. The better scores of the LB compared to their
IBB arise from the better-resolved Rocky Mountains
topography that improves the simulated precipitation in
LBs compared to their coarse-resolution driving fields. On
the other hand we saw before that the LBs have little skill
in correcting the errors in the Southeastern USA where
coarse-resolution IBB showed a southward shift of the
maximum precipitation.
A direct way to see if there is a reduction of the driving
model errors in the LB simulations is to plot the domain-
average LB errors as a function of the corresponding
driving model errors. This is presented in Fig. 13 for the
Fig. 17 Vertical distribution of
RMS errors in the intra-seasonal
transient component of large-
scale specific humidity (g/kg)
simulated by: a the four LBs
driven by PBB, b ERA-Interim
and the four LBs driven by
ERA-Interim, c IBB1 and the
four LBs driven by IBB1,
d IBB2 and the four LBs driven
by IBB2, e IBB3 and the four
LBs driven by IBB3 and f IBB4
and the four LBs driven by
IBB4
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large-scale precipitation. The errors are computed as ratio
of spatial standard deviations (Eq. 5) and root mean square
(RMS) errors from the PBB field:
RMSEPBB ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Wi  WPBBð Þ2
D E
r
; ð7Þ
where the brackets :h i denotes a spatial average over the
analysis domain, i represents the IBB or the LB, and W
stands for the time mean or the intra-seasonal transient
components. The upper panels correspond to the time
mean, while the lower panels correspond to the intra-sea-
sonal transient component. A diagonal black line indicates
where the LB errors would be equal to the driving BB
model errors.
For the RMS errors (panels a and b), points located below
the diagonal line correspond to smaller errors in the LB sim-
ulations than in the corresponding driving model, showing
that there is an overall reduction of errors of the driving model
Fig. 18 LB and BB RMS errors and squared correlation coefficients for a, b the stationary component and c, d the intra-seasonal transient
component of large-scale specific humidity (g/kg) at 850 hPa, function of the domain of integration
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in the LB simulations, while points located above the diagonal
line indicate that the LB simulations have larger errors than
their driving model, therefore increase the errors.
For the normalized STD (panels c and d), the red dashed
line indicates a spatial STD equal to the reference field
STD, points with normalized STD greater than 1 exceed
the reference spatial variance and points with normalized
STD smaller than 1 have a smaller spatial variance than the
reference field. Thus, LBs lying on the red line have spatial
variations of the correct amplitude, while LBs situated on
the black diagonal line have the same spatial variations as
their driving model.
Figure 13 shows that LB nesting errors (i.e. the errors
of LBs that are driven by PBB), represented by asterisks,
are small: around 0.4 mm/day for the RMS error of time
mean (panel a) and up to 0.66 mm/day for the RMS error
of transient component (panel b). The spatial STD shows
a small tendency of the LB to have somewhat excessive
Fig. 19 Vertical distribution of
RMS errors in the stationary
component of large-scale zonal
wind (knots) simulated by: a the
four LBs driven by PBB,
b ERA-Interim and the four LBs
driven by ERA-Interim, c IBB1
and the four LBs driven by
IBB1, d IBB2 and the four LBs
driven by IBB2, e IBB3 and the
four LBs driven by IBB3 and
f IBB4 and the four LBs driven
by IBB4
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spatial STD in the stationary part of the field (panel c),
although the transient component is nearly perfect (panel
d). It is noteworthy that the PBB-driven LB RMS errors in
the time mean are almost insensitive to the LB domain,
while for the intra-seasonal transient component the RMS
errors grow somewhat with LB domain size, although they
remain small. The opposite is noted for the spatial STD,
where the largest domain is the closest to the PBB. For
IBB-driven LBs, their RMS errors remain virtually
unchanged, equal to the nesting error value, so long as
IBBs exhibit small errors (see the LBs driven by IBB1 in
panels a and b, and by IBB2 in panel a, that have the same
error level as the LBs driven by PBB), while LBs driven
by IBBs with larger RMS errors exhibit larger errors.
Nevertheless, most LB RMS errors are below the diagonal
line, indicating an overall reduction of the IBB errors. As
mentioned previously, the most important feature of IBB
errors consist in a very small ratio of standard deviation
indicating an important loss in the patterns’ amplitude.
Figure 13c, d show that all LBs have a better STD then
Fig. 20 Vertical distribution of
RMS errors in the intra-seasonal
transient component of large-
scale zonal wind [knots]
simulated by: a the four LBs
driven by PBB, b ERA-Interim
and the four LBs driven by
ERA-Interim, c IBB1 and the
four LBs driven by IBB1,
d IBB2 and the four LBs driven
by IBB2, e IBB3 and the four
LBs driven by IBB3 and f IBB4
and the four LBs driven by
IBB4
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their driving IBBs, approaching the right patterns’
amplitude. The overall picture shows that the LBs over the
largest domain (D) have the best ratio of standard devia-
tion in both the stationary and the transient component,
and also the smallest RMS errors in the stationary
component.
Figure 14 presents the squared correlation coefficient as
a function of the domain of integration, with the PBB and
IBB indicated as ‘‘Global’’. The error of PBB-driven LBs
increases somewhat with larger domain sizes, but the
correlation remains quite large. On the other hand, the
errors of LB simulations driven by coarse-resolution IBB
decrease with the use of larger domains, the squared
correlation coefficient increasing by values ranging from 5
to 15 % above the value of the IBB, thus indicating an
improvement in the large scales compared to the driving
LBC. LB simulations driven by intermediate-resolution
IBBs are rather insensitive to domain size, which is
comforting given the arbitrariness of the choice of domain
size.
Fig. 21 LB and BB RMS errors for a, c the stationary component and b, d the intra-seasonal transient component of large-scale zonal wind
(knots) at 850 and 250 hPa, function of the domain of integration
Can added value be expected in RCM 1791
123
We can summarise our results so far as follows. The
nesting error value provides a measure of the minimum
unavoidable error associated with the nesting technique
under ideal conditions of perfect LBC and a perfect model;
the errors can only be larger when an RCM is driven by
imperfect LBC or for an imperfect model. Large regional
domains can afford an improvement of the large-scale
precipitation field compared to the driving model. The
improvement however is rather modest given the important
increase in computational cost, and the errors increase as
the LBC degrade.
4.2 Large-scale specific humidity
We now turn our attention to the atmospheric water vapour
field. In order to reduce the volume of information, we will
present vertical profiles of scores averaged on pressure
levels. Underground grid points have been removed fol-
lowing the masking procedure of Boer (1982). A single
mask has been designed to remove all points laying
underground in any one of the PBB, IBBs, ERA-Interim
and LBs datasets after their interpolation on domain A
(Fig. 15).
Fig. 22 Taylor diagrams showing the large-scale zonal wind errors at 850 hPa in the intra-seasonal transient component of IBBs, ERA and LBs
1792 E. P. Diaconescu, R. Laprise
123
The vertical profiles of specific humidity RMS errors are
presented in Fig. 16 for the time mean and in Fig. 17 for
the intra-seasonal transient component. Panels 16a and 17a
present the PBB-driven LBs errors. We note again that the
nesting errors generally increase with LAM domain size,
with the maximum in low levels. Panels 16b and 17b
present the errors of LB simulations driven by ERA-
Interim. We note that the LB errors are relatively insensi-
tive to domain size this time. The black line gives the
apparent error of ERA-Interim when compared to the PBB
used as reference, which is of course equivalent to the error
of the PBB compared to ERA-Interim. This error is similar
to the nesting errors on the larger domain D (panels 16a
and 17a); this makes sense, as a LAM operating on
increasingly larger domains should asymptotically behave
as a global model. Panels c–f in Figs. 16 and 17 give the
errors of LBs and their driving IBB simulations. The IBB1
error is roughly of the same order of magnitude as ERA-
Interim apparent error, and the error of the other IBB
increases substantially with coarser resolution. For all LB
simulations driven by IBBn with n [ 1, the nested model
simulations succeed in reducing the driving-model errors
by roughly a factor of two.
Figure 18 presents an overall picture of LB and BB error
in the large scales of the 850-hPa specific humidity, by
plotting the RMS error and squared correlation coefficient
as a function of the domain of integration. We note that the
nesting errors (i.e. the errors of the LBs driven by the PBB,
represented in black) increase with LB domain size, but
remain small (squared correlation coefficients higher than
0.95). Generally LB simulations driven by coarse-resolu-
tion IBBs reduce the RMS error and increase the correla-
tion coefficient compared to the driving model. There is
however no systematic relationship between the LBs errors
and their domain sizes.
4.3 Large-scale zonal wind component
The vertical profiles of RMS errors for large-scale zonal
wind are presented in Fig. 19 for the time mean and in
Fig. 20 for the intra-seasonal transient component. As for
specific humidity, the underground grid points have been
removed using the mask shown in Fig. 15. Figures 19a
and 20a present the RMS errors of LBs simulations driven
by the PBB, and hence define nesting errors. As for spe-
cific humidity, nesting errors increase with LB domain
size, but remain relatively small, except with the largest
domain D. Panels 19b and 20b show the errors of LB
simulations driven by ERA-Interim. We note that the
ERA-Interim driven LB zonal wind errors are relatively
Fig. 23 LB versus BB RMS
errors and squared correlation
coefficients for a, b the
stationary component and
c, d the intra-seasonal transient
component of small-scale
precipitation. The asterisks
stand for LBs nested by PBB,
the triangles for LBs nested by
IBB1, the squares for LBs
nested by IBB2, the stars for
LBs nested by IBB3 and the
circles for LBs nested by IBB4
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insensitive to domain size, as was the case for specific
humidity. The black line gives the apparent error of ERA-
Interim when compared to the PBB used as reference; this
error is of the same order as, although somewhat smaller
than, the nesting errors on the larger domain D (panels
19a and 20a), indicating again that a nested model oper-
ating on increasingly larger domains behave similarly to a
global model. IBB1 (Figs. 19c, 20c) and IBB2 (Figs. 19d,
20d) exhibit errors of the same order of magnitude as the
apparent errors of ERA-Interim; the LBs driven by these
IBBs increase slightly the errors. On the other hand, IBB3
(Figs. 19e, 20e) and IBB4 (Figs. 19f, 20f) have errors that
are larger than the apparent errors of ERA-Interim. The
LBs driven by these IBBs exhibit errors of mixed char-
acter, with some reduction at low levels in both the time
mean and the transient components; at the jet-stream
level, the LB errors are larger than those of the driving
models in the stationary component, but they are smaller
in the transient component.
The different behaviour at low and high levels is best
seen in Fig. 21 showing the LB and BB RMS errors as a
function of the domain of integration, for large-scale zonal
winds at 250 hPa (upper panels) and at 850 hPa (lower
panels). The left-side panels show the errors in the time
mean, while the transient component is presented in the
right-side panels. For the time mean at 250 hPa (Fig. 21a),
most LB simulations increase the errors above the IBB
value, by an amount of the order of the nesting errors. At
850 hPa (Fig. 21c), on the other hand, there is no clear
systematic variation of LB errors with domain size. For
the transient components (Figs. 21b, d), IBB1 and IBB2
errors are in general small and LBs driven by them show a
slight increase in the errors when they are run over the
larger domains C and D. On the other hand, coarsest
resolution IBB errors are reduced in all LB simulations,
the most impressive reduction occurring with the largest
domain D. In fact, the set-D LB errors seem rather
insensitive to IBB errors, the overall picture showing a
convergence toward the error value of the LB driven by
perfect LBCs.
As in the case of precipitation, the low-resolution IBB
transient components at 850 hPa are also characterised by a
small spatial standard deviation, as can be seen in the
Taylor diagrams presented in Fig. 22. The improvements
brought by the LBs are noted as well in the RMS as in
spatial standard deviation, and this for all domains of
integrations. The best improvements are obtained with LBs
using the largest domain D, where the LBs cluster with
spatial correlation coefficients between 0.9 and 0.95, close
to the value of the PBB-driven LB.
Fig. 24 LB versus BB RMS
errors and squared correlation
coefficients for a, b the
stationary component and
c, d the intra-seasonal transient
component of small-scale zonal
wind at 850 hPa. The asterisks
stand for LBs nested by PBB,
the triangles for LBs nested by
IBB1, the squares for LBs
nested by IBB2, the stars for
LBs nested by IBB3 and the
circles for LBs nested by IBB4
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In conclusion, for the large-scale zonal wind simulated
by LBs, some reductions of driving-fields errors are noted
at low levels in both the stationary and the transient com-
ponents, while at the upper levels error reductions are seen
only in the transient components.
5 The impact of the LBC errors on the LB-simulated
small scales and frequency distributions
Although the main focus of this paper is the study of the
impact of LBC errors on the large scales simulated by an
Fig. 25 Total-field 6-hourly precipitation spatial–temporal distribu-
tions corresponding to a IBB1 and the LBs driven by IBB1, b IBB2
and the LBs driven by IBB2, c IBB3 and LBs driven by IBB3 and
d IBB4 and LBs driven by IBB4. All panels present the reference field
(PBB) in black. The analyses concern three zones: the East Boreal
Region (first column), the Pacific North West Region (second column)
and the Deep South Region (third column)
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RCM, it is also of interest to analyze the impact of LBC
errors on the small scales developed by an RCM and also
on the frequency distribution of variables that constitute the
main expectation for added value in dynamical downscal-
ing. The added value of LB small scales is shown in
Figs. 23 and 24 that present the LB versus BB RMS errors
(Eq. 7) and squared correlation coefficients for the small
scales in precipitation and 850-hPa zonal wind fields. The
small scales are computed as the difference between the
total field and the filtered large scales, as defined earlier.
The diagonal black line indicates where the LB scores
would be equal to the driving BB scores.
For the RMS errors (right-hand side panels), points
located below the diagonal line shows an overall reduction
of driving-model errors in the LB simulations, while points
located above the diagonal line show that the LB simula-
tions have larger errors than their driving model. The
squared correlation coefficient (or the coefficient of deter-
mination) is a statistical measure often used in evaluating
the strength of a relationship between two variables. In our
case, the different points in the left-hand side panels will
show in which proportion the spatial variance of the small-
scale PBB field is shared by the spatial variance of the
small-scale LB fields. The diagonal black line in the left-
side panes indicates the proportion in which the spatial
variance of the PBB small-scale field is shared by the
small-scale driving-model field. Fields with squared cor-
relation coefficient smaller than 0.3 are considered to have
no relationship, while fields with squared correlation
coefficient greater than 0.7 are related by a strong rela-
tionship. As expected, the coefficients of determination for
IBB4 and IBB3 are very small indicating a loss of small
scales in the coarse-resolution IBB fields.
The small-scale errors of PBB-driven LBs define a sort
of lower bound for the errors of any IBB-driven LB sim-
ulation. The small scales of LBs driven by any IBB are
better than those of the driving IBB, which makes sense
given that the IBBs are resolution-deficient to properly
resolve the small scales. The LB small-scale errors tend to
grow as the resolution of the driving IBB coarsens; but for
intermediate-resolution IBB, the LB small-scale errors are
rather insensitive to IBB errors, all of them presenting
coefficients of determination greater than 0.8. In general
LB small-scale errors show little sensitivity to regional
domain size. We note however that even the smaller
domain is quite large, so spatial spinup (e.g. Leduc and
Laprise 2009; Leduc et al. 2011) is not an issue.
It is well known that coarse-resolution models have
difficulties in simulating heavy precipitation events, and
hence their distributions are systematically shifted toward
smaller intensities. An expection of dynamical downscal-
ing is to recover better frequency distributions. The ques-
tion however is to what extent the LBC errors can impede
RCMs ability to improve on distributions. Fig. 25 presents
six-hourly precipitation spatial–temporal distributions for
PBB (in black), the four IBBs (in blue) and the corre-
sponding LBs (‘‘set A’’ in magenta, ‘‘set B’’ in blue, ‘‘set
C’’ in green and ‘‘set D’’ in red). The distributions are
computed over the 5 winter seasons and over three regions
with widely different climatic characteristics selected
amongst the 31 regional masks proposed by Bukovsky
(2011) for the North American Regional Climate Change
Assessment Program (NARCCAP) (see Fig. 26): the East
Boreal region, the Pacific NorthWest region and the Deep
South region. One can see in Fig. 25 the systematic shift of
IBB distributions towards smaller intensities increasing as
their resolution degrades. The LB added value is quite
evident. All LBs, independently of their domain size, have
distributions very similar to the PBB distribution, thus
confirming the LB skill at correcting the driving model
distribution shift, despite the presence of errors in driving
LBC.
6 Conclusions
The main objective of this paper was to study the skill of
the large scales simulated by a nested Regional Climate
Model (RCM). Specifically whether the use of very large
domain of integration could allow correcting the large-
scale errors present in the lateral boundary conditions
(LBC).
Fig. 26 The three regions used in the precipitation spatial–temporal
distribution analyses. The cyan zone represents the East Boreal
Region, the red shows to Pacific NorthWest Region and the green
color corresponds to the Deep South Region
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The investigation is carried in a perfect-prognosis
framework so that the skill of the RCM at reproducing the
observed climate is not an issue. The full version of the
Imperfect Big-Brother (IBB) protocol is followed, using a
global model and a nested regional model that share the
exact same formulations, save for their domain of inte-
gration. The global model is the climate version of
the Canadian Global Environmental Multiscale model
(GEMCLIM) and the regional model is a developmental
version of the Canadian RCM (CRCM5). The experiment
consists in five global and twenty-four regional simula-
tions. First, a high-resolution (0.45) GEMCLIM simula-
tion, named the Perfect Big Brother (PBB), serves as
reference and also provides ‘‘perfect’’ LBC for some RCM
simulations. Then four other global simulations are made
using coarser horizontal resolutions (0.9, 1.8, 2.25 and
3.6); these are named the Imperfect Big Brothers (IBBs)
and they provide a set of imperfect LBC for other RCM
simulations. Finally, twenty-four high-resolution (0.45)
CRCM5 simulations, named the Little Brothers (LBs), are
realized using 6 sets of LBC (the PBB, the 4 IBBs as well
as the ERA-Interim reanalyses), over 4 domains centred on
the North American continent, with varying domain sizes;
domain A has 108 9 146 grid points, domain B has
188 9 126 grid points, domain C has 272 9 126 grid
points, and domain D has 272 9 206 grid points. The
simulations covered 20 months (5 times 4 months) and the
analysis focused on the 5-year 3-month wintertime statis-
tics for the time average and the average intra-seasonal
standard deviation, over an area of North America corre-
sponding to 100 9 100 grid points of the 0.45 CRCM5.
Three variables were investigated: the precipitation rate,
the specific humidity and the zonal wind component.
The PBB and the LBs share identical formulation and
resolution, save for the domain of integration and nesting
procedure in the LB case. The comparison of the PBB-
driven LB simulations over four domains with the PBB
allows an estimation of ‘‘nesting errors’’, i.e. errors resulting
solely from space and time interpolations as well as nesting
scheme. It was found that for most variables the nesting
errors tend to increase with domain size, but they remain
relatively small. For the largest LB domain (domain D), the
nesting errors are of the same order of magnitude as the
difference between the PBB simulation and Era-Interim.
The four IBBs are designed such as to have horizontal
resolutions typical of global models that are usually
involved in climate-change projection studies. The IBB
simulation errors with respect to the PBB tend to grow with
decreasing resolution, and these errors are much larger than
the aforementioned LB nesting errors, even for the largest
LB domain. IBBs tend to exhibit weak amplitude clima-
tological features as well as shifts in positions compared to
the PBB.
The IBB-driven LBs manage to recover part of the
pattern amplitudes in both the stationary and the transient
components, in part as a result of their better represen-
tation of topography. They show however little skill in
eliminating large pattern shifts present in some lower
resolution IBBs. In some cases, the use of larger domains
seems favourable to allow the LBs to correct some
deficiencies present in LBC, but this is not the case for
all statistics. For precipitation and specific humidity, LBs
driven by IBBs that have small errors (of the order of the
nesting error described earlier) maintain errors in the
same range. When driven by coarser resolution IBB with
larger errors, LBs tend to reduce the errors, and for
precipitation, the LBs integrated over the largest domain
D generally have the best scores. For zonal wind, some
reductions of IBB errors are noted at low levels in both
the time-mean and the transient components, while at the
upper levels the reductions are seen only in the transient
components, particularly over the larger domain D. At
jet-stream level, the time mean presents in general an
increase in errors.
Two main conclusions emerge from this study with
respect to large scales simulated by RCMs:
1. If an RCM is driven by a relatively high resolution
GCM, such as IBB1, with small errors (i.e. of
magnitude similar to the aforementioned nesting
errors), no improvement can be expected in the large
scales simulated by the RCM. In such case, a small
regional domain, such as A, can be a good solution that
will restrain the cost of integration. The added value
will be solely in the RCM-simulated small scales that
are not present in driving GCM fields.
2. If an RCM is driven by a very low resolution GCM,
such as IBB3 and IBB4, presenting large errors, then
important reduction of errors is sometimes possible
using very large domains. High-resolution RCMs
appear to have some skill at recovering part of the
amplitude deficient patterns, in both the stationary and
the transient components, although in our experiments
large shifts of patterns remained largely uncorrected.
The generally held view in regional modelling is that
a nested RCM performs dynamical downscaling by
developing fine-scale structures that are consistent with
the large-scale flow that drives the lateral boundaries.
The potential added value of an RCM is expected to be
found in the fine scales, as an RCM is not intended to
affect the large-scale flow (e.g. Giorgi and Mearns 1991;
von Storch et al. 2000; Christensen et al. 2007). As a
matter of a fact, large scales are sometimes misrepre-
sented in RCM simulations and the application of large-
scale spectral nudging intends to prevent this from
happening (e.g., von Storch et al. 2000; Biner et al.
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2000; Miguez-Macho et al. 2004; Castro et al. 2005). A
contrarian contention has been upheld since a long time
by some scientists such as Machenhauer (personal
communication) and Mesinger (e.g. Mesinger et al.
2002; 2012), about the potential for reducing some
aspects of large-scale errors present in LBC when using
very large domain LAM. Our results, obtained within the
idealised framework of the IBB, lend some support to
this thesis in showing that RCM can have some,
although limited, skill at improving imperfect large
scales supplied as driving LBC. It is important to reit-
erate that, throughout this paper, the term ‘‘large scales’’
referred to those scales that are large but still resolved
within the limited-area computational domain. Clearly it
would be nonsensical to expect that a LAM could
possibly improve upon planetary scales exceeding its
computational domain, for phenomena such as El
Nin˜o—Southern Oscillation (ENSO) or North Atlantic
Oscillation (NAO). As most RCM to this day are not
coupled interactively to ocean models, prescribing sea
surface temperature and sea-ice cover from GCM
simulations also results in erroneous surface forcings in
RCM simulations.
Finally, it is important to reiterate that small scales
constitute the main expected added value of RCM simu-
lations. As was to be expected, we found that small scales
are indeed better simulated by high-resolution RCM than
by coarser resolution driving model. On the other hand,
while large-scale LBC errors eventually limit the skill of
RCM at simulating adequately small scales, for interme-
diate-resolution driving model, the LB small-scale errors
were found to be rather insensitive to LBC errors as well as
to domain size.
Frequency distributions of simulated variables is also an
aspect where there are expectations for added value of
high-resolution RCM simulations. Indeed we found that
RCM simulations improved markedly the precipitation
distributions, independently of their domain size and
despite LBC errors.
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