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Zusammenfassung
In der vorliegenden Arbeit wird ein Ansatz zur Beshreibung der Semantik objektorientierterProgrammiersprahen entwikelt, der es erlaubt, die Bedeutung der Vererbung in Program-men getrennt von der Semantik des objektorientierten Kerns zu denieren. Dieses Vorgehenhat gegenuber den rein denotationellen Semantiken, die fur Sprahen mit einfaher Verer-bung existieren, den Vorteil, da untershiedlihe mathematishe Methoden zur Denitionder Vererbung und der Semantik benutzt werden konnen. Unter Zuhilfenahme einer Ver-erbungsstrategie, die auf dem Vererbungsgraphen des Programmes beruht, konnen wir sodie Semantik objektorientierter Programme auh mit multipler Vererbung mathematish be-shreiben. Der Ansatz ist oen gegenuber der Modikation der Vererbungsstrategie und latso Experimente mit untershiedlihen Strategien insbesondere in objektorientierten Wissens-reprasentationssprahen zu.Wir zeigen ebenfalls, da sih die Semantik von Methoden, Nahrihten und Objekten mitmodizierbarem lokalem Zustand adaquat denotationell beshreiben lat, und zwar auf eineWeise, die den begriihen Untershied zwishen Programm und Daten erhalt. Objekte sindDaten.Wir geben einen Ubersetzer an, der ein Programm nah Durhfuhrung der Vererbung inein Programm einer Sheme-ahnlihen Teilsprahe ubersetzt und beweisen die Korrektheitdieses Ubersetzers. Unterstellen wir eine korrekte Implementation der Zielsprahe, so stelltdie vorliegende Arbeit eine Tehnik zur mathematishen Denition der Semantik und eine alskorrekt nahgewiesene Implementation fur eine objektorientierte Sprahe mit multipler Verer-bung bereit, wobei die konkrete Bedeutung der Vererbung in Form einer Vererbungsstrategieals Parameter in den Ansatz eingeht.
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Abstrat
Dierent tehniques have been proposed in order to desribe the semantis of sequentialobjet oriented programming languages. Most of them use denotational semantis to deneSmalltalk-like languages with single inheritane. The situation is not yet lear in the pre-sene of multiple inheritane. The program semantis strongly depends on whih omponentsa lass atually inherits from its superlasses. Hene, the denition of inheritane is ruialto the meaning of an objet oriented program. At present there is no aepted notion ofinheritane for languages with multiple inheritane. Dierent topologial sorting algorithms,for example, have been used in a graph theoretial framework in order to dene inheritanein Lisp-like objet oriented languages.The major goal of our work is to develop an approah to the denition of objet orientedlanguages. One important feature is that we allow the use of dierent and adequate mathe-matial methods for dening inheritane and the semantis of the objet oriented kernel . Weuse the notion of an inheritane strategy whih essentially denes a syntatial transforma-tion expanding programs into assoiated programs without inheritane. Moreover, we showdenotational semantis to be adequate in order to dene the kernel, i.e. the semantis ofmethods, message passing, and objets with loal state.Our approah leads to an implementation tehnique whih depends on the atual denitionof the inheritane strategy as well. We dene a ompiler for programs without inheritaneinto a Sheme-like subset of our language. We prove this ompiler to be orret. Hene, weprove an implementation tehnique for an objet oriented language with multiple inheritaneto be orret with respet to a given denition of the inheritane strategy.The inheritane strategy is a parameter of our approah. Both the semantis and the imple-mentation depend on its denition. Therefore, we allow to experiment with dierent inheri-tane strategies without loosing mathematial exatness.
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1
Einleitung
Die Entwiklung von wissensbasierten Problemlosungen und Expertensystemen ist eine kom-plexe Aufgabenstellung. Zu ihrer Losung ist unter anderem die Reprasentation von unter-shiedlihen Wissensinhalten erforderlih. Moderne Entwiklungswerkzeuge losen heute dieklassishen KI-Programmiersprahen Common Lisp [Ste84℄ [Ste90℄ [Kee89℄ und PROLOG[CM84℄ bei der Expertensystementwiklung mehr und mehr ab; man benutzt hybride Wis-sensreprasentationssprahen, die fur die vershiedenartigen Wissensinhalte jeweils adaquateReprasentationsformalismen zur Verfugung stellen.Objektorientierte Sprahen spielen im Zusammenhang mit hybriden Wissensreprasen-tationssprahen und den zugehorigen Werkzeugsystemen zur Entwiklung wissensbasierterExpertensysteme heute eine wihtige Rolle, und zwar auf zweierlei Weise.Klassendenitionen, Instanzbildung, multiple Vererbung zwishen Klassen und auh dieDenition von Methoden und das Senden von Nahrihten, also die Konzepte objektorientier-ter Sprahen, sind Bestandteil der Wissensreprasentationssprahen geworden. Sie bilden dorteinen der Reprasentationsformalismen, den objektorientierten oder Frameformalismus. Eshat sih herausgestellt, da Begrie, Begrishierarhien, tehnishe Funktionseinheiten, ebendie Objekte, mit denen ein Expertensystem umgeht, adaquat objektorientiert reprasentiertwerden konnen. Da eine Expertensystementwiklung vernunftigerweise mit der Denitiondieser Begriswelt beginnt, kommt dem objektorientierten Formalismus neben den ebenfallsunabdingbaren produktionsregelorientierten oder logikorientierten Formalismen eine zentraleBedeutung zu.In diesem Zusammenhang stehen Klassen, Vererbung und die Instanziierung im Vor-dergrund, da sie zur Modellierung der Objekte des Gegenstandsbereihes eines Expertensy-stems in erster Linie benotigt werden. Methodendenition und Nahrihtenaustaush tretenin den Hintergrund, bieten aber dennoh eine mahtige Shnittstelle zu den anderen Wissens-reprasentationsformalismen und sind adaquat zur Reprasentation algorithmishen Wissens.Objektorientierte Wissensreprasentationssprahen sind datentyporientiert und Objekte sindin erster Linie Daten.Eine ebenfalls gewihtige Rolle spielen objektorientierte Sprahen bei der Implementie-rung der Werkzeugsysteme selbst. Sie eignen sih gut zur modularen Entwiklung groerSoftwaresysteme. In diesem Zusammenhang treten die Methodendenitionen in den Vor-5
6 KAPITEL 1. EINLEITUNGdergrund. Die Klassen stellen in erster Linie Funktionalitat zur Verfugung, die durh denVererbungsmehanismus in geeigneter Weise kombiniert wird. Bestimmte Klassen beinhaltendann alle zur Losung einer speziellen Aufgabe innerhalb des Systems notigen Funktionenund Datenstrukturen. Sie werden instanziiert und die entstehenden Objekte spielen die RollevonModulen des Programmes. Die Klassendenitionen beshreiben die Shnittstelle, uber diedie anderen Teile des Programmes mit diesen Instanzen durh das Senden von Nahrihtenkommunizieren konnen.Klassishe Vertreter objektorientierter Sprahen, die auf diese Weise shon vielfah zurEntwiklung groer Systeme eingesetzt wurden, sind Simula [DN66℄, Smalltalk [GR83℄,C++ [Str86℄, Eiel [Mey85℄ sowie vor allem Common Lisp [Ste84℄ [Ste90℄ mit seinen ob-jektorientierten Erweiterungen Flavors [Sym85℄, NewFlavors [Sym86℄ oder neuerdings CLOS[Kee89℄. Die objektorientierte Programmierung ndet sehr groe Beahtung. Sogar Pasal[JW78℄ besitzt heute in den weit verbreiteten Implementierungen einen objektorientiertenAufsatz.Nahezu alle bekannten und erfolgreihen Expertensystemwerkzeuge sind auf der Basiseiner der genannten objektorientierten Sprahen entwikelt worden. Kennzeihnend fur dieseImplementierungen ist, da der objektorientierte Formalismus der Wissensreprasentations-sprahe in der Regel mehr oder weniger direkt auf die zugrundeliegende objektorientierteImplementierungssprahe abgebildet wird. Frames werden zu Klassen der Implementierungs-sprahe, die Objekte des Expertensystems werden als Instanzen der Klassen realisiert. Dieshat vershiedene Konsequenzen:Die meist operationell beshriebene Semantik der Wissensreprasentationssprahe, spezielldie des objektorientierten Reprasentationsformalismus, ist gepragt durh die Semantik derzugrundeliegenden objektorientierten Systemprogrammiersprahe. Dies gilt insbesondere furden Vererbungsmehanismus, der auf der einen Seite inhaltlihe Beziehungen zwishen denBegrien und Objekten einer Wissensbasis reprasentiert, auf der anderen Seite aber eher teh-nish motiviert deniert ist, um auf geeignete Weise die Softwarekomponenten von Klassenzusammenzustellen.Eine zweite nahteilige Konsequenz ist eher von praktisher Relevanz. Die Mahtigkeitder verwendeten Implementierungssprahe orientiert sih naturlih niht in erster Linie anden Erfordernissen der Wissensreprasentationssprahe, sondern an denen der Implementie-rung des Gesamtsystems. Ist diese Sprahe andererseits bereits zur Ausfuhrung der ent-wikelten Expertensystemanwendungen notig (s.u.), so lassen diese sih nur shwer z.B. aufkleinere Anwendungsrehner portieren, da Kleinrehner fur hohkomplexe objektorientier-te Sprahen wie beispielsweise Common Lisp und CLOS niht leistungsfahig genug sind.Lisp-Implementierungen auf Kleinrehnern enthalten meist keine objektorientierten Erweite-rungen, und der Wehsel zu einer anderen objektorientierten Sprahe verbietet sih aufgrundsemantisher Inkompatibilitaten, insbesondere im Zusammenhang mit der Semantik von Ver-erbung.Der Kern eines Expertensystems, das mit einem Werkzeugsystem wie z.B. Babylon1[dBC85℄ [CdV89℄ erstellt wurde, besteht aus der Wissensbasis und der Inferenzkomponente,die als Interpreter vom Werkzeugsystem zur Verfugung gestellt wird und die Ausfuhrung der1Babylon ist die hybride Wissensreprasentationssprahe des von der Forshungsgruppe Experten-systeme der Gesellshaft fur Mathematik und Datenverarbeitung (GMD) entwikelten gleihnamigenExpertensystemwerkzeugs.
7Wissensbasis erlaubt. Die Wissensbasis ist also ein Programm der hybriden Wissensreprasen-tationssprahe.Gelingt es nun, die durh den Interpreter gegebene Semantik dieser Sprahe unabhangigvon der Bedeutung der zugrundeliegenden objektorientierten Implementierungssprahe zudenieren, so lassen sih Expertensysteme auh durh Kompilation der Wissensbasis imple-mentieren.Dieser neue Ansatz zur Implementierung, Portierung und gleihzeitigen EÆzienzsteige-rung von Expertensystemen wird in [AG87a℄, [AG87b℄, [AGS88℄, [AGS91℄, [Goe89a℄ und[Goe89b℄ vorgestellt. Konkret ist im Rahmen eines Forshungsprojektes zur "eÆzienten Im-plementierung wissensbasierter Expertensysteme\2 ein Ubersetzer fur Babylon3 entstanden,der eine Wissensbasis, nahdem sie in dem Werkzeugsystem Babylon fertig entwikelt undvalidiert worden ist, zunahst in ein semantish aquivalentes Programm in reinem CommonLisp ubersetzt. In einem weiteren Shritt wird sie mit einem ebenfalls im Rahmen dieses Pro-jektes entstandenen Ubersetzer von Common Lisp nah C [Bur91℄ [Knu91℄ [BGK91℄ in einC-Programm ubersetzt und lat sih so als eigenstandige Anwendung auf eine breite Palet-te von Anwendungsrehnern portieren. Der durh die Kompilation erreihte EÆzienzgewinnum den Faktor 10 bis 20 gegenuber der interpretierten Ausfuhrung lat die Nutzung derExpertensysteme auh auf kleinen Anwendungsrehnern ohne merklihen EÆzienzverlust zu.#"  !WissensbasisFramesMethodenFunktionen Klauseln RegelnConstraints InstruktionenBABYLON{Compiler?Æ Common Lisp{ProgrammLuidCL?Æ SUNApollo AllegroCL?Æ SUNMaintosh GoldenCL?Æ IBM ATCompaq Com.-LISP ! C?Æ C{Progr.? ? ? ?Abbildung 1.1: WissensbasiskompilationObwohl, streng genommen, die einzelnen Sprahformalismen fur sih mahtig genug sind,2Dieses Projekt wurde auf Initiative und mit Unterstutzung der Dr. Ing. Rudolf HELL GmbH in Kiel undin Kooperation mit der Forshungsgruppe "Expertensysteme\ der GMD durhgefuhrt.3Babylon enthalt neben dem objektorientierten Formalismus einen produktionsregelorientierten Formalis-mus zur Beshreibung der haug heuristishen Vorgehensweise eines Experten bei der Losung von Problemen,einen logikorientierten zur Denition komplexerer Pradikate oder zur Beshreibung von Relationen zwishenObjekten sowie einen Constraint-Formalismus auf der Basis des in [Gu88℄ beshriebenen Systems CONSAT.Zudem ist der Durhgri auf die Implementierungssprahe Lisp moglih, z.B. mit der Methodensprahe desobjektorientierten Formalismus, so da auh algorithmishes Wissen reprasentiert werden kann.
8 KAPITEL 1. EINLEITUNGum die jeweils anderen zu ersetzen, haben doh alle ihre Berehtigung. Zum einen erleih-tern vershiedene Formalismen den Proze der Entwiklung eines Expertensystems, da siezur Reprasentation untershiedliher Wissensinhalte vershieden gut geeignet (adaquat) sind.Begrie, Begrishierarhien und Objekte lassen sih in dem objektorientierten Formalismusadaquater beshreiben als beispielsweise in dem logikorientierten, obwohl, wie [Sh87℄ zeigt,objektorientierte Sprahbestandteile in PROLOG simuliert werden konnen. Der Zwang, zurReprasentation bestimmter Wissensinhalte einen niht adaquaten Formalismus benutzen zumussen, fuhrt zu einem unnotigen Kodierungsshritt, der den shnellen, inkrementellen Pro-grammentwiklungsproze hemmt, der fur die Expertensystementwiklung sehr hilfreih ist.Uberdies haben Expertensysteme, genauer ihre Wissensbasen, niht nur die Aufgabe, als Pro-gramm zu funktionieren; sie spielen zusatzlih die niht weniger wihtige Rolle von Dokumen-ten, um die dem System zugrundeliegenden Wissensinhalte in auh fur Menshen verstandli-her Form zu dokumentieren und sie so in zukunftigen Projekten weiterverwenden zu konnen.Speziell fur den objektorientierten Formalismus stellt sih das Problem der Adaquatheitfur die Wissensreprasentation ebenfalls im Zusamenhang mit der Semantik der Vererbung.Wir haben bereits erwahnt, da die Vererbung in Wissensreprasentationssprahen inhaltliheBeziehungen zwishen den Begrien und Objekten einer Wisssensbasis ausdrukt, wahrendsie in den tatsahlih vorhandenen Sprahen, wie auh in Babylon, durh die sehr teh-nish orientierten Vererbungsmehanismen der zugrundeliegenden Implementationssprahenimplementiert wird. Die Diskussion um adaquate Vererbungsstrategien fur objektorientierteWissensreprasentationssprahen ist noh niht abgeshlossen.
Das Problem, das sih aus der geshilderten Situation ergibt, hat uns motiviert, der Fragenahzugehen, ob niht eine mathematish exakte Denition der Semantik objektorientier-ter Sprahen gelingt, die unabhangig von konkreten Implementierungstehniken und zudemweitgehend oen fur die Denition adaquater Vererbungsmehanismen ist. Diese Frage beant-worten wir in der vorliegenden Arbeit positiv. Wir shlagen eine Methode zur Beshreibungder Semantik objektorientierter Sprahen vor, die es gestattet, den Vererbungsmehanismusgetrennt von der dynamishen Semantik des objektorientierten Kerns der Sprahe zu de-nieren. Zum einen erlaubt dieses Vorgehen, untershiedlihe mathematishe Methoden zurDenition der Vererbung und zur Denition der dynamishen Semantik zu benutzen. Diesfuhrt in der Regel zu verstandliheren Sprahdenitionen.Zum anderen lat sih die dynamishe Semantik unabhangig von der konkret benutztenVererbungsstrategie denieren. Ein Experimentieren mit untershiedlihen Vererbungsstrate-gien wird so leihter moglih.
Bereits ohne das Vorhandensein von Vererbung untersheiden sih objektorientierte Sprahenin ihrem Kern von den klassishen imperativen Sprahen. [CW86℄ harakterisiert sie alsobjektorientierte Erweiterungen imperativer Sprahen, die Objekte als Datenabstraktionenmit lokalem Zustand und einer Shnittstelle zu benannten Operationen unterstutzen. Objekte
9besitzen einen assoziierten Objekttyp, namlih die Klasse oder den Frame, als dessen Instanzsie gebildet wurden.Objekte sind dynamish getypte Reord -artige Daten, deren Instanzvariablen oder Slots(Shlitze) ihren lokalen Zustand bilden, der durh shreibende Zugrie modizierbar ist.Die benannten Operationen nennen wirMethoden. Nur die Methoden des Objektes habenZugri auf den Zustand des Objektes. Diese Eigenshaft nennt manVerkapselung . Die meistenobjektorientierten Sprahen sind selbst hybrid . Sie enthalten eine imperative oder, in unseremFall, applikative Teilsprahe, die zusatzlih zu den rein objektorientierten Sprahbestandteilenzur Formulierung der Rumpfe der Methoden benutzt werden kann. Eine Ausnahme bildetSmalltalk [GR83℄ als reine objektorientierte Sprahe.Methoden werden durh das Senden von Nahrihten aufgerufen. Ist e0 ein Ausdruk,der ein Objekt bezeihnet, so bedeutet e0 :m ( e1 )das Senden einer Nahriht mit dem Namen m und dem Argument e1 an das Objekt e0 .Zu einem Nahrihtennamen m sind in einem objektorientierten Programm in der Regel ver-shiedene Methoden deniert. "Instanzen untershiedliher Frames konnen auf eine Nahrihtdurh vershiedene Methoden reagieren.\ Eine solhe Nahriht bedeutet also den Aufruf ei-ner der im Programm zu m denierten Methoden.Da Methoden nur durh Nahrihten an Objekte aufgerufen werden, ist es sinnvoll, eineBezeihnung fur das Empfangerobjekt im Rumpf der Methode zur Verfugung zu haben. Wirnennen diesen zusatzlihen impliziten Parameter von Methoden self .Die Bedeutung einer Nahriht hangt also auf zwei vershiedene Weisen von dem Objektab, das die Nahriht empfangt: Die Auswahl der rihtigen Methode hangt von dem Objekttyp, also dem Frame desEmpfangerobjektes ab. Die Bedeutung des Methodenrumpfes selbst hangt von einer Bindung von self an dasEmpfangerobjekt ab.Inzwishen sind, beginnend mit der Arbeit von M. Wolzko [Wol87℄, eine Reihe von Arbei-ten zur denotationellen Semantik objektorientierter Sprahen entstanden, vornehmlih imUmfeld von Smalltalk und damit fur Programme mit einfaher Vererbung. U.S. Reddy be-shreibt in [Red88℄ Objekte als Closures. Dort sind die Methoden funktionale Komponentender Objekte. Die in ihnen freien Vorkommen von self werden bei der Instanziierung durheine Fixpunktbildung an das erzeugte Objekt selbst gebunden. Das impliziert, da bei je-der Instanziierung die Methodenfunktionen des entstehenden Objektes neu gebildet werden.Vershiedene Objekte mussen vershiedene Kollektionen von Methodenfunktionen beinhal-ten, auh wenn sie der gleihen Klasse angehoren. Die Instanziierung erzeugt funktionaleDatenobjekte der allgemeinsten Form (sog. upward losures), denn die Objekte sind i.a. glo-bal in dem Programm verfugbare Datenstrukturen. Die Nahriht e0 :m ( e1 ) bedeutet damittatsahlih den Aufruf einer durh einen Reord-Zugri erhaltenen Funktion. Noh deutliherwird diese Vorstellung in [Car84℄, wo die Semantik einer streng getypten Sprahe mit implizi-ter multipler Vererbung beshrieben wird. S. Kamin deniert in [Kam88℄ eine denotationelle
10 KAPITEL 1. EINLEITUNGSemantik fur eine Teilmenge von Smalltalk, in der die Methoden wie in unserem Ansatzden Klassen zugeordnet sind. [Red88℄ und [Kam88℄ beshaftigen sih mit dem in Smalltalkvorliegenden Fall einfaher Vererbung . In diesem Fall lat sih auh der Vererbungsmeha-nismus ohne die Denition einer komplexen Vererbungsstrategie durh eine Fixpunktbildungdenotationell beshreiben.Im Untershied zu [Red88℄ oder [Car84℄ wollen wir im Rahmen dieser Arbeit moglihstweitgehend begriih zwishen Programm und Daten untersheiden. Wir fassen die Objek-te als Daten auf, wahrend wir die Methoden eindeutig dem Programm zuordnen. Sie sindBestandteil der Framedenitionen. Zwar tritt eine Methodendenitiondefmethod A m x = eals eigenstandige syntaktishe Einheit auf, sie ist aber durh die Nennung des FramenamenA in ihrer Denition dem Frame A zugeordnet. Eine Nahriht entspriht nun niht demAufruf einer funktionalen Komponente des Empfangerobjektes e0 , sondern dem Aufruf einesFunktionals  self :  x : e :Bezeihnen wir der Einfahheit halber dieses Funktional wieder mit m , so bedeutet dieNahriht e0 :m ( e1 ) in unserem Ansatz einen Aufruf der Formm ( e0 ) ( e1 ) :Naturlih mu dafur gesorgt sein, da die durh den Typ des Objektes e0 bestimmte rihtigeMethode auf diese Weise aufgerufen wird.Die generishe (von der Art des Empfangerobjektes bestimmte) Auswahl der rihtigen Metho-de sowie das Vorhandensein dynamish getypter Reord-artiger Daten mit lokalem Zustandsind die Eigenshaften des Kerns objektorientierter Sprahen, die diese von den klassishenimperativen Sprahen untersheiden. Die Semantik dieses Kerns denieren wir im Kapitel 4dieser Arbeit denotationell [Sto77℄ [So81℄ [So76℄.
Wir betrahten objektorientierte Programme mit multipler Vererbung. Ein Frame kann imallgemeinen mehrere Superframes haben, aus denen er Instanzvariablen oder Methoden po-tentiell erbt. Niht alle Methoden oder Instanzvariablen der Superframes werden tatsahlihvererbt; enthalt der Frame lokal eine speziellere Methode oder Instanzvariable gleihen Na-mens, so vershattet diese Denition die allgemeinere aus dem Superframe. Ein Frame erhalteine Komponente nur einmal. Dies ist die ublihe Vorstellung von Vererbung, wie sie ausSprahen wie Smalltalk oder Lisp mit seinen objektorientierten Erweiterungen bekanntist. Im Fall einfaher Vererbung , z.B. in Smalltalk, ist allein durh die genannte Vershat-tungsregel klar, aus welhen Komponenten sih eine Klasse zusammensetzt. Eine Klasse besitzteine Komponente entweder lokal oder erbt sie aus ihrer Superklasse, falls eine solhe vorhan-den ist. Diese operationelle Vorstellung des Zusammensuhens der Komponenten entlang der
11durh die Vererbungsrelation gegebenen linearen Liste der Superklassen wird in der Literaturauh als method lookup semantis bezeihnet [CP89℄. [CP89℄ und [Red88℄ haben unabhangigvoneinander eine denotationelle Denition dieses Vererbungsmehanismus angegeben, die dasbeshriebene iterative Vorgehen rekursiv, also durh Fixpunktbildung modelliert. Auh in[Kam88℄ wird die Vererbung durh Fixpunktbildung deniert.Im Fall multipler Vererbung tritt eine zusatzlihe Komplikation auf, die dadurh ent-steht, da ein Frame eventuell eine Instanzvariable oder Methode von mehr als einem sei-ner Superframes erben soll (vgl. Kapitel 3). Um auh in diesem Fall die Koniktlosung aufdie Anwendung der oben beshriebenen Vershattungsregel zurukzufuhren, betrahtet mantopologishe Sortierungen des Vererbungsgraphen VGp(A) eines Frames A in einem Pro-gramm p , die kunstlih eine lineare Anordnung der Menge der Superframes erzeugen. DieVererbungsstrategien, die z.B. in den objektorientierten Erweiterungen Flavors [Sym85℄ oderNewFlavors [Sym86℄ von Lisp deniert sind, basieren auf einer solhen Linearisierung desVererbungsgraphen. In CLOS [Kee89℄ wird die lineare Anordnung der Superframes als lasspreedene list bezeihnet.Es existieren durhaus vershiedene plausible Strategien, die Linearisierung des Verer-bungsgraphen eines Frames zu bestimmen, die auh zu untershiedlihen Resultaten fuhren.Die Vererbungsstrategien aller drei genannten Lisp-Erweiterungen beispielsweise untershei-den sih bezuglih des Linearisierungsverfahrens voneinander. Die benutzten topologishenSortierverfahren stellen nihttriviale Algorithmen auf Relationen und Graphen dar. Es istniht klar, wie diese auf ahnlih elegante Weise wie in den oben erwahnten Arbeiten deno-tationell deniert werden konnen. Wir vermuten, da sih die denotationelle Beshreibungobjektorientierter Sprahen dann auf eine bis zur Unverstandlihkeit fuhrende Weise verkom-plizieren wurde.Aus Siht objektorientierter Wissensreprasentationssprahen ist zudem ein weiteres Expe-rimentieren mit vershiedenen Vererbungsstrategien wunshenswert, denn auh die Adaquat-heit der genannten, auf Linearisierungen des Vererbungsgraphen beruhenden Strategien istniht erwiesen.
Auh dieses Problem wird durh die Trennung der Denition der Vererbung von der derdynamishen Semantik des Kerns der Sprahe gelost. Wir betrahten in der vorliegendenArbeit komplette Programme, also niht inkrementelle oder unvollstandige Programmfrag-mente. Deshalb kennen wir alle fur die Bedeutung der Vererbung relevanten Programmteile.Alle Frame- und Methodendenitionen des Programms sind statish bekannt und andernsih niht. Der Vererbungsmehanismus lat sih in dieser Situation als eine globale Ope-ration auf dem gesamten Programm auassen, die dem Programm die durh die Vererbungzusatzlih entstehenden Methodendenitionen hinzufugt und die Instanzvariablenlisten derFramedenitionen durh das Hinzufugen der ererbten Instanzvariabalen vervollstandigt. Da-mit lat sih der Begri einer Vererbungsstrategie sehr allgemein denieren: Wir benotigendie Beshreibung zweier Verfahren, die, gegeben der komplette Deklarationsteil des Program-mes, zu diesem eektiv alle Methodendenitionen und die Liste aller Instanzvariablen allerFrames des Programmes bestimmen.
12 KAPITEL 1. EINLEITUNGMit einer konkret gegebenen Vererbungsstrategie, die aus einem Paar eektiv berehenba-rer Abbildungen besteht, kann das Programm dann durh eine ebenfalls globale syntaktisheTransformation in ein Programm ohne Vererbung uberfuhrt werden. Dabei lassen wir nihtjede beliebige Vererbungsstrategie zu, sondern verlangen von den erlaubten (vernunftigen)Vererbungsstrategien einige plausible Eigenshaften, beispielsweise, da sie die lokalen Kom-ponenten eines Frames erhalten.
Im Kapitel 2 denieren wir zunahst die Syntax der in dieser Arbeit betrahteten objekt-orientierten Sprahe und erlautern die Bedeutung der einzelnen syntaktishen Bestandteileinformell. Programme dieser Sprahe bestehen aus einem Deklarationsteil und einem Haupt-programm. Neben Frame- und Methodendenitionen enthalt der Deklarationsteil ebenfallsDenitionen gewohnliher Funktionen. Wir denieren eine hybride objektorientierte Spra-he als Erweiterung einer applikativen Teilsprahe, die Ahnlihkeiten mit Sheme [Abe91℄aufweist. Die Sprahe insgesamt ist niht mehr funktional. Durh die Instanzvariablen derObjekte enthalt sie das Konzept von Variablen und Zuweisungen.Ebenfalls im Kapitel 2 uberfuhren wir die Programme in eine abstraktere mathematisheNotation, die es erlaubt, Programmbestandteile durh Anwendung von Abbildungen zu selek-tieren und Programmeigenshaften "formaler\ zu beshreiben. Der wesentlihe Shritt, der beidieser syntaktishen Operation durhgefuhrt wird, ist die Vereinheitlihung von Funktions-und Methodendenitionen. Sowohl die Funktionsdenitionen als auh die Methodendenitio-nen des Programmes werden in Bindungen von Abstraktionen an ihre Namen uberfuhrt. EinMethodenname setzt sih aus dem Framenamen und dem Nahrihtennamen zusammen. Andiesen Namen binden wir das Funktional self :  x : eund mahen so den impliziten Parameter self des Methodenrumpfes zu einem explizitenParameter der Methode.Um das Vorgehen bei der Denition der Semantik und auh bei der Ubersetzung zu verdeut-lihen, haben wir in Abbildung 1.2 die syntaktishen Transformationen, die entstehendenProgramme und ihre Semantik im Uberblik dargestellt. Abbildung 1.3 stellt die entspre-henden syntaktishen und semantishen Bereihe dar. Der Bereih Value  Store ist dersemantishe Bereih der Programmergebnisse.Aus dem Deklarationsteil d eines Programmes p = d ; e entsteht zunahst ein Tripel 2 InhGraph =Def ( Ident n ! Abstration ) (Framename n ! Framename ) (Framename n ! InstVar )endliher Abbildungen, dessen erste Komponente die Funktions- und Methodendenitionendes Programmes enthalt. Die zweite und dritte Komponente enthalten die lokalen Listen der
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??? ?-
IG [[  ℄℄VSP [[  ℄℄ P [[  ℄℄C [[  ℄℄=Abbildung 1.2: Semantik, Ubersetzung und KorrektheitSuperframes (A1 ; : : : ; An ) und die lokalen Instanzvariablenlisten ( y1 ; : : : ; yk ) aus den ind vorkommenden Framedenitionen:derame A (A1 ; : : : ; An ) ( y1 ; : : : ; yk )Kapitel 3 widmet sih der Denition der statishen Semantik . Dort denieren wir die Durh-fuhrung der Vererbung als Anwendung der Vererbungsstrategie VS auf den nunmehr ab-strakten Deklarationsteil  . Durh diese Transformation entsteht ein Programm, genauerder Deklarationsteil eines Programmes ohne Vererbung . Alle Framedenitionen sind um diefehlenden Denitionen der ererbten Methoden erganzt. Die Instanzvariablenlisten enthaltennunmehr vollstandig alle Instanzvariablen. Die entstehenden Deklarationsteile bezeihnen wirauh als Ubersetzungszeitumgebungeng 2 CEnv =Def ( Ident n ! Abstration ) (Framename n ! InstVar )Die Durhfuhrung der Vererbung ist eine semantikdenierende syntaktishe Transformation.Bereits die Denition der Wohlgeformtheit von Programmen erfordert die Kenntnis allerInstanzvariablen und aller Methoden eines Frames. Als wesentlihe Einshrankung fordernwir von wohlgeformten Programmen, da nur instanziierbare Frames instanziiert werden.Dies insbesondere ist eine Eigenshaft, die erst nah Durhfuhrung der Vererbung entshiedenwerden kann.Programme ohne Vererbung enthalten nun nur noh Sprahbestandteile, die wir demKern der objektorientierten Sprahe zugerehnet haben. In Kapitel 4 denieren wir fur dieAusdruke dieses Kerns eine denotationelle Continuation-Semantik E [[  ℄℄ .
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Abbildung 1.3: Syntaktishe und semantishe Bereihe der ProgrammeEbenfalls in diesem Kapitel denieren wir einen Ubersetzer Cge [[  ℄℄ fur Ausdruke, der diein ihnen enthaltenen Nahrihten in eine explizite endlihe generishe Methodenfunktions-auswahl ubersetzt. In Kapitel 5 zeigen wir zunahst die Korrektheit der Ubersetzung vonAusdruken. Shlielih weiten wir die Denition der denotationellen Semantik und auh diedes Ubersetzers zunahst auf den Deklarationsteil g 2 CEnv und dann auf das ganze Pro-gramm hg; e i 2 CEnv  Expr aus und beweisen in Theorem (5.22) die Korrektheit derUbersetzung von Programmen.Beruksihtigen wir einmal die Framedeklarationen niht, dann entspriht der abstrak-te Deklarationsteil eines Programmes ohne Vererbung einem im allgemeinen wehselseitigrekursiven Gleihungssystem, das aus Denitionen von Methoden und Funktionen besteht.Folgerihtig ist seine Semantik als der kleinste Fixpunkt eines Funktionals deniert, das Um-gebungen auf Umgebungen abbildet. Die Semantik des gesamten Programmes ist dann dieSemantik des Hauptprogrammausdrukes in der Umgebung, die als Semantik des Deklarati-onsteils des Programmes entsteht.Die Ausweitung der Ubersetzungsfunktion geshieht dadurh, da wir den Ubersetzerfur Ausdruke sowohl auf die im Deklaratonsteil vorhandenen Rumpfe der Methoden undFunktionen als auh auf den Hauptprogrammausdruk anwenden.Aus dem ursprunglihen Programm p = d ; e ist nunmehr ein semantish aquivalentesProgramm entstanden, dessen Deklarationsteil nur noh aus wehselseitig rekursiven Funk-tionsdenitionen besteht. Die in ihm vorkommenden Ausdruke enthalten nur noh dynami-she Instanziierungen Reord-artiger Datentypen sowie lesende und shreibende Zugrie aufdie Komponentenvariablen und die endlihe generishe Methodenfunktionsauswahl. Naturlihkommen die Ausdruke der applikativen Teilsprahe ebenfalls vor.
15Unterstellen wir eine korrekte Implementation der Sheme-artigen Zielsprahe des Uberset-zers, so stellt die vorliegende Arbeit ebenfalls eine als korrekt nahgewiesene Implementationfur eine objektorientierte Sprahe mit multipler Vererbung bereit, wobei die konkret benutz-te Vererbungsstrategie als Parameter des Ansatzes eingeht. Sowohl der Ubersetzer als auhdie denotationelle Semantik hangen letztlih von der Vererbungsstrategie ab. Die denota-tionelle Semantik des Kerns unserer Sprahe, die Denition des Ubersetzers und auh dieUberlegungen zur Korrektheit der Implementation bleiben von einer eventuellen Anderungder Vererbungsstrategie unberuhrt.Ih danke Herrn Prof. Dr. Hans Langmaak fur die Moglihkeit, auf dem interessanten For-shungsgebiet der Semantik und Ubersetzung hybrider Programmiersprahen zu arbeiten.Herrn Dr. Dieter Akermann danke ih fur zahlreihe Diskussionen und Anregungen ebensowie Herrn Dr. Friedemann Simon, der Vorabversionen dieser Arbeit behutsam gelesen unddurh viele Anregungen und Vorshlage geholfen hat, sie zu verbessern.Ein besonderer Dank gilt meiner Frau Heidemarie und meinem Sohn Stephan. Sie habendie Entstehung dieser Arbeit, wo immer es ihnen moglih gewesen ist, tatkraftig unterstutzt.
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Die Sprahe
Objektorientierte Sprahen konnen als Erweiterungen prozeduraler oder imperativer Spra-hen angesehen werden. Sie unterstutzen Objekte als Datenabstraktionen mit lokalem Zu-stand und einer Shnittstelle zu benannten Operationen. Objekte besitzen einen assoziiertenObjekttyp, als dessen Instanzen sie gebildet werden. Diese konnen Attribute von anderen Ob-jekttypen erben [CW86℄. Die Operationen werden meist Methoden oder Behaviors genannt,Objekttypen werden in der Regel als Klassen bezeihnet. In objektorientierten Wissensre-prasentationssprahen hat sih der Begri Frame [Min80℄ durhgesetzt, den wir in dieserArbeit benutzen werden. In den ersten objektorientierten Erweiterungen von Lisp heien sieFlavors (Geshmak, Aroma), wahrsheinlih aufgrund der Vorliebe der Autoren von [Sym85℄fur Eis, insbesondere mit Vanille-Geshmak1.Nur die Methoden eines Objektes (s.u.) haben Zugri auf den Zustand des Objektes, nurin ihnen konnen die Komponenten, die Instanzvariablen oder Slots (Shlitze) genannt wer-den, gelesen oder beshrieben werden. Diese Eigenshaft nennt man Verkapselung. Vererbungund Verkapselung sind entsheidende Merkmale objektorientierter Sprahen, die diese vonanderen untersheiden. Das Nahrihtensenden (engl. message passing) entspriht hingegenin den meisten objektorientierten Sprahen Funktionsaufrufen generisher Funktionen, die inAbhangigkeit von dem Empfanger eine der vorhandenen Methoden aufrufen. Der englisheBegri message passing wird in der Literatur haug auh zur Bezeihnung eines Konzeptesparallelverarbeitender Rehnerarhitekturen verwendet. Deshalb weisen wir darauf hin, dawir im Rahmen dieser Arbeit sequentielle objektorientierte Sprahen betrahten.In diesem Kapitel denieren wir zunahst die Syntax einer hybriden objektorientiertenSprahe (Abshnitt 2.1). Dabei diskutieren wir informell die Bedeutung insbesondere der ob-jektorientierten Teile. Die Syntax denieren wir als abstrakte Syntax (vgl. [Sto77℄), indem wirsyntaktishe Bereihe (Abshnitt 2.1.1) einfuhren und dann die Struktur der abstrakten Syn-taxbaume der einzelnen syntaktishen Elemente durh syntaktishe Gleihungen (Abshnitt2.1.2) denieren. Abshnitt 2.2 zeigt zwei ausfuhrlihe Beispiele.Um ein objektorientiertes Programm zu verstehen, benotigt man den Uberblik uber dieKomponenten der einzelnen Frames, d.h. man mu die ihnen zugeordneten Methoden und1Vanilla ist dort der Name der Wurzel des Vererbungsgraphen.16
17die Instanzvariablen kennen, die bei der Bildung von Instanzen den entstehenden Objektenzugeordnet werden. Die Komponenten werden mit der Vererbungsstrategie (vgl. Kapitel 3) ausdenen der Frames und aller ihrer Superframes zusammengestellt. In Abshnitt 2.3 denierenwir abstrakte Programme, deren Deklarationsteil eine Reprasentation des Vererbungsgrapheneines Programmes darstellt.Die Begrie objektorientierte Programmierung und Vererbung tauhten zuerst in Simula67[DN66℄ auf. Eine rein objektorientierte Sprahe ist Smalltalk [GR83℄, in der das Sendenvon Nahrihten und die damit verbundene, implizit durhgefuhrte Methodenauswahl dieeinzigen Elemente der Kontrolluprogrammierung sind. Eine Nahriht hat die Bedeutungeines Funktionsaufrufes mit streng sequentiellem Kontrollu: Die Argumente werden in dereinen, das Ergebnis in der anderen Rihtung kommuniziert. Dies gilt ebenfalls fur die bekann-ten objektorientierten Erweiterungen von Lisp, Flavors [Sym85℄ und NewFlavors [Sym86℄. Sieenthalten multiple Vererbung und untersheiden sih durh untershiedlihe Vererbungsstra-tegien (vgl. Kapitel 3). In CLOS [Kee89℄ sind Nahrihten sogar syntaktish durh Aufrufesog. generisher Funktionen ersetzt.Unsere Sprahe ist hybrid in dem Sinne, da sie einen applikativen Kern besitzt, der umdie Konzepte der objektorientierten Programmierung erweitert ist. Dies sind Deklarationenvon Frames mit multipler Vererbung, die Denition von Methoden zu Nahrihtennamensowie das Senden von Nahrihten an Objekte, die Bildung von Objekten als Instanzen vonFrames sowie der lesende und shreibende Zugri auf Instanzvariablen von Objekten.Framedeklarationen und Methodendenitionen bilden zusammen mit den Funktionsde-nitionen des applikativen Kerns den Deklarationsteil eines Programmes. Nahrihten undInstanziierungen sind die Ausdruke der objektorientierten Erweiterung, die neben denen desapplikativen Kerns sowohl in Funktions- und Methodendenitionen wie auh im Hauptpro-grammausdruk eines Programmes auftreten konnen. Lesende und shreibende Zugrie aufInstanzvariablen durfen nur in den Rumpfen von Methodendenitionen auftauhen. DieseEigenshaft werden wir, um die Syntax einfah zu halten, in der Denition der statishenSemantik (vgl. Kapitel 3) von wohlgeformten Programmen verlangen.Der applikative Kern der Sprahe enthalt -Abstraktionen als Ausdruke, bildet also einefunktionale Sprahe mit hoheren Funktionalen, da Abstraktionen sowohl als Argumente vonAufrufen als auh als Resultate von Ausdruken vorkommen konnen. Die Sprahe insgesamtist aber niht funktional, denn mit den Instanzvariablen von Objekten enthalt sie das Kon-zept von Variablen, die durh Zuweisungen ihren Wert andern konnen. Wir shlieen nihtaus, da auh Funktionen Werte von Instanzvariablen sein konnen, werden aber im folgen-den motivieren, da solhe funktionalen Komponenten von Objekten niht mit Methodenverwehselt werden durfen.Unser Ansatz hangt niht essentiell davon ab, da Funktionen als Daten in Programmenauftreten konnen. Stattdessen erlaubt diese Tatsahe die Beshrankung auf null- oder ein-parametrige Funktionen und Methoden, da wir uneingeshrankt urrizieren konnen. Dieswiederum vereinfaht die Notation in der Denition der Semantik (vgl. Kapitel 4) und in denBeweisen im Kapitel 5.Wie Smalltalk und auh die objektorientierten Erweiterungen von Lisp ist unsere Spra-he ungetypt in dem Sinne, da Variablen und auh Instanzvariablen Daten untershiedlihenTyps enthalten durfen, und da, wie in Lisp, die Zweige des Konditionals Ergebnisse vershie-dener Typen liefern konnen. Damit ist einem Ausdruk sein Typ statish niht anzusehen.
18 KAPITEL 2. DIE SPRACHE2.1 SyntaxIm Sinne von [Sto77℄ denieren wir in diesem Abshnitt zunahst die abstrakte Syntax, indemwir syntaktishe Bereihe angeben (Abshnitt 2.1.1) und durh syntaktishe Gleihungen(Abshnitt 2.1.2) induktiv die Menge der syntaktish korrekten abstrakten Syntaxbaumespezizieren.Dabei untersheiden wir zwishen Programmen, Deklarationen und Ausdruken. Pro-gramme bestehen aus einem Deklarationsteil und einem Hauptprogramm. Der Deklarations-teil setzt sih aus Frame{, Methoden{ und Funktionsdenitionen zusammen, an deren Rei-henfolge wir keine besonderen Anforderungen stellen. Sie ist semantish irrelevant, denn wirwerden Mehrfahdenitionen ausshlieen. Ausdruke treten in den Rumpfen der Funktions{und Methodendenitionen sowie im Hauptprogramm auf. Das Hauptprogramm selbst ist einAusdruk.Die Begrie Anweisung oder Prozedur denieren wir niht, obwohl einzelne Ausdruke denCharakter von Anweisungen haben und damit Funktionen wie Prozeduren verwendet werdenkonnen. Wir orientieren uns an Sprahen wie Lisp oder Sheme. "Anweisungen\ haben einenWert und sind somit ebenfalls Ausdruke.2.1.1 Syntaktishe BereiheDie Menge der Identikatoren ist in vier paarweise disjunkte lexikalishe Bereihe aufgeteilt.Variablennamen stammen aus dem applikativen Kern. Namen von Funktionen und formaleParameternamen fassen wir in diesem Bereih zusammen. Framenamen, Instanzvariablen-namen und Methodennamen sind diejenigen Identikatoren, die durh die objektorientierteErweiterung zusatzlih auftreten konnen:Denition 2.1Mit Var, InstVar, Framename und Message bezeihnen wir die paarweise disjunkten lexika-lishen Bereihe der Variablen- bzw. Funktionsnamen, der Instanzvariablennamen, der Fra-menamen und der Methodennamen. Mitx; f 2 Var;y 2 InstVar;A 2 Framename;m 2 Message;eventuell mit Indizes, bezeihnen wir typishe Elemente dieser Bereihe. Methodennamennennen wir auh Nahrihtennamen. 2Als Programmkonstanten lassen wir Zahlen, Wahrheitswerte und gerade die Standardfunktio-nen auf diesen Bereihen zu, die wir in den im folgenden angegebenen Beispielen benotigen.true und false sind die konstanten Wahrheitswerte. Als numerishe Konstanten lassen wirder Einfahheit halber den Bereih IN0 der naturlihen Zahlen zu und gehen davon aus, daein Parser die konkrete Dezimaldarstellung einer Zahl n 2 IN0 bereits in das entsprehendeElement n 2 IN0 transformiert hat. Durh die objektorientierte Erweiterung erhalten wirkeine zusatzlihen Programmkonstanten.
2.1. SYNTAX 19Denition 2.2Der syntaktishe Bereih Const der Programmkonstanten ist deniert durh 2 Const=Def IN0 + f true ; false g + f+; ; ;mod ; div ;; <;=; and ;not ; or g 2Man beahte, da die genannten Standardfunktionen einparametrig sind, d.h., da + (3) dieFunktion bedeutet, die 3 zu ihrem Argument addiert. In den Beispielen werden wir derLesbarkeit halber Standardfunktionsaufrufe wiederum in Inxnotation shreiben, also z.B.e1 + e2 statt + (e1) (e2) .Unter den Ausdruken zeihnen wir den Bereih Abstration der -Abstraktionen beson-ders aus. In den Deklarationsteilen der im Abshnitt 2.3 denierten abstrakten Programmekommen nur solhe als Bindungen von Identikatoren vor, und im Kapitel 5 werden wirihnen neben ihrer Semantik als Ausdruk eine spezielle Abstraktionssemantik , namlih dieentsprehende Funktion, zuordnen.Denition 2.3Expr, Abstration, Delaration und Program sind die syntaktishen Bereihe der Ausdruke,der -Abstraktionen, der Deklarationen und der Programme. Typishe Elemente dieser Be-reihe benennen wir, eventuell mit Indizes, mite 2 Expr;a 2 Abstration  Expr;d 2 Delaration;p 2 Program: 2Ausdruke, Deklarationen und Programme werden wir im folgenden Abshnitt durh syntak-tishe Gleihungen induktiv denieren. Bereits an dieser Stelle wollen wir die syntaktishenBereihe um den der verallgemeinerten Identikatoren erganzen. Dieser Bereih umfat diegewohnlihen Variablennamen, mit denen formale Parameter und Funktionen benannt sind,und Methodenfunktionsnamen. Letztere sind Paare hA;m i , bestehend aus einem Framena-men A und einem Methodennamen m . Mit ihnen werden wir in abstrakten Programmendie Methoden benennen (vgl. Abshnitt 2.3, speziell Denition 2.23).Denition 2.4Der syntaktishe Bereih Ident ist deniert durhI 2 Ident=Def Var + (Framename  Message) 2
20 KAPITEL 2. DIE SPRACHEDie folgende Tabelle fat die Denition der syntaktishen Bereihe noh einmal zusammen:Syntaktishe Bereihex; f 2 Vary 2 InstVarA 2 Framenamem 2 Message 2 Const =IN0 + f true ; false g + f+; ; ;mod ; div ;; <;=; and ;not ; or ge 2 Expra 2 Abstrationd 2 Delarationp 2 ProgramI 2 Ident = Var + (Framename  Message)2.1.2 Deklarationen und ProgrammeIm folgenden fuhren wir die syntaktishen Gleihungen und Bezeihnungen fur die einzel-nen syntaktishen Bestandteile ein und werden ihre Bedeutung informell erlautern. Der dannfolgende Abshnitt zeigt zwei Beispielprogramme. Die statishe Semantik eines Programmeskonnen wir an dieser Stelle noh niht denieren, da die Wohlgeformtheit von Program-men wesentlih von der Strategie abhangt, mit der die Vererbung durhgefuhrt wird. DieseVererbungsstrategie legt fest, welhe Instanzvariablen und welhe Methoden einem Frametatsahlih zugeordnet sind. Es gibt durhaus vershiedene plausible Vererbungsstrategien,zumindest in dem hier allgemein vorliegenden Fall der multiplen Vererbung. Uberlegungenhierzu und die Denition der statishen Semantik sind Gegenstand des Kapitels 3.Denition 2.5Einen abstrakten Syntaxbaum p ::= d ; ebezeihnen wir als Programm mit Deklarationsteil d und Hauptprogrammausdruk oderHauptteil e . 2Denition 2.6Einen abstrakten Syntaxbaum d ::= derame A A ybezeihnen wir als Framedeklaration mit Framenamen A , lokaler Superframeliste A undlokaler Instanzvariablenliste y . 2
2.1. SYNTAX 21Framedeklarationen bezeihnen wir auh als Framedenitionen. Wir untersheiden die Be-grie Denition und Deklaration niht. Die Deklaration eines Frames entspriht der einesReord-ahnlihen Datentyps oder einer Struktur im Sinne von Lisp. Daten dieses Datentypssind gerade die Objekte, die als Instanzen des Frames gebildet werden. Die lokale Instanz-variablenliste y nennt einige der Komponentenvariablen, die Instanzen besitzen, und die inobjektorientierten Wissensreprasentationssprahen auh als Slots (Shlitze) bezeihnet wer-den. Die restlihen Instanzvariablen ergeben sih durh Vererbung aus den in der lokalenSuperframeliste A genannten Frames.Denition 2.7Als Methodendenition zum Frame A bezeihnen wird ::= defmethod A m x = e bzw.d ::= defmethod A m () = e:m heit Methodenname, x nennen wir formalen Parameter der Methode, e bezeihnen wirals deren Rumpf . 2Eine Framedeklaration legt die lokalen Instanzvariablen eines Frames fest. Die Methoden-denitionen zu einem Frame A bestimmen entsprehend die lokalen Methoden des Frames.Frames konnen sowohl Instanzvariablen als auh Methoden von ihren Superframes erben.Erst durh die Vererbungsstrategie sind die Instanzvariablen und Methodendenitionen einesFrames bestimmt.In Methodenrumpfen darf ein zusatzliher "impliziter\ Parameter self frei vorkommen,zum einen wie eine gewohnlihe Variable, zum anderen in den weiter unten denierten In-stanzvariablenreferenzen. Methoden werden durh Nahrihten an Objekte aufgerufen; selfbezeihnet gerade dieses Empfangerobjekt. Wir behandeln self wie eine gewohnlihe Variable,denn eine Methodendenition defmethod A m x = eentspriht der Denition eines Funktionals  self :  x : e mit einem Namen, der aus dem Fra-menamen A und dem Methodennamen m besteht. Die Abstraktion  self :  x : e bezeihnenwir als Methode. Durh Anwenden der Methode auf ein Objekt entsteht x : e mit einerzusatzlihen Bindung von self an das Empfangerobjekt. Diese "Closure\ bezeihnen wir alsMethodenfunktion.Denition 2.8Als Funktionsdenition mit Funktionsnamen f und Rumpf e bezeihnen wird ::= defun f x = e j defun f () = e:x heit formaler Parameter . 2Funktionen gehoren dem applikativen Teil unserer Sprahe an und erhalten die ublihe Bedeu-tung, wie sie aus imperativen Programmiersprahen bekannt ist. Es sei darauf hingewiesen,
22 KAPITEL 2. DIE SPRACHEda Funktionen i.a. niht seiteneektfrei sind, und da parameterlose Funktionen niht unbe-dingt konstant sind. Ihre Rumpfe konnen Nahrihten enthalten, die evtl. shreibende oderlesende Zugrie auf Instanzvariablen durhfuhren. Wir benutzen den Begri Funktion hierim Sinne von Lisp oder Sheme, niht im Sinne funktionaler Sprahen.Denition 2.9Die Sequenz d ::= d1 ; d2der Deklarationen d1 und d2 lat die sequentielle Kombination zweier und damit endlihvieler Deklarationen zu. 2Damit haben wir die Syntax von Programmen und Deklarationsteilen eingefuhrt. Die De-klarationsteile bestehen aus einer Sequenz von Deklarationen, deren Reihenfolge aber keineRolle spielt.2.1.3 AusdrukeKommen wir nun zu den Ausdruken, die in den Rumpfen der Funktions{ oder Methoden-denitionen und im Hauptteil eines Programmes auftreten konnen.Denition 2.10 a ::= x : e j  () : ee ::= ax : e und  () : e heien Abstraktionen. Den Ausdruk e in ihnen nennen wir Rumpf , x heitformaler Parameter der Abstraktion. 2Abstraktionen bedeuten Funktionen. Funktionen konnen also insbesondere als Argument inApplikationen, als Ergebnis von Funktionen und Methoden oder als Inhalt von Variablenauftreten. Auerdem erlauben sie Blokshahtelung (vgl. Denition 2.18 und Satz 4.19 imKapitel 4).Denition 2.11 e ::= e0 ( e1 ) j e0 ()bezeihnen wir als Aufruf oder Applikation des Funktionsausdruks e0 . e1 heit Argumentdes Aufrufes. 2Kaskadierte Aufrufe der Form e0 ( e1 )    ( en ) mussen wir uns linksgeklammert denken, d.h.als (    ( e0 ( e1 ) )    ) ( en ) .
2.1. SYNTAX 23Denition 2.12 e ::= if e0 then e1 else e2nennen wir bedingten Ausdruk mit Bedingung e0 , then-Teil e1 und else-Teil e2 . 2Alle Resultate von e0 auer false 2 Bool werden als wahr angesehen. Die Ausdruke e1 unde2 durfen Resultate beliebigen, auh vershiedenen Typs liefern.Wir haben bereits darauf hingewiesen, da einzelne Ausdruke den Charakter von An-weisungen haben. Deshalb maht es Sinn, diese hintereinander ausfuhren zu konnen:Denition 2.13 e ::= e1 ; e2nennen wir Hintereinanderausfuhrung der Ausdruke (oder Anweisungen) e1 und e2 . 2Die Hintereinanderausfuhrung e1 ; e2 ist selbst wieder ein Ausdruk. Der Wert von e1 wirdignoriert; e1 ; e2 hat als Wert den von e2 . Naturlih ist die Bedeutung von ( e1 ; e2 ) ; e3 gleihder von e1 ; ( e2 ; e3 ) und wir shreiben stattdessen e1 ; e2 ; e3 . Die Assoziativitat von " ; \lat sih in der im Kapitel 4 denierten denotationellen Semantik leiht beweisen.Wir haben damit die Ausdruke des applikativen Kerns komplett eingefuhrt. Im folgendenwidmen wir uns den Ausdruken, die durh den objektorientierten Teil hinzukommen. Diessind die Nahrihten, die lesenden und shreibenden Zugrie auf Instanzvariablen sowie dieErzeugung neuer Objekte, die wir als Instanziierung bezeihnen.Denition 2.14 e ::= e:mheit Nahriht . Den Ausdruk e nennen wir auh Empfangerausdruk und m heit Nah-rihtenname oder Methodenname der Nahriht. 2Haug werden die Aufrufe e0:m (e1) bzw. e0:m () von Methodenfunktionen als Nahrihtenbezeihnet. Wir urrizieren auh hier und bestimmen mit einer Nahriht e0:m stattdessendie aufzurufende Methodenfunktion. e0:m (e1) ist damit syntaktish eine Applikation desFunktionsausdruks e0:m auf das Argument e1 . Die aufzurufende Methodenfunktion hangtauf zweierlei Weise von dem Empfangerobjekt, also der Bedeutung von e0 ab: In einem Programm konnen zu einem Methodennamen m in vershiedenen Framesvershiedene Methoden deniert sein. Die Auswahl der rihtigen hangt vom Frame(dem Typ) von e0 ab. Freie Vorkommen von self in Methodenrumpfen bezeihnen das Empfangerobjektselbst. Die dem Ausdruk e0:m zugeordnete Methodenfunktion enthalt also eine Bin-dung von self an das Empfangerobjekt.
24 KAPITEL 2. DIE SPRACHEDie Variable self wird haug als Pseudovariable oder impliziter Parameter bezeihnet. Wirwerden bereits in diesem Kapitel im Abshnitt 2.3 den Methodennamen spezielle Abstraktio-nen der Form  self :  x : e bzw.  self :  () : e zuordnen und diesen Parameter damit explizitsihtbar mahen.Denition 2.15Einen abstrakten Syntaxbaum e ::= instane-of Abezeihnen wir als Instanziierung des Frames A . 2Der Ausdruk ( instane-of A ) erzeugt ein neues Objekt als Instanz des Frames A . DiesesObjekt assoziiert alle Instanzvariablennamen von A mit neu allozierten Speiherplatzen. Au-erdem enthalt es den Framenamen A als Typkennzeihnung. Die Liste aller Instanzvariablendes Frames A sind erst nah Durhfuhrung der Vererbung bekannt (vgl. Kapitel 3).Die Bindung der Speiherplatze an Werte bildet den lokalen Zustand des Objektes. Erist nur in den Methodenfunktionen des Objektes selbst sihtbar und kann somit nur durhdas Senden von Nahrihten an das Objekt gelesen oder modiziert werden. Diesen Eektbezeihnet man haug auh als Verkapselung (engl. enapsulation).Denition 2.16 e ::= self : y j self : y := eheien lesende bzw. shreibende Instanzvariablenreferenz . 2Wir werden in Kapitel 3 von statish semantish wohlgeformten Programmen verlangen, daInstanzvariablenreferenzen nur in Methodenrumpfen vorkommen. Diese Eigenshaft hattenwir auh in der Syntax ausdruken konnen; wir haben uns aber dafur entshieden, die syn-taktishen Gleihungen moglihst einfah zu halten, um Denitionen, die induktiv uber densyntaktishen Aufbau von Ausdruken erfolgen, niht zu verkomplizieren.Da wir die Disjunktheit der lexikalishen Bereihe Var und InstVar gefordert haben, hattenwir bei der Denition der Instanzvariablenreferenzen auf die Nennung des "impliziten Para-meters\ self verzihten konnen, wie dies beispielsweise in den Lisp-Erweiterungen Flavorsoder NewFlavors geshieht. Da die Semantik aber von der Bindung von self abhangt (vgl.Kapitel 4), haben wir uns zugunsten der Lesbarkeit von Programmen fur die oben denierteSyntax entshieden. Die Variable self 2 Var bezeihnet in diesen Ausdruken den implizitenParameter, der im Methodenrumpfen fur den Empfanger der entsprehenden Nahriht steht.Zusatzlih zu den bis jetzt denierten Ausdruken konnen Konstanten  und gewohn-lihe Variablen x als Ausdruke vorkommen. Die folgende Tabelle fat die Denition dersyntaktishen Gleihungen noh einmal zusammen:
2.1. SYNTAX 25
Syntaktishe Gleihungene ::=  j x j e1 ; e2 j if e0 then e1 else e2 ja j e0 ( e1 ) j e0 () jself : y j self : y := e j e:m j instane-of Aa ::= x : e j  () : ed ::= derame A A y jdefmethod A m x = e j defmethod A m () = e jdefun f x = e j defun f () = e j d1 ; d2 jp ::= d ; eBemerkung 2.17Es ist klar, wann ein Ausdruk e0 Teilausdruk eines Ausdruks e , einer Deklaration d odereines Programms p ist. Wir sagen dann auh, e0 komme in e; d bzw. p vor.Ebenso ist klar, wann eine (gewohnlihe) Variable in einem Ausdruk, einer Deklaration odereinem Programm frei vorkommt. Eine Variable x wird gerade in dem Ausdruk x : e undin den Deklarationen defun f x = e und defmethod A m x = e gebunden.Funktionsnamen f sind gewohnlihe Variablenidentikatoren, die evtl. durh eine Funktions-denition defun f x = e an eine Abstraktion x : e gebunden sind.Uber die Bindungen von Nahrihtennamen mahen wir keine Aussage. Die Bindungen furInstanzvariablenvorkommen werden in Abshnitt 3.4 im Kapitel 3 im Zusammenhang mitder Denition instanziierbarer Frames diskutiert.Das Ergebnis des Hauptprogrammausdrukes zusammen mit dem Zustand nah Ausfuhrungdes Programmes stellt das Programmergebnis dar. Der Zustand enthalt insbesondere die Wer-te aller Instanzvariablen der wahrend der Ausfuhrung des Programmes gebildeten Instanzen.Um in den Beispielen eine etwas lesbarere Syntax zur Verfugung zu haben, fuhren wirnun noh einige syntaktishe Erweiterungen ein:Denition 2.18let x = e1 in e2 Def (x : e2) (e1)defun f (x1; : : : ; xn) = e Def defun f x1 = x2: : : : : xn :edefmethod A m (x1; : : : ; xn) = e Def defmethod A m x1 = x2: : : : : xn :ee0 (e1; : : : ; en) Def e0 (e1)    (en)Def (    ( e0 ( e1 ) )    ) ( en ) 2
26 KAPITEL 2. DIE SPRACHE2.2 BeispieleDas erste Programm, das wir in diesem Abshnitt als Beispiel angeben wollen, liefert als Er-gebnis 42 . Wir werden dieses Programm bzw. Ausshnitte davon im folgenden immer wiederbenutzen, um die denierten Begrie oder die Eigenarten objektorientierter Programme amBeispiel zeigen zu konnen.Beispiel 2.19Das folgende Programm enthalt multiple Vererbung und zwei Beispiele fur niht instanziier-bare Frames, namlih A und C (vgl. Abshnitt 3.4). Es ist zudem ein relativ kleines Beispielfur ein Programm, an dem die Untershiede der in Abshnitt 3.2.1 denierten Vererbungs-strategien deutlih werden.derame A ( ) (x) ;defmethod A set-x (n ) = self :x := n ;defmethod A add ( ) = self :x + self :y ;derame B (A ) (y) ;defmethod B set-y (n ) = self :y := n ;derame C (A ) ( ) ;defmethod C add ( ) = self :y + self :x ;derame D (B ;C ) ( ) ;( di :( di : set-x ( 17 ) ; di : set-y ( 25 ) ; di : add ( ) )) ( instane-of D ) ;Die beiden Methodendenitionen fur set-x und set-y zu den Frames A bzw. B benotigenwir, da wir Instanzvariablenzugrie auerhalb der Methodenrumpfe niht zugelassen haben.Der Hauptteil des Programmes entspriht dem folgenden Blok :let ( di = instane-of D ) indi : set-x ( 17 ) ; di : set-y ( 25 ) ;di : add ( ) ;Die beiden Methodendenitionen fur add in A und C untersheiden sih voneinander: Ein-mal wird y zu x addiert, einmal x zu y . Die beiden Methoden zu add in A und C enthaltenReferenzen auf die Instanzvariable y , die weder in A noh in C lokal vorhanden ist. Die
2.2. BEISPIELE 27Framedenition von D enthalt keine lokalen Komponenten, weder Methoden noh Instanz-variablen. D erhalt seine Komponenten durh Vererbung von seinen Superframes B , C undA .Beispiel 2.20In einem zweiten Beispiel wollen wir ein Programm angeben, das mit der Methode des "Siebesdes Eratostenes\ die Primzahlen zwishen 2 und 1000 bestimmt. Wir benutzen in diesemProgramm intensiv die in Denition 2.18 vereinbarten syntaktishen Erweiterungen, alsoFunktions{ und Methodendenitionen mit mehr als nur einem Parameter und let -Bloke.derame Fmesh ( ) ( p ; next ) ;defmethod Fmesh set-p (n ) = self :p := n ;defmethod Fmesh set-next (mesh ) = self :next := mesh ;defmethod Fmesh sieve (n ; sender ) =if (n mod self :p ) = 0 then falseelse self :next : sieve (n ; self ) ;derame Flast ( ) ( ) ;defmethod Flast sieve (n ; sender ) =let (newmesh = instane-of Fmesh ) insender : set-next (newmesh ) ;newmesh : set-p (n ) ;newmesh : set-next ( self ) ;defun drive ( i ; n ; mesh ) =if ( i  n ) thenmesh : sieve ( i ; mesh ) ; drive ( i+ 1 ; n ; mesh )else false ;let (mesh = instane-of Fmesh ) inlet ( last = instane-of Flast ) inmesh : set-p ( 2 ) ;mesh : set-next ( last ) ;drive ( 2 ; 1000 ; mesh ) ;Das Programmergebnis ist eine linear verkettete Liste von Instanzen des Frames Fmesh , diemit der im Hauptprogrammausdruk erzeugten Instanz mesh beginnt und mit der ebenfallsdort erzeugten Instanz des Frames Flast endet. Diese Liste stellt das "Sieb\ dar. Die Instanz-variablen p der einzelnen "Mashen\ enthalten naheinander die Primzahlen zwishen 2 und1000.Die Vielfahen einer bereits bestimmten Primzahl p "fallen durh die Mashe\, die diesePrimzahl in ihrer Instanzvariablen p halt. Die nahste Primzahl ist gerade dann gefunden,wenn die Instanz last die Nahriht sieve erhalt. Es ist dann eine Zahl n gefunden, diesih durh keine der Primzahlen < n ganzzahlig teilen lat. Dazu ist es notig, die Zahlen
28 KAPITEL 2. DIE SPRACHEnaheinander durh das "Sieb\ zu shiken. Dies leistet die Funktion drive allgemein fur dieZahlen zwishen i und n .Als letztes Beispiel wollen wir ein kleines Programmfragment angeben, das deutlih maht,da einem Programm im allgemeinen statish niht anzusehen ist, welhe Methode durheine Nahriht aufgerufen wird. Dies ist eine Konsequenz aus der Tatsahe, da wir eineungetypte Sprahe im Sinne von Lisp oder Sheme denieren. Wir lassen zu, da VariablenDaten untershiedlihen Typs enthalten konnen. Ebenso lassen wir zu, da die beiden Zweigedes Konditionals Ergebnisse untershiedlihen Typs liefern konnen.Beispiel 2.21Betrahten wir den folgenden Programmausshnitt:derame A ( ) ( ) ;defmethod A m ( ) = e1 ;derame B ( ) ( ) ;defmethod B m ( ) = e2 ;...( if b then ( instane-of A ) else ( instane-of B ) ) :m ( ) ;Gehen wir davon aus, da b ein Ausdruk ist, dessen Wert niht bereits statish bestimmbarund damit konstant ist, so lat sih statish niht entsheiden, ob die Methode m von A odervon B aufgerufen wird.Dieses Beispiel zeigt uberdies, da die generishe Auswahl der rihtigen Methode bereits inProgrammen ohne Vererbung notig ist. Das dargestellte Problem ist also unabhangig von der(Bedeutung der) Vererbung.2.3 Abstrakte ProgrammeIn diesem Abshnitt werden wir ein Programm, das bis jetzt als abstrakter Syntaxbaumder im Abshnitt 2.1 denierten Sprahe vorliegen, in eine andere syntaktishe Reprasen-tation uberfuhren, die wir als abstraktes Programm bezeihnen. Dabei vereinheitlihen wirFunktions- und Methodendenitionen, indem wir die entsprehenden Abstraktionen an ih-re Namen binden. Die Bindung reprasentieren wir durh eine endlihe Abbildung, genausowie die in den Framedeklarationen spezizierte Bindung der Framenamen an ihre lokalenSuperframe- und Instanzvariablenlisten. Der in den Methodenrumpfen frei vorkommende im-plizite Parameter self wird zu einem expliziten Parameter der an den Methodenfunktionsna-men gebundenen Abstraktion. Die Ausdruke des Programms ubernehmen wir unverandert.
2.3. ABSTRAKTE PROGRAMME 29Denition 2.22Den syntaktishen Bereih InhGraph der abstrakten Deklarationsteile oderVererbungsgraphendenieren wir durh 2 InhGraph =Def ( Ident n ! Abstration ) (Framename n ! Framename ) (Framename n ! InstVar ) 2Mit A n ! B bezeihnen wir die Menge der endlihen Abbildungen im Bereih A  ! B ,also derjenigen f 2 A  ! B , fur die fx 2 A j f (x) 6= ?g endlih ist.Wir denieren nun zunahst den zu dem Deklarationsteil d eines Programmes gehoren-den abstrakten Deklarationsteil, um ihn dann mit dem Hauptprogrammausdruk zu demabstrakten Programm zusammenzusetzen.Denition 2.23Fur beliebige Deklarationen d 2 Delaration und  2 InhGraph denieren wir die FunktionIG [[  ℄℄ : Delaration  ! InhGraph  ! InhGraphinduktiv uber den Aufbau von d durh:IG [[ d1 ; d2 ℄℄  =Def IG [[ d2 ℄℄ ( IG [[ d1 ℄℄  ) (1)IG [[ derame A A y ℄℄  =Def h#1 ; #2 [A A℄ ; #3 [A y℄ i (2)IG [[ defmethod A m x = e ℄℄  =Def h #1 [hA;m i  self : x :e℄ ; #2 ; #3 i (3)IG [[ defmethod A m () = e ℄℄  =Def h #1 [hA;m i  self : () :e℄ ; #2 ; #3 i (4)IG [[ defun f x = e ℄℄  =Def h #1 [f  x :e℄ ; #2 ; #3 i (5)IG [[ defun f () = e ℄℄  =Def h #1 [f   () :e℄ ; #2 ; #3 i (6) 2In Gleihung (2) wird die Bindung der Superframeliste A an A in der zweiten Komponente,die der lokalen Instanzvariablen y an A in der dritten Komponente von  nahgetragen.Die erste Komponente bleibt unverandert. In (3) und (4) wird in der ersten Komponentedie Bindung der der Methodendenition entsprehenden Abstraktion an den Methodenfunk-tionsnamen hA;m i nahgetragen. Dabei wird der implizite Parameter self des Methoden-rumpfes ein gewohnliher Parameter dieser Abstraktion. Die zweite und dritte Komponentevon  bleiben, wie auh in (5) und (6) , unverandert. In (5) und (6) wird die zugehorigeAbstraktion an den Funktionsnamen gebunden.Damit lat sih der abstrakte Deklarationsteil eines Programmes p = d ; e als An-wendung von IG [[  ℄℄ auf den gesamten Deklarationsteil d von p und das an jeder Stelleundenierte ? denieren:
30 KAPITEL 2. DIE SPRACHEDenition 2.24Sei d 2 Delaration der Deklarationsteil eines Programmes. Dann heit =Def IG [[ d ℄℄ ? 2 InhGraphabstrakter Deklarationsteil zu d . Dabei ist ? =Def h I :?; A :?; A :?i 2 InhGraph einTripel von an jeder Stelle undenierten Abbildungen. 2Beispiel 2.25Fur das Programm in Beispiel 2.19 erhalten wir den folgenden abstrakten Deklarationsteil:h f hA; add i 7!  self :  ( ) : self :x + self :y ;hA; set-x i 7!  self :  n : self :x := n ;hB; set-y i 7!  self :  n : self :y := n ;hC; add i 7!  self :  ( ) : self :y + self :x g ;f A 7! ( ) ;B 7! (A ) ;C 7! (A ) ;D 7! (B ;C ) g ;f A 7! (x ) ;B 7! ( y ) ;C 7! ( ) ;D 7! ( ) g iDie Bindung der Framenamen an ihre lokalen Superframelisten in der zweiten Komponen-te von  reprasentiert gerade die Vererbungsrelation des Programmes, die wir im folgendenKapitel als Relation auf den Framenamen des Programmes denieren werden. Die Verer-bungsrelation bildet mit den Framenamen des Programmes als Knotenmenge einen endli-hen, gerihteten geordneten Graphen. Mit dem abstrakten Deklarationsteil haben wir eineReprasentation dieses Vererbungsgraphen vorliegen, vervollstandigt um die Annotation derKnoten mit den lokalen Instanzvariablenlisten und den lokalen Methodendenitionen. Einabstraktes Programm besteht nun aus diesem Vererbungsgraphen und dem Hauptprogramm-ausdruk:Denition 2.26Sei p = d ; e 2 Program ein Programm. Sei  = IG [[ d ℄℄ ? 2 InhGraph der abstrakteDeklarationsteil zu d . Dann nennen wirh; e i 2 InhGraph  Exprabstraktes Programm zu p. 2
2.3. ABSTRAKTE PROGRAMME 31Denition 2.27Wir sagen von einem Programm p = d ; e , es sei ohne Doppeldeklarationen, wenn je zweiFunktions- bzw. Methodendenitionen oder Framedeklarationen paarweise vershiedene Na-men haben. Fur Funktionsdenitionen und Framedeklarationen ist klar, wann sie vershiede-ne Namen haben. Zwei Methodendenitionen defmethod A m : : : und defmethod A1 m1 : : :haben vershiedene Namen, falls hA;m i 6= hA1;m1 i gilt. 2Das Verbot von Doppeldeklarationen in Programmen ist eine minimale Anforderung an diestatishe Semantik. Wir benotigen sie bereits hier, um siherzugehen, da beim Ubergang zumabstrakten Programm keine relevante Information verlorengeht. Wir mahen diesen Ubergangnur fur Programme, die keine Doppeldeklarationen enthalten und weisen Programme mitDoppeldeklarationen als statish semantish inkorrekt ab.Bemerkung 2.28Programme ohne Doppeldeklarationen werden bis auf die Reihenfolge der Deklarationen ein-deutig dargestellt. Der abstrakte Deklarationsteil ist ein Tripel endliher Abbildungen, dadas ursprunglihe Programm nur endlih viele Deklarationen enthielt.Es ist klar, da wir das ursprunglihe Programm p = d ; e aus dem zugehorigen abstraktenProgramm leiht wiedergewinnen konnen, naturlih nur bis auf die Reihenfolge der Dekla-rationen. Dazu brauhen wir einfah nur aus den Bindungen A 7! (A1; : : : ; An ) in derzweiten Komponente und A 7! ( y1; : : : ; yk ) in der dritten Komponente die entsprehendenFramedenitionen derame A (A1; : : : ; An ) ( y1; : : : ; yk )zu erzeugen. Aus den Bindungen f 7! x : e bzw. hA;m i 7!  self :  x : e in der erstenKomponente von  erhalten wir die ursprunglihen Funktions- bzw. Methodendenitionenzuruk: defun f x = e bzw.defmethod A m x = e :Unsere Vererbungsgraphen  2 InhGraph sind vergleihbar mit den Methodensystemen(engl. method systems) aus [CP89℄. Sie sind dort fur den Fall der einfahen Vererbung de-niert, um den Zustand eines inkrementellen objektorientierten Systems inklusive der Be-ziehung von Instanzen zu ihren Frames zu beshreiben. Diese Beziehung ist ein Aspekt derdynamishen Semantik eines Programmes und somit fur die Reprasentation der Syntax kom-pletter Programme irrelevant. In abstrakten Programmen ist stattdessen zusatzlih die furdie Instanziierung notwendige Information uber die lokalen Instanzvariablen eines Framesvorhanden.Mit den abstrakten Programmen haben wir eine mathematishe Notation fur die Syn-tax von Programmen eingefuhrt, die es erlaubt, bestimmte syntaktishe Bestandteile vonProgrammen durh die Anwendung von Abbildungen zu "selektieren\ und bestimmte Eigen-shaften von Programmen "formaler\ auszudruken.
32 KAPITEL 2. DIE SPRACHEDie in einem Programm zusatzlih zu den gewohnlihen Funktionsdenitionen auftreten-den Methodendenitionen beshreiben ebenfalls Funktionen, die allerdings im Untershied zuden gewohnlihen niht durh die Nennung ihres Namens, sondern durh Nahrihten an Ob-jekte aufgerufen werden. Eine Nahriht e0 :m bedeutet den Aufruf einer der im Programmzu m denierten Methoden.Damit bilden die Funktions- und Methodendenitionen des Deklarationsteils d einesProgrammes p = d ; e ein i.a. wehselseitig rekursives Gleihungssystem, das wir gera-de in der ersten Komponente #1 des zu d gebildeten abstrakten Deklarationsteils  =IG [[ d ℄℄ ? reprasentieren.Bemerkung 2.29Sei p = d ; e ein Programm und sei  = IG [[ d ℄℄ ? der zugehorige abstrakte Deklarations-teil. Dann ist fur f 2 Var die Aussage (#1 f) 6= ?gleihbedeutend damit, da in d zu f eine Funktionsdenition vorhanden ist.Ebenso bedeutet fur einen Framenamen A und einen Methodennamen m die Aussage(#1 hA;m i) 6= ? ;da zu A und m eine Methode deniert ist, d.h. da in d eine Methodendenition der Formdefmethod A m x = e oder defmethod A m () = e vorkommt.Die zweite und dritte Komponente von  reprasentieren zusammen gerade die Framedeklara-tionen des Programms. Die zweite Komponente enthalt die den Frames zugeordneten lokalenSuperframelisten, wahrend die dritte Komponente ihnen ihre lokalen Instanzvariablenlistenzuordnet.Bemerkung 2.30Ist  = IG [[ d ℄℄ ? der abstrakte Deklarationsteil eines Programmes p = d ; e , so gilt furjeden Framenamen A(#2 A) 6= ? genau dann, wenn (#3 A) 6= ? :Dies ist genau dann der Fall, wenn in d eine Framedeklarationderame A (A1 ; : : : ; An ) ( y1 ; : : : ; yk )fur A vorkommt (n; k  0 ) . Fur eine Instanzvariable y 2 InstVar ist also die Aussage"y kommt in (#3 A) vor \ gleihbedeutend damit, da y eine lokal zu A denierte Instanz-variable ist.Die Menge der Framename der in d deklarierten Frames ist geradefA 2 Framename j (#2 A) 6= ?g ;
2.3. ABSTRAKTE PROGRAMME 33und, um noh ein Beispiel zu nennen, die Menge der Methodennamen, zu denen in d eineMethode deniert ist, konnen wir durhfm 2Message j 9A 2 Framename : (#1 hA;m i) 6= ?gnotieren.Es ist klar, da wir durh eine leihte Modikation der Abbildung IG [[  ℄℄ ebenso Pro-gramme mit einer Smalltalk-ahnliheren Syntax in die hier denierten abstrakten Pro-gramme uberfuhren konnen. Dort werden die lokalen Methoden einer Klasse wie die lokalenInstanzvariablen syntaktish innerhalb der Klassendenition angegeben.
3
Statishe Semantik und Vererbung
Es ist klar, da niht jedes Programm, das syntaktish korrekt ist im Sinne der Denitionenaus Kapitel 2, auh ein vernunftiges oder wohlgeformtes Programm darstellt. Vielen syntak-tish rihtigen Programmen wollen oder konnen wir keine dynamishe Semantik zuordnen.Es hat sih als zwekmaig herausgestellt, die Denition der Kontextbedingungen, die wohl-geformte Programme zusatzlih zu ihrer syntaktishen Korrektheit erfullen mussen, von derDenition der Syntax zu trennen, denn die meisten lassen sih in der ublihen kontextfrei-artigen Beshreibung der Syntax gar niht oder nur mit erheblihem Aufwand ausdruken.Sprahdenitionen werden durh diese Trennung wesentlih verstandliher. Es konnen ver-shiedene, jeweils adaquate, mathematishe Methoden zur Beshreibung untershiedliherAspekte benutzt werden.Eines der zentralen Merkmale unseres Ansatzes zur Beshreibung der Semantik objekt-orientierter Sprahen ist, da wir, eben aus diesem Grund, auh die Denition der Vererbungvon der der dynamishen Semantik trennen. Die Vererbung fuhren wir mittels einer syntak-tishen Transformation explizit durh und erhalten so ein Programm ohne Vererbung. Dasgeshieht, indem jedem Frame die fehlenden Denitionen der ererbten Methoden sowie dievollstandige Liste seiner Instanzvariablen hinzugefugt wird.Ein wihtiger Begri, der fur die Durhfuhrung der Vererbung benotigt wird, ist der desVererbungsgraphen eines Frames, den wir im Abshnitt 3.1 denieren. Die Frames bildendie Knotenmenge des Vererbungsgraphen, und die Vererbungsrelation deniert die Kanten.Im Spezialfall der Programme mit einfaher Vererbung legt die Vererbungsrelation selbstbereits eine lineare Anordnung der Superframes fest. Ein Frame A erbt eine Methode m oderInstanzvariable y von B , falls B der speziellste (kleinste) Frame mit dieser Komponente inder linearen Anordnung ist. Gleihnamige Komponenten speziellerer Frames vershatten alsodie der allgemeineren.Im Fall multipler Vererbung mussen wir zusatzlih zu der Vershattungsregel eine Regelangeben, die die Konikte lost, die durh die Vererbung gleihnamiger Komponenten ausmehreren Superframes entstehen, die ihrerseits niht in der Vererbungsrelation zueinanderstehen. Dabei gibt es nun vershiedene plausible Moglihkeiten, sog. Vererbungsstrategien,die wir im Abshnitt 3.2 beshreiben. Sie basieren haug auf topologishen Sortierungenoder Linearisierungen der Menge der Superframes eines Frames und fuhren so, fur jeden34
3.1. VERERBUNGSRELATION UND VERERBUNGSGRAPH 35Frame des Programms einzeln, die Losung der Konikte auf die Anwendung der Vershat-tungsregel bei einfaher Vererbung zuruk. Das heit niht, da auf diese Weise ein Programmmit multipler Vererbung systematish in eines mit einfaher Vererbung transformiert werdenkann, da durh die Linearisierung Frames zueinander in Beziehung gesetzt werden, die im ur-sprunglihen Programmm niht in der Vererbungsrelation standen, und das im allgemeinensogar auf untershiedlihe Weise, je nahdem fur welhen Frame die Linearisierung geradebestimmt wird.Shlielih fuhren wir dann im Abshnitt 3.3 die Vererbung von Methoden und Instanzva-riablen explizit durh und erzeugen so ein Programm ohne Vererbung. Dabei setzen wir eineVererbungsstrategie als konkret gegeben voraus. Diese bewirkt also eine semantikdenierendesyntaktishe Transformation, denn zwei vershiedene Vererbungsstrategien konnen letztlihfur ein und dasselbe Programm durhaus zu zwei semantish untershiedlihen Programmenohne Vererbung fuhren.Gerade in Wissensreprasentationssprahen drukt die Vererbungsrelation haug eine in-haltlihe Beziehung zwishen den Objektklassen eines Expertensystems aus, die sih in densehr tehnish denierten Vererbungsstrategien der zugrundeliegenden objektorientierten Spra-hen niht immer adaquat wiederndet. Der in der vorliegenden Arbeit gewahlte Ansatz zurBeshreibung der Semantik und auh der Ubersetzung objektorientierter Sprahen lat aufeinfahe Weise das Experimentieren mit untershiedlihen Vererbungsstrategien zu, da diekonkret benutzte Vererbungsstrategie als "Parameter\ unseres Ansatzes in die Denition derdynamishen Semantik und der Ubersetzung eingeht (vgl. Kapitel 4).Eine wesentlihe statish semantishe Einshrankung an wohlgeformte Programme konnenwir erst nah Durhfuhrung der Vererbung denieren. Kommt in einer Methode m eines Fra-mes A eine Instanzvariablenreferenz self : y oder self : y := e vor, so ist niht in jedem Fally auh Instanzvariable von A , auh niht nah Durhfuhrung der Vererbung. In Abshnitt3.4 denieren wir instanziierbare Frames und werden in Abshnitt 3.5 von wohlgeformten Pro-grammen u.a. verlangen, da nur solhe tatsahlih instanziiert werden. Es ist klar, da wirdazu alle Instanzvariablen und Methoden aller Frames kennen mussen. Die Wohlgeformtheitvon Programmen hangt also ebenfalls von der verwendeten Vererbungsstrategie ab.Dies ist der Grund dafur, da wir der Denition der statishen Semantik und der dazunotwendigen expliziten Durhfuhrung der Vererbung ein ganzes Kapitel widmen.3.1 Vererbungsrelation und VererbungsgraphDie zentralen Begrie in diesem Abshnitt sind die Vererbungsrelation sowie der Vererbungs-graph eines Frames A in einem Programm p = h; e i .Wir denieren sie fur abstrakte Programme, werden sie jedoh haug anhand der entspre-henden konkreten Programme motivieren. Abstrakte Programme, also die Paare h; e i , dieaus einem abstrakten Deklarationsteil und dem Hauptprogrammausdruk bestehen, habenwir im vorigen Kapitel durh die Anwendung der Funktion IG [[  ℄℄ aus konkreten Program-men p = d ; e gewonnen.Zunahst denieren wir den Vererbungsgraphen des Programmes, der aus der Menge derFramenamen des Programmes durh die Vererbungsrelation gebildet wird. Die Vererbungs-relation gibt die Beziehung zwishen einem Frame und seinen direkten Superframes wieder,
36 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGden Frames also, die in der Superframeliste einer Framedenitionderame A (A1; : : : ; An ) ( y1; : : : ; yk )auftreten. Der Vererbungsgraph ist ein endliher gerihteter Graph, da in einem Programmnur endlih viele Framedenitionen vorkommen. Durh die Reihenfolge der Frames in derListe (A1; : : : ; An ) ist die Menge der direkten Superframes zudem total geordnet.Denition 3.1Sei p = h; e i 2 InhGraph  Expr ein abstraktes Programm. Dann bezeihnen wir mitFrames(p) die Menge der Frames, genauer der Framenamen in p .Frames(p) =Def fA 2 Framename j (#2 A) 6= ?gFrames(p) ist gerade die endlihe Menge der Namen der in dem Programm p deklariertenFrames. Wir denieren die Vererbungsrelation !p  Frames(p)  Frames(p) durhA !pB ()Def B kommt in (#2 A) vor:Wir nennen dann B direkten Superframe von A . Mit  !p bezeihnen wir die transitivreexive Hulle von  !p . B heit Superframe von A , falls A !pB gilt. Die Menge derSuperframes von A ist alsoSupersp(A) =Def fB 2 Framename j A !pBg : 2Man beahte, da A selbst Superframe von A ist, also A 2 Supersp(A) gilt. Damit ist furjeden Frame A in Frames(p) die Menge Supersp(A) eine endlihe nihtleere Menge vonFramenamen. Man beahte ebenfalls, da Framenamen, die zwar in der Superframeliste einerFramedeklaration auftauhen, fur die es aber keine Framedeklaration in dem Programm gibt,niht Element der Menge Frames(p) sind. Sie stehen damit mit keinem Frame in p in derVererbungsrelation. Wir ignorieren sie einfah. Eine Sprahimplementation sollte in diesemFall naturlih eine Warnung erzeugen. Es ist leiht, eine entsprehende Einshrankung anwohlgeformte Programme zu formulieren.Denition 3.2Sei Frames(p) die Menge der Framenamen eines abstrakten Programmes p und sei  !p Frames(p)  Frames(p) die Vererbungsrelation in p . Dann bezeihnen wir mitVG(p) =Def (Frames(p) ;  !p )den Vererbungsgraphen von p . 2
3.1. VERERBUNGSRELATION UND VERERBUNGSGRAPH 37Der Vererbungsgraph von p ist also der endlihe gerihtete Graph, den die Menge Frames(p)als Knotenmenge zusammen mit der Vererbungsrelation  !p bildet. Wir wollen nun, wiedies allgemein ublih ist, im folgenden nur azyklishe Vererbungsgraphen betrahten. Vonwohlgeformten Programmen (vgl. Abshnitt 3.5) verlangen wir, da ihr Vererbungsgraphazyklish ist, d.h. da fur kein Frame A in p A !+p A gilt.Tatsahlih sind wir aber niht an dem, im allgemeinen unzusammenhangenden Verer-bungsgraphen des gesamten Programmes interessiert, sondern an dem zusammenhangendenTeilgraphen, der mit einem Frame A gerade alle Superframes von A enthalt. Diesen be-zeihnen wir als Vererbungsgraphen von A . Er enthalt alle Frames, aus denen A potentiellInstanzvariablen und Methoden erbt.Denition 3.3Sei p abstraktes Programm und sei Supersp(A) fur einen Framenamen A in p die Menge derSuperframes von A. Dann heitVGp(A) =Def (Supersp(A) ;  !p jSupersp(A)  Supersp(A) )Vererbungsgraph von A in p . 2Der Vererbungsgraph VGp(A) eines Frames A ist also der endlihe gerihtete zusammen-hangende Teilgraph von VG(p) , der alle Superframes von A durh die Vererbungsrelationzueinander in Beziehung setzt. Mit VG(p) ist naturlih auh VGp(A) azyklish und durhdie Reihenfolge der Framenamen in den direkten Superframelisten (#2 A) geordnet.Beispiel 3.4Betrahten wir den folgenden Ausshnitt p aus dem Programm in Beispiel 2.19 (vgl. Kapitel2, Seite 26), bei dem wir den Hauptprogrammausdruk weggelassen haben:derame A ( ) (x) ;derame B (A ) (y) ;derame C (A ) ( ) ;defmethod C add ( ) = self :y + self :x ;derame D (B ;C ) ( ) ;Der Vererbungsgraphen VG(p) , der in diesem Beispiel gleihzeitig der VererbungsgraphVGp(D) ist, lat sih wie in Abbildung 3.1 graphish veranshaulihen.Wir konnen uns an diesem kleinen Programmbeispiel bereits ein Problem klar mahen, dasim Zusammenhang mit Vererbung immer wieder auftauht: Die Bindung von Identikatoren,in unserem Fall der Instanzvariablen y in der Methode add des Frames C , ist dem Origi-nalprogramm in der Regel niht einfah anzusehen. Die Methode add enthalt eine Referenzauf eine Instanzvariable y , der Frame C hat aber gar keine Instanzvariable y . Es stellt sih
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 AB   C D   II   Abbildung 3.1: Vererbungsgraph VG(p) = VGp(D)die Frage, ob die Methode add denn uberhaupt eine sinnvolle Bedeutung hat. Die Antwortist positiv, zumindest wenn wir eine Vererbungsstrategie unterstellen, durh die der FrameD sowohl die Methode add von C als auh die Instanzvariable y von B erbt. Dann istD instanziierbar (vgl. Abshnitt 3.4), und Nahrihten add an Instanzen von D haben einedurhaus vernunftige Bedeutung. Einen Frame wie C bezeihnet man auh als Mixin, daer selbst niht instanziierbar ist, aber durh den Vererbungsmehanismus Komponenten derinstanziierbaren Frames beisteuert.Wir haben den Bereih der abstrakten Deklarationsteile InhGraph genannt, da ein solhes 2 InhGraph =Def ( Ident n ! Abstration ) (Framename n ! Framename ) (Framename n ! InstVar )gerade die Reprasentation eines Vererbungsgraphen darstellt, in der die Knoten zusatzlihmit den lokalen Instanzvariablenlisten und den lokal zu einem Frame denierten Methodenannotiert sind.Denition 3.5Sei p = h; e i 2 InhGraph  Expr ein abstraktes Programm. Wir sagen, p habe einfaheVererbung , falls fur alle Frames A 2 Frames(p) die Superframelisten (#2 A) hohstenseinelementig sind. 2Wir sprehen also von Programmen mit einfaher Vererbung, wenn jeder Frame hohstenseinen Superframe hat. In anderen objektorientierten Sprahen, zum Beispiel in den objekt-orientierten Erweiterungen Flavors oder NewFlavors von Lisp, spielt ein spezieller, internerFrame die Rolle einer Wurzel des Vererbungsgraphen, wird also implizit als Superframe allderjenigen Frames deniert, die eine leere Superframeliste haben. Programme dieser Sprahenhaben einfahe Vererbung, wenn jeder Frame genau einen Superframe besitzt. In diesem Fallhaben alle Programme einen zusammenhangenden Vererbungsgraphen, und im Spezialfallvon Programmen mit einfaher Vererbung bildet dieser Graph einen Baum. Da dies auh
3.2. VERERBUNGSSTRATEGIE 39in unserer Sprahe fur die interessanten zusammenhangenden Teilgraphen von VG(p) gilt,wollen wir im folgenden bemerken. Sei dazuSubframesp(A) =Def fB 2 Framename j B !pAgdie Menge aller Subframes von A in p .Bemerkung 3.6Sei p = h; e i 2 InhGraph  Expr ein abstraktes Programm mit einfaher Vererbung. Dannist fur jeden Frame A in p der zusammenhangende Teilgraph(Subframesp(A) ;  ! 1p )des Vererbungsgraphen VG(p) ein Baum mit Wurzel A .Naturlih folgt daraus umgekehrt sofort, da fur jeden Frame A in p der VererbungsgraphVGp(A) eine Kette ist, d.h. da die Menge Supersp(A) bereits durh die Vererbungsrelation !p linear geordnet ist. Dies ist eine entsheidende Eigenshaft, die Programme mit einfa-her Vererbung von solhen mit multipler Vererbung untersheidet. Die Vererbungsrelation !p ist dem Programm syntaktish anzusehen, da die Superframes in den Framedenitio-nen genannt sind. Im Fall einfaher Vererbung lassen sih also die Komponenten, d.h. dieInstanzvariablen und Methoden eines Frames, auf sehr einfahe Weise induktiv uber den syn-taktishen Aufbau des Programmes denieren: Ein Frame A hat eine Komponente y oderm , falls y oder m in A lokal deniert ist, oder falls der evtl. vorhandene Superframedie Komponente y oder m hat. Damit lat sih Vererbung denotationell denieren [Red88℄[CP89℄ [Kam88℄. Unabhangig voneinander haben [Red88℄ und [CP89℄ fur Smalltalk-ahn-lihe Sprahen mit einfaher Vererbung denotationelle Semantiken angegeben, die das ebenbeshriebene Verfahren zur Bestimmung der Komponenten eines Frames, genauer der Kom-ponenten von Instanzen, durh Fixpunktbildung modellieren. Noh deutliher wird dies in[Kam88℄, ebenfalls am Beispiel einer denotationellen Semantik fur Smalltalk.Im Fall multipler Vererbung ist dies niht so einfah moglih. Es tritt ein Konikt auf,wenn mehr als ein Superframe die gleihe Komponente "hat\. Die naive Losung in diesemFall, namlih das Heranziehen der lokalen Ordnung der direkten Superframes zur Auosungdes Koniktes, fuhrt im allgemeinen zu dem unerwunshten Eekt, da Komponenten spezi-ellerer Frames durh die allgemeinerer vershattet werden konnen. Wir werden im folgendenAbshnitt ein Beispiel angeben, wo dies der Fall ist. Diese Problematik hat zur Diskussionuntershiedliher Vererbungsstrategien im Fall der multiplen Vererbung gefuhrt [Sym86℄, vondenen wir zwei im folgenden Abshnitt exemplarish denieren wollen.3.2 VererbungsstrategieZum Verstandnis objektorientierter Programme ist es notig, alle Komponenten, also alle In-stanzvariablen und Methoden aller Frames zu kennen. Wir haben im vorigen Abshnitt mo-tiviert, da diese im Spezialfall einfaher Vererbung bereits festliegen. Die Begrie aus demvorigen Abshnitt reihen dann aus, um die Instanzvariablen und Methoden eines Frames zu
40 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGbestimmen. Kern dieser Aussage ist die Tatsahe, da die Vererbungsrelation  !p in diesemFall die Menge Supersp(A) bereits linear anordnet. Dadurh ist die einzig vernunftige Stra-tegie zur Bestimmung der Komponenten eines Frames dadurh festgelegt, da Komponentenspeziellerer Frames diejenigen allgemeinerer vershatten.Denition 3.7Sei p = h; e i ein abstraktes Programm, sei A ein Frame in p . Wir sagen, A besitzt eineInstanzvariable y lokal , falls y in der Liste (#3 A) vorkommt, falls also in p zu A direkteine Instanzvariable y deniert ist. 2Dies ist genau dann der Fall, wenn y in der direkten Instanzvariablenliste ( y1; : : : ; yk ) derFramedenition derame A (A1; : : : ; An ) ( y1; : : : ; yk )von A vorkommt. Analog denieren wir, wann A eine Methode zu einem Methodennamenm 2 Message lokal besitzt. Dies ist gerade dann der Fall, wenn eine Methodendenitiondefmethod A m x = ein p vorkommt, eventuell auh ohne formalen Parameter:Denition 3.8Sei p = h; e i ein abstraktes Programm, sei A ein Frame in p . Sei m 2 Message . Wirsagen, A besitzt lokal eine Methode  self :  x : e bzw.  self :  ( ) : e zu m , falls(#1 hA;m i) =  self :  x : e bzw.(#1 hA;m i) =  self :  ( ) : egilt. 2Im Fall einfaher Vererbung, allgemeiner sogar immer dann, wenn eine lineare Anordnung derMenge Supersp(A) vorliegt, konnen wir nun denieren, wann ein Frame eine Instanzvariableoder Methode besitzt. Dazu dient die folgende Denition, die das Vorhandensein einer linearenAnordnung von Supersp(A) voraussetzt.Denition 3.9Sei p = h; e i ein abstraktes Programm, sei A ein Frame in p . Sei ferner Supersp(A) =fA1 ; : : : ; An g die Menge der Superframes von A und hAi1 ; : : : ; Ain i eine lineare Anord-nung von Supersp(A) derart, da Ai1 = A gilt.Wir sagen dann, A besitzt eine Instanzvariable y bzw. eine Methode a zu m , falls einkleinster (speziellster) Frame Aik in der linearen Anordnung existiert, der y bzw. a zum lokal besitzt. 2
3.2. VERERBUNGSSTRATEGIE 41Da wir vorausgesetzt haben, da A selbst kleinster Frame in der linearen Anordnung vonSupersp(A) ist, besitzt A naturlih alle seine direkten Komponenten, also die direkt zuA denierten Instanzvariablen und Methoden. Im Fall einfaher Vererbung liegt eine naturli-he lineare Anordnung von Supersp(A) vor, falls VGp(A) azyklish ist. Hier greift unsereVoraussetzung an den Vererbungsgraphen VG(p) aus dem vorigen Abshnitt. Bei einfaherVererbung reiht somit Denition 3.9 zur Bestimmung der Komponenten der Frames aus.Um dasselbe Verfahren auh im Falle multipler Vererbung zur Bestimmung der Instanz-variablen und Methoden eines Frames verwenden zu konnen, benotigen wir auh in diesemFall eine plausible lineare Anordnung der Superframes Supersp(A) , die sih an der Verer-bungsrelation orientiert. In den objektorientierten Erweiterungen Flavors und NewFlavorsvon Lisp und damit auh in Babylon werden topologishe Sortierverfahren benutzt, um ei-ne Linearisierung des Vererbungsgraphen VGp(A) zu bestimmen. Diesem Vorgehen widmenwir uns im folgenden Abshnitt.3.2.1 Linearisierung des VererbungsgraphenWir wollen nun zwei Beispiele topologisher Sortierungen angeben, die die Menge der Superf-rames von A linear anordnen. Beide basieren letztlih auf der Besuhsreihenfolge der Knotenin VGp(A) , die wir dadurh erhalten, da dieser Graph zunahst in die Tiefe und dannvon links nah rehts (depth rst left to right) traversiert wird. Da VGp(A) kein Baum,sondern im allgemeinen ein azyklisher gerihteter Graph ist, treten in dieser Besuhsrei-henfolge Frames mehrfah auf. Die beiden Linearisierungen, die wir im folgenden angebenwerden, untersheiden sih dadurh, da im Falle mehrfah auftretender Frames andere Vor-kommen gestrihen werden. Sie stammen aus den Denitionen der objektorientierten Erwei-terungen Flavors [Sym85℄ bzw. NewFlavors [Sym86℄ von Lisp, die Implementierungssprahenvon Babylon sind. Ihre Vererbungsstrategie bestimmt damit jeweils auh die Vererbungs-strategie und damit die Semantik von Babylon.Das erste Linearisierungsverfahren bestimmt die lineare Anordnung Linp(A) des Verer-bungsgraphen VGp(A) durh die depth-rst-left-to-right -Besuhsreihenfolge der Knoten inVGp(A) ohne Wiederholungen. Dies entspriht dem folgenden Vorgehen: Wir traversieren VGp(A) , startend bei A , zunahst in die Tiefe und dann jeweils vonlinks nah rehts, also depth-rst-left-to-right , und notieren die Knoten in der Reihen-folge, in der wir sie besuhen. Treten in der dabei enstehenden Liste von Frames einzelne Frames mehrfah auf, solassen wir nur das jeweils linkeste Vorkommen stehen, wir streihen also die wiederholtbesuhten Knoten.Da VGp(A) zusammenhangend ist, erhalten wir so tatsahlih eine lineare Anordnung allerSuperframes von A .Beispiel 3.10Betrahten wir wiederum einen Ausshnitt p aus unserem Beispielprogramm.
42 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGderame A ( ) (x) ;defmethod A set-x n = self :x := n ;defmethod A add ( ) = self :x + self :y ;derame B (A ) (y) ;defmethod B set-y n = self :y := n ;derame C (A ) ( ) ;defmethod C add ( ) = self :y + self :x ;derame D (B ;C ) ( ) ;Den Vererbungsgraphen VG(p) = VGp(D) geben wir der Deutlihkeit halber noh einmalan:  AB   C D   II   Wir wollen die Linearisierung Linp(D) des Vererbungsgraphen VGp(D) bestimmen. Diedepth-rst-left-to-right-Besuhsreihenfolge der Knoten dieses Graphen ergibt die KnotenlistehD ;B ;A ;C ;A i . Streihen wir nun das rehte Vorkommen von A , so erhalten wir alsLinearisierung Linp(D) = hD ;B ;A ;C i .Sowohl A als auh C besitzen lokal eine Methode add . Die beiden Methoden untersheidensih. Einmal wird y zu x und einmal x zu y addiert. Betrahten wir nun die LinearisierungLinp(D) des Vererbungsgraphen VGp(D) , so stellen wir fest, da dort A vor C auftritt,da also, von D aus gesehen, A spezieller als C ist. Damit erbt D also add von A , dieMethode add von C wird durh die aus A vershattet.Das Problem entsteht, weil die Strategie zur Bestimmung von Linp(D) die durh die Verer-bungsrelation in VGp(D) gegebene Ordnung niht erhalt. Dort namlih tauht C vor A auf,ist also spezieller als A .In der Denition von NewFlavors [Sym86℄ ist daher eine andere Strategie zur Linearisie-rung von VGp(A) festgelegt worden, die wir als zweites Beispiel anfuhren wollen. Sie basiertebenfalls auf einer topologishen Sortierung Linp(A) des Vererbungsgraphen VGp(A) , dies-mal allerdings auf eine Weise, die die durh die Vererbungsrelation gegebene Ordnung erhalt.Da die lokale Ordnung der direkten Superframes ebenfalls erhalten werden soll, ist mit dieserStrategie nunmehr niht mehr jeder Vererbungsgraph linearisierbar , die Vererbungsstrategiesortiert dort Programme mit niht linearisierbarem Vererbungsgraphen als niht wohlgeformtaus.In [Sym86℄ ist in den beiden folgenden Regeln formuliert, welhen Anforderungen dieLinearisierung Linp(A) genugen soll:
3.2. VERERBUNGSSTRATEGIE 43 Sind B und C Superframes von A , fur die B  !pC gilt, so tritt B in der linearenAnordnung Linp(A) vor C auf. Die durh die Vererbungsrelation gegebene Ordnungder Superframes von A wird also erhalten. Tritt B in der Superframeliste von A vor C auf, so auh in Linp(A) . Die durh dielokale Ordnung der Superframelisten gegebene Ordnung wird also ebenfalls erhalten.Der Fall, da vershiedene lineare Anordnungen moglih sind, die den beiden ersten Regelnentsprehen, tritt haug auf. Es ist ebenfalls klar, da niht fur jeden Vererbungsgrapheneine lineare Anordnung existiert, die diesen beiden Regeln genugt. Beispiele dafur lassen sihleiht konstruieren:Beispiel 3.11Als Beispiel fur einen nihtlinearisierbaren Vererbungsgraphen betrahten wir die Framede-nitionen derame A ( ) ( ) ;derame C (A ) ( ) ;derame B (A ; C ) ( ) ;und den daraus entstehenden Vererbungsgraphen VGp(B) A  C BI6  Die moglihen linearen Anordnungen von VGp(B) , deren kleinstes Element B ist, sindhB ; A ; C i und hB ; C ; A i . Die erste widerspriht Regel 1 und die zweite Regel 2.Beispiel 3.12Auh fur die Existenz vershiedener mogliher linearer Anordnungen wollen wir ein kleinesBeispiel angeben. Der VererbungsgraphA   BC   D E6 6I   
44 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGlat drei vershiedene lineare Anordnungen von VGp(E) zu, die den oben genannten Regelnentsprehen. Dies sind hE ; C ; A ; D ; B i , hE ; C ; D ; A ; B i und hE ; C ; D ; B ; A i .Die depth-rst-left-to-right-Strategie liefert in diesem Beispiel, ebenso wie die im folgendendenierte Strategie aus [Sym86℄, die erste Linearisierung hE ; C ; A ; D ; B i .Die Situation ist in [Sym86℄ dadurh noh etwas komplizierter, da dort lokale Anordnungender direkten Superframes explizit speziziert werden konnen, die von der durh die Reihenfol-ge ihres Auftretens gegebenen abweihen. In dem hier vorliegenden einfaheren Fall konnenwir Linp(A) wiederum durh eine topologishe Sortierung von VGp(A) bestimmen: Wir traversieren VGp(A) , startend bei A , zunahst in die Tiefe und dann jeweils vonlinks nah rehts, also depth-rst-left-to-right , und notieren die Knoten in der Reihen-folge, in der wir sie besuhen. Treten in der dabei enstehenden Liste von Frames einzelne Frames mehrfah auf, solassen wir nur das jeweils rehteste Vorkommen stehen, wir streihen also die vorherigenBesuhe allgemeinerer Frames.Das so denierte Verfahren bestimmt also wieder eine, eindeutig bestimmte, lineare Anord-nung Linp(A) aller Superframes von A . Man beahte, da diese Sortierung auh fur "nihtlinearisierbare\ Vererbungsgraphen funktioniert. Sie bestimmt dann aber eine Anordnung derSuperframes von A , die den Anforderungen der beiden oben genannten Regeln niht ent-spriht. Die lokale Ordnung in den Superframelisten wird niht erhalten. In dem Beispiel 3.11liefert dieses Verfahren die Linearisierung Linp(B) = hB ; C ; A i , denn wir erhalten als Be-suhsreihenfolge der Knoten hB ; A ; C ; A i . Auf ahnlihe Weise ist die Vererbungsstrategieauh in [KS87℄ deniert.In unserem Beispielprogramm erhalten wir nun fur VGp(D) aus der BesuhsreihenfolgehD ;B ;A ;C ;A i die Linearisierung hD ;B ;C ;A i , in der C vor A auftritt. D erbt alsonun die Methode fur add aus dem spezielleren Frame C .3.2.2 Vernunftige VererbungsstrategienWir haben im letzten Abshnitt zwei Beispiele von Vererbungsstrategien beshrieben, dieauf topologishen Sortierungen der Menge Supersp(A) basieren. Die durh die Sortierung er-zeugte lineare Anordnung Linp(A) der Menge Supersp(A) haben wir im Sinne von Denition3.9 benutzt, um diejenigen Instanzvariablen und Methoden zu bestimmen, die ein Frame inp besitzt .Dies sind niht die einzigen denkbaren Vererbungsstrategien. So wird beispielsweise spe-ziell fur Babylon-Frames in [Bre87℄ eine Vererbungsstrategie durh pradikatenlogishe For-meln speziziert. Die Situation, die die zusatzlihen Konikte bei multipler Vererbung her-vorruft, da namlih ein Frame eine Komponente aus zwei vershiedenen, niht zueinander inVererbungsrelation stehenden Frames erben soll, wird dort als mehrdeutig (engl. ambiguous)bezeihnet, und der Frame erbt keine der beiden Komponenten. Auh dies ist eine durh-aus plausible Strategie, die den weiter unten denierten Anforderungen an eine vernunftigeVererbungsstrategie genugt.
3.2. VERERBUNGSSTRATEGIE 45Diesem Begri wenden wir uns nun zu. Wir abstrahieren wieder von den konkreten Ver-erbungsstrategien des vorigen Abshnittes und denieren zunahst, was wir im Rahmen die-ser Arbeit unter einer Vererbungsstrategie verstehen wollen. Letztlih kommt es uns dar-auf an, da wir, gegeben ein abstrakter Deklarationsteil  2 InhGraph eines Programmesp = h; e i , auf vernunftige Weise in endliher Zeit zu jedem Frame A 2 Frames(p) alleInstanzvariablen von A und alle zu A in  denierten Methoden bestimmen konnen. Wirdenieren deshalb zunahst ganz allgemein eine Vererbungsstrategie als Paar eektiv bere-henbarer Abbildungen, die dies fur die Instanzvariablen bzw. die Methoden leisten:Denition 3.13Als Vererbungsstrategie bezeihnen wir ein Paar hinstvars ;methods i eektiv berehenbarerAbbildungeninstvars 2 InhGraph  ! (Framename n ! InstVar )methods 2 InhGraph  ! ( (Framename  Message ) n ! Abstration ) ;die zu jedem  2 InhGraph und zu jedem Frame A die Liste (instvars  A) der Instanz-variablen von A und die Bindung (methods  hA;m i) fur die MethodenfunktionsnamenhA;m i liefern. 2Naturlih wollen wir niht jedes beliebige Paar hinstvars ;methods i von Abbildungen als Ver-erbungsstrategie zulassen. Im folgenden motivieren wir deshalb Einshrankungen an vernunf-tige Vererbungsstrategien, die dann in Denition 3.14 zusammengefat werden.Zunahst wollen wir verlangen, da die Vererbungsstrategie keine zusatzlihen, in  nihtbereits vorhandenen Frames erzeugt. Dies ist eine Einshrankung an die Abbildung instvars .Jeder Frame A , fur den (instvars  A) deniert ist, soll bereits Frame des ursprunglihenProgrammes gewesen sein. Umgekehrt wollen wir siher gehen, da instvars auh fur je-den Frame A 2 Frames(p) eine gultige Instanzvariablenliste deniert. Diese kann unterUmstanden leer sein, sie soll jedenfalls niht undeniert sein. Fassen wir diese beiden Ein-shrankungen zusammen, so verlangen wir: Die Instanzvariabalenliste (instvars  A) 2 InstVar ist genau dann deniert, wennA 2 Frames(p) gilt. (instvars ) deniert also eine endlihe Abbildung, deren Urbildgenau die Menge Frames(p) ist. Ist (instvars  A) = y deniert, so enthalt y keineInstanzvariable mehrfah.Ebenfalls soll ausgeshlossen werden, da die Vererbungsstrategie Methoden zu niht vor-handenen Frames oder syntaktish falshe Methoden erzeugt. Beide Forderungen denierenEinshrankungen an die erlaubten Abbildungen methods : Die Abbildung (methods ) ist nur fur endlih viele hA;m i deniert. Auerdem ver-langen wir, da A 2 Frames(p) ist, falls (methods  hA;m i) deniert ist, und da diean hA;m i gebundene Abstraktion von der Form  self :  x : e oder  self :  ( ) : e ist.Man beahte, da wir niht verlangen, da zu dem Methodennamen m in  bereits ei-ne Methodendenition vorhanden war. Wir lassen also zu, da die Vererbungsstrategie dem
46 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGProgramm Methodendenitionen hinzufugt. So erlauben wir beispielsweise die implizite De-nition von Methoden fur den lesenden und shreibenden Zugri auf Instanzvariablen, denn dieVererbungsstrategie konnte fur Instanzvariablen y eines Frames A die Methodendenitionendefmethod A y ( ) = self :y ;defmethod A set-y x = self :y := x ;implizit hinzufugen, so da(methods  hA; set-y i ) =  self :  x : self :y := xdeniert sein kann, obwohl in  selbst keine Bindung fur eine Methode mit dem Namenset-y vorhanden war.Im vorigen Abshnitt haben wir von Linearisierungen Linp(A) des VererbungsgraphenVGp(A) verlangt, da der Frame A selbst jeweils der kleinste (speziellste) Frame in der durhLinp(A) gegebenen linearen Anordnung der Superframes von A sein soll. Dies fuhrt dazu,da A alle seine lokalen Instanzvariablen und Methoden tatsahlih besitzt . Es ist plausibel,dies auh allgemein von vernunftigen Vererbungsstrategien zu verlangen. Wir fordern also: Besitzt A eine Instanzvariable y lokal, so kommt diese Instanzvariable auh in der Liste(instvars  A) vor. Besitzt A lokal eine Methode zu m , so ist (methods  hA;m i) deniert.Beshranken wir uns auf die in dieser Arbeit denierte Sprahe, so ist es durhaus vernunftig,zusatzlih zu verlangen, da die Abstraktionen (methods  hA;m i) und (#1 hA;m i) gleihsind. Wir sollen dies aber niht fordern, um niht von vornherein weitergehende Sprahbe-standteile wie z.B. die Methodenkombination auszushlieen. Sprahen wie Flavors oder auhBabylon erlauben die Denition sog. Damonen (engl. demons) zu einem Methodennamenm , die in einer durh die Vererbungsstrategie bestimmten Reihenfolge vor oder nah derPrimarmethode ausgefuhrt werden. Die Rumpfe der durh die Durhfuhrung der Vererbungentstehenden kombinierten Methodenfunktionen untersheiden sih dann von denen der ur-sprunglih im Programm vorhanden Methoden. Nahere Informationen zur Behandlung derMethodenkombination in dem hier vorgestellten Ansatz nden sih im Kapitel 8 in [CdV89℄oder auh in [AGS88℄.Denition 3.14 fat nun die erwahnten Anforderungen an die Abbildungen instvars undmethods zusammen. Vernunftige Vererbungsstrategien sind gerade solhe, die alle o.a. Forde-rungen erfullen.Denition 3.14Sei vs = hinstvars ;methods i eine Vererbungsstrategie. Sei p = h; e i ein abstraktes Pro-gramm. Dann heit vs vernunftig , falls alle der folgenden Bedingungen erfullt sind:(1) (instvars  A) ist deniert () A 2 Frames(p) .(2) (instvars  A) enthalt, falls deniert, keine Instanzvariable mehrfah.
3.2. VERERBUNGSSTRATEGIE 47(3) (methods ) ist fur hohstens endlih viele hA;m i deniert. Ist (methods  hA;m i) furein hA;m i deniert, dann gilt A 2 Frames(p) und (methods  hA;m i) ist eine Ab-straktion der Form  self :  x : e oder  self :  ( ) : e fur ein e 2 Expr .(4) Besitzt A eine Instanzvariable y lokal, so kommt y in (instvars  A) vor.(5) Besitzt A lokal eine Methode zu m , so ist (methods  hA;m i) deniert. 2Die Vererbungsstrategien aus dem vorigen Abshnitt, deren Kern durh die Bestimmung ei-ner Linearisierung Linp(A) des Vererbungsgraphen VGp(A) gegeben war, lassen sih alsvernunftige Vererbungsstrategien im Sinne von Denition 3.14 denieren. Wir benutzen da-zu Linp(A) und Denition 3.9, um jedem Frame A die Liste der Instanzvariablen zuzu-ordnen, die A besitzt . Jedem Methodenfunktionsnamen hA;m i ordnen wir die Methodea 2 Abstration zu, die A zu m besitzt .Sei also p = h; e i abstraktes Programm und sei fur jeden Frame A 2 Frames(p) dieLinearisierung Linp(A) des Vererbungsgraphen VGp(A) von A gegeben. Mit Linp(A) liegteine lineare Anordnung der Menge Supersp(A) der Superframes von A vor. Unter diesenVoraussetzungen speziziert Denition 3.9, wann A eine Instanzvariable y besitzt . Damitlat sih die Abbildunginstvars 2 InhGraph  ! (Framename n ! InstVar )durh instvars  A =Def 8>><>>: y ; falls A ein Frame in  und y dieListe der Instanzvariablen ist, dieA besitzt,? ; sonstdenieren. Ist A ein Frame in  , der keine Instanzvariable besitzt, so meint (instvars  A) dieleere Instanzvariablenliste h i . Sei ferner m 2 Message ein Methodenname. Dann spe-ziziert Denition 3.9 ebenfalls, wann A eine Methode  self :  x : e 2 Abstration oder self :  ( ) : e 2 Abstration zu m besitzt . Die Abbildungmethods 2 InhGraph  ! ( (Framename  Message ) n ! Abstration )konnen wir also wie folgt angeben:methods  hA;m i =Def 8<: a ; falls A zu m die Methode a 2Abstration besitzt ,? ; sonstFur Framenamen A =2 Frames(p) bleibt (instvars  A) undeniert. Das gleihe gilt fur(methods  hA;m i) , falls A in  keine Methode zu m besitzt .Wir wollen uns zum Abshlu dieses Abshnittes klar mahen, da die durh diese bei-den Abbildungen gegebene Vererbungsstrategie hinstvars ;methods i tatsahlih vernunftig
48 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGist. Zunahst stellen wir fest, da in beiden im vorigen Abshnitt denierten Linearisierungs-strategien die Linearisierung Linp(A) eektiv bestimmbar ist, so da entsheidbar ist, ob einFrame A eine Instanzvariable y oder eine Methode zu m besitzt . Damit sind instvars undmethods eektiv berehenbar. hinstvars ;methods i ist also eine Vererbungsstrategie.Ebenso shnell wird klar, da sowohl (instvars ) als auh (methods ) endlihe Ab-bildungen sind, die fur A bzw. hA;m i hohstens dann deniert sein konnen, wenn A 2Frames(p) gilt, denn nur solhe Frames besitzen Instanzvariablen oder Methoden. Da in(instvars  A) keine Instanzvariablen mehrfah vorkommen sollen, versteht sih von selbst.Da (methods  hA;m i ) , falls deniert, einer bereits im ursprunglihen Programm vorhan-denen Methode entspriht, sind somit die Bedingungen (1), (2) und (3) aus Denition 3.14erfullt.Da die Bedingungen (4) und (5) ebenfalls gelten, ist klar, denn wir haben sie ja geradegefordert, um die speziellen Eigenshaften der auf Linearisierungen von VGp(A) basierendenVererbungsstrategien auh im allgemeinen Fall zu erhalten.3.3 Durhfuhrung der VererbungIn diesem Abshnitt denieren wir nun die syntaktishe Transformation, die durh "Anwen-dung der Vererbungsstrategie\ aus einem abstrakten Programm p = h; e i ein abstraktesProgramm ohne Vererbung erzeugt, indem die Instanzvariablenlisten der Framedenitionenvervollstandigt und die fehlenden Denitionen der ererbten Methoden hinzugefugt werden.Wir haben im vorigen Abshnitt ein Paar hinstvars ;methods i von Abbildungeninstvars 2 InhGraph  ! (Framename n ! InstVar )methods 2 InhGraph  ! ( (Framename  Message ) n ! Abstration ) ;als Vererbungsstrategie bezeihnet und deniert, wann eine Vererbungsstrategie vernunftigist. Wir setzen nun das Vorhandensein einer vernunftigen Vererbungsstrategie voraus. Siebestimmt zu den Frames des Programmes die Liste aller Instanzvariablen und alle Methoden.Der abstrakte Deklarationsteil  des Programms p haben wir durh die Anwendung derAbbildung IG [[  ℄℄ aus dem konkreten Programm gewonnen. (vgl. Kapitel 2). Wir erinnernuns an den Bereih von  : 2 InhGraph =Def ( Ident n ! Abstration ) (Framename n ! Framename ) (Framename n ! InstVar )Programme ohne Vererbung wollen wir nun als Paare hg; e i reprasentieren, wobei wir g 2CEnv auh als Ubersetzungszeitumgebung bezeihnen:Denition 3.15Ein Element g 2 CEnv in dem BereihCEnv =Def (Ident n ! Abstration)  (Framename n ! InstVar):nennen wir Ubersetzungszeitumgebung . 2
3.3. DURCHFUHRUNG DER VERERBUNG 49Wir konnen g wiederum als abstrakten Deklarationsteil des Programmes hg; e i auassen.Dies rehtfertigt die Bezeihnung abstraktes Programm ohne Vererbung fur hg; e i (s.u.).Denition 3.16Sei p = h; e i ein abstraktes Programm. Sei ferner hinstvars ;methods i eine vernunftigeVererbungsstrategie. Dann denieren wir die Anwendung der Vererbungsstrategie auf  alsAbbildung VS : InhGraph  ! CEnvwie folgt: VS  =Def h I : I 2 Var ! ( I) ;(methods  I ) ;( instvars  ) i 2Die zweite Komponente von (VS  ) ist also gerade durh die Abbildung instvars bestimmt,die zu jedem Frame die Liste aller Instanzvariablen liefert. In der ersten Komponente bleibendie Bindungen an gewohnlihe Variablen, also die aus den Funktionsdenitionen des origina-len Programmes enstandenen Bindungen, unverandert, wahrend die Abbildung methods dieBindungen fur die Methodenfunktionsnamen hA;m i bestimmt.Wir fuhren die Vererbung nun durh, indem wir die Ubersetzungszeitumgebung g durhAnwendung der Vererbungsstrategie auf den abstrakten Deklarationsteil  bestimmen. DerHauptteil e des Programmes bleibt unverandert.Denition 3.17Als abstrakte Programme ohne Vererbung bezeihnen wir Paare hg; e i 2 CEnv  Expr mitUbersetzungszeitumgebungeng 2 CEnv =Def ( Ident n ! Abstration ) (Framename n ! InstVar )als abstraktem Deklarationsteil. 2Ein abstraktes Programm ohne Vererbung entsteht nun gerade aus p = h; e i durh Anwen-dung der Vererbungsstrategie auf den Deklarationsteil  .Denition 3.18Sei p = h; e i ein abstraktes Programm, und sei hinstvars ;methods i eine vernunftige Ver-erbungsstrategie. Dann erhalten wir durh Anwendung der Vererbungsstrategie auf p dasabstrakte Programm ohne Vererbungh(VS ); e i 2 CEnv  Expr 2
50 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGEs ist klar, da wir aus g 2 CEnv wiederum konkrete Deklarationen rekonstruieren konnen,indem wir aus den Bindungen der ersten Komponente von g die entsprehenden Methoden-und Funktionsdenitionen erzeugen. Aus den Bindungen der zweiten Komponente konnenwir entsprehende Framedenitionen rekonstruieren, die nun nur noh leere Superframelistenhaben. Wir konnen uns das durh Anwendung der Vererbungsstrategie erzeugte Programmauf diese Weise veranshaulihen.
Beispiel 3.19Aus dem Beispielprogramm des vorigen Abshnittes entsteht nun die folgende Ubersetzungs-zeitumgebung, wenn wir die Vererbungsstrategie benutzen, die durh die zweite im Abshnitt3.2 denierte Linearisierung entsteht:
h f hA; set-x i 7!  self :  n : self :x := n ;hA; add i 7!  self :  ( ) : self :x + self :y ;hB; set-y i 7!  self :  n : self :y := n ;hB; set-x i 7!  self :  n : self :x := n ;hB; add i 7!  self :  ( ) : self :x + self :y ;hC; add i 7!  self :  ( ) : self :y + self :x ;hC; set-x i 7!  self :  n : self :x := n ;hD; set-x i 7!  self :  n : self :x := n ;hD; set-y i 7!  self :  n : self :y := n ;hD; add i 7!  self :  ( ) : self :y + self :x g ;f A 7! (x ) ;B 7! (x ; y ) ;C 7! (x ) ;D 7! (x ; y ) g i
Diese entspriht dem folgenden konkreten Deklarationsteil:
3.4. INSTANZIIERBARE FRAMES 51derame A ( ) (x) ;defmethod A set-x (n ) = self :x := n ;defmethod A add ( ) = self :x + self :y ;derame B ( ) (x; y) ;defmethod B set-y (n ) = self :y := n ;defmethod B set-x (n ) = self :x := n ;defmethod B add ( ) = self :x + self :y ;derame C ( ) (x) ;defmethod C add ( ) = self :y + self :x ;defmethod C set-x (n ) = self :x := n ;derame D ( ) (x; y) ;defmethod D set-x (n ) = self :x := n ;defmethod D set-y (n ) = self :y := n ;defmethod D add ( ) = self :y + self :x ;Benutzen wir stattdessen die Vererbungsstrategie auf der Basis des ersten Linearisierungs-verfahrens, so erbt D die Methode zu add aus A , erhalt also die Methodendenitiondefmethod D add ( ) = self :x + self :y ;
3.4 Instanziierbare FramesIn diesem Abshnitt denieren wir eine Einshrankung an wohlgeformte Programme (vgl.Abshnitt 3.5), die im Zusammenhang mit der vernunftigen Verwendung von Instanzvaria-blenreferenzen steht.In Beispiel 3.4 haben wir ein Programm gesehen, in dem speziell der Frame C eine Metho-de add mit einer lesenden Referenz self : y auf die in C lokal niht vorhandene Instanzvariabley besitzt. In Beispiel 3.19 wird deutlih, da dies fur den Frame C auh nah Durhfuhrungder Vererbung so bleibt, falls wir eine der dort genannten Vererbungsstrategien verwenden.In D dagegen ist die Methode add durhaus vernunftig, da Instanzen von D eine In-stanzvariable y besitzen.Wir wollen die Fehlersituation verhindern, die in einem Programm eventuell dadurhauftritt, da durh eine Nahriht eine Methode aufgerufen wird, die eine Referenz auf einein dem Empfangerobjekt niht vorhandene Instanzvariable durhfuhrt. Ob dieser Fehler ineinem Programm tatsahlih auftritt, konnen wir naturlih statish niht entsheiden, dennwir wissen niht, ob eine Methode, die ihn durh eine Nahriht an ein spezielles Objektpotentiell hervorruft, auh tatsahlih mit einem entsprehenden Empfangerobjekt aufgerufenwird.Allerdings konnen wir nah Durhfuhrung der Vererbung eine hinreihende Bedingungangeben und fur das entstandene Programm ohne Vererbung auh entsheiden, die diesen
52 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGFehler verhindert. Wir kennen nunmehr alle Instanzvariablen und Methoden aller Framesund konnen verlangen, da nur Instanzen von Frames gebildet werden, in deren Methodenhohstens Referenzen auf ebenfalls in dem Frame vorhandene Instanzvariablen vorkommen.Frames, die diese Eigenshaft besitzen, werden wir instanziierbar nennen. Wir werden, umauf das Beispiel zurukzukommen, sehen, da C ein niht instanziierbarer, D aber ein in-stanziierbarer Frame ist.In Programmen ohne Vererbung kann auf sehr einfahe Weise eine Bindungsfunktion zwi-shen den angewandten Vorkommen self : y oder self : y := e der Instanzvariablen in Metho-denrumpfen und ihren denierenden Vorkommen in den Instanzvariablenlisten der Framesdeniert werden1. Wir werden diese Bindungsfunktion hier niht explizit denieren, da wirden Begri Vorkommen eines Ausdruks im Rahmen dieser Arbeit niht formalisiert haben.Hatten wir dies getan, so ware ein Frame gerade dann instanziierbar, wenn die Bindungs-funktion des Programmes, eingeshrankt auf die angewandten Instanzvariablenvorkommenin den Methoden des Frames, total deniert ist. Wir betrahten dabei naturlih das durhAnwendung der als vernunftig vorausgesetzten Vererbungsstrategie entstandene Programmohne Vererbung.Im folgenden setzen wir voraus, da vs = hinstvars ;methods i eine vernunftige Verer-bungsstrategie ist und da hg; e i = h(VS ); e i durh Anwendung dieser Vererbungsstra-tegie auf p = h; e i entsteht. Dabei ist VS 2 InhGraph  ! CEnv die auf vs beruhendesyntaktishe Transformation gema Denition 3.16.Denition 3.20Sei p = h; e i ein abstraktes Programm. Sei A 2 Frames(p) und sei hg; e i das durhAnwendung von VS auf p entstandene abstrakte Programm h(VS ); e i 2 CEnv  Expr .Dann denieren wir mitMethodsp(A) =Def f a 2 Abstration j 9 m 2 Message : (g#1 hA;m i) = agdie Menge aller Methoden von A in p . 2Die Menge Methodsp(A) ist eine endlihe Menge von Abstraktionen (oder Methoden) derForm  self :  x : e bzw.  self :  ( ) : e . Vollig analog konnen wir zu einem abstrakten Pro-gramm hg; e i ohne Vererbung die Menge Methodshg;ei(A) der zu A in g vorhandenen Me-thoden denieren. In einem beliebigen abstrakten Deklarationsteil g entsprehen allerdingsdie an hA;m i gebundenen Abstraktionen niht unbedingt Methoden der o.a. Form. In denRumpfen der Abstraktionen in Methodsp(A) bzw. Methodshg;ei(A) kommen eventuell In-stanzvariablenreferenzen der Form self : y oder self : y := e vor, und wir verlangen von eineminstanziierbaren Frame A nun, da die Instanzvariablen y Instanzvariablen von A sind:1Im allgemeinen betrahtet man in imperativen Programmen die Bindungsrelation zwishen angewandtenund denierenden Identikatorvorkommen und verlangt von statish semantish korrekten Programmen, dadiese Relation eine total denierte Funktion ist, da also jedes angewandte Vorkommen an genau ein de-nierendes gebunden ist. Wir konnen von einer Bindungsfunktion sprehen, da wir uns auf Instanzvariablenbeshranken und eine vernunftige Vererbungsstrategie nur Instanzvariablenlisten erzeugt, in denen keine derInstanzvariablen mehrfah vorkommt.
3.4. INSTANZIIERBARE FRAMES 53Denition 3.21Sei p = h; e i ein abstraktes Programm. Sei A 2 Frames(p) und sei hg; e i das durhAnwendung von VS auf p entstandene abstrakte Programm h(VS ); e i 2 CEnv  Expr .Sei ferner Methodsp(A) die Menge aller Methoden von A in p .Dann heit A instanziierbar , falls fur jede Instanzvariable y , die im Rumpf einer Methodea 2 Methodsp(A) vorkommt, gilt, da y auh Instanzvariable von A ist, genauer, da y inder Instanzvariablenliste (g#2 A) auftritt. 2Es ist klar, wann ein Frame in einem abstrakten Programm hg; e i instanziierbar ist. Naturlihhangt die Eigenshaft der Frames des Programmes p , instanziierbar oder niht instanziierbarzu sein, von der konkret verwendeten Vererbungsstrategie VS ab, denn wir haben diese Ei-genshaft anhand des durh Anwendung von VS entstandenen Programmes ohne Vererbungdeniert.Wir haben bereits in Beispiel 2.19 im Kapitel 2 behauptet, da das dort angegebeneProgramm zwei instanziierbare und zwei niht instanziierbare Frames enthalt. Dies wollenwir uns nun klarmahen.Beispiel 3.22Betrahten wir dazu das in Beispiel 3.19 angegebene Programm ohne Vererbung, das wiraus unserem ursprunglihen Programm durh Anwendung der Vererbungsstrategie gema[Sym86℄ gewonnen haben. Durhderame A ( ) (x) ;defmethod A add ( ) = self :x + self :y ;ist klar, da A ein niht instanziierbarer Frame ist, denn die Methode add enthalt eineReferenz auf die in A niht vorhandene Instanzvariable y . Ebenso ist C niht instanziierbar,denn C enthalt ebenfalls keine Instanzvariable y , obwohl in der Methode add eine Referenzauf y vorhanden ist: derame C ( ) (x) ;defmethod C add ( ) = self :y + self :x ;Die beiden anderen Frames sind instanziierbar, denn es gibt uberhaupt nur Instanzvaria-blenreferenzen auf x und y , und sowohl B als auh D enthalten beide Instanzvariablen:derame B ( ) (x; y) ;defmethod B set-y (n ) = self :y := n ;defmethod B set-x (n ) = self :x := n ;defmethod B add ( ) = self :x + self :y ;derame D ( ) (x; y) ;defmethod D set-x (n ) = self :x := n ;defmethod D set-y (n ) = self :y := n ;defmethod D add ( ) = self :y + self :x ;
54 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGBetrahten wir nun auh noh den Hauptprogrammausdruk, den wir in all den bisher durh-gefuhrten Transformationen unverandert gelassen haben:( di :( di : set-x ( 17 ) ; di : set-y ( 25 ) ; di : add ( ) )) ( instane-of D ) ;Im gesamten entstandenen Programm kommt nur die Instanziierung ( instane-of D ) imHauptprogramm vor. Es werden also nur Instanzen instanziierbarer Frames gebildet.3.5 Wohlgeformte ProgrammeZum Abshlu dieses Kapitels konnen wir nun endlih denieren, wann ein Programm wohl-geformt oder statish semantish korrekt ist. Wir tun dies zunahst fur abstrakte Programmehg; e i ohne Vererbung, denn die wesentlihen Bedingungen lassen sih erst nah Durhfuhrungder Vererbung denieren. Dies liegt insbesondere daran, da wir allgemein zugelassen haben,da eine Vererbungsstrategie die Rumpfe der in dem ursprunglihen Programm vorhandenenMethoden modizieren darf, so da die in dem Programm vorkommenden Ausdruke erstnah Durhfuhrung der Vererbung bekannt sind.Naturlih nennen wir das ursprunglihe Programm mit Vererbung gerade dann wohlge-formt , wenn das ihm durh Anwendung der Vererbungsstrategie zugeordnete Programm ohneVererbung wohlgeformt ist.Im folgenden werden wir die einzelnen Bedingungen an wohlgeformte Programme angebenund diskutieren und sie shlielih in Denition 3.23 zusammenfassen. Sei dazu hg; e0 i 2CEnv  Expr ein abstraktes Programm ohne Vererbung.Zunahst verlangen wir, da Methodennamen hA;m i auh tatsahlih an Methoden derForm  self :  x : e bzw.  self :  ( ) : e gebunden sind. Wir fordern also Ist (g#1 hA;m i) deniert, dann ist der Wert von (g#1 hA;m i) eine Methode der Form self :  x : e oder  self :  ( ) : e .Instanzvariablenreferenzen der Form self : y bzw. self : y := e haben nur in Rumpfen vonMethoden eine vernunftige Bedeutung. Wir lassen sie deshalb nur in Methodenrumpfen zu.Zudem wollen wir verlangen, da self an diesen Stellen auh wirklih das Empfangerobjekt derentsprehenden Nahriht bezeihnet, da self also an der Stelle der Instanzvariablenreferenzself : y bzw. self : y := e frei in dem Methodenrumpf vorkommt und syntaktish vershiedenvon dem eventuellen Parameter x der Methode ist. Instanzvariablenreferenzen treten nur in Methodenrumpfen auf, und dort auh nur anStellen, an denen self frei ist.Die nahste Anforderung, die wir an wohlgeformte Programme stellen, betrit die Instanziie-rungen (instane-of A) , die in dem Programm vorkommen. Wir haben im vorigen Abshnittden Begri eines instanziierbaren Frames deniert und verlangen nun, da nur solhe instan-ziiert werden:
3.5. WOHLGEFORMTE PROGRAMME 55 Kommt eine Ausdruk (instane-of A) in g oder im Hauptprogramm e0 vor, so istA instanziierbarer Frame in hg; e0 i .Wir lassen zu, da das Programm freie gewohnlihe Variablen enthalt. Es ist also nihtmoglih, jeden gewohnlihen Funktionsaufruf der Form f ( e1 ) bzw. f ( ) mit f 2 Var aufkorrekte Parameterubergabe zu prufen. Wir konnen dies ebenfalls fur Nahrihten der Forme1 :m ( e2 ) oder e1 :m ( ) niht tun, da wir die aufgerufene Methodenfunktion im allgemeinenniht kennen. Wir wollen aber dennoh wenigstens verlangen, da die "bekannten\ gewohnli-hen Funktionen f 2 Var korrekt aufgerufen werden, und da es uberhaupt eine Methoden-denition zu m gibt, wenn eine Nahriht e1 :m in dem Programm vorkommt.Diese beiden Anforderungen entsprehen den Punkten (4), (5) und (6) der nun folgendenDenition wohlgeformter Programme.Denition 3.23Sei hg; e0 i 2 CEnv  Expr ein Programm ohne Vererbung. Dann heit hg; e0 i wohlgeformt ,wenn die folgenden Bedingungen erfullt sind:(1) Ist (g#1 hA;m i) deniert, dann ist (g#1 hA;m i) eine Methode der Form  self :  x : eoder  self :  ( ) : e fur einen Ausdruk e 2 Expr und x 2 Var .(2) Instanzvariablenreferenzen self : y bzw. self : y := e treten nur in Methodenrumpfen(g#1 hA;m i) =  self :  x : e1 bzw. (g#1 hA;m i) =  self :  ( ) : e1 auf, und zwar der-art, da self frei in x : e1 bzw. in  ( ) : e1 ist.(3) Kommt eine Ausdruk instane-of A in g oder im Hauptprogramm e0 vor, so istA instanziierbarer Frame in hg; e0 i .(4) Kommt ein (gewohnliher) Funktionsaufruf f ( e ) mit f 2 Var in g oder e0 vor, und ist(g#1 f) deniert, so gilt (g#1 f) = x : e1 fur einen Ausdruk e1 2 Expr und x 2 Var .(5) Kommt ein (gewohnliher) Funktionsaufruf f ( ) mit f 2 Var in g oder e0 vor, und ist(g#1 f) deniert, so gilt (g#1 f) =  ( ) : e1 fur einen Ausdruk e1 2 Expr .(6) Kommt eine Nahriht e1 :m in g oder e0 vor, so existiert ein A 2 Framename derart,da (g#1 hA;m i) deniert ist. 2Wie bereits angekundigt, denieren wir nun, da ein Programm p = h; e i wohlgeformt ist,wenn das ihm durh Anwendung der Vererbungsstrategie zugeordnete Programm ohne Ver-erbung wohlgeformt ist. Die Forderung (1) in Denition 3.23 ist fur Programme, die durhAnwendung einer vernunftigen Vererbungsstrategie aus einem Programm h; e i entstehen,unnotig, denn wir haben in Denition 3.14 gefordert, da die Abbildung methods einervernunftigen Vererbungsstrategie nur Methoden der geforderten Form erzeugt. Wir verlangenzusatzlih, da der Vererbungsgraph VG(p) azyklish ist.
56 KAPITEL 3. STATISCHE SEMANTIK UND VERERBUNGDenition 3.24Sei p = h; e i ein abstraktes Programm. Sei hg; e i das durh Anwendung von VS aufp entstandene abstrakte Programm h(VS ); e i 2 CEnv  Expr , wobei VS gema De-nition 3.16 die zu einer vernunftigen Vererbungsstrategie hinstvars ;methods i gehorendesyntaktishe Transformation ist. Sei VG(p) der Vererbungsgraph von p .Dann heit p wohlgeformt oder statish semantish korrekt, falls VG(p) azyklish undhg; e i wohlgeformt ist. 2Damit haben wir die Denition der statishen Semantik von Programmen abgeshlossen. Diebeiden folgenden Kapitel widmen sih der Denition der dynamishen Semantik, der Deniti-on eines Ubersetzers und dem Beweis der Korrektheit des Ubersetzers. Dabei betrahten wirim folgenden nur noh abstrakte Programme ohne Vererbung, von denen wir stillshweigendvoraussetzen, da sie wohlgeformt sind. Sowohl die dynamishe Semantik von Programmenals auh der Ubersetzer hangen von der in diesem Kapitel denierten expliziten Durhfuhrungder Vererbung durh die Anwendung einer vernunftigen Vererbungsstrategie ab. Insofern gehtdie konkret benutzte Vererbungsstrategie als "Parameter\ in den im Rahmen dieser Arbeitvorgeshlagenen Ansatz zur Beshreibung und korrekten Implementation objektorientierterSprahen mit multipler Vererbung ein.
4
Dynamishe Semantik und Ubersetzung
Das nun folgende Kapitel widmet sih der dynamishen Semantik von Ausdruken unsererobjektorientierten Sprahe und der Denition eines Ubersetzers, der insbesondere Nahrihtenin "generishe Funktionsaufrufe\ ubersetzt.Im folgenden Abshnitt beshaftigen wir uns zunahst mit den mathematishen Grund-lagen der hier verwendeten denotationellen Semantik und erlautern dabei unsere Notati-on. Der dann folgende zweite Abshnitt deniert eine denotationelle Continuation-Semantik.Zunahst geben wir die semantishen Bereihe an. Es handelt sih um reexive Bereihe, dawir alle Funktionen als Daten erster Ordnung zulassen. Anshlieend denieren wir das se-mantishe Funktional E [[  ℄℄ induktiv uber den syntaktishen Aufbau von Ausdruken durhAngabe der entsprehenden semantishen Gleihungen.Der dritte Abshnitt erweitert unsere Sprahe um einen Ausdruk, der die endlihe gene-rishe Methodenfunktionsauswahl gestattet. In Anlehnung an Lisp nennen wir ihn typease ,obwohl die Semantik spezieller deniert wird: typease e of A1 : e1 ; : : : ; An : en selektiertniht nur anhand des Typs von e , sondern wir gehen davon aus, da die Bedeutung desselektierten ei eine Methode ist, die wir gleihzeitig auf die Bedeutung von e anwenden. Istein typease -Ausdruk wohldeniert, so liefert er eine Methodenfunktion.Der letzte Abshnitt dieses Kapitels shlielih deniert einen Ubersetzer induktiv uberden Aufbau von Ausdruken, der insbesondere Nahrihten in entsprehende endlihe Me-thodenselektionen uberfuhrt. Dazu fassen wir das abstrakte Programm, das wir im vorigenKapitel durh die Anwendung der Vererbungsstrategie aus dem Vererbungsgraphen des Ori-ginalprogrammes gewonnen haben, tatsahlih als Ubersetzungszeitumgebung auf. Der Uber-setzer ist also niht inkrementell, sondern benotigt die Information uber alle zu einem Framegehorenden Methoden.Sprahen wie Lisp bieten Datentypen, die sih zur Reprasentation von Objekten eignenund die Programmierung der lesenden und shreibenden Zugrie erlauben. Durh die Re-prasentation der Framenamen als Lisp-Daten lat sih auh die generishe Methodenauswahlmit geeigneten Lisp-Funktionen programmieren. Tatsahlih erzeugt der bereits erwahnteBABYLON-Ubersetzer [Goe89a℄ konkret derartige Reprasentationen und ubersetzt Instanzi-ierungen und Zugrie auf Instanzvariablen in entsprehende Funktionsaufrufe des Laufzeit-57
58 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGsystems.Wir wollen in dieser Arbeit bewut darauf verzihten, den applikativen Kern unserer Spra-he um einen derartigen generishen Datentyp zu erweitern, mit dessen Hilfe die Reprasen-tation von Objekten und die Programmierung der generishen Methodenauswahl moglihwurde. Wir halten das dynamishe Bilden von Instanzen und eben die generishe Methoden-auswahl fur elementare Bestandteile objektorientierter Sprahen, die diese von applikativenoder imperativen Sprahen untersheiden.4.1 GrundlagenUm die dynamishe Semantik der entstandenen abstrakten Programme ohne Vererbung zubeshreiben, benutzen wir eine denotationelle Continuation-Semantik. Die denotationelle Be-shreibung von Programmiersprahen geht auf D. Sott und Ch. Strahey zuruk. Den syntak-tishen Bestandteilen von Programmen werden Elemente, sog. Denotationen, in geeignetenmathematishen Bereihen zugeordnet. Meist geshieht diese Zuordnung strukturell, d.h. in-duktiv uber den syntaktishen Aufbau der Programme. Inzwishen hat sih herausgestellt,da die Domain-Theorie von Sott [So81℄ genugend reihhaltig ist, um auh imperativenSprahkonstrukten und rekursiv denierten Datentypen denotationell eine Bedeutung zuord-nen zu konnen.Sie basiert auf vollstandigen partiellen Ordnungen (.p.o's) bzw. vollstandigen Verbandenzusammen mit ihren stetigen Funktionen. Die Losung von rekursiven Gleihungen wird durhkleinste Fixpunkte stetiger Funktionen eindeutig moglih, eine Konsequenz aus dem Fix-punkttheorem von Tarski [Tar55℄. Wir werden in der vorliegenden Arbeit spezielle vollstandi-ge Verbande verwenden, um die fur unsere objektorientierte Sprahe notigen semantishenBereihe zu denieren, die sog. stetigen vollstandigen Verbande mit abzahlbarer Basis [Sto77℄,die in der Literatur haug auh !-algebraishe vollstandige Verbande genannt werden. Unterihnen gibt es einen ausgezeihneten universellen Bereih, in den sih jeder andere Bereih alsUnterbereih einbetten lat [So76℄, die Potenzmenge P! der naturlihen Zahlen. Speziellestetige Funktionen, sog. Retrakte, haben stetige vollstandige Verbande als Bilder und bildenselbst einen vollstandigen Verband, in dem die ublihen Bereihskonstruktoren  ! (stetigeFunktionen),  (Kreuzprodukt), + (separierte Summe), [ ℄? (?-Erweiterung) und auh[ ℄ (endlihe Listen) stetige Funktionen sind [So76℄. Damit lassen sih reexive Bereihe(reexive domains) durh rekursive Gleihungssysteme denieren und die Fixpunkttheoriesihert die Existenz einer eindeutig bestimmten kleinsten Losung.Bei der Beshreibung der imperativen Sprahbestandteile wie der Zuweisung oder der Hin-tereinanderausfuhrung von Anweisungen hat sih die Tehnik der Continuations durhgesetzt,die ursprunglih zur Beshreibung der denotationellen Semantik einer Sprahe mit Sprungenin [SW74℄ vorgeshlagen wurde. Einer Anweisung wird niht die zugehorige Zustandstrans-formation an sih zugeordnet { ein Element des Bereihes Store  ! Store , sondern dieWirkung der Anweisung auf die ihr folgende Zustandstransformation, die Continuation. Diesist ein Element des Bereihes (Store  ! Store)  ! (Store  ! Store) . Im Falle eines Sprun-ges oder einfah in einer Fehlersituation kann nun die ursprunglihe Continuation verworfenund durh eine andere ersetzt werden.In Lisp-artigen Sprahen und auh in der hier denierten Sprahe wird zwishen Anwei-
4.1. GRUNDLAGEN 59sungen und Ausdruken niht untershieden. Auh Anweisungen habenWerte, und Ausdrukekonnen Zustandstransformationen (Seiteneekte) bewirken. Im allgemeinen hangt die einemAusdruk folgende Zustandstransformation auh von demWert des Ausdrukes ab, die Bedeu-tung des Ausdruks also von einer Ausdruks-Continuation der Form (Value  Store)  !Answer . Dabei bezeihnet Answer den Bereih der Programmergebnisse, in unserem Fallden Bereih Value  Store . Es ist ublih, diesen Bereih urriziert aufzushreiben, also als 2 Value  ! Store  ! Answer . Ausdruks-Continuations beshreiben "die Semantikdes Restes des Programmes in Abhangigkeit von dem Wert des Ausdruks\. Der Einfahheithalber werden wir Ausdruks-Continuations im folgenden auh als Continuations bezeihnen.Um einen Eindruk zu geben, sei an dieser Stelle bereits der Typ des semantishen Funktio-nals E [[  ℄℄ angegeben, auh wenn die genaue Struktur von Umgebungen noh niht bekanntist: Fur einen Ausdruk e 2 Expr istE [[ e ℄℄ : Env  ! ECont  ! Cont :Um uns ein wenig mit der Notation vertraut zu mahen, wollen wir an dieser Stelle zwei der inden folgenden Abshnitten denierten semantishen Gleihungen diskutieren. Uberrashendeinfah ist die Denition der Hintereinanderausfuhrung e1 ; e2 : Wir wenden die Bedeutungvon e1 auf die Continuation an, die wir erhalten, indem wir die Bedeutung von e2 auf dieursprunglihe Continuation anwenden. Dabei wird der Wert von e1 ignoriert.E [[ e1 ; e2 ℄℄  = E [[ e1 ℄℄  f  :E [[ e2 ℄℄  gContinuations shreiben wir in f : : : g , um die Lesbarkeit der semantishen Gleihungen zuverbessern. Mit  bzw.  bezeihnen wir ubliherweise Continuations bzw. Umgebungen.Fragen wir uns nun, um ein zweites Beispiel zu geben, was die Bedeutung einer -Abstraktion x : e ist. An die Continuation wird ein "funktionaler Wert\ ubergeben; dies isteine Funktion, die an den jeweiligen Aufrufstellen mit einem Argument und einer dort aktuellgultigen Continuation versorgt wird. Die Umgebung, in der dann shlielih die Bedeutungvon e bestimmt wird, wird aber an der Stelle der Denition "eingefroren\, um statishe Iden-tikatorbindung (engl. stati soping) zu gewahrleisten. Der Zusatz (: : : in Value) leistet dienotige Inklusion in den Bereih Value, in dem die funktionalen Werte nur einen Summandendarstellen. Die Modikation der Umgebung  an der Stelle x um das Argument  0 notierenwir  [x  0℄ .E [[x : e ℄℄  =  (  0:  0:  0:E [[ e ℄℄  [x  0℄ 0 0 in Value)Der funktionale Wert, der einer -Abstraktion entspriht, ist also Element des BereihesValue  ! ECont  ! Cont , und er hangt von der Denitionszeitumgebung  2 Env ab.Eine -Abstraktion bedeutet die Anwendung der Continuation  auf diesen Wert. Wirhaben die Continuation  = E [[ e ℄℄  [x  0℄ 0 in der Form 0 :  0 geshrieben. Mit 2 Store bezeihnen wir ubliherweise Zustande.Denotationelle Continuation-Semantiken mit reexiven semantishen Bereihen habensih bei der Beshreibung hoherer imperativer Sprahen wie beispielsweise Sheme [Abe91℄quasi als Standard durhgesetzt. Sie werden eingehend in [Sto77℄ diskutiert. Wir wollen imfolgenden die mathematishen Grundlagen bereitstellen, um eine solhe Semantik denierenzu konnen.
60 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNG4.1.1 DomainsUnter einer partiell geordneten Menge verstehen wir eine Menge M mit einer reexiven,antisymmetrishen und transitiven Ordnungsrelation vM  M  M . Sind x; y 2 M undist A  M , so shreiben wir xvM y fur hx; y i 2 vM und xvM A , falls fur alle a 2A xvM a gilt. Gilt fur alle a 2 A avM x , so shreiben wir auh AvM x . In diesem Fallheit x obere Shranke von A . Besitzt die Menge der oberen Shranken von A ein kleinstesElement tA , so nennen wir es kleinste obere Shranke von A . Falls tA existiert, so ist eseindeutig bestimmt. Vollig analog denieren wir die grote untere Shranke uA von A.Denition 4.1Eine partiell geordnete Menge D heit Verband , falls fur jede nihtleere, endlihe TeilmengeX  D die kleinste obere Shranke tX und die grote untere Shranke uX existieren.D heit vollstandig , falls tX und uX fur jede Teilmenge X  D existieren. 2Jede Menge M lat sih zu einem ahen vollstandigen Verband erweitern, indem ein klein-stes Element ? und ein grotes Element > hinzugefugt werden. Die Elemente von M bleibenunvergleihbar.Denition 4.2Die Bereihe Bool und Nat denieren wir als ahe vollstandige Verbande, ausgehend vonden Mengen ftrue; falseg bzw. IN0 .Bool >true false?       Nat >0 1 2   ?    PPPPPPPPPPPPPP     2Die Potenzmenge 2M einer Menge M ist ein Beispiel fur einen Bereih, der mit seiner naturli-hen Ordnung  einen vollstandigen Verband bildet. Ist X eine Menge von Teilmengen vonM , also X  2M , so ist [X die geforderte kleinste obere Shranke von X . Die Existenz dergroten unteren Shranke folgt in vollstandigen Verbanden D allgemein aus der Existenz derkleinsten oberen Shranke. Man mahe sih dazu klar, da uX = tf d 2 D j dvDXg ist.In 2M ist uX gerade \X . Die leere Menge ; und M selbst sind kleinstes bzw. grotesElement in 2M . Ein sehr wihtiger Bereih ist die Potenzmenge P!=Def 2! der naturlihenZahlen ! = IN0 .Die partielle Ordnung in einem vollstandigen Verband D reprasentiert den "Grad derDeniertheit\ der Elemente in D . ?D und >D nennen wir auh unehte Elemente.Denition 4.3Sei D ein vollstandiger Verband. Eine Teilmenge E  D heit Basis von D , falls
4.1. GRUNDLAGEN 61(a) jedes Element d 2 D kleinste obere Shranke der Menge der Basiselemente ev d ist,also fur alle d 2 D gilt: d = tf e 2 E j ev dg und(b) fur jede endlihe Teilmenge E0  E die kleinste obere Shranke von E0 ein Basiselementist, d.h. tE0 2 E gilt. 2Basiselemente haben "endlihen Charakter\. Sie sind diejenigen Elemente, die wir im Speihereines Rehners tatsahlih reprasentieren wollen. Wir verlangen deshalb, da ein semantisherBereih eine abzahlbare Basis hat. Alle anderen Elemente von D konnen wir hohstensapproximieren, d.h. durh eine sukzessive Berehnung der Basiselemente ein jeweils genugenddeniertes Basiselement nden. Da niht jede abzahlbare Menge auh rekursiv aufzahlbar ist,gelingt dies niht in jedem Fall. Es gibt niht berehenbare Elemente.Teilmengen S  D , deren endlihe Teilmengen E  S eine kleinste obere Shrankein S haben, nennen wir gerihtet . Eine Basis von D ist also eine gerihtete Teilmenge vonD derart, da jedes Element von D kleinste obere Shranke einer Menge von Basiselementenvon D ist.Denition 4.4Sei D ein vollstandiger Verband. Seien x; y 2 D . x heit essentiell kleiner als y (in Zeihen:x  y ), falls fur jede gerihtete Teilmenge S  D aus yvtS bereits xv z fur eine z 2S folgt. Einen vollstandigen Verband, in dem sih jedes Element als kleinste obere Shrankeder Menge der essentiell kleineren Elemente darstellen lat, nennen wir stetig . D heit alsostetig , falls fur alle d 2 D d = tfx 2 D j x dg gilt. 2Stetige vollstandige Verbande mit abzahlbarer Basis bezeihnen wir im folgenden als seman-tishe Bereihe oder Domains.4.1.2 Stetige FunktionenSeien C und D vollstandige Verbande. Diejenigen Funktionen von C nah D , die mitden partiellen Ordnungen vC und vD vertraglih sind, nennen wir monoton. Eine Funk-tion f 2 C  ! D heit also monoton, falls aus xvC y folgt, da f(x)vD f(y) gilt. Istf monoton, so ist das Bild f(S)=Def f f(s) j s 2 Sg einer gerihteten Teilmenge S  C einegerihtete Teilmenge von D . Hat f uberdies die Eigenshaft, da fur jede gerihtete Teil-menge S  C die kleinste obere Shranke von S auf die kleinste obere Shranke der Mengeder Bilder von S unter f abgebildet wird, so nennen wir f stetig .Denition 4.5Sind C;D vollstandige Verbande und ist f 2 C  ! D , so heit f stetig , falls f monotonist und fur alle gerihteten Teilmengen S  C gilt: f(tS) = t f(S) . 2
62 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGDie Identitat ist eine stetige Funktion, alle konstanten Funktionen sind stetig. Mit stetigenFunktionen f 2 C  ! D und g 2 B  ! C ist auh die Komposition f Æg 2 B  ! D stetig.Generell ist jede in LAMBDA1 denierbare Funktion von P! nah P! stetig ( vgl. [So76℄und [Sto77℄ ). Da sih jeder semantishe Bereih, also jeder stetige vollstandige Verband mitabzahlbarer Basis, in P! einbetten lat, genugt es, sih auf solhe Funktionen zu beshranken.Zu den in LAMBDA denierbaren Funktionen gehort beispielsweise M'Carthy's Conditionalx  ! y; z . -Abstraktion und Funktionsapplikation sind ebenfalls LAMBDA-denierbar.Theorem 4.6 (Fixpunkttheorem von Tarski) Ist D ein vollstandiger Verband und istf eine stetige Funktion von D nah D , so besitzt f einen kleinsten Fixpunkt x f undx f = 1Gi=0ff i(?)gMehr noh, falls D ein semantisher Bereih ist, ist x 2 (D  ! D)  ! D selbst stetig undLAMBDA-denierbar. Man betrahte dazu den wohlbekannten Y-KombinatorY =Def  f : (x : (f (x x)) ) (x : (f (x x)) ) :Es ist also gerehtfertigt, die -Notation zur Denition von semantishen Gleihungen zubenutzen, da wir den Bereih der stetigen Funktionen niht verlassen.4.1.3 Reexive BereiheEine stetige Funktion heit Retraktion, falls f Æ f = f gilt. Retraktionen sind stetige Funk-tionen, die semantishe Bereihe denieren. Ihr Bild ist gleih der Menge ihrer Fixpunkte,unter denen x f das kleinste Element ist. Das folgende Theorem zeigt, da die Bilder oderFixpunktmengen von Retraktionen, die wir im folgenden Retrakte nennen wollen, stetigevollstandige Verbande sind. Beweise nden sih beispielsweise in [So76℄ oder in [Sto77℄.Theorem 4.7Die Menge der Fixpunkte einer stetigen Funktion f bildet einen vollstandigen Verband. Istf eine Retraktion, so ist dieser Verband stetig.Es ist damit klar, da die Menge der Retraktionen selbst einen vollstandigen Verband bil-det, da jede Retraktion Fixpunkt der stetigen Funktion f : f Æ f ist. Dieser Verband istim allgemeinen niht stetig. [So76℄ zeigt, da der Verband der sog. Abshlu-Operationen(engl. losure operation) einen stetigen Verband bildet. Abshlu-Operationen sind Retrak-tionen, die groer oder gleih der Identitat sind. [Sto77℄ zeigt, da sih Nat und Bool inP! als Retrakte denieren lassen. Ebenso lassen sih mit stetigen Operationen  ! ;  und+ aus Retraktionen fur A und B die Retraktionen fur A  ! B;A  B und A + B bilden.A  ! B bezeihnet den Bereih der stetigen Funktionen von A nah B und ist, um ein Bei-spiel zu nennen, gleih dem Bild der stetigen Funktion f :BÆfÆA . A  B ist das Kreuzpro-dukt, A + B die separierte Summe von A und B . Ebenso lassen sih der Bereih A der end-lihen Listen von Elementen aus A und der Bereih A?=Def f?g [ f h0; a i j a 2 Ag bilden.1LAMBDA [So76℄ [Sto77℄ ist eine Notation (Sprahe) zur Denition stetiger berehenbarer Funktionen vonP! nah P! . LAMBDA-Ausdruke dienen zur Denition der Semantik des -Kalkuls in dessen P!-Modell.
4.2. SEMANTIK VON OBJEKTEN 63Semantishe Bereihe, die durh rekursive Gleihungen mit den genannten Operationendeniert sind, existieren also als eindeutig bestimmte kleinste Fixpunkte stetiger Funktionen,die Tupel von Retraktionen auf Tupel von Retraktionen abbilden.4.2 Semantik von ObjektenObjekte sind Daten. Sie konnen als solhe Inhalt von Variablen, auh Instanzvariablen, undErgebnis von Ausdruken sein. Sie assoziieren Instanzvariablennamen (Slots) mit Speiher-platzen. Da Objekte ihren Framenamen (als Typ) beinhalten mussen, denieren wir Objekteals Paare, bestehend aus ihrem Framenamen und einem Reord bzw. einer Struktur im Sinnevon [Sto77℄:Denition 4.8Objekte sind Paare, bestehend aus ihrem Framenamen und einer Zuordnung von Speiher-platzen zu ihren Instanzvariablen.o 2 Objekt=Def Framename  (InstVar  ! Loation) 2Dabei sind die Bereihe Framename, InstVar, Loation wie auh die Bereihe Message undVar paarweise disjunkte ahe Bereihe. Man beahte, da die Objekte selbst keine Methodenbeinhalten. Die Methoden haben wir vielmehr den Frames zugeordnet. Die Methode zu einemMethodennamen m 2 Message und einem Objekt o 2 Objet erhalten wir als Bedeutungvon hA;m i in der Umgebung. Dabei ist A der Framename, also die erste Komponente vono . Doh dazu spater. Denieren wir zunahst Umgebungen:Denition 4.9Umgebungen sind Paare von Abbildungen, die Identikatoren Werte und Framenamen Listenvon Instanzvariablen zuordnen: 2 Env=Def (Ident  ! Value)  (Framename  ! InstVar) 2Wir erinnern uns daran, da Ident den Bereih der Variablenidentikatoren x 2 Var und dieverallgemeinerten Methodenidentikatoren hA;m i 2 Framename  Message umfat. DenBereih Value, der die elementaren Datenbereihe Bool und Nat sowie den Bereih der Funk-tionen und den Bereih der Objekte umfat, denieren wir spater.Speiherplatze bekommen erst im Zusammenhang mit einem Zustand  2 Store eineBedeutung:
64 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGDenition 4.10Den semantishen Bereih Store denieren wir als Paar von Abbildungen, die SpeiherplatzenWerte und eine Markierung zuordnen, die besagt, ob der Speiherplatz benutzt ist oder niht: 2 Store=Def (Loation  ! Value)  (Loation  ! Bool)Gleihzeitig setzen wir die Existenz einer Funktionnew 2 Store  ! Loation voraus mit (#2 (new )) = false :Falls kein neuer Speiherplatz  2 Loation mit (#2 ) = false existiert, verlangen wir(new ) = ?Loation . Wir denieren die Hilfsfunktion extend 2 Loation  ! Store  ! Storedurh extend =Def h#1 ; #2 [ true℄ i: 2Gema der eingangs in diesem Kapitel gemahten Bemerkungen uber Continuations denie-ren wir nun den semantishen Bereih ECont der Ausdruks-Continuations und den BereihCont der Continuations durh 2 ECont = Value  ! ContCont = Store  ! AnswerAnswer = Value  StoreWir sind damit soweit, da wir die Semantik von lesenden und shreibenden Zugrien aufInstanzvariablen von Objekten denieren konnen. Ein lesender Zugri self : y liefert einenWert an die Continuation, namlih den Inhalt des Speiherplatzes, der in dem Objekt, dasdurh self bezeihnet wird, an y gebunden ist. Der Zustand bleibt unverandert. Ein shrei-bender Zugri self : y := e liefert den Wert von e und modiziert den Zustand an ebendiesem Speiherplatz, indem der Wert von e "dort hineingeshrieben wird\. Dies geshiehtdadurh, da wir die ursprunglihe Continuation auf den modizierten Zustand anwenden,also sozusagen "den Rest des Programmes\ in dem modizierten Zustand berehnen.Denition 4.11Die Semantik von Ausdruken denieren wir durh das semantishe FunktionalE [[ e ℄℄ : Env  ! ECont  ! Cont : 2Denition 4.12E [[ self : y ℄℄  =E [[ self ℄℄  f 0 : 0 2 Objet!  :  ( (0#2 y))  ; wronggE [[ self : y := e ℄℄  =E [[ self ℄℄  f 0 : 0 2 Objet! E [[ e ℄℄  f  :   :    [(0#2 y) ℄ g ; wrongg 2
4.2. SEMANTIK VON OBJEKTEN 65Ist die Bedeutung von self kein Objekt, so liefern unsere semantishen Gleihungen die totalundenierte Continuation wrong =Def  :?Answer , d.h. sie brehen das Programm mit einemFehler ab.Die Modikation des Zustandes  2 Store , die wir in der semantishen Gleihung furself : y := e der Einfahheit halber  [(0#2 y) ℄ geshrieben haben, ist tatsahlih eineModikation der ersten Komponente von  . Wir werden auh im folgenden der Lesbar-keit halber haug  [ ℄ anstelle von h#1 [ ℄ ; #2 i shreiben. Ebenfalls werdenwir haug die Projektion auf die rihtige Komponente niht explizit notieren, wenn diesedurh den Zusammenhang eindeutig festliegt. Wir shreiben also einfah ( ) anstelle von(#1 ) . Das gleihe gilt fur Zugrie auf Umgebungen  2 Env .Sehen wir uns die erste Gleihung der obigen Denition etwas genauer an: Ist 0 2 Objet ,so ist 0#2 2 InstVar  ! Loation . Durh die Transformation des ursprunglihen Ver-erbungsgraphen in eine Ubersetzungszeitumgebung, also ein Programm ohne Vererbung,konnen wir bereits durh die statishe Semantik siherstellen, da 0 dann auh eine Instanz-variable y hat. Damit ist (0#2 y) 2 Loation und damit ( (0#2 y)) 2 Value . Shlielihist mit  2 ECont ( ( (0#2 y)) ) 2 Store und damit  : ( ( (0#2 y))) 2 Cont . Dawrong ebenfalls in Cont liegt, ist also der gesamte Ausdruk f 0 : : : : g ein Element vonECont. Die Gleihung ist wohlgetypt.Ahnlihe Uberlegungen zeigen diese Tatsahe auh fur die restlihen semantishen Glei-hungen, die wir in diesem Kapitel denieren werden. Der Leser moge sih im einzelnen davonuberzeugen.Zur Bildung einer Instanz denieren wir eine kleine Hilfsfunktion. In der Umgebung ist zuden Framenamen die jeweilige Liste der Instanzvariablennamen notiert. Diese Instanzvaria-blen werden mit neu allozierten Speiherplatzen assoziiert. Die entstehende Abbildung wirdzusammen mit dem Framenamen als Objekt an die Continuation ubergeben.Denition 4.13make-instane : Framename  ! (InstVar  ! Loation)  ! InstVar  ! ECont  ! Contmake-instane A hi  =Def  (hA;  i in Value)make-instane A hy; y i  =Def( :make-instane A  [y  ℄ y  (extend ) ) (new ) 2Die Funktion make-instane ist primitiv rekursiv uber der (endlihen) Liste y 2 InstVar .Mit dieser Hilfsfunktion ist die Bedeutung von instane-of A wie folgt deniert:Denition 4.14E [[ instane-of A ℄℄ =Def make-instane A ( y :?Loation) (#2 A)  2
66 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGWir sehen, da Objekte ganz naturlih wie Reord-artige Daten reprasentiert sind. Der ein-zige Untershied ist, da sie zusatzlih den Namen des Frames beinhalten, dessen direkteInstanz sie sind. Insbesondere sind die Methoden niht Bestandteil der Objekte. Naturlihkonnen Instanzvariablen wiederum beliebige Daten enthalten, z.B. wieder Objekte oder auhFunktionen. Derartige "funktionale Komponenten\ von Objekten durfen wir aber niht mitMethoden verwehseln; sie erlauben beispielsweise i. a. niht die Referenz auf das Objektselbst. Untersheiden wir in einer Programmiersprahe begriih zwishen Programm undDaten, so rehnen wir die Objekte eindeutig den Daten zu.4.3 Semantik von AusdrukenZur Denition der Semantik der restlihen in unserer Sprahe vorkommenden Ausdruke fehltuns nun zunahst die Festlegung einiger weiterer semantisher Bereihe. Wir haben bereits zuBeginn dieses Kapitels motiviert, wie der Bereih der Funktionen auszusehen hat. Tatsahlihhaben wir null{ und einstellige Funktionen zugelassen, die naturlih in vershiedenen Berei-hen modelliert werden. Zudem wollen wir siherstellen, da niht terminierende Funktionendennoh wohldenierte semantishe Elemente sind.4.3.1 Semantik von FunktionenEs lat sih zeigen, da das Modell des getypten -Kalkuls, das unserer Semantik letzt-lih zugrundeliegt, extensional ist, d.h. da zwei stetige Funktionen f und g bereits danngleih sind, wenn sie fur alle Argumente gleihe Werte liefern. Das hatte aber zur Folge,da   :? bereits gleih ? ware. Um dies zu vermeiden, liften wir die funktionalen Berei-he. Dies verkompliziert unsere Notation ein wenig. Wir legen aber gleihzeitig fest, da wirfur a : b 2 [A  ! B℄ auh a : b fur das Element h0;  a : b i 2 [A  ! B℄? shreiben. DieStellen, an denen wir dies tun, sind aus dem Zusammenhang klar zu erkennen.Denition 4.15 ' 2 FVal = FunVal + CFunValFunVal = [Value  ! ECont  ! Cont℄?CFunVal = [ECont  ! Cont℄? 2Der Bereih Value der denotierten Werte ist nun die separierte Summe all derjenigen Bereihe,die wir als Daten auassen wollen. Dazu gehoren in der hier vorgestellten Sprahe auh dieFunktionen. Dies fuhrt letztlih dazu, da die semantishen Bereihe reexive Bereihe sind,da ihre Denition ein wehselseitig rekursives Gleihungssystem bildet.Denition 4.16  2 Value = Nat + Bool + FVal + Objet 2
4.3. SEMANTIK VON AUSDRUCKEN 67Damit ist auh klar, wie die semantishen Gleihungen fur x : e und  () : e aussehen mussen.Sie ubergeben die entsprehenden Elemente in FunVal bzw. in CFunVal an die Continuation.Es sei hier noheinmal darauf hingewiesen, da das "Einfrieren\ der Umgebung  2 Env zumZeitpunkt der Funktionsdenition statishe Identikatorbindung hervorruft.Denition 4.17Die semantishen Gleihungen2 fur x : e und  () : e denieren wir wie folgt:E [[x : e ℄℄  =Def  (  0:  0:  0:E [[ e ℄℄  [x  0℄ 0 0 in Value)E [[ () : e ℄℄  =Def  (0:  0:E [[ e ℄℄  0 0 in Value) 2Folgerihtig mussen bei der Anwendung e0 ( e1 ) das Argument und die aktuell gultige Con-tinuation an die Funktion ubergeben werden. Da e0 ein beliebiger Ausdruk sein kann, munaturlih zusatzlih sihergestellt sein, da e0 tatsahlih eine Funktion, in diesem Fall inFunVal, geliefert hat. In den beiden folgenden semantishen Gleihungen haben wir der Les-barkeit halber die Projektion auf den tatsahlihen Bereih der Funktionen unterdrukt.Denition 4.18Fur die Funktionsapplikationen e0 ( e1 ) und e0 () legen wir die folgenden semantishen Glei-hungen fest:E [[ e0 ( e1 ) ℄℄  =DefE [[ e0 ℄℄  f 0 : 0 2 FunVal! E [[ e1 ℄℄  f 1 : 0 jFunVal 1 g ;wronggE [[ e0 () ℄℄  =Def E [[ e0 ℄℄  f 0 : 0 2 CFunVal! 0 jCFunVal  ;wrongg 2An dieser Stelle soll eine kleine Beispielrehnung ein Gefuhl fur den Umgang mit den bisjetzt denierten semantishen Gleihungen vermitteln. Wir haben im Kapitel 2 Bloke alssyntaktishe Erweiterung unserer Sprahe durhlet x = e1 in e2 Def (x:e2)(e1)deniert. Im folgenden rehtfertigen wir den Verziht auf eine zusatzlihe semantishe Glei-hung fur Bloke, indem wir zeigen, da die Bedeutung von (x:e2)(e1) tatsahlih der"naturlihen\ Semantik von let x = e1 in e2 entspriht. Letztere lat sih intuitiv wie folgtangeben: Wir haben die Bedeutung von e2 in einer Umgebung zu bestimmen, in der x zusatz-lih an den Wert von e1 gebunden ist. Man beahte, da dabei "freie\ Variablenvorkommenin e1 auerhalb des let -Bloks gebunden werden und somit rekursive Denitionen durh letniht moglih sind. Im Stile der hier vorliegenden Continuation-Semantik wurden wirE [[ let x = e1 in e2 ℄℄   =Def E [[ e1 ℄℄  f 1 :E [[ e2 ℄℄  [x 1℄  gdeniert haben. Der nun folgende Satz zeigt den Kern der im vorigen Absatz enthaltenenBehauptung.2Naturlih sind die Funktionen :(f ) und f gleih in dem Bereih [A  ! B℄ der stetigen Funktionenvon A nah B . Wir bevorzugen in den semantishen Gleihungen haug die erste Shreibweise.
68 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGSatz 4.19Fur beliebige  2 Env und  2 ECont giltE [[ (x : e1)(e2) ℄℄   = E [[ e2 ℄℄ f 2 :E [[ e1 ℄℄  [x 2℄  g :Beweis:E [[ (x : e1)(e2) ℄℄  (x : e1)(e2) ist eine Funktionsapplikation mit Funktion x : e1 und Argumente2 . Deshalb erhalten wir mit der semantishen Gleihung fur Funktionsapplika-tionen= E [[x : e1 ℄℄  f 0 : 0 2 FunVal! E [[ e2 ℄℄  f 2 : 0 jFunVal 2  g ; wrong gWenden wir nun die semantishe Gleihung fur Abstraktionen an, so ha-ben wir die Continuation f 0 : 0 2 FunVal ! : : : g auf die Funktion(' in Value) anzuwenden, wobei ' =  0:  0:  0:E [[ e1 ℄℄  [x 0℄ 0 0 ist.Da (' in Value) 2 FunVal und uberdies (' in Value) jFunVal= ' gilt, erhaltenwir= E [[ e2 ℄℄  f 2 : (  0:  0:  0:E [[ e1 ℄℄  [x  0℄ 0 0) 2  gWenden wir nun innen die Funktion ' auf 2 und  an, so ergibt sih= E [[ e2 ℄℄  f 2 :  0 :E [[ e1 ℄℄  [x 2℄ 0 g= E [[ e2 ℄℄  f 2 :E [[ e1 ℄℄  [x 2℄  g qed.Mit der o.a. Semantik von let -Bloken konnen wir nun die folgende Aussage als Korollar ausdiesem Satz formulieren: E [[ let x = e1 in e2 ℄℄ = E [[ (x:e2) (e1) ℄℄In dem Beweis von Satz (4.19) wird ebenfalls deutlih, wie durh eine Continuation-Semantikder Kontrollu innerhalb eines Programmausdruks modelliert wird: Liefert ein Teilausdruk"elementar\ einDatum, wie z.B. Konstanten, Variablen oder auh x : e1 in unserem Beispiel,so wird die Continuation auf dieses Datum angewendet, und der Kontrollu "shreitet\ aufdiese Weise "voran\.4.3.2 Semantik von NahrihtenDer nun folgende Abshnitt widmet sih der Semantik von Nahrihten. Wie bereits an an-derer Stelle bemerkt, fassen wir bereits e:m als Nahriht auf und niht erst die Anwendung
4.3. SEMANTIK VON AUSDRUCKEN 69e:m (e1) oder e:m () . Diese Ausdruke bedeuten in unserer Sprahe einfah die Anwendungvon e:m im Sinne einer Funktionsapplikation.Was bedeutet nun e:m ? Angenommen, e bezeihnet tatsahlih ein Objekt, das Empfan-gerobjekt der Nahriht, so beinhaltet dieses Objekt seinen Framenamen A . Zu A und m istin unserem Programm eventuell eine Methode deniert. Diese Methode  self :  x : e oder self :  () : e haben wir in dem nunmehr vorliegenden abstrakten Programm ohne Verer-bung dem verallgemeinerten Identikator hA;m i zugeordnet. Wir gehen also davon aus,da die Bedeutung dieser Methode in der Umgebung  2 Env ebenfalls dem IdentikatorhA;m i zugeordnet ist. Durh Anwenden der Methode auf das Empfangerobjekt erhaltenwir die Methodenfunktion, also die Bedeutung von x : e bzw. von  () : e , eben mit derzusatzlihen Bindung der Variablen self an das Empfangerobjekt.Denition 4.20Die Semantik einer Nahriht e:m ist durh die folgende semantishe Gleihung gegeben:E [[ e:m ℄℄  =DefE [[ e ℄℄  f 0 : 0 2 Objet! (#1 h0#1 ;m i) jFunVal 0  ; wrongg 2Die Bedeutung einer Nahriht lat sih deshalb so verhaltnismaig einfah denieren, weilwir durh die Durhfuhrung der Vererbung aus dem originalen Programm ein Programmerzeugt haben, in dem zu A und m genau dann eine Methode existiert, wenn hA;m i an einesolhe gebunden ist. In dem originalen Programm ist dies naturlih niht allgemein der Fall,da Frames Methoden erben konnen.Um die Denition der Semantik zunahst abzushlieen, haben wir noh vier weiteresemantishe Gleihungen sowie die Semantik von Konstanten zu denieren. In der folgendenDenition geben wir die Bedeutung der Ausdruke if e0 then e1 else e2 und e1 ; e2 an.Speziell fur das Conditional if sei bemerkt, da jedes Element auer false als wahr bewertetwird, wie dies in Lisp-artigen Sprahen ublih ist.Denition 4.21E [[ if e0 then e1 else e2 ℄℄  =Def E [[ e0 ℄℄  f 0 : 0 = false ! E [[ e2 ℄℄   ; E [[ e1 ℄℄  gE [[ e1 ; e2 ℄℄  =Def E [[ e1 ℄℄  f  :E [[ e2 ℄℄  g 2Gewohnlihe Variablen, und dazu zahlen wir auh die Variable self , erhalten ihre Werte inder Umgebung  2 Env . Man vergleihe dazu die semantishe Gleihung fur x : e . Wirbrauhen sie niht im Speiher zu allozieren, da in unserer Sprahe keine Seiteneekte aufgewohnlihe Variablen moglih sind.Denition 4.22 E [[x ℄℄  =Def  :  (#1 x) 2
70 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNG4.3.3 Semantik von KonstantenWir haben in Kapitel 2 eine ganze Reihe von Konstanten syntaktish in Programmen erlaubt: 2 Const=Def IN0 + f true ; false g + f+; ; ;mod ; div ;; <;=; and ;not ; or gFur Konstanten denieren wir nun ein semantishes Funktional K [[  ℄℄ 2 Const  ! Value .Die Konstanten true und false werden naturlih auf die entsprehenden Elemente in Bool,jedes n 2 IN0 auf das entsprehende Element n 2 Nat abgebildet.Wir wollen niht fur jede einzelne Standardfunktion die Konstantensemantik tatsahlihangeben. Stattdessen diskutieren wir sie am Beispiel von + 2 Const . Der ahe BereihNat besitzt eine zweistellige stetige Funktion + 2 Nat  Nat  ! Nat . Wir haben statt-dessen eine einstellige Funktion aus dem Bereih FunVal zu denieren, die ihr Argument,sagen wir 1 , auf eine ebenfalls einstellige Funktion abbildet, die ihrerseits ihr Argumentzu 1 addiert und an die Continuation weiterreiht. Ebenfalls ist zu uberprufen, ob die Ar-gumente tatsahlih Zahlen sind. Wir fassen die Bemerkungen des vorigen Absatzes und dieDenition von + in der folgenden Denition zusammen:Denition 4.23K [[n ℄℄ =Def (n in Value)K [[ true ℄℄ =Def (true in Value)K [[ false ℄℄ =Def (false in Value)K [[ + ℄℄ =Def ( :  :   :  2 Nat! (( 0 : 0 :  0 :  0 2 Nat !0 ( ( +  0) in Value ) 0 ;wrong 0 ) in Value )  ;wrong  ) in Value 2Shlielih ist die Semantik einer Konstanten als Ausdruk dann gegeben durh:Denition 4.24 E [[  ℄℄  =Def  (K [[  ℄℄ ): 2Dies shliet die Denition der dynamishen Semantik zunahst ab. Fassen wir kurz zusam-men, was wir bis jetzt deniert haben: Zunahst haben wir unser originales Programm, das inder Form p = d ; e 2 Program in abstrakter Syntax vorlag, durh Anwenden der im Kapitel 2denierten Funktion IG [[  ℄℄ auf den Deklarationsteil d in eine aquivalente andere syntakti-she Form gebraht. Daraus ist also h; e i = hIG [[ d ℄℄ ?; e i 2 InhGraph  Expr entstanden.Dann haben wir in Kapitel 3 durh die Anwendung einer geeigneten Vererbungsstrategie denDeklarationsteil  2 InhGraph in eine Ubersetzungszeitumgebung g 2 CEnv transformiert.
4.4. DIE ZIELSPRACHE 71Diese Transformation ist niht mehr eine aquivalente Umformung; vershiedene Vererbungs-strategien liefern durhaus vershiedene Ergebnisse. Insgesamt ist aus unserem Programmdamit ein Paar hg; e i 2 CEnv  Expr geworden. hg; e i reprasentiert immer noh ein Pro-gramm unserer Sprahe, nun allerdings eines ohne Vererbung. Den in diesem Programmvorkommenden Ausdruken, insbesondere also auh dem Hauptprogrammausdruk e , ha-ben wir nun eine denotationelle Semantik gegeben. Im Kapitel 5 zeigen wir, da sih dieseSemantik zunahst auf g und dann auh auf hg; e i ausdehnen lat.4.4 Die ZielspraheIn diesem Abshnitt denieren wir zwei zusatzlihe Formen von Ausdruken, die in Program-men auftauhen konnen, die durh die Anwendung des Ubersetzers entstehen. Diesen gebenwir dann shlielih im nahsten und letzten Abshnitt dieses Kapitels induktiv uber densyntaktishen Aufbau von Ausdruken an. Der Ubersetzer lat sih, wie die denotationel-le Semantik, ebenfalls auf Deklarationsteile und letztlih auf Programme ausdehnen. Diestun wir im Kapitel 5 simultan mit der Ausdehnung der denotationellen Semantik und demBeweis der Korrektheit des Ubersetzers. Es ist klar, da sowohl die Semantik als auh dieUbersetzung essentiell von der benutzten Vererbungsstrategie abhangen.Wir werden Nahrihten durh einen endlihen generishen Auswahloperator ersetzen,der die rihtige Methode auswahlt und durh Anwendung auf ein Objekt die entsprehen-de Methodenfunktion liefert. Diesen Operator nennen wir, in Anlehnung an Lisp, typease .Im vorigen Abshnitt haben wir bereits erwahnt, da die notigen Methoden in der Uberset-zungszeitumgebung g 2 CEnv bereits an Identikatoren der Form hA;m i gebunden sind.Um lastiges Umbenennen zu vermeiden, lassen wir hA;m i als Identikatoren in Programmenzu: Wir denieren also, da zusatzlih zu den shon vorhandenen Ausdruken auh Ausdrukeder Form e ::= hA;m iauftreten durfen.Denition 4.25Die Semantik von hA;m i denieren wir wie die Semantik von Variablen x durhE [[ hA;m i ℄℄  =Def  :  (#1 hA;m i) : 2Zusatzlih erlauben wir Ausdruke der Forme ::= typease e of A1 : e1 ; : : : ; An : enDie Semantik von typease e of A1 : e1 ; : : : ; An : en denieren wir wie folgt: Bezeihnete ein Objekt, so selektieren wir anhand des Framenamen dieses Objektes einen der Ausdrukee1 ; : : : ; en , und wenden seine Bedeutung auf das ursprunglihe Objekt an.
72 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGDenition 4.26Die Bedeutung des Ausdruks typease e of A1 : e1 ; : : : ; An : en denieren wir durh diefolgende semantishe Gleihung:E [[ typease e of A1 : e1 ; : : : ; An : en ℄℄  =DefE [[ e ℄℄  f 0 : 0 2 Objet! 0#1 = A1 ! E [[ e1 ℄℄  f 1 : 1 jFunVal 0  g ;...0#1 = An ! E [[ en ℄℄  f n : n jFunVal 0  g ;wrongwrong g 2Der Ausdruk typease e of A1 : e1 , . . . ,An : en ist nur dann wohldeniert, wenn e einObjekt bezeihnet, dessen zugeordneter Framename eines der Ai , i 2 f1; : : : ; ng ist, undwenn das entsprehende ei eine Funktion aus dem semantishen Bereih FunVal ist. DasErgebnis dieses Ausdruks wird auf das Objekt e angewendet. Im ubersetzten Programmwerden die ei gerade die Methodenfunktionsnamen hAi;m i sein. Sie liefern, angewendet aufdas Objekt e , die zugehorige Methodenfunktion. Dabei setzen wir naturlih voraus, da dieBedeutung aller Ausdruke in einer adaquaten Umgebung bestimmt wird. Da dies der Fallist, zeigen wir im nahsten Kapitel.Die beiden folgenden Tabellen zeigen die semantishen Bereihe und die semantishenGleihungen noh einmal im Zusammenhang.
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Semantishe Bereihex; f 2 Vary 2 InstVarA 2 Framenamem 2 MessageI 2 Ident = Var + (Framename  Message) 2 Env = (Ident  ! Value)  (Framename  ! InstVar) 2 Loation 2 Store = (Loation  ! Value)  (Loation  ! Bool) 2 Cont = Store  ! AnswerAnswer = Value  Store 2 ECont = Value  ! Cont' 2 FVal = FunVal + CFunValFunVal = [Value  ! ECont  ! Cont℄?CFunVal = [ECont  ! Cont℄?o 2 Objekt = Framename  (InstVar  ! Loation)b 2 Bool = f?; true; false; >gn 2 Nat = f?; 0; 1; : : : ;>g 2 Value = Nat + Bool + FVal + Objet
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Semantishe GleihungenE [[  ℄℄  =  (K [[  ℄℄ )E [[x ℄℄  =  :  (#1 x)E [[ hA;m i ℄℄  =  :  (#1 hA;m i) E [[ if e0 then e1 else e2 ℄℄  = E [[ e0 ℄℄  f 0 : 0 = false ! E [[ e2 ℄℄   ; E [[ e1 ℄℄  gE [[ e0 ( e1 ) ℄℄  =E [[ e0 ℄℄  f 0 : 0 2 FunVal! E [[ e1 ℄℄  f 1 : 0 jFunVal 1 g ;wronggE [[ e0 () ℄℄  = E [[ e0 ℄℄  f 0 : 0 2 CFunVal! 0 jCFunVal  ;wronggE [[x : e ℄℄  =  (  0:  0:  0:E [[ e ℄℄  [x  0℄ 0 0 in Value)E [[ () : e ℄℄  =  (0:  0:E [[ e ℄℄  0 0 in Value)E [[ e1 ; e2 ℄℄  = E [[ e1 ℄℄  f  :E [[ e2 ℄℄  gE [[ typease e of A1 : e1 ; : : : ; An : en ℄℄  =E [[ e ℄℄  f 0 : 0 2 Objet! 0#1 = A1 ! E [[ e1 ℄℄  f 1 : 1 jFunVal 0  g ;...0#1 = An ! E [[ en ℄℄  f n : n jFunVal 0  g ;wrongwrong gE [[ self : y ℄℄  =E [[ self ℄℄  f 0 : 0 2 Objet!  :  ( (0#2 y))  ; wronggE [[ self : y := e ℄℄  =E [[ self ℄℄  f 0 : 0 2 Objet! E [[ e ℄℄  f  :   :    [(0#2 y) ℄ g ; wronggE [[ instane-of A ℄℄  = make-instane A ( y :?Loation) (#2 A) E [[ e:m ℄℄  =E [[ e ℄℄  f 0 : 0 2 Objet! (#1 h0#1 ;m i) jFunVal 0  ; wrongg
4.5 Ubersetzung von AusdrukenWir wollen nun dieses Kapitel abshlieen, indem wir, zunahst nur fur Ausdruke unsererSprahe, eine Ubersetzungsfunktion spezizieren, die die Nahrihten e:m in die entsprehen-de endlihe generishe Methodenfunktionsauswahl ubersetzt.
4.5. UBERSETZUNG VON AUSDRUCKEN 75Da wir den Ubersetzer induktiv uber den Aufbau von Ausdruken denieren wollen, muer ebenfalls auf den in diesem Abshnitt zusatzlih denierten Zielsprahausdruken deniertsein. Wir konnen leiht zeigen, da ein ubersetzter Ausdruk keine Nahrihten der Forme:m mehr enthalt. Der Ubersetzer ist niht inkrementell; er mu den Deklarationsteil bzw.die Ubersetzungszeitumgebung g 2 CEnv komplett kennen. Deshalb parametrisieren wir dieUbersetzungsfunktion Cge [[  ℄℄ : Expr  ! Exprmit eben diesem g 2 CEnv . Damit geht gerade an dieser Stelle die Vererbungsstrategie inden Ubersetzer ein, denn sie erzeugt die Ubersetzungszeitumgebung g .Denition 4.27Wir denieren Cge [[  ℄℄ : Expr  ! Expr induktiv uber den Aufbau von e wie folgt:Cge [[  ℄℄ =Def Cge [[x ℄℄ =Def xCge [[ hA;m i ℄℄ =Def hA;m iCge [[ self : y ℄℄ =Def self : yCge [[ instane-of A ℄℄ =Def instane-of ACge [[ if e0 then e1 else e2 ℄℄ =Def if Cge [[ e0 ℄℄ then Cge [[ e1 ℄℄ else Cge [[ e2 ℄℄Cge [[ e0 ( e1 ) ℄℄ =Def Cge [[ e0 ℄℄ (Cge [[ e1 ℄℄ )Cge [[ e0 () ℄℄ =Def Cge [[ e0 ℄℄ ()Cge [[x : e ℄℄ =Def x :Cge [[ e ℄℄Cge [[ () : e ℄℄ =Def  () :Cge [[ e ℄℄Cge [[ e1 ; e2 ℄℄ =Def Cge [[ e1 ℄℄ ; Cge [[ e2 ℄℄Cge [[ typease e of A1 : e1 ; : : : ; An : en ℄℄ =Deftypease Cge [[ e ℄℄ of A1 : Cge [[ e1 ℄℄ ; : : : ; An : Cge [[ en ℄℄Cge [[ self : y := e ℄℄ =Def self : y := Cge [[ e ℄℄Cge [[ e:m ℄℄ =Deftypease Cge [[ e ℄℄ of A1 : hA1;m i ; : : : ; An : hAn;m i .Dabei ist fA1; : : : ; An g = fA 2 Framename j g#1 hA;m i 6= ?g in der letzten Gleihunggerade die Menge der Framenamen, zu denen in g eine Methode fur m deniert ist. DieUbersetzung einer Nahriht e:m hangt also von g ab. Wir benotigen die Kenntnis allerFrames, zu denen in g eine Methode fur m vorhanden ist. In diesem Sinne ist g eine Uberset-zungszeitumgebung . Die elementaren Ausdruke e =  , e = x , e = hA;m i , e = self : y unde = instane-of A werden in sih selbst ubersetzt. 2Wie bereits erwahnt, lat sih leiht per Induktion uber den syntaktishen Aufbau des Aus-druks e zeigen, da Cge [[ e ℄℄ keine Nahriht der Form e:m mehr enthalt. Alle Nahrihtensind durh die entsprehende endlihe generishe Methodenauswahl ersetzt.
76 KAPITEL 4. DYNAMISCHE SEMANTIK UND UBERSETZUNGObwohl die notigen Denitionen erst im folgenden Kapitel zu nden sind, wollen wiran dieser Stelle bereits die Erweiterung des Ubersetzers zunahst auf Deklarationsteile g 2CEnv und dann auf Programme hg; e i 2 CEnv  Expr kurz skizzieren: g bindet in derersten Komponente Identikatoren an Abstraktionen. Dabei sind sowohl Bindungen fur diegewohnlihen Funktionsnamen als auh solhe fur die verallgemeinerten Methodenidentika-toren vorhanden. Die zweite Komponente bindet Framenamen an ihre Instanzvariablenlisten.Sie bleibt durh die Ubersetzung unverandert. Die ubersetzte erste Komponente ergibt sihdurh Anwendung des eben denierten Ubersetzers auf die Abstraktionen.Ein ubersetzter Deklarationsteil ist also ebenfalls eine Ubersetzungszeitumgebung oderein Deklarationsteil Cd [[ g ℄℄ 2 CEnv , der gerade durh die Anwendung des Ubersetzers furAusdruke auf die in der ersten Komponente von g an Identikatoren gebundenen Abstrak-tionen entsteht. Zusammen mit der Ubersetzung des Hauptprogrammausdrukes e entstehtnun ein ubersetztes Programm hCd [[ g ℄℄ ;Cge [[ e ℄℄ i , ebenfalls in dem syntaktishen BereihCEnv  Expr der abstrakten Programme ohne Vererbung.Der Shritt, den wir bei der Ubersetzung von Programmen tun, ist also sheinbar sehrklein. Da er tatsahlih groer ist, als der erste Anshein vermuten lat, wollen wir imfolgenden motivieren, um damit dieses Kapitel abzushlieen.Abstrakte Programme mit Vererbung, also h; e i 2 InhGraph  Expr , wie auh diedurh die Anwendung der Vererbungsstrategie entstandenen abstrakten Programme hg; e i imBereih CEnv  Expr ohne Vererbung, lassen auf einfahe Weise die Rekonstruktion deskonkreten objektorientierten Programms zu. Bindungen der Formf 7! x : e bzw. hA;m i 7!  self :  x : ekonnen wir leiht wieder in die entsprehenden Funktions- bzw. Methodendenitionendefun f x = e bzw.defmethod A m x = ezuruktransformieren. Analog lassen sih aus der zweiten und dritten Komponente von  bzw.aus der zweiten Komponente von g die jeweiligen Framedenitionen zurukgewinnen.In ubersetzten Programmen hCd [[ g ℄℄ ;Cge [[ e ℄℄ i fassen wir die BindungenhA;m i 7!  self :  x : enun niht mehr als Reprasentation von Methodendenitionen auf, sondern stellen uns dieentsprehenden Funktionsdenitionendefun hA;m i self = x : eunter ihnen vor. Ubersetzte Programme enthalten weder Methodendenitionen noh Nah-rihten, sondern stattdessen Funktionsdenitionen und -aufrufe.Wir erhalten also durh die Ubersetzung ein imperatives Programm, das aus einer Reihevon, i.a. wehselseitig rekursiven, Funktionsdenitionen und einem Hauptprogrammausdrukbesteht. Zusatzlih zu den Daten und Operationen des applikativen Kerns sind in diesemProgramm dynamish getypte Reords sowie, als zusatzlihe Operationen, deren dynamisheErzeugung und Zugrie auf ihre Komponenten vorhanden.
4.5. UBERSETZUNG VON AUSDRUCKEN 77Die Semantik des von unserem Ubersetzer Cge [[  ℄℄ erzeugten generishen Methodenaus-wahloperators typease e of A1 : e1 ; : : : ; An : en weiht von der naturlihen Semantikeines typease-Operators, wie er beispielsweise aus Lisp bekannt ist, ab. typease wendet dasErgebnis des selektierten Ausdruks ei implizit auf das Resultat von e an. Speziell die durhden Ubersetzer erzeugten typease -Ausdruke der Formtypease e of A1 : hA1;m i ; : : : ; An : hAn;m iliefern also niht das an die hAi;m i gebundene Funktional  self :  x : ei oder  self :  ( ) : ei ,sondern die entsprehende Methodenfunktion x : ei bzw.  ( ) : ei , mit einer Bindung furself in ei an das Empfangerobjekt e .Zum Abshlu dieses Kapitels wollen wir einen zweiten, gewohnliheren generishen Aus-wahloperator angeben und zeigen, auf welhe Weise wir diesen im Zielode hatten benutzenkonnen. Dazu denieren wir die Semantik des Ausdrukstypeaseneu e of A1 : e1 ; : : : ; An : endurh E [[ typeaseneu e of A1 : e1 ; : : : ; An : en ℄℄   =DefE [[ e ℄℄  f 0 : 0 2 Objet! 0#1 = A1 ! E [[ e1 ℄℄   ;...0#1 = An ! E [[ en ℄℄   ;wrong ;wrong gMan sieht, da dieser Ausdruk im Untershied zu typease einfah die Bedeutung des selek-tierten ei liefert. Wir konnen nun den folgenden Satz zeigen, dessen Beweis (ein einfahes,aber langwieriges Nahrehnen) wir hier niht angeben werden:Satz 4.28Fur alle  2 Env und fur alle  2 ECont giltE [[ typease e of A1 : hA1;m i ; : : : ; An : hAn;m i ℄℄  = E [[ (x : typeaseneu x of A1 : (hA1;m i x) ; : : : ; An : (hAn;m i x) ) ( e ) ℄℄   :Die zusatzlihe -Abstraktion ist notig, da der Ausdruk e niht falshliherweise mehrfahberehnet werden darf. Der zweite Ausdruk entspriht dem Bloklet (x = e ) intypeaseneu x of A1 : (hA1;m i x) ; : : : ; An : (hAn;m i x) :Diesen Blok hatten wir also ebenfalls als Ubersetzung von Nahrihten benutzen konnen.
5
Korrektheit des Ubersetzers
In den vorangehenden Kapiteln haben wir uns mit Vererbung, der Semantik und der Uber-setzung von Ausdruken beshaftigt. Ein Programm mit Vererbung haben wir durh einesyntaktishe Transformation in ein Programm ohne Vererbung uberfuhrt, dessen Deklarati-onsteil wir als Ubersetzungszeitumgebung g 2 CEnv bezeihnet haben und dessen Hauptteilunverandert geblieben ist. Dies geshah in zwei Shritten:Zunahst haben wir das Programm p = d ; e in ein Paar h; e i uberfuhrt, bestehend auseinem Vererbungsgraphen oder abstrakten Deklarationsteil  2 InhGraph und dem Haupt-teil e . Bereits in diesem Shritt wurden Methoden als gewohnlihe Funktionale mit gewissenstatish semantishen Einshrankungen an die Benutzung des Bezeihners self reprasentiert.Sie werden an Methodenfunktionsnamen, bestehend aus dem Framenamen und dem Metho-dennamen, gebunden. Dieser erste Shritt ist unabhangig von der Vererbungsstrategie.Im zweiten Shritt haben wir den Vererbungsgraphen  durh Anwendung der Verer-bungsstrategie in die Ubersetzungszeitumgebung g uberfuhrt, in der genau diese Bindungeine Bedeutung erhalten hat: hA;m i ist in g an die Methode fur m in A gebunden. selfbezeihnet in deren Rumpf eine Instanz des Frames A .Die Ubersetzungszeitumgebung g , zusammen mit einem Ausdruk e , fassen wir als(abstraktes) Programm hg; e i ohne Vererbung auf. Wir zeigen in diesem Kapitel, da wir dieden Ausdruken zugeordnete denotationelle Semantik und den Ubersetzer von Ausdrukenin korrekter Weise auf Programme ausdehnen konnen.Theorem (5.11) zeigt, da Ausdruke korrekt ubersetzt werden, wenn die Umgebung, inder ihre Semantik bestimmt wird, mit g korrespondiert. Solhe Umgebungen nennen wir g-konform. Wir zeigen dann, da sowohl die Semantik als auh der Ubersetzer auf naturliheWeise zunahst auf Abstraktionen und dann auf den Deklarationsteil ausgedehnt werdenkonnen.Die Korrektheit der Ubersetzung von Ausdruken zeigen wir per Induktion uber den Auf-bau von Ausdruken und gehen dabei davon aus, da die Umgebungen, in denen die Semantikbestimmt wird, vernunftig, genauer g-konform sind. Das Vorgehen ist ahnlih zu beispiels-weise dem in [Cli84℄, der die Korrektheit eines Sheme-Ubersetzers zeigt. Zusatzlih zeigenwir jedoh, da die durh die Semantik des Deklarationsteils g eines Programmes gegebene78
5.1. G-KONFORME UMGEBUNGEN 79Umgebung tatsahlih vernunftig, also g-konform, ist (Theorem 5.16). Sie ist wie ublih alsder kleinste Fixpunkt eines Funktionals zwishen Umgebungen deniert. Wir zeigen dann inTheorem (5.19), da dem ubersetzten Deklarationsteil Cd [[ g ℄℄ die gleihe g-konforme Umge-bung zuordnet wird wie g . Damit lat sih die Korrektheit der Ubersetzung von Ausdrukenauf Programme ubertragen, deren Semantik gerade die Semantik des Hauptprogrammaus-druks in der durh die Semantik des Deklarationsteils gebildeten Umgebung ist (Theorem5.22).5.1 G-konforme UmgebungenDenition 5.1Sei g 2 CEnv und seiSupportm(g) =Def fA 2 Framename j (g#1 hA;m i) 6= ?g:die Menge aller Framenamen, fur die in g eine Methode zu m deniert ist, dann heit 2 Env = (Ident  ! Value)  (Framename  ! InstVar) g-konform, falls fur alle Metho-denfunktionsnamen hA;m i 2 IdentA =2 Supportm(g) =) (#1 hA;m i) = ? gilt. (5.1)2Da A 2 Supportm(g) genau dann gilt, wenn (g#1 hA;m i) 6= ? , ist (5.1) gleihbedeutenddamit, da (#1 hA;m i) 6= ? =) (g#1 hA;m i) 6= ? gilt, d.h. , genauer die erste Kompo-nente #1 , ist nur fur Methodenfunktionsnamen hA;m i deniert, fur die es in g auh eineMethode gibt. G-konforme Umgebungen sind also vernunftig (reasonable) in dem Sinne, dasie keine Methoden ernden, die in dem Originalprogramm niht vorhanden waren. Da Uber-setzungszeitumgebungen Paare endliher Abbildungen sind, ist Supportm(g) eine hohstensendlihe Menge. Sie ist leer, falls fur m keine Methode in g deniert ist.Bemerkung 5.2Es ist nah Denition (5.1) klar, da die total undenierte Umgebung ?Env g-konform ist.Die wesentlihe Eigenshaft, die die g-Konformitat gewahrleistet, ist, da die endlihe gene-rishe Methodenauswahl uber die Framenamen in Supportm(g) ausreiht, um die rihtige inder Umgebung assoziierte Methodenfunktion zu bestimmen. Wir zeigen dies in dem folgen-den Lemma, das wir im Beweis von Lemma (5.10) benutzen werden, um die Korrektheit derUbersetzung von Nahrihten einzusehen.
80 KAPITEL 5. KORREKTHEIT DES UBERSETZERSLemma 5.3Sei g 2 CEnv , sei m 2 Message und sei Supportm(g) = fA1; : : : ; An g . Sei  2 Env g-konform und f 2 Framename  ! FunVal die FunktionA:A = A1 ! (#1 hA1;m i) jFunVal ;  A = An ! (#1 hAn;m i) jFunVal ;::wrong :Dann gilt fur alle  2 Value;  2 ECont und A 2 Framenamef A   = (#1 hA;m i) jFunVal  :Beweis:Ist A 2 Supportm(g) , also A = Ai fur ein i 2 f 1; : : : ; n g , so istf A   = f Ai   = (#1 hAi;m i) jFunVal   = (#1 hA;m i) jFunVal   :Ist andererseits A =2 Supportm(g) , folgt aus der g-Konformitat von  , da (#1 hA;m i) =?Value und damit (#1 hA;m i) jFunVal = ?FunVal gilt. Auerdem ist (f A) = ::wrong ,und da wrong die total undenierte Continuation wrong =  :?Answer : (Value  Store) ist,gilt also fur alle  2 Storef A    = wrong  = ?Answer = ?FunVal    = (#1 hA;m i) jFunVal    :qed.Man beahte, da fur beliebige f; g 2 FunVal aus f  = g  niht unbedingt f = g folgt, dain diesem gelifteten Bereih ? 6= :? ist, obwohl beide Elemente wertegleih sind. Immerhinfolgt aber dennoh f  = g  fur alle  2 Value , falls f = g ist. Es ist klar, da zwei explizitkonstruierte Funktionen ::1 und ::2 auh in FunVal gleih sind, wenn 1 =2 gilt. Denn sie sind in [Value  ! [ECont  ! Cont ℄ ℄ die gleihen Funktionen aufgrundder Extensionalitat des zugrundeliegenden getypten -Kalkuls. Es sei daran erinnert, da wir,nur aus Grunden der Lesbarkeit, statt h0; :: i in FunVal wiederum :: shreibenund da damit :: 6= ?FunVal gilt.5.2 Korrektheit der Ubersetzung von AusdrukenWir werden nun zeigen, da in g-konformen Umgebungen die Semantik eines Ausdrukesgleih der des vom Ausdruksubersetzer Cge [[  ℄℄ erzeugten Ausdruks ist, da der Uber-setzer also auf Ausdruken in g-konformen Umgebungen korrekt ist. Fur beliebige Umge-bungen ist das niht zu erwarten, denn die generishe Methodenauswahl, die im ubersetz-ten Programm durh typease explizit gemaht wird, selektiert nur uber die Framenamen
5.2. KORREKTHEIT DER UBERSETZUNG VON AUSDRUCKEN 81fA1; : : : ; An g = Supportm(g) und liefert einen Fehler, falls das Empfangerobjekt einen TypA =2 Supportm(g) hat. Es mu also dafur gesorgt sein, da auh die ursprunglihe Nah-riht in einem solhen Fall siher einen Fehler hervorruft. Dies stellen wir gerade durh dieg-Konformitat der Umgebung siher, denn, zur Erinnerung, die Semantik eines Ausdrukese:m war gerade die Anwendung der in der Umgebung mit dem Typ des Objektes e und demMethodennamen m assoziierten Methodenfunktion (#1 hA;m i) auf das Empfangerobjektselbst.Der Beweis lauft durh strukturelle Induktion uber den syntaktishen Aufbau des Aus-druks e . Eine Bemerkung zur Notation: Sowohl Umgebungen als auh Ubersetzungszeit-umgebungen sind Paare von Abbildungen,g 2 CEnv = (Ident n ! Abstration)  (Framename n ! InstVar) und 2 Env = (Ident  ! Value)  (Framename  ! InstVar) :Wir werden im folgenden haug die Projektionen auf die jeweilige Komponente weglassen,wenn diese aus dem Zusammenhang klar zu erkennen ist, d.h. ( hA;m i) meint (#1 hA;m i),(g A) meint (g#2 A). Ebenfalls shreiben wir fur x 2 Variable und  2 Value einfah [x ℄ statt h #1 [x ℄ ; #2 i .Lemma 5.4Sei g 2 CEnv und sei  2 Env g-konform. Dann ist fur x 2 Variable und  2 Value auh [x ℄ g-konform.Der Beweis ist trivial, da sih  [x ℄ fur Methodenfunktionsnamen hA;m i von  nihtuntersheidet. Die folgenden Lemmata zeigen den Induktionsshlu des Beweises von Theorem(5.11).Lemma 5.5Sei g 2 CEnv , sei  2 Env g-konform. Sei ferner fur alle  2 ECont und  2 StoreE [[ e0 ℄℄  = E [[Cge [[ e0 ℄℄ ℄℄  und E [[ e1 ℄℄  = E [[Cge [[ e1 ℄℄ ℄℄ . Dann gilt fur alle  2ECont und  2 StoreE [[ e0 (e1) ℄℄   = E [[Cge [[ e0 (e1) ℄℄ ℄℄   undE [[ e0 () ℄℄   = E [[Cge [[ e0 () ℄℄ ℄℄  :Beweis:Wir zeigen nur die erste Aussage. Die zweite Behauptung fur die parameterlosen Applikatio-nen lat sih vollig analog nahrehnen. Fur beliebige  2 ECont und  2 Store gilt:
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E [[ e0 ( e1 ) ℄℄  = E [[ e0 ℄℄  f 0 : 0 2 FunVal ! E [[ e1 ℄℄  f1 : 0 jFunVal 1 g ;wrong g , nah Denition der Ausdrukssemantik E [[  ℄℄ .= E [[ e0 ℄℄  f 0 : 0 2 FunVal ! E [[Cge [[ e1 ℄℄ ℄℄  f1 : 0 jFunVal 1 g ;wrong g , nah Voraussetzung mit 1 = f1 : 0 jFunVal 1 g .= E [[Cge [[ e0 ℄℄ ℄℄  f 0 : 0 2 FunVal ! E [[Cge [[ e1 ℄℄ ℄℄  f1 : 0 jFunVal 1 g ;wrong g , nah Voraussetzung mit 0 = f0 : 0 2 FunVal !    g .= E [[Cge [[ e0 ℄℄ (Cge [[ e1 ℄℄ ) ℄℄  , nah Denition der Ausdrukssemantik.= E [[Cge [[ e0 ( e1 ) ℄℄ ℄℄  , nah Denition des Ubersetzers fur Applikationen. qed.Lemma 5.6Sei g 2 CEnv , sei  2 Env g-konform. Sei ferner fur alle  2 ECont und  2 StoreE [[ ei ℄℄  = E [[Cge [[ ei ℄℄ ℄℄ , i = 0; : : : ; 2 . Dann gilt fur alle  2 ECont und  2 StoreE [[ e1 ; e2 ℄℄   = E [[Cge [[ e1 ; e2 ℄℄ ℄℄   undE [[ if e0 then e1 else e2 ℄℄   = E [[Cge [[ if e0 then e1 else e2 ℄℄ ℄℄  :Da der Ubersetzer auh hier nur rekursiv uber die Teilausdruke verteilt wird, lauft der Beweisvollig analog zu dem des vorigen Lemmas. Der nahste interessante Fall ist die Abstraktion:Lemma 5.7Sei g 2 CEnv , sei  2 Env g-konform. Sei ferner fur alle  2 ECont und  2 StoreE [[ e ℄℄  = E [[Cge [[ e ℄℄ ℄℄ . Dann gilt fur alle  2 ECont und  2 StoreE [[x : e ℄℄   = E [[Cge [[x : e ℄℄ ℄℄   undE [[ () : e ℄℄   = E [[Cge [[ () : e ℄℄ ℄℄  :
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Beweis:E [[x : e ℄℄  =  ( 0 : 0 : 0 :E [[ e ℄℄  [x  0℄ 0 0 in Value) , nah Denition der Ausdrukssemantik E [[  ℄℄ .=  ( 0 : 0 : 0 :E [[Cge [[ e ℄℄ ℄℄  [x  0℄ 0 0 in Value) , da nah Lemma (5.4) mit  auh  [x 0℄ eine g-konforme Umgebung ist unddamit nah Voraussetzung E [[ e ℄℄  [x 0℄ 0 0 = E [[Cge [[ e ℄℄ ℄℄  [x 0℄ 0 0gilt.= E [[x :Cge [[ e ℄℄ ℄℄  , wiederum nah Denition von E [[  ℄℄ .= E [[Cge [[x : e ℄℄ ℄℄  , nah Denition des Ubersetzers.Die zweite Behauptung folgt mit  anstelle von  [x  0℄ analog:E [[ () : e ℄℄  =  (0 : 0 :E [[ e ℄℄  0 0 in Value)=  ( 0 : 0 : 0 :E [[Cge [[ e ℄℄ ℄℄  0 0 in Value)= E [[Cge [[ () : e ℄℄ ℄℄   qed.Lemma 5.8Sei g 2 CEnv , sei  2 Env g-konform. Sei ferner fur alle  2 ECont und  2 StoreE [[ e ℄℄  = E [[Cge [[ e ℄℄ ℄℄ . Dann gilt fur alle  2 ECont und  2 StoreE [[ self : y ℄℄   = E [[Cge [[ self : y ℄℄ ℄℄   undE [[ self : y := e ℄℄   = E [[Cge [[ self : y := e ℄℄ ℄℄   :
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Beweis:Die erste Behauptung ist trivial, da Cge [[ self : y ℄℄ = self : y ist. Fur den Beweis der zweitenAussage rehnen wir nah:E [[ self : y := e ℄℄  = E [[ self ℄℄  f 0 : 0 2 Objet ! E [[ e ℄℄  f :   :    [(0#2 y) ℄ g ;wrong g = E [[ self ℄℄  f 0 : 0 2 Objet ! E [[Cge [[ e ℄℄ ℄℄  f :   :    [(0#2 y) ℄ g ;wrong g , nah Voraussetzung mit 0 = f :   :    [(0#2 y) ℄ g .= E [[ self : y := Cge [[ e ℄℄ ℄℄  = E [[Cge [[ self : y := e ℄℄ ℄℄   qed.Lemma 5.9Sei g 2 CEnv , sei  2 Env g-konform. Sei ferner fur alle  2 ECont und  2 StoreE [[ ei ℄℄  = E [[Cge [[ ei ℄℄ ℄℄ , i = 0; : : : ; n . Dann gilt fur alle  2 ECont und  2 StoreE [[ typease e of A1 : e1 ; : : : ; An : en ℄℄   =E [[Cge [[ typease e of A1 : e1 ; : : : ; An : en ℄℄ ℄℄  :Beweis:E [[ typease e of A1 : e1 ; : : : ; An : en ℄℄  = E [[ e ℄℄  f 0 : 0 2 Objet!0#1 = A1 ! E [[ e1 ℄℄  f 1 : 1 jFunVal 0 g ;  0#1 = An ! E [[ en ℄℄  f n : n jFunVal 0 g ;wrong ;wrong g , nah Denition der Ausdrukssemantik.Wenden wir nun die Voraussetzung an, soerhalten wir E [[ ei ℄℄  f i : i jFunVal 0 g = E [[Cge [[ ei ℄℄ ℄℄  f i : i jFunVal0 g , i = 1; : : : ; n , und damit
5.2. KORREKTHEIT DER UBERSETZUNG VON AUSDRUCKEN 85= E [[ e ℄℄  f 0 : 0 2 Objet!0#1 = A1 ! E [[Cge [[ e1 ℄℄ ℄℄  f 1 : 1 jFunVal 0 g ;  0#1 = An ! E [[Cge [[ en ℄℄ ℄℄  f n : n jFunVal 0 g ;wrong ;wrong g = E [[Cge [[ e ℄℄ ℄℄  f 0 : 0 2 Objet! : : : g, nah Voraussetzung mit 0 = f 0 : 0 2 Objet! : : : g .= E [[ typease Cge [[ e ℄℄ of A1 : Cge [[ e1 ℄℄ ; : : : ; An : Cge [[ en ℄℄ ℄℄  = E [[Cge [[ typease e of A1 : e1 ; : : : ; An : en ℄℄ ℄℄   qed.Das letzte Lemma zeigt den wirklih interessanten Fall, die Ubersetzung einer Nahriht indie endlihe Methodenselektion uber die Framenamen in Supportm(g).Lemma 5.10Sei g 2 CEnv , sei  2 Env g-konform. Sei ferner fur alle  2 ECont und  2 StoreE [[ e ℄℄  = E [[Cge [[ e ℄℄ ℄℄ . Dann gilt fur alle  2 ECont und  2 StoreE [[ e:m ℄℄   = E [[Cge [[ e:m ℄℄ ℄℄  :
Beweis:Wenden wir zunahst die Denitionen auf die linke und rehte Seite an, so erhalten wirE [[ e:m ℄℄  = E [[ e ℄℄  f  0 : 0 2 Objet ! (#1 h0#1 ;m i) jFunVal 0  ;wrong gund auf der rehten SeiteE [[Cge [[ e:m ℄℄ ℄℄  = E [[ typease Cge [[ e ℄℄ of A1 : hA1;m i ; : : : ; An : hAn;m i ℄℄  , wobei fA1; : : : ; An g = Supportm(g) die (endlihe) Menge der Framenamen ist,fur die in g eine Methode zu m deniert ist.
86 KAPITEL 5. KORREKTHEIT DES UBERSETZERS= E [[Cge [[ e ℄℄ ℄℄  f 0 : 0 2 Objet!0#1 = A1 ! E [[ hA1;m i ℄℄  f 1 : 1 jFunVal 0 g ;  0#1 = An ! E [[ hAn;m i ℄℄  f n : n jFunVal 0 g ;wrong ;wrong g , nah Denition der Semantik von typease . Die Voraussetzung fur e liefert dannmit 0 = f0 : 0 2 Objet! : : : g= E [[ e ℄℄  f0 : 0 2 Objet! : : : gund daraus ergibt sih, da fur i = 1; : : : ; n die Bedeutung von hAi;m i geradedie Anwendung der Continuation f i : i jFunVal 0 g auf das -Bild vonhAi;m i ist,= E [[ e ℄℄  f 0 : 0 2 Objet!0#1 = A1 ! (#1 hA1;m i) jFunVal 0  ;  0#1 = An ! (#1 hAn;m i) jFunVal 0  ;wrong ;wrong g  :Vergleihen wir die beiden entstandenen Formeln, so bleibt zu zeigen:(#1 h0#1 ;m i) jFunVal 0  = ( 0#1 = A1 ! (#1 hA1;m i) jFunVal 0  ;  0#1 = An ! (#1 hAn;m i) jFunVal 0  ;wrong )Das ist aber gerade die Aussage von Lemma (5.3) , denn g ist als g-konform vorausgesetztund es gilt fA1; : : : ; An g = Supportm(g) . qed.Da der Ubersetzer die elementaren Ausdruke, d.h. Konstanten  , Variablen x , Methoden-funktionsnamen hA;m i und Instanziierungen instane-of A identish ubersetzt, haben wirmit den vorangehenden Lemmata die Korrektheit der Ubersetzung von Ausdruken gezeigt:Theorem 5.11Sei g 2 CEnv , und sei  2 Env g-konform. Dann gilt fur alle Ausdruke e 2 Expr und furalle  2 ECont und  2 StoreE [[ e ℄℄    = E [[Cge [[ e ℄℄ ℄℄   :Im folgenden zeigen wir, da sih dieses Resultat auf die Deklarationssemantik von abstrak-ten Programmen verallgemeinern lassen. Abstrakte Deklarationsteile sind Paare endliher
5.3. ABSTRAKTIONEN 87Abbildungen aus dem BereihCEnv = (Ident n ! Abstration)  (Framename n ! InstVar):Bei unseren bisherigen Betrahtungen haben wir das Verhalten des semantishen FunktionalsE [[  ℄℄ und auh des Ubersetzers Cge [[  ℄℄ auf undenierten syntaktishen Elementen aueraht gelassen. In g 2 CEnv kann die einem Identikator I 2 Ident zugeordnete Abstrakti-on (g#1 I) durhaus undeniert sein. Deshalb setzen wir im folgenden die Striktheit dieserAbbildungen auf dem syntaktishen Bereih Expr voraus. Gleihes gilt fur die im nahstenAbshnitt (5.3) denierte Abstraktionssemantik A [[  ℄℄ auf dem Bereih Abstration.5.3 AbstraktionenSpeziell fur die Ausdruke x : e und  () : e unserer Sprahe sind wir niht nur an derAusdrukssemantik E [[x : e ℄℄ ,E [[ () : e ℄℄ :Env  ! ECont  ! Cont interessiert, sondernauh an ihrem Wert als Element des BereihsFVal = [Value  ! ECont  ! Cont℄? + [ECont  ! Cont℄? ;der in den Bereih Value = : : : + FVal + : : : eingebettet ist. Wir denieren deshalb eineSemantik von Abstraktionen wie folgt:Denition 5.12Auf dem syntaktishen Bereih Abstration der Abstraktionen denieren wir das semantisheFunktional A [[  ℄℄ : Abstration  ! Env  ! Valuedurh A [[x : e ℄℄  =Def  :  :  :E [[ e ℄℄  [x ℄  in ValueA [[ () : e ℄℄  =Def  :  :E [[ e ℄℄   in Value : 2Die Abstraktionssemantik eines -Ausdruks ist also gerade die Funktion, die von der Aus-drukssemantik E [[  ℄℄ an die Continuation ubergeben wird. Wir hatten die Semantik desAusdruks x : e ebenfalls durhE [[x : e ℄℄  =Def  (A [[x : e ℄℄  )denieren konnen. A [[  ℄℄ sei als strikt auf dem syntaktishen Bereih Abstration ange-nommen, d.h. wir denieren zusatzlih A [[? ℄℄ =Def ?Value . Das stellt siher, da A [[  ℄℄ ,angewendet auf einen undenierten Eintrag in g , auh einen undenierten Eintrag in derUmgebung  2 Env erzeugt. (s.u.)Wir zeigen nun, da der Ubersetzer die Ausdruke x : e und  () : e auh bezuglih derAbstraktionssemantik korrekt ubersetzt:
88 KAPITEL 5. KORREKTHEIT DES UBERSETZERSSatz 5.13Sei g 2 CEnv und sei  2 Env g-konform. Dann giltA [[x : e ℄℄  = A [[Cge [[x : e ℄℄ ℄℄  undA [[ () : e ℄℄  = A [[Cge [[ () : e ℄℄ ℄℄ :Beweis:Sei  2 Env g-konform. Dann ist mit x 2 Var auh  [x ℄ g-konform nah Lemma (5.4)und damit giltA [[x : e ℄℄  =  0 : 0 : 0 :E [[ e ℄℄  [x  0℄ 0 0 in Value=  0 : 0 : 0 :E [[Cge [[ e ℄℄ ℄℄  [x  0℄ 0 0 in Value,nah Theorem (5.11).= A [[x:Cge [[ e ℄℄ ℄℄ = A [[Cge [[x : e ℄℄ ℄℄  :Vollig analog gilt auhA [[ () : e ℄℄  = 0 : 0 :E [[ e ℄℄  0 0 in Value= 0 : 0 :E [[Cge [[ e ℄℄ ℄℄  0 0 in Value= A [[():Cge [[ e ℄℄ ℄℄ = A [[Cge [[ () : e ℄℄ ℄℄  qed.5.4 DeklarationenIn dem nun folgenden Abshnitt wenden wir uns dem Deklarationsteil von Programmenzu. Zur Erinnerung: Als Deklarationsteil eines abstrakten Programmes bezeihnen wir dieUbersetzungszeitumgebung g 2 CEnv , die nah der Durhfuhrung der Vererbung aus demVererbungsgraphen des ursprunglihen Programmes entstanden ist. Diese bindet zum einenFramenamen an die Liste ihrer Instanzvariablennamen. Zum anderen stellt die Bindung derFunktions- und Methodenfunktionsnamen an die zugehorigen Abstraktionen ein i.a. wehsel-seitig rekursives Gleihungssystem dar.Semantish ordnen wir einer Ubersetzungszeitumgebung eine Umgebung zu. Sie wird,aufgrund der wehselseitigen Rekursion, als der kleinste Fixpunkt eines Funktionals zwi-shen Umgebungen deniert (Denition 5.15) und ordnet den Funktionsnamen die entspre-henden Funktionen zu. Letztere erhalten wir durh die komponentenweise Anwendung vonA [[  ℄℄ (vgl. den vorherigen Abshnitt) auf die in g gebundenen Abstraktionen. Durh die
5.4. DEKLARATIONEN 89Anwendung des Ubersetzers fur Ausdruke auf diese Abstraktionen erhalten wir einen uber-setzten Deklarationsteil Cd [[ g ℄℄ , dessen Semantik gleih der bereits g zugeordneten Um-gebung ist. Diese Korrektheitsaussage zeigen wir in Theorem (5.19). Zudem zeigen wir inTheorem (5.16), da die entstehenden Umgebungen g-konform sind. Diese zweite zentra-le Aussage erlaubt, die Korrektheit des Ausdruksubersetzers auf komplette Programme zuubertragen. Dies tun wir im nahsten Abshnitt.Wir denieren nun zunahst den Deklarationsubersetzer Cd [[  ℄℄ fur abstrakte Deklara-tionsteile. Die Ubersetzung geshieht dadurh, da der Ausdruksubersetzer auf die an dieIdentikatoren gebundenen Abstraktionen angewendet wird. Die zweite Komponente, dieBindung von Framenamen an Instanzvariablenlisten, lassen wir unverandert. Aufgrund derangenommenen Striktheit des Ausdruksubersetzers bleibt der ubersetzte Deklarationsteilgenau an den Stellen deniert, an denen auh der ursprunglihe deniert gewesen ist.Denition 5.14Der Deklarationsubersetzer Cd [[  ℄℄ : CEnv  ! CEnvist fur g 2 CEnv deniert durhCd [[ g ℄℄ =Def < I:Cge [[ (g#1 I) ℄℄ ; g#2 > 2Cge [[  ℄℄ uberfuhrt Abstraktionen in Abstraktionen und damit gilt Cd [[ g ℄℄ 2 CEnv . Esist klar, da mit einem wohlgeformten abstrakten Programm hg; e i auh hCd [[ g ℄℄ ;Cge [[ e ℄℄ iwohlgeformt ist.Wir haben bereits bemerkt, da die erste Komponente eines g 2 CEnv einem wehselseitigrekursiven Gleihungssystem von Funktionsdenitionen entspriht. g soll semantish eineUmgebung  2 Env = (Ident  ! Value)  (Framename  ! InstVar)zugeordnet werden. Es ist naturlih,  durh den kleinsten Fixpunkt eines Funktionals zudenieren, das Umgebungen auf Umgebungen abbildet. Wir werden im folgenden sehen, dadieser Fixpunkt einem Deklarationsteil g bereits eine g-konforme Umgebung zuordnet.Denition 5.15Die Semantik D [[  ℄℄ : CEnv  ! Env ist der kleinste Fixpunkt der AbbildungD̂ [[  ℄℄ : CEnv  ! Env  ! Env;die wie folgt deniert ist:D̂ [[ g ℄℄ =Def < I:A [[ (g#1 I) ℄℄  ; g#2 > 2
90 KAPITEL 5. KORREKTHEIT DES UBERSETZERSTheorem 5.16Sei g 2 CEnv . Dann ist D [[ g ℄℄ 2 Env g-konform.Beweis:Zu zeigen ist, da (D [[ g ℄℄#1 hA;m i) = ? folgt, falls fur A 2 Framename und m 2Message A =2 Supportm(g) gilt. Wir zeigen, da fur beliebige  2 Env bereits D̂ [[ g ℄℄  g-konform ist. Dies liegt in der Striktheit der Abstraktionssemantik A [[  ℄℄ begrundet, dennfur hA;m i 2 Ident ist mit A =2 Supportm(g) , also (g#1 hA;m i) = ? ,((D̂ [[ g ℄℄ )#1 hA;m i) =A [[ (g#1 hA;m i) ℄℄  =A [[? ℄℄  = ?:Da nun D [[ g ℄℄ Fixpunkt von D̂ [[ g ℄℄ ist, gilt speziell fur  =D [[ g ℄℄(D [[ g ℄℄#1 hA;m i) = ((D̂ [[ g ℄℄ (D [[ g ℄℄ ))#1 hA;m i)und damit ist (D [[ g ℄℄#1 hA;m i) = ? , was zu zeigen war. qed.Es ist damit klar, daD [[Cd [[ g ℄℄ ℄℄ bezuglih g0 = Cd [[ g ℄℄ g0-konform ist. Da D [[Cd [[ g ℄℄ ℄℄auh g-konform ist, zeigt das folgende Theorem, das rein tehnisher Natur ist. Wir benotigenseine Aussage, um im Beweis von Theorem (5.19) den Standardshlu der Fixpunkttheorieanwenden zu konnen, da zwei kleinste Fixpunkte bereits dann gleih sind, wenn der eine einFixpunkt des anderen Funktionals ist und umgekehrt [Sto77℄.Theorem 5.17Sei g 2 CEnv . Dann ist D [[Cd [[ g ℄℄ ℄℄ 2 Env g-konform.Beweis:Zu zeigen ist jetzt, da (D [[Cd [[ g ℄℄ ℄℄#1 hA;m i) = ? ist, falls A =2 Supportm(g) fur allem 2 Message gilt. Wir shlieen genauso wie im vorigen Beweis: Fur A =2 Supportm(g) , also(g#1 hA;m i) = ? , gilt((D̂ [[Cd [[ g ℄℄ ℄℄ )#1 hA;m i) = A [[Cd [[ g ℄℄#1 hA;m i ℄℄ = A [[Cge [[ g#1 hA;m i ℄℄ ℄℄ = A [[Cge [[? ℄℄ ℄℄  =A [[? ℄℄  = ?;fur beliebige Umgebungen  2 Env , was aus der Striktheit von A [[  ℄℄ und Cge [[  ℄℄ sofortfolgt. Auerdem gilt(D [[Cd [[ g ℄℄ ℄℄#1 hA;m i) = ((D̂ [[Cd [[ g ℄℄ ℄℄ (D [[Cd [[ g ℄℄ ℄℄ ))#1 hA;m i) ;da D [[Cd [[ g ℄℄ ℄℄ Fixpunkt von D̂ [[Cd [[ g ℄℄ ℄℄ ist. Damit ist (D [[Cd [[ g ℄℄ ℄℄#1 hA;m i) = ? ,was zu zeigen war. qed.
5.4. DEKLARATIONEN 91Wir zeigen nun, da in jedem einzelnen Shritt der Fixpunktiteration durh das FunktionalD̂ [[  ℄℄ dem Deklarationsteil g und dem ubersetzten Deklarationsteil Cd [[ g ℄℄ in g-konformenUmgebungen die gleihe neue Umgebung zugeordnet wird. Die Beweise der beiden vorigenTheoreme zeigen, da diese dann auh wieder g-konform ist.Theorem 5.18Sei g 2 CEnv und  2 Env sei g-konform. Dann giltD̂ [[ g ℄℄  = D̂ [[Cd [[ g ℄℄ ℄℄ :Beweis:Nah Denition gilt D̂ [[ g ℄℄  =< I:A [[ (g#1 I) ℄℄ ; g#2 > undD̂ [[Cd [[ g ℄℄ ℄℄  =< I:A [[ (Cd [[ g ℄℄#1 I) ℄℄ ;Cd [[ g ℄℄#2 > :Ebenfalls wissen wir nah Denition des Deklarations-Ubersetzers, da die zweite Kompo-nente von g gleih bleibt, d.h. Cd [[ g ℄℄#2 = g#2 . Wir haben also zu zeigen, da fur jedenIdentikator I 2 Ident A [[ (Cd [[ g ℄℄#1 I) ℄℄  =A [[ (g#1 I) ℄℄  gilt.Nah Denition von Cd [[  ℄℄ istA [[ (Cd [[ g ℄℄#1 I) ℄℄  =A [[Cge [[ (g#1 I) ℄℄ ℄℄ :Im Fall (g#1 I) = ? giltA [[Cge [[ (g#1 I) ℄℄ ℄℄  = ? = A [[ (g#1 I) ℄℄ wegen der Striktheit von Cge [[  ℄℄ . Ist andererseits (g#1 I) eine denierte Abstraktion x : eoder  () : e, wissen wir aus Satz (5.13)A [[Cge [[x : e ℄℄ ℄℄  =A [[x : e ℄℄  bzw.A [[Cge [[ () : e ℄℄ ℄℄  =A [[ () : e ℄℄  ;denn  haben wir als g-konform vorausgesetzt. In beiden Fallen gilt also die in der Behaup-tung geforderte Gleihheit. qed.Mit diesem Satz und der G-Konformitat der beiden Umgebungen D [[ g ℄℄ und D [[Cd [[ g ℄℄ ℄℄konnen wir nun endlih die Gleihheit dieser beiden Umgebungen, d.h. die Korrektheit desDeklarationsubersetzers zeigen. Der Beweis benutzt den folgenden Standardshlu der Fix-punkttheorie: Zwei kleinste Fixpunkte x H1 und x H2 zweier Funktionale H1 und H2 sindgleih, falls der eine ebenfalls ein Fixpunkt des jeweils anderen Funktionals ist und umgekehrt.
92 KAPITEL 5. KORREKTHEIT DES UBERSETZERSTheorem 5.19Sei g 2 CEnv . Dann ist D [[ g ℄℄ =D [[Cd [[ g ℄℄ ℄℄ :Beweis:Da D [[ g ℄℄ = x D̂ [[ g ℄℄ und D [[Cd [[ g ℄℄ ℄℄ = x D̂ [[Cd [[ g ℄℄ ℄℄ ist, genugt es, zu zeigen, daD [[ g ℄℄ Fixpunkt von D̂ [[Cd [[ g ℄℄ ℄℄ ist und umgekehrt. Denn dann giltD [[ g ℄℄ w x D̂ [[Cd [[ g ℄℄ ℄℄ =D [[Cd [[ g ℄℄ ℄℄ undD [[Cd [[ g ℄℄ ℄℄ w x D̂ [[ g ℄℄ =D [[ g ℄℄ ;da x den kleinsten Fixpunkt deniert. Im folgenden benutzen wir die G-Konformitat vonD [[ g ℄℄ und D [[Cd [[ g ℄℄ ℄℄ , die wir in Theorem (5.16) und Theorem (5.17) gezeigt haben.Nah Satz (5.18) haben wirD̂ [[Cd [[ g ℄℄ ℄℄ (D [[ g ℄℄ ) = D̂ [[ g ℄℄ (D [[ g ℄℄ ) =D [[ g ℄℄ ;da D [[ g ℄℄ g-konform ist, und weil D [[ g ℄℄ = x D̂ [[ g ℄℄ ist, undD̂ [[ g ℄℄ (D [[Cd [[ g ℄℄ ℄℄ ) = D̂ [[Cd [[ g ℄℄ ℄℄ (D [[Cd [[ g ℄℄ ℄℄ ) =D [[Cd [[ g ℄℄ ℄℄ ;da D [[Cd [[ g ℄℄ ℄℄ g-konform ist, und weil D [[Cd [[ g ℄℄ ℄℄ = x D̂ [[Cd [[ g ℄℄ ℄℄ ist. qed.5.5 ProgrammeKommen wir nun zur Semantik und Ubersetzung von Programmen. Programme, genauerabstrakte Programme ohne Vererbung, haben wir als Paarehg; e i 2 AbsProg =Def CEnv  Exprdeniert. Programme werden ubersetzt, indem der Deklarationsubersetzer auf g 2 CEnv undder Ausdruksubersetzer auf e 2 Expr angewendet werden:Denition 5.20Der Ubersetzer C [[  ℄℄ : AbsProg  ! AbsProg von Programmen ist fur p = hg; e i deniertdurh C [[ hg; e i ℄℄ =Def hCd [[ g ℄℄ ;Cge [[ e ℄℄ i: 2
5.5. PROGRAMME 93Die Semantik eines Programmes ist auf naturlihe Weise durh die Anwendung der Semantikdes Hauptprogrammausdruks auf die Umgebung deniert, die wir durh die Deklarationsse-mantik aus dem Deklarationsteil des Programmes gewinnen. Diesen Code wenden wir auf eineStart-Continuation und einen initialen Speiher an, um die Programmantwort zu erhalten.Denition 5.21Die Semantik von Programmen denieren wir durh das semantishe FunktionalP [[  ℄℄ : AbsProg  ! Answer = AbsProg  ! (Value  Store):Sei p = hg; e i 2 AbsProg . Dann ist P [[  ℄℄ durhP [[ p ℄℄ = P [[ hg; e i ℄℄ =Def E [[ e ℄℄ (D [[ g ℄℄ )StartStartdeniert, wobei Start=Def ::h;  i 2 ECont die Start-Continuation und Start 2 Storeder initiale Speiher sind. 2Eine einfahe Anwendung der Resultate aus den vorherigen Abshnitten liefert nun dasHauptresultat dieses Kapitels, die Korrektheit des Ubersetzers. Wir zeigen, da die Pro-grammsemantik des Programmes hg; e i gleih der Programmsemantik des ubersetzten Pro-grammes C [[ hg; e i ℄℄ = hCd [[ g ℄℄ ;Cge [[ e ℄℄ i ist.Theorem 5.22Sei p = hg; e i 2 AbsProg . Dann giltP [[ p ℄℄ = P [[C [[ p ℄℄ ℄℄ :Beweis: P [[ p ℄℄ = P [[ hg; e i ℄℄ = E [[ e ℄℄ (D [[ g ℄℄ )StartStart= E [[Cge [[ e ℄℄ ℄℄ (D [[Cd [[ g ℄℄ ℄℄ )StartStart= P [[ hCd [[ g ℄℄ ;Cge [[ e ℄℄ i ℄℄= P [[C [[ p ℄℄ ℄℄Nah Theorem (5.19) ist D [[ g ℄℄ = D [[Cd [[ g ℄℄ ℄℄ , nah Theorem (5.16) ist D [[ g ℄℄ unddamit naturlih auh D [[Cd [[ g ℄℄ ℄℄ g-konform und nah Theorem (5.11) gilt fur beliebigeg-konforme Umgebungen  2 Env und beliebige  2 ECont;  2 StoreE [[ e ℄℄   = E [[Cge [[ e ℄℄ ℄℄  : qed.Wir wollen dieses Kapitel abshlieen, indem wir nah einer Bemerkung mehr tehnisherNatur noh einmal das Vorgehen rekapitulieren, das uns erlaubt hat, zu der objektorientier-ten Sprahe mit multipler Vererbung, deren Syntax wir in Kapitel 2 deniert haben, eine
94 KAPITEL 5. KORREKTHEIT DES UBERSETZERSmathematish exakte Semantik und einen Ubersetzer in eine Sheme-ahnlihe Teilsprahe zudenieren und shlielih die Korrektheit des Ubersetzers zu zeigen.Zunahst jedoh zu einer eher tehnishen Bemerkung: Die G-Konformitat von Umgebun-gen ist eine Einshrankung an erlaubte Umgebungen, allerdings nur bezuglih der Bindungenan Methodenfunktionsnamen hA;m i . Wir konnen die Umgebung, in der die Semantik desHauptprogrammausdrukes bestimmt wird, um shlielih des Semantik des Programmes zuerhalten, auf die folgende Weise um Bindungen fur die freien gewohnlihen Variablen desProgrammes erganzen:Bemerkung 5.23Sei hg; e i 2 CEnv  Expr und sei fx1 ; : : : ; xn g  Var die Menge der frei in dem Pro-gramm vorkommenden gewohnlihen Variablen. Sei =Def ? [x1  1℄    [xn  n℄ dieUmgebung, die gerade den xi entsprehende i 2 Value zuordnet. Dann ist mit  2 Env auhdie Umgebung  ;  2 Env : I 7! ( ( I) ; falls ( I) 6= ?Value( I) ; sonstg-konform, denn  ;  untersheidet sih von  fur Methodenfunktionsnamen niht. Damitlat sih die Startumgebung des Programmes durhD̂0 [[ g ℄℄  =Def < I:A [[ (g#1 I) ℄℄  ;  ; g#2 > undD0 [[ g ℄℄ =Def x ( D̂0 [[ g ℄℄ )um die Bindungen fur die freien gewohnlihen Variablen fx1 ; : : : ; xn g des Programmeserganzen, ohne da die Korrektheit der Ubersetzung verloren geht.Diese Bemerkung rehtfertigt, da wir im Kapitel 3 freie gewohnlihe Variablen in wohlge-formten Programmen zugelassen haben.Fassen wir nun unser Vorgehen noheinmal zusammen: Zunahst haben wir unser origi-nales Programm, das in der Form p = d ; e 2 Program in abstrakter Syntax vorlag, durhAnwenden der im Kapitel 2 denierten Funktion IG [[  ℄℄ auf den Deklarationsteil d in eineaquivalente andere syntaktishe Form gebraht. Daraus ist also h; e i = hIG [[ d ℄℄ ?; e i 2InhGraph  Expr entstanden. Dann haben wir in Kapitel 3 durh die Anwendung einergeeigneten Vererbungsstrategie den Deklarationsteil  2 InhGraph in eine Ubersetzungs-zeitumgebung g 2 CEnv transformiert. Diese Transformation ist niht mehr eine aquivalen-te Umformung; vershiedene Vererbungsstrategien liefern durhaus vershiedene Ergebnis-se. Insgesamt ist aus unserem Programm damit ein Paar hg; e i 2 CEnv  Expr geworden.hg; e i reprasentiert immer noh ein Programm unserer Sprahe, nun allerdings eines ohneVererbung.Den in diesem Programm vorkommenden Ausdruken, insbesondere also auh dem Haupt-programmausdruk e , haben wir im Kapitel 4 eine denotationelle Continuation-SemantikE [[  ℄℄ zugeordnet. Ebenfalls in Kapitel 4 haben wir eine Ubersetzungsfunktion Cge [[  ℄℄ furAusdruke deniert, die jede Nahriht in eine entsprehende endlihe generishe Methoden-funktionsauswahl ubersetzt. Dabei haben wir die Kenntnis aller Methoden aller Frames nahDurhfuhrung der Vererbung ausgenutzt.
5.5. PROGRAMME 95In diesem Kapitel nun haben wir gezeigt, da sowohl die denotationelle Semantik als auhdie Ubersetzungsfunktion auf naturlihe Weise zunahst auf den Deklarationsteil g und dannauf das gesamte Programm hg; e i ausgedehnt werden konnen. Es ist nun also ein ubersetztesProgramm hCd [[ g ℄℄ ;Cge [[ e ℄℄ i entstanden, dem wir, wie auh dem Programm hg; e i , mitdem semantishen Funktional P [[  ℄℄ eine Semantik zugeordnet haben. Wir haben dann dieGleihheit der Semantik P [[ hg; e i ℄℄ mit der Semantik P [[ hCd [[ g ℄℄ ;Cge [[ e ℄℄ i ℄℄ des ubersetz-ten Programmes und damit die Korrektheit der Ubersetzung von Programmen gezeigt.Auf diese Weise ist aus dem ursprunglihen Programm p = d ; e shlielih ein semantishaquivalentes abstraktes Programm entstanden, das wir konkret nunmehr als Programm einerSheme-ahnlihen Teilsprahe auassen konnen, indem wir auh die Bindungen der Metho-denfunktionsnamen an die Methodenfunktionen wie Funktionsdenitionen lesen. Die konkretbenutzte Vererbungsstrategie bestimmt sowohl die Semantik des ursprunglihen Programmesals auh das Ergebnis der Ubersetzung.
6
Shlubemerkungen und Ausblik
Wir haben einen Ansatz zur Beshreibung der Semantik objektorientierter Programmierspra-hen vorgeshlagen und ausgearbeitet, der es erlaubt, die Bedeutung der Vererbung in ob-jektorientierten Programmen getrennt von der dynamishen Semantik des objektorientiertenKerns zu denieren. Dieses Vorgehen hat gegenuber den rein denotationellen Semantiken, diefur Sprahen mit einfaher Vererbung existieren, den Vorteil, da untershiedlihe mathema-tishe Methoden zur Denition der Vererbung und der dynamishen Semantik benutzt werdenkonnen. Unter Zuhilfenahme einer Vererbungsstrategie, die auf dem Vererbungsgraphen desProgrammes beruht, haben wir so die Semantik objektorientierter Programme auh mit mul-tipler Vererbung mathematish exakt denieren konnen. Der Ansatz ist oen gegenuber derModikation der Vererbungsstrategie und lat so Experimente mit untershiedlihen Strate-gien insbesondere in objektorientierten Wissensreprasentationssprahen zu.Zur Denition des objektorientierten Kerns der Sprahe haben wir eine denotationelleContinuation-Semantik benutzt. Dieses Vorgehen ist bei der Denition der Semantik impe-rativer Sprahen mit hoheren Funktionen und dem Konzept von Variablen und Zuweisun-gen, wie beispielsweise in Sheme, heute ublih und basiert auf den Arbeiten von D. Sott,Ch. Strahey und J. Stoy zur Theorie der denotationellen Semantik von Programmierspra-hen. Insofern fugt sih unser Ansatz in die heute benutzte Tehnik zur Beshreibung derSemantik Lisp-artiger Programmiersprahen ein.Zur Beshreibung der Semantik der Vererbung haben wir einen sehr allgemein gefatenBegri von Vererbungsstrategien benutzt, um die heute noh notigen Experimente mit unter-shiedlihen Vererbungsmehanismen insbesondere im Zusammenhang mit der objektorien-tierten Wissensreprasentation zu ermoglihen, ohne auf die mathematish exakte Denierbar-keit der Semantik verzihten zu mussen. Tatsahlih lassen sih die in den heute vorliegendenSprahimplementationen benutzten Vererbungsstrategien im Rahmen der hier vorgestelltenTheorie beshreiben. Wir benutzen die Begrie Vererbungsrelation, Vererbungsgraph undauh Vererbungsstrategie in einem Sinne, der ebenfalls im Umfeld Lisp-artiger objektorien-tierter Sprahen mit multipler Vererbung durhaus ublih ist. Wir setzen allerdings voraus,da das gesamte Programm und damit alle zur Bedeutung der Vererbung beitragenden Pro-grammbestandteile statish bekannt sind.Wir haben zudem einen Ubersetzer angegeben, der ein Programm nah Durhfuhrung96
97der Vererbung in ein Programm einer Sheme-ahnlihen Teilsprahe ubersetzt und habendie Korrektheit des Ubersetzers und der damit vorhandenen Implementation nahgewiesen,wobei wir allerdings eine korrekte Implementation der Zielsprahe unterstellen.Die Arbeit ist im Rahmen eines Projektes zur "eÆzienten Implementierung wissensbasier-ter Expertensysteme\ entstanden, in dem die Kompilation von Wissensbasen als eine neuarti-ge Tehnik zur eÆzienten Implementierung und Portierung wissensbasierter Expertensystemeentwikelt worden ist. Konkret ist im Rahmen dieses Projektes ein Ubersetzer fur die hybrideWissensreprasentationssprahe Babylon entstanden, der es erlaubt, in Babylon entwikel-te Expertensystemanwendungen zunahst nah Common Lisp und dann weiter nah C zukompilieren und sie so mit erheblihem EÆzienzgewinn sogar auf kleine Anwendungsrehnerzu portieren.Die in der vorliegenden Arbeit beshriebene Tehnik zur Ubersetzung objektorientier-ter Sprahen ist im Rahmen des genannten Projektes speziell fur Babylon implementiertworden. Babylon enthalt einen mahtigen objektorientierten Wissensreprasentationsforma-lismus.Die Motivation, insbesondere den Vererbungsmehanismus moglihst exibel zu halten,hat im Zusammenhang mit der Entwiklung der zur Zeit aktuellen objektorientierten Erweite-rung CLOS von Lisp zur Denition eines sogenanntenMetaobjekt-Protokolls gefuhrt [KdB91℄.Auh die Denition von EuLisp [Pad92℄ enthalt die Spezikation eines Metaobjekt-Protokolls[BK92℄. Mit einem solhen Protokoll wird dem Systemprogrammierer u.a. die Moglihkeit derModikation des in der Sprahe vorhandenen Vererbungsmehanismus' in die Hand gegeben,damit er anwendungsspezishe objektorientierte Programmteile direkt und adaquat auf diezugrundeliegende objektorientierte Implementierungssprahe abbilden kann.Im Rahmen des Forshungsprojektes APPLY1 [GS91℄ [BCF+92℄, das die "eÆziente undbedarfsgerehte Implementation von Lisp\ zur Zielsetzung hat, stellt die Komplettkompila-tion von Programmen, die Bestandteile des Metaobjekt-Protokolls enthalten, einen zur Zeitaktuellen Forshungsshwerpunkt dar. Wir hoen, da auf der Basis der dieser Arbeit zugrun-deliegenden Ideen auh die die Komplettkompilation von CLOS{ und EuLisp-Programmengelingt.
1Das Verbundprojekt APPLY wird vom Bundesminister fur Forshung und Tehnologie unter dem Kenn-zeihen ITW 9102 gefordert. Die beteiligten Institutionen sind das Fraunhofer Institut fur Software und Sy-stemtehnik (ISST), die Gesellshaft fur Mathematik und Datenverarbeitung (GMD), die Firma VW-GEDASsowie das Institut fur Informatik und Praktishe Mathematik der Christian-Albrehts-Universitat (CAU).
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