Introduction
This chapter examines the equation-by-equation accuracy of the Michigan Quarterly Econometric Model (MQEM) and the Fair model using the method in Fair (1980) . Emphasis is placed on examining the possible misspecification of the equations.
In an earlier study, Fair and Alexander (19X4), we used the method to examine the accuracy of the complete models. In the present study we are interested in the accuracy of the individual equations when considered in isolation from the rest of the model.
The Method
Although the main use of the method in Fair (1980) is to compare complete models, it can be used to examine individual equations. When the method is applied to complete models. it accounts for the four main sources of uncertainty of a forecast: uncertainty due to (1) the error terms, (2) the coefficient estimates, (3) the exogenous variables, and (4) the possible misspecitication of the model. Because it accounts for these four sources, it can be used to make comparisons across models. For present purposes we are not interested in the uncertainty from the exogenous variables. All variables in the individual equations being examined, both exogenous and endogenous, except for the dependent variable and lagged values of the dependent variable, are assumed to be known with certainty.' The following is a brief outline of the method as it pertains to individual equations. See Fair (1980) or chapter 8 in Fair (1984) for a complete discussion of the method.
Assume that the equation being examined hasp coefficients to estimate. Let S' denote the variance of the error term, and let Vdenote the covariance matrix of the coefficient estimates. V is p x p. An estimate of s', say ?, is (l/T)&, where u is a 1 x T vector of estimated error terms. T is the number of observations.
The estimate of V, say p, depends on the estimation technique used. Let 6~ denote a p-component vector of the coefficient estimates, and let u, denote the error term for period t.
Uncertainty from the error terms and coefficient estimates can be estimated in a straightforward way by means of stochastic simulation. Given assumptions about the distributions of the ertot terms and coefficient estimates, one can draw values of both error terms and coefficients. For each set of values the equation can be solved for the period of interest. Given, say, J trials, the estimated forecast mean and estimated variance of the forecast error for each period can be computed.
Let &, denote the estimated mean of the k-period ahead forecast of variable i, where f is the first period of the forecast, and let &Fk denote the estimated variance of the forecast error. FL,, is simply the average of the Jpredicted values from the J trials, and g:, is the sum of squared deviations of the predicted values from the estimated mean divided by J.
It is usually assumed that the distributions of the error terms and coefficient estimates are normal, although the stochastic-simulation procedure does not require the normality assumption.
The normality assumption has been used for the results in this paper. Let UT be a particular draw of the error term for period f, and let a* be a particular draw of the coefficients. The distribution of u: is assumed to be N(O,s^*), and the distribution of a* is assumed to be N(B, p), Estimating the uncertainty from the possible misspecitication of the equation is the most difficult and costly part of the method. It requires successive reestimation and stochastic simulation of the equation. It is based on a comparison of estimated variances computed by means of stochastic simulation with estimated variances computed from outsidesample (i.e.. outside the estimation period) forecast errors. Assuming no stochastic-simulation error, the expected value of the difference between the two estimated variances for a given period is zero for a correctly specified equation. The expected value is not in general zero for a misspecified equation, and this fact is used to try to account for misspecification effects. Without going into details, the basic procedure is to estimate the equation over a number of different estimation periods and for each set of estimates to compute the difference between the two estimated variances for each length ahead of the forecast. The average of these differences for each length ahead provides an estimate of the expected value. Let d,, denote this average for variable i and length ahead k. Given d,,, the final step is to add it to c&f,. This sum, which will be denoted 6& is the final estimated variance. Another way of looking at & is that it is the part of the forecasterror variance not accounted for by the stochastic-simulation estimate.
Some of the specifics of the above procedure will become apparent in the discussion of the computations in section 7.4.
Some Features

of the Models
Before considering the individual equations, it will be useful to give a brief discussion of some of the differences between the two models. For example, the discount rate is used as an explanatory variable in the bill rate equation. It is by far the most significant variable in the equation. On a quarterly basis the two variables are highly correlated, but this is because the discount rate generally follows the bill rate with a lag of a few weeks. The discount rate is not generally the policy instrument used by the Fed to influence short-term rates. It is simply a passive instrument.
Another example of this type is the use of the minimum wage in the wage rate equation. It seems more likely that the aggregate wage rate affects the minimum wage rate rather than vice versa. Both the discount rate and the minimum wage are exogenous in the model.
7.4
The Equations Analyzed
The equations that have been analyzed are listed in table 7.1. In some cases a group of equations has been analyzed rather than a single equation, and the groups are also presented in the Inventory investment is determined by a stochastic equation and an identity. The identity determines the stock of inventories. The stock of inventories appears as an explanatory variable in the inventory investment equation with a lag of one quarter. The unemployment rate for the MQEM is determined by three stochastic equations and 
Ml =M,+M,+M,+M, an identity. This specification was discussed before. The output per manhour variable is an explanatory variable in the equation determining the employment rate of males 20 and over. Finally, the money supply is determined by two stochastic equations.
The groups of equations for the Fair model are the following. Housing investment is determined by a stochastic equation and an identity. The identity determines the stock of housing, which appears in the housing investment equation with a lag of one quarter. Nonresidential fixed investment is also determined by a stochastic equation and an identity. The identity determines the stock of capital, which appears in the investment equation with a lag of one quarter. Inventory investment is determined by a stochastic equation, which explains the level of production, and two identities. Given the level of sales and the level of production, the identities determine the stock of inventories and inventory investment. The stock of inventories appears in the production equation with a lag of one quarter.
The unemployment rate is determined by five stochastic equations and three identities.
The stochastic equations determine three labor force categories, the number ofmoonlighters (people holding two jobs), and the number of jobs in the firm sector. Total employment is equal to the total number of jobs less the number of moonlighters. Total unemployment is equal to the total labor force less total employment.
The unemployment rate is the ratio of unemployment to the civilian labor force. The money supply is determined by two stochastic equations and an identity. The two stochastic equations determine the demand deposits and currency of the household and firm sectors. The money supply variable is the sum of these two plus the demand deposits and currency of the foreign and state and local government sectors.
Calculations of the Results
Many steps were involved in obtaining the final results, and it is easiest to discuss the computation of the results in the order in which they are done. The results for the MQEM will be discussed first.
Duplication of the Basic Estimates
Data for the MQEM were taken from the TROLL version of the model that was current at the beginning of 1983.' The specification of this version of the model is in Belton, Hymans, and Lown (198 I), which we term BHL estimates. The first step was to duplicate the basic set ofestimates.
For none of the 61 equations were the differences between our estimates and the BHL estimates large enough to call into question our duplication of the results.
Uncertainty wiitb Respect to the Error Terms and CoeiBcieot Estimates
Given the basic coefficient estimates, V and s2 were estimated for each equation.
When a group of equations was considered, the covariance matrix of the coefficient estimates was taken to be block diagonal, where the blocks are the V matrices for the individual equations.
Similarly the covariance matrix of the error terms for a group of equations was taken to be diagonal, where the diagonal elements are the s2 estimates for the individual equations. Table 7 Since the data ended in 1981.4, the length of the twenty-first simulation period, which began in 1980.2, was only seven quarters. Similarly, the length of the twenty-second period was six, and so on through the length of the twenty-seventh period, which was only one quarter. For each of the 27 sets of estimates, new estimates of the Vmatrices and the sz values were obtained. Each of the 27 stochastic simulations was based on 50 trials. These results produced for the one-quarter ahead forecast for each The same ending quarters were used here as for the MQEM results.
Resulti for the Autoregressive Model (ARS)
The MQEM data base was used for the autoregressive model. The estimation periods are the same as those for the MQEM. The model consists of a set of eighth-order autoregressive equations with a constant term and time trend, with one equation per each variable of interest. The equations are completely separate. The same steps were followed for the autoregressive model as were used for the MQEM except that there were 100 rather than 50 trials for each of the 27 sets of stochastic simulations.
Results for the Complete Models
The results for the complete models are presented in the right half of table 7.2. These results are taken from Fair and Alexander (1984) . In this earlier study uncertainty from the exogenous variables was also estimated and "c- Table 7 .2 also contains ratios of the dand h rows. The larger this ratio is for a given variable and length ahead of the forecast, the larger is the mean of the differences between the two estimated variances, d,,. In the following discussion these ratios will be referred to as measures of the misspecitica- inventory investment, the unemployment rate, and the wage rate, where the ratios are generally closer to 1 than to 2. The three worst equations are the equations for imports, the private nonfarm deflator, and the money supply. The remaining equations, for consumer durable expenditures and the bill rate, generally have ratios that are closer to 2 than to 1. The difference in the sensitivity of the results for the two models to whether the equations are included in the complete model is consistent with results reported in Fair and Alexander (1984) . These earlier results show that the MQEM is closely tied to exogenous variables-that is, the predictive accuracy of the model is sensitive to alternative corrections for exogenous variable uncertainty. These results and the present results suggest that the Fair model is more "endogenous" than the MQEM.
Autoregressive Results
The autoregressive results are not sensible for nonresidential tixed investment and the unemployment rate (again, a small sample problem). For the remaining variables the autoregressive model does best for consumer nondurable expenditures and inventory investment, where the ratios are closer to 1 than to 2. Otherwise, the ratios are closer to 2. Excluding the results for nonresidential fixed investment and the unemployment rate, the average of the d/b values is 2.14. This suggests that any equation in a structural model that has d/b values above about 2 should be a cause for concern.
Conclusion
The method presented in Fair (1980) that any d/b value that is greater than 2 is cause for some concern and more work. There is also some concern for MQEM that the use of dummy variables has given a misleading impression of the quality of some of the equations.
Notes
