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Abstract: Obtaining tools to analyze and predict the performance of batteries is a non-trivial challenge
because it involves non-destructive evaluation procedures. At the research level, the development
of sensors to allow cell-level monitoring is an innovative path, and electrochemical impedance
spectrometry (EIS) has been identified as one of the most promising tools, as is the generation of
advanced multivariable models that integrate environmental and internal-battery information. In this
article, we describe an algorithm that automatically identifies a battery-equivalent electrochemical
model based on electroscopic impedance data. This algorithm allows in operando monitoring of
variations in the equivalent circuit parameters that will be used to further estimate variations in the
state of health (SoH) and state of charge (SoC) of the battery based on a correlation with experimental
aging data corresponding to states of failure or degradation. In the current work, the authors propose
a two-step parameter identification algorithm. The first consists of a rough differential evolution
algorithm-based identification. The second is based on the Nelder–Mead Simplex search method,
which gives a fine parameter estimation. These algorithm results were compared with those of the
commercially available Z-view, an equivalent circuit tool estimation that requires expert human input.
Keywords: automatic identification; electrochemical model; electrochemical impedance spectrometry
(EIS); electric equivalent circuit (EEC); lead acid batteries
1. Introduction
Batteries fulfill a vital function in many stationary applications, so any problem in a
cell or module that could destabilize its energy storage capacity represents a significant
expense. For instance, solutions based on the manual measurements of the state of health
of the energy storage system involves high maintenance costs. If the review frequency
is low, failures are not detected in time, the battery’s life expectancy is not maximized,
and end-user has added expenses. In this framework, the integration of sensors at the
cell level and the development and optimization of a Battery Management System (BMS)
are important for creating batteries that can meet these requirements. The monitoring of
the battery by the implementation of smart models and algorithms to the BMS permits
the continuous collection of historical data, including the State of Charge (SoC) and State
of Health (SoH), thereby minimizing battery failure. In addition, it can be identified
continuously. This monitoring action would also reduce the maintenance costs associated
with on-site visits. For example, the biggest challenge in lead-acid battery management is
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determining the health status of the battery throughout its life while optimizing operational
and maintenance costs [1–7].
As the requirements of batteries increase in demand and complexity, the ability to
understand, control, and predict battery performance becomes more important. It seems
axiomatic that the identification and characterization of battery electrochemical models
is crucial to predicting battery life and to controlling and understanding the battery itself.
These models are based on interpreting electrochemical behavior with respect to a wide
range of battery properties (performance, life span, and especially safety), and in this
Electrochemical Impedance Spectroscopy (EIS) plays a remarkable role [6].
In summary, integration of smart EIS sensing and the extraction of key parameters
produces a detailed understanding and evaluation of the battery, develops better energy
management strategies, and enables smart SoC and SoH identification to improve perfor-
mance. The review presented by Unguren et al. [8] includes a valuable updated comparison
of the different types of models that have been used, mainly for electric mobility applica-
tions. This work focuses on the dynamic identification of electrochemical model parameters,
as suggested by Kwiecien et al. [6]. The work of Lin et al. [9] includes an overview of the
latest work in electric mobility, but there is still room to improve battery management
algorithms, despite the enormous efforts made. Regarding possible improvements in
the battery management system, thermal management is also important, as shown by
the study by Jilte et al. [10]. Possibly one of the positive messages of this report is the
importance of collecting as much experimental data as possible to implement incremental
improvements in the models. Indeed, the more relevant models, which range from simple
one-dimensional models to highly complex multi-dimensional coupled ones, as suggested
by Olarte et al. [11], are be made by in operando electrochemical data, as in the case of
this work.
The process of determining the SoC and SoH of batteries is challenging. Several
imaginative monitoring approaches have been introduced that have generated a number
of patents covering different technologies [12]. Over many years, this kind of research paid
attention mainly to lead-acid technology to make it more accessible to customers. A number
of advances in assessing the behavior of cell resistance upon cycling in Pb-acid batteries
was made possible by the introduction of Electrochemical Impedance Spectroscopy (EIS),
which evaluates the battery’s SoC and SoH by combining a set of direct measurements,
namely, resistance, current pulse quantities, EIS, coulomb counting, and open circuit
voltage-based approximations.
Numerous studies have reported different ways to estimate SoC and SoH variables,
which can be divided into different categories: direct measurements, electrical and elec-
trochemical models, and adaptive and machine learning methods [13–16]. For exam-
ple, Chaturvedi et al. reviewed different algorithms for SoC and SoH indication and
commercially available Battery Management Systems and concluded that SoC and SoH
identification in vehicle batteries was still not accurate enough [13].
Among direct measurements, discharge test capacities can only be done at the begin-
ning of a battery’s working life or for intermediate measurements of its SoH. However,
this type of method, even if precise, cannot be incorporated into an intelligent diagnostic
detection system by itself, as explained by Lukic et al. [17].
Some electrochemical models are based on coulomb counting, which can be very
accurate but only if the initial input is valid, and for this high accuracy current sensors are
required [18,19]. Open Circuit Voltage (OCV) measurement is used in lead-acid, lithium-ion
or zinc/bromine batteries, which are based on the relation of the OCV to the SoC. The OCV
is usually measured in off-line conditions, but it could be conducted on-line if the OCV is
deduced from terminal voltage real values or suitable models.
Another method for making real-time predictions by interpreting parameters from
the spectra is Electrochemical Impedance Spectroscopy (EIS). It is difficult to implement
the electrochemical model because it depends on a specific technology [18], but it is
expected to be very accurate. The last electrochemical model is Kalman filters, which
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can be implemented in all battery systems, although implementation entails a high level
of difficulty.
The difficulty in determining the parameters of the EIS spectrum lies in the devel-
opment of an adequate and advanced algorithm that allows both automatic and reliable
identification. There are different techniques for identifying system parameters, and the
common laboratory approach consists of measuring the impedance spectrum of a cell’s
frequency domain by means of a single sine-sweep signal. Then, the ECM parameters are
fitted to the frequency domain. Among the authors who have developed work related
to this topic, is Al Nazer et al., who presented a two-step method, although initial expert
background to define the initial parameter values was necessary [20]. Nasser-Eddine
et al. presented a two-step identification method combining chronopotentiometry and
EIS [21]. Gonzalez et al. used a self-adaptive differential evolution algorithm for metal
coating systems that had only been tested with experimental inputs [22]. On the other
hand, the study of Alavi et al. [23] paid attention to the estimation of ECM parameters
directly from data gathered in the time domain. That technique could have practical appli-
cations for parameter estimation in battery-powered vehicles. In addition, Zou et al. [24]
presented a critical synopsis of fractional-order techniques for dealing with lead-acid bat-
teries, lithium-ion batteries, and supercapacitors. In the study of Ramos et al. [25], an
improvement in the gene expression programming of specific details of implementation
was presented with pre-embedded knowledge to improve the efficiency of identifying
circuits in impedance spectroscopy. On the other hand, a convolutional neural network
(CNN) was used by Chun et al. [26] to predict or prevent problems by observing the inner
states of lithium-ion batteries.
In this paper, direct measurements based on the analysis of EIS impedance spectra
were used to determine the electric equivalent circuit (EEC) parameters. Changes or
variations in value based on a correlation with experimental EIS data from aging batteries
corresponding to known states of failure or degradation allowed the fast mapping to
SoC and SoH in combination with additional historical operational data of the battery
system. Regarding the EIS impedance measurement, different authors made comments.
According to Baccouche et al. [19], this method is very reliable as it presents high accuracy;
however, it could be very time consuming and hard to implement. According to Rivera-
Barrera et al. [15], this estimation method is only suitable for identical charging conditions.
According to Chang [14], impedance measurements are very versatile in that they give
information about many parameters, such as SoC, battery degradation, and failure modes.
The main innovation of the present work consists of proposing a new model to
improve the certainty of EEC parameter estimation from EIS. The process of identification
and use of parameters is interactive, which allows for the integration of more experimental
variables. As important as developing an efficient and highly accurate algorithm of battery
EEC parameters may be, it must also be implemented economically in hardware integrated
into an advanced Battery Management System (BMS). A valuable part of the work to be
done is inspired by the guidelines defined by the European Commission [12], which shares
the objective of this work, i.e., the development of economical and efficient sensors. In
this manner, this work has directed efforts to implement a computationally efficient yet
robust algorithm that can be used in a low-cost device. With the implementation of the
present algorithm, lead-acid batteries may become zero-maintenance because the adjusted
predictions of the remaining useful life (RUL) and historical data records would allow
continuous improvement that would improve overall performance, cycling strategies,
battery safety and operation, and maintenance costs.
The remainder of the manuscript is structured as follows: Section 2 describes the aging
data and the identification methods used to characterize battery impedance. Section 3
presents the main results of the identification process setup and the set of identified param-
eters. Finally, the main conclusions and future directions are summarized in Section 4.
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2. Aging Data and Identification Methods
2.1. Aging Tests and Electrochemical Data Logs
The work is based on the aging and measurements of four lead-acid battery models
from different manufacturers. These have between 80 and 100 Ah and 12 V, with improved
performance at high temperatures compared to standard lead-acid batteries. They contain
an anode of metallic lead (Pb), while the cathode consists of a paste of lead oxide (PbO2).
Between the electrodes is a porous separator impregnated with an electrolyte consisting
of an aqueous acid solution of H2SO4. First, a standard characterization is performed to
extract electrical parameters as inputs for the electrochemical model to characterize the
SoC at standard C-rates, such as C/10. (The C-rate is a measure that governs the current
at which a battery is charged and discharged. The capacity of a rechargeable battery is
commonly rated at 1 C, meaning that a 1000 mAh battery should provide a current of
1000 mA for 1 h.)
Second, aging tests were developed based on the load profile for the stationary case
application. These induced accelerated aging through a number of temperature profiles
and modified cycling frequencies. In both type of tests, standard and aging characterization,
the testing protocol included the constant current (CC) and constant voltage (CV) charge
stages. Periodic impedance measurements were taken at different SoC levels and SoH
stages (in the case of accelerated tests), at ∆h% = 20. At each SoC level, a 12 h relaxation
time was established before performing the impedance measurement under an excitation
current of 50 mA and in a frequency range from 10 mHz to 10 kHz. From these accelerated
aging tests, suitable parameters/signals from the electrochemical system were extracted
for integration into the model to determine the SoH for the lead-acid batteries. This testing
protocol included voltage, current, temperature, and EIS spectra identification at different
operational conditions. Figure 1 illustrates the equivalent circuit model proposed by the
authors because all experiments showed inductive behavior at high frequencies and a
circular shape spectrum at medium frequencies. At low frequencies, another lager circular
shape spectrum is shown. The EEC was selected to monitor variations in impedance and
resistance as well as charge transfer and diffusion phenomena, to allow us to monitor or
detect variations in battery failure modes. The algorithm proposed in this work can be
used with other associated EECs to monitor other interpretations of the electrochemical
processes and dynamics in other batteries.
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Figure 1. Equivalent EIS circuit model.
During both tests, electrochemical data from the EIS spectra and EEC parameters
are recorded in logs. Specifically, this EEC is selected with constant phase elements so
that the experimental data can be adjusted. Non-ideal capacitive behavior of an electrode
(suppressed semi-circles on the Nyquist plot) are taken into account, and a constant phase
element (CPE) is used (see Equation (1)), which is a capacitor with a leakage parameter of
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Using the gathered data, tendencies are analyzed, and complete electrochemical
models are developed for each lead-acid battery.
2.2. Data Processing, Proposed Intelligent Identification Algorithm, and Cost Function
EIS is a faster technique for identifying the SoH and the SoC of lead-acid batteries
provided that the data sets have been interpreted using a convenient EEC model. This
section explains the mathematic expression of the EIS based on an equivalent electrical
circuit from the previous section. From circuit theory, it follows that the EIS of the battery
is given by Equation (2):
ZEIS = ZR1 + ZL1 + ZR2||CPE1 + ZR3||CPE2 (2)
Taking into account that the EEC consists of the simple electrical circuit elements
















2α1 + 2R2C1ωα1 cos π2 α1 + 1
(3)















2α2 + 2R3C3ωα2 cos π2 α2 + 1
(4)
To understand the previous equations, the following parameters need to be explained:
j = imaginary number (j2 = −1)
ř = angular frequency (rad/s)
α = constant phase angle of the CPE (rad)
R = resistance (Ω)
C = capacitance (F)
L = inductance (H)
2.3. Proposed Intelligent Identification Algorithm
There are different types of algorithms for solving complex problems, and because
of them we have a better understanding of lead-acid battery behavior such as the SoC
and SoH.
Current research proposes the so-called differential evolution (DE) algorithm, which
was first proposed in 1997 [27]. As is the case with Particle Swarm Optimization (PSO), DE
is a noncomplex but powerful population-based stochastic search technique. As presented
in Aramendia et al. [28], different agent sets are proposed by DE, and all agents follow the
same procedure to improve the resulting agent set, evaluation, crossing, mutation, and
selection. The three main vectors are described as follows:
• Target vector: The solution undergoing evolution used in mutation to generate a
donor vector.
• Donor vector: Undergoes recombination to obtain the trial vector.
• Trial vector. An offspring formed by recombination of the donor with the target vector.
The set of variables to be optimized in this case were R1, L1, R2, C1, α1, R3, C2, and α2,
which were real, so they were arranged or codified in a vector. The length of the resulting
vectors (N) was the same as the number of variables. The nomenclature Xgp was used to
define a vector, where p indicated the individual population (p = 1 . . . NP), g was the
corresponding generational number, and NP is the agent number. The candidate solutions
are defined in Equation (5):
Xgp =
{





where m = 1 . . . n. The DE algorithm is composed of four steps:
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2.3.1. Initialization
The population was generated randomly without exceeding either the maximum or
minimum limits, as described in Equation (6):
x1p,m = x
min





where p = 1 . . . NP and a uniformly distributed random variable within the range [0, 1] is
represented by rand (0,1). This equation corresponded to generation 1 (g = 1).
2.3.2. Mutation
In the mutation operation, three random solutions (Xr1,Xr2, Xr3) were selected from
a population of solutions. These solutions could not be identical. The donor vector was
achieved with Equation (7):
Vgp = Xr3 + F·(Xr1 − Xr2) (7)
where p = 1 . . . NP; F is a scaling factor, a positive control parameter between (0,2) that
scales the difference vector. For its target, Xp, g, at generation g, the associated donor vector,
Vgp =
{
v1p,g, . . . , vmp,g
}
, can be generated.
2.3.3. Recombination
This operation increases the diversity of the population. The crossover operator gener-
ates a trial vector, Tgp =
{
t1p,g, . . . , tmp,g
}
, out of each target vector, Xp, g, and corresponding
donor vector, Vp, g. For simpler implementation, the DE algorithm employs a binomial
(uniform) crossover operator, as defined in Equation (8)
tgp,m =
{
vgp, m i f rand([0, 1]) < GR
xgp,m i f any other case
(8)
where m = 1 . . . n, p = 1 . . . NP, and GR is the crossover rate, which actually is a constant
defined by the user and has a value constrained by the range that controls the fraction of
parameter values copied from the donor vector; vgp, m is a variable of the donor vector, x
g
p,m
is a variable of the target vector, and tgp,m is a variable of the trial vector.
2.3.4. Selection


















is the objective function value of each trial vector and is compared to that of
its corresponding target vector, f (Xgp), with the current population. If the objective function
value with the trial vector is less than or equal to the corresponding target vector, then
the target vector will be replaced by the trial vector and enter into the next generation
population. Otherwise, there will be no changes and the target vector will be kept for the
next generation population. The previous three steps are repeated for an undetermined
number of generations until specific termination criteria are reached.
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2.4. Cost Function
As highlighted in the study of Martinez-Rico et al. [29], the optimization problem
covers the objective of minimizing the loss of value. To know this loss of value, the
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where → = [R1, L1, R2, C1, α1, R3, C2, α2] and
→
ωµ = angular frequency. This angular fre-
quency vector has 121 different frequencies, as defined by N samples.
According to Equation (10), it is possible to know the difference between the ex-
perimental values and the values of the proposed battery model, both the real and the
imaginary parts. The experimental values were obtained as a function of different frequen-
cies. Instead, the electrochemical impedance spectroscopy (EIS) of the model depended on
several parameters, specifically the → parameters, which, as mentioned in the differential
evolution algorithm part, were the ones that must be optimized to achieve the least possible
loss of value.
2.5. Fine Parameter Identification Process
The Nelder–Mead Simplex method is a well-known optimization procedure. Its main
disadvantage is that it must be near the optimal point because this algorithm can stop
at local minima points. Nevertheless, the main advantage of this algorithm is its good
convergence to a minimal point. Therefore, we combined it with DE to achieve a good set
of identification parameters. This set was the initial value for the second step of parameter
identification.
2.6. Test Definition
A total of 36 tests were performed over 5 months. The first was a discharge cycle
test from 100 to 0% of the SoC. The exact SoCs evaluated were 100, 80, 60, 40, 20, and
0%. The battery was kept at 25 ◦C the whole time. Once the discharge cycle was finished,
it was again charged to 100%, and the battery was kept in a floating state for a whole
month. Afterwards, another discharge cycle started; therefore, the authors conducted 36
EIS experimental tests for each battery model after 5 months: 6 monthly tests with 6 SoCs.
The tests had 121 frequencies with a logarithmic span as shown in Table 1.
Table 1. Test frequencies.
Highest Frequency Lowest Frequency Units
10,000 0.01 Hertz
3. Results
3.1. Identification Process Setup
The authors studied different optimization algorithms to match a parameter set-
generated spectrum to the experimental spectrum. This issue was explained in Equation
(10), and the corresponding frequencies are shown in Table 1. The first-step differential
evolution algorithm options are included in Table 2, and the second-step Nelder–Mead
Simplex algorithm options are in Table 3.
Table 2. First Step Differential Evolution algorithm options.
Agent Number F Option CR Option Number ofIterations 1
10,000 1 0.5 0.011
1 First step’s options do not change much parameter identification cost.
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Table 3. Second Step Nelder–Mead Simplex algorithm options.
ρ χ γ σ
1 2 0.5 0.52
The parameters/variables ρ and χ correspond to the reflection and expansion coeffi-
cients, respectively. The values presented in Table 3 are well-known as the best values for
the Nelder–Mead Simplex method given by Lagarias et al. [30].
To improve convergence, DE algorithms were normalized between 0 and 1, and in the
second step, we conducted the same normalization. The identification of parameters to set
maximum and minimum normalized values is included in Table 4. These parameter set
values were proposed by the experience obtained from the test data.
Table 4. Identification parameter set maximum and minimum values applied in normalization.
Identification
Parameter Maximum Value Minimal Value Units
R1 0.01 0.001 Ohms
R2 0.02 0.002 Ohms
R3 1 0.001 Ohms
C1 12 1 F
α1 0.9 0.4 -
C2 300 40 F
α2 0.8 0.4 -
L1 10−6 10−8 H3
The parameters shown in Table 4 are the outputs of the proposed identification process.
They had to be set to match the experimental EIS test data and were usually identified
using commercial standard software, which needed high human expertise to obtain reliable
matches with the experimental EIS data tests.
3.2. Identified Parameter Sets
The authors compared the cost functions obtained from DE and from DE combined
with the Nelder–Mead Simplex method to improve the optimization of cost function values.
JDEprediction is the optimization cost function value with unique DE optimization. JDEoptim
is the two-step optimization. Figure 2 illustrates the square errors obtained from one-step
DE-based identification and the two-step identification square errors. According to the
results presented in Figure 2, the proposed identification improved significantly.
This optimization combined the exploration capability of DE with the fine convergence
of the Nelder–Mead Simplex method as shown in Equation (11), where the improvement
metric was defined. The authors compared these two methods with the mean square error.
In Equation (10), the authors showed the applied metric. As the electrochemical impedance
spectroscopy (EIS) data were complex-valued sample sets, the authors applied a complex
number module to the error between the test and models data, which is the standard
measurement technique for complex data. The authors reduced the ratio between the
mean square errors obtained from the two-step identification and the one-step DE-based
identification. The summary of all improved results is shown in Table 5.
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In Table 5, the mean and standard deviation improvement values relating to one
differential evolution optimization are shown. The improvement is related to the RMSE
obtained from the two-step optimization compared with the RMSE obtained by only taking
into account the first-step optimization using DE.
In all tests, two-step optimization results were an improvement over one-step opti-
mization. The first step gave a good approximation, but after a good parameter value set
was proposed, the second-step optimization made a fine parameter fitting. In fact, the
second algorithm had a fast convergence if it started close to the optimal solution. This
second algorithm needed fewer iterations to make a fine fitting and a suitable initialization
point. Consequently, the auth rs propose using DE to obta n a good starting point for the
second optimization step.
Figure 3 shows the EIS experiment results. This Nyquist diagram illustrates three
different regions: Region 1 has the contribution of the inductance and the ohmic resistance
(L1 and R1 parameters, see Table 4) with high frequency samples; Region 2 is related to
the first CPE parallel to the R2 identification parameter, which is usual for characterizing a
circular EIS spectrum with these two elements; Region 3 is characterized as a larger circular
spectrum, and for this reason, a characterization with a second CPE element parallel to
R3 was made. In total, 36 experiments were carried out and all spectra showed similar
behavior with these three different regions. Consequently, the equivalent circuit schema
described in Figure 1 was proposed.
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In Figure 4, authors show that the two-step identification-based model (black line)
showed better performance than did the one-step identification model (red line). The
experimental data are identified by red crosses. The one-step identification model did not
match Region 1 at all (defined in Figure 3), but the two-step identification model matched
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Region 1′s data very well. In Region 2, both models were good enough to match the
experimental data. Finally, in Region 3, the two-step identification model matched the
experimental data very well, even in the transition between Region 2 and 3; however, the
transition between Regions 1 and 2 did not match the one-step identification correctly.
Note that 36 figures with experimental data were added as supplementary material.
In addition, another 36 figures with graphic comparisons between the one-step DE and the
combined DE–Nelder–Mead Simplex method were added. To confirm the efficiency of the
identification proposed, 36 EIS experimental tests for each battery model were conducted
after 5 months for a total of 6 monthly tests with 6 SoCs (100, 80, 60, 40, 20, and 0%).
In emf format files named OptimizationResults_month_X_SOC_Y, the authors showed the
identification results and the experimental data in X month with Y SoC. In emf format files
named month = X SOC = Y, the authors showed only the experimental data in X month
with Y SoC.
4. Conclusions
In summary, we proposed the use of an automatic algorithm to identify variations in
the parameters for a given EEC. Usually, conventional identification needs expert human
support to guide the identification results. The proposed algorithm allows in operando
monitoring of the variation of the EEC parameters to further estimate changes or variations
in the battery’s state of charge (SoC) and state of health (SoH) based on a correlation with
experimental aging data associated with states of failure or degradation. The authors
proposed a reliable alternative for improving the parameter identification time of an EIS: A
two-step optimization algorithm. In that way, the best characteristics of each algorithm
were applied in the identification process.
Even though the proposed algorithm was shown to be robust enough, there is still
room for improvement by gathering more experimental data and conducting a post-mortem
analysis. These improvements will be based on the development of a complete SoH lead-
acid battery supervisor that will gather both the proposed improved algorithm and the
failure identification mode to apply preventive and corrective action to the complete battery
system. This would not only be a significant advance in the field of predicting battery
performance, but also be key to the development of remote monitoring systems.
Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/electronics10111353/s1: The authors have added 36 figures with experimental data, 36 other
figures with graphic comparisons between Differential Evolution unique step, and the combinations
of Differential Evolutions with Nelder–Mead Simplex method.
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Acronyms
EIS Electrochemical Impedance Spectroscopy
SoC State of Charge
SoH State of Health
RUL Remaining Useful Lifetime
ECM Equivalent Circuit Model
OCV Open Circuit Voltage
CNN Convolutional Neural Net wok
EEC Electric Equivalent Circuit
CPE Constant Phase Element
DE Differential Evolution
ZCPE Impedance Constant Phase Element
PSO Particle Swarm Optimization
BMS Battery Management System
Greek and Other Symbols
i imaginary number (i2 = −1)
ř angular frequency (rad/s)




ρ Reflection coefficient of Nelder–Mead algorithm
χ Expansion coefficient of Nelder–Mead algorithm
γ Coefficient of Nelder–Mead algorithm
σ Coefficient of Nelder–Mead algorithm
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