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Foreword
Questions related to the practical use of quantum mechanics have grown ex-
tremely popular among physicists in the past two decades. The literature on
the subject is extensive, but it seems not to make use of the advances of com-
putational algebraic geometry, which is quite a natural framework when dealing
with algebraic varieties like the set of product states. The lack of general in-
terest can be partly attributed to the little popularity of algebraic geometry
among the physicists working in the field, and partly to the fact that func-
tions used as entanglement measures are not polynomials. Another reason may
be the appearance of pairs of complex conjugate variables like z and z¯ in the
polynomial equations that prevail in quantum information science, including the
Knill-Laflamme equations, equations for Mutually Unbiased Bases and Symmet-
ric Informationally Complete vectors, or for explicitly finding product vectors
in the kernel of an entanglement witness. This makes the equations not truly
polynomial, but functions of both z and z¯ at the same time and thus apparently
more difficult to solve. An important aim of the thesis is to present a number
of specific questions that can nevertheless be solved using results from algebraic
geometry, and in particular the technique of Groebner bases. The main result,
on the other hand, which is a characterization of PPT bound entangled states
of minimal rank, equal four, makes substantial use of Bezout’s theorem, which
can be described as a basic theorem in intersection theory. We also present a
few problems solved by elementary algebra tricks.
The structure of the thesis is the following. The first part, consisting of three
chapters, discusses the basics of the theory of quantum entanglement, its prac-
tical uses, and the phenomenon of bound entanglement. In Chapter 1, the focus
is on questions related to local realistic models of quantum mechanics. I famil-
iarize the reader with separable quantum states and separability criteria. Later,
we consider developments that go beyond the so-called separability paradigm.
In other words, we take a trip outside the reign of quantum entanglement. In
Chapter 2, I briefly describe the ideas behind several practical applications of
quantum entanglement, such as quantum cryptography, quantum teleportation
and dense coding, as well as quantum metrology. In Chapter 3, I included basic
information about the distillation of quantum entanglement and about bound
entangled states.
Chapter 4 starts the second part of the thesis, which can be regarded as a
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standalone introduction to algebraic geometry for non-practitioners. I tried to
make this part as rigorous as possible, however, in a number of places I had to
refer to literature for proofs. The chapter begins from the definition of an affine
variety and its ideal, and we proceed to the definition of a monomial ordering
and a Groebner basis. I introduce the S-pair criterion and the Buchberger
algorithm, which can be used to find Groebner bases of an ideal. In the end of
Chapter 4, it should become clear why Groebner basis techniques can be useful
for solving systems of polynomial equations. In Chapter 5, the focus is on the
basics of intersection theory. I try to explain how the dimension of an affine or
projective variety relate to the number of monomials of certain total degree not
in the corresponding ideal. I also introduce the important notion of the degree of
a projective variety. A theorem that two projective varieties of complementary
dimension intersect appears as well. Finally, I give the Bezout’s theorem in a
simple form, which plays an important role later, in Chapter 9.
Part III of the thesis, which starts with Chapter 6, mostly contains the
original results obtained and toy examples solved by the author. I first give a
characterization theorem for a class of convex cones of maps from n×n to m×m
matrices, which appear as k-positive and k-superpositive maps in the theory
of entanglement. Next, in Chapter 7, we present three algebraic problems in
the theory of quantum information, all of which can be solved by hand. They
concern the following subjects:
• Product numerical range for a three-parameter family of operators,
• Higher order numerical ranges (HONR) for three-by-three matrices,
• Separable state of length three and Schmidt rank four.
In Chapter 8, we apply the Groebner basis approach to several types of equations
that are of interest for the quantum information community. The problems we
manage to solve relate to:
• Compression subspaces for Quantum Error Correction (QEC),
• Completely Entangled Subspaces (CES),
• Maximally entangled states in a linear subspace,
• Mutually Unbiased Bases (MUBs),
• Symmetric Informationally Complete vectors (SICs).
It should be kept in mind that the last two of the above subjects are presented
here in a fully expository manner, because better solutions by other authors
were available in the literature before I started my project. Finally, Chapter 9,
which is the core element of the thesis, contains a proof of the above mentioned
theorem relating positive-partial-transpose (PPT) states of minimal rank, equal
four, to so-called Unextendible Product Bases (UPBs). I present a proof that the
mentioned states can always be (stochastic) locally transformed to projections
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onto a subspace orthogonal to a UPB. On the way to prove the theorem, Bezout’s
theorem is applied, and some general observations concerning PPT states and
so-called general Unextendible Product Bases are made. I conclude on page
142 and subsequently give a list of papers I published as a part of my PhD
project. Most of them have strong relations to the results presented in this
thesis. However, some of the contents has never been published.
There are a few people and organizations who helped me to succeed in my
research project. Looking back in time, I can certainly say that my whole
PhD studies were marked with a fair amount of good luck. Under different
circumstances, it would have been much more difficult, if not impossible, to
complete the thesis. Hence, I must first mention the support I received from
the Foundation for Polish Science. Thanks to them, I was able to travel, meet
other scientists, and to live a decent life for the most of the duration of my
studies. Part of my contract with the foundation was a visit to Stockholm,
where I got to know Jan Myrheim and Per Øyvind Sollid. Few months later,
our interaction turned out to be very fruitful and resulted in a proof of Theorem
9.27 of Chapter 9, which is the backbone of the thesis. This could probably
have never been possible, had I not received additional support from Stockholm
University and the University of Oslo, all thanks to Ingemar Bengtsson and
Erling Størmer. I wish to thank Ingemar for making a great discussion partner
during my months in Sweden, and Erling for his grand hospitality during my
two visits to Norway. It is Oslo where my best ideas were provisionally formed,
including the results of Chapters 6 and 9. For the first visit there, I received
additional funding from the Scholarship and Training Fund, operated by the
Foundation for the Development of the Education System, which I am sincerely
thankful for. It is also indisputable that the success of my research crucially
depended on the constant support by my supervisor, Karol Życzkowski. His
encouragement, wise judgment and great amount of understanding are difficult
to overvalue. Besides the above, I owe special personal thanks to Per Øyvind
Sollid for careful proofreading and detecting a flaw in a preliminary version of the
manuscript on PPT states of rank four, included here as the crucial Chapter 9.
In the end, I wish to warmly thank my parents and my younger brother
Michał, who were always there to help me when I needed it, especially during
the sad days of my illness. Thank you!
4
Part I
Basics of quantum
entanglement theory
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Chapter 1
Fundamental questions
1.1 Local hidden variables
Some strange consequences of quantum mechanics have bothered physicists from
the very beginning of quantum theory. A classical example of this is the Ein-
stein, Podolsky and Rosen paper [?], where the authors argue that the quantum
description of reality must be incomplete if we accept two rather natural prop-
erties every physical theory should have. The first is the principle of physical
reality, which says that properties of physical systems such as spin direction
or energy can be predicted with certainty before carrying out the correspond-
ing measurement. They are elements of physical reality. The second principle
considered by Einstein, Podolsky and Rosen is that of locality, which refers to
the requirement that every system has its own properties, independently of any
operations carried out on other, spatially separated systems. To see where the
above two principles clash with the picture of reality given by quantum mechan-
ics, let us consider a quantum system consisting of two two-level1 subsystems
A and B, initially prepared in the so-called Bell state ∣Φ+⟩ = (∣00⟩ + ∣11⟩) /
√
2.
If the holder of the first subsystem measures it in the basis {∣0⟩ , ∣1⟩}, he or she
obtains the result 0 or 1, both with probability 1/2. This is not too surpris-
ing and may well happen in classical physics, however assuming that the state
∣Φ+⟩ does not contain a complete information about the degrees of freedom of
the system. What is somewhat more interesting, is the prediction of quantum
mechanics that after 0 or 1 is measured in the subsystem A using the {∣0⟩ , ∣1⟩}
basis, a corresponding measurement on the B side yields identically the same
result as the aforementioned measurement on the A side. More generally, the
holders of A and B never get two distinct results if they measure in the same
basis. This is possible to reconcile with the principle of locality only if we accept
that the outcomes of all possible measurements on the A and B sides are known
beforehand, i.e. before any measurements are done. It is possible to compare
this to a macroscopic situation where a factory produces table tennis bats in
1we denote the levels by 0 and 1
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Figure 1.1: A local realistic model: table tennis set factory at work.
two colors, say red and green, puts every single one into a box and groups these
boxes into pairs with bats of the same color inside. It then sells these pairs
without disclosing what colour the bats inside a particular pair of boxes are.
The buyer of a table tennis set knows for sure what he or she has are two bats
in the same colour, but does not know anything more. As soon as one of the
boxes is opened, the colour of the bat inside the second box is revealed to the
buyer. No matter how realistic the whole situation might seem in real life, it is
clearly not excluded by classical physics, and it closely resembles the experiment
with two two-level systems in the state (∣00⟩ + ∣11⟩) /√2, with 0 corresponding
to green and 1 corresponding to red, or the other way round. Our aim in the
following will be to shortly explain why a classical model similar to the table
tennis set factory cannot nevertheless give us a proper description of the phe-
nomena predicted by quantum mechanics. In order for the discussion to stay
general, let us introduce the following definition.
Definition 1.1. A local hidden variable model of an experiment on a bipar-
tite system (consisting of parts A and B) is a probability space (Ω,Σ, P ) and a
set of functions SxA ∶ Ω→R and SyB ∶ Ω→R, where x and y refer to the possible
measurement setups on subsystems A and B, respectively and SxA (λ), SyB (λ)
correspond to the measurements’ outcomes. Here λ represents the “hidden vari-
ables” or the true classical degrees of freedom of the system. Assuming that the
measurement setup is fixed to x for A and to y for B, the correlation coefficient
between the measurement outcomes is given by the following formula
ǫ (x, y) = ∫
Ω
SxA (λ)SyB (λ)dP (λ) . (1.1)
To make a connection to the table tennis set factory model, let us mention
that λ in formula (1.1) corresponds to a “mode” of the factory, which is either
the production of a pair of green bats or the production a red pair. The “mode”
is hidden from the buyer a table tennis set, just as the additional degrees of
freedom, represented by λ, are supposed to be hidden from the user of quantum
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mechanics. In the following, however, we show that it is possible, by a simple
mathematical argument, to refute the idea of a local hidden variable model for
quantum mechanics.
To this aim, let us consider a system consisting of two spin-1/2 particles,
initially prepared in the state ∣Φ+⟩ = (∣00⟩ + ∣11⟩) /
√
2, where ∣0⟩, ∣1⟩ represent
the ±1 eigenstates of the operator σz. We measure the spin of the first particle
in the direction a⃗ and the spin of the second particle in the direction b⃗. The
corresponding observables are a⃗ ⋅ σ⃗A and b⃗ ⋅ σ⃗B , where the subscripts A, B refer
to operators on the first and the second subsystem, respectively. The correlation
coefficient between the two measurements, as predicted by quantum mechanics,
is
ǫ˜ (a⃗, b⃗) = ⟨Φ+∣ (a⃗ ⋅ σ⃗A)(b⃗ ⋅ σ⃗B) ∣Φ+⟩ = a1b1 − a2b2 + a3b3, (1.2)
where the numbers ai, bi for i = 1,2,3 denote the coordinates of the vectors a⃗
and b⃗, resp. For the specific choice of the vectors a⃗ = [sinα,0, cosα] and b⃗ =[sinβ,0, cosβ], we get ǫ˜ (a⃗, b⃗) = ǫ˜ (α,β) = cos (β − α). Let us now suppose that
this form of correlation function can be reproduced by a local hidden variable
model. Thus we need to have a probability space (Ω,Σ, P ) and a set of functions
SαA ∶ λ ↦ SαA (λ) and SβB ∶ λ ↦ SβB (λ) giving the measurement outcomes of the
spin measurements for a fixed choice of the hidden variables λ. Since a spin
measurement can only give ±1 as an answer, we have SαA (λ) ∈ {−1,+1}, SβB (λ) ∈{−1,+1}. Let us now consider the following combination of the functions SαA
and SβB,
Sα2A (λ) [Sβ1B (λ) + Sβ2B (λ)] + Sα1A (λ) [Sβ1B (λ) − Sβ2B (λ)] . (1.3)
It is easy to see that for fixed λ, one of the expressions in squared brackets
equals 0, while the other one is equal to ±2. All in all, the whole expression in
(1.3) equals ±2. Therefore we have, assuming that the hidden variable model
we consider describes the quantum mechanical world, the following inequality
for the previously considered correlation functions,
∣ǫ˜ (α2, β1) + ǫ˜ (α2, β2) + ǫ˜ (α1, β1) − ǫ˜ (α1, β2)∣ ⩽
⩽ ∫
Ω
∣Sα2
A
(λ) [Sβ1
B
(λ) + Sβ2
B
(λ)] + Sα1
A
(λ) [Sβ1
B
(λ) − Sβ2
B
(λ)]∣ ⩽ 2. (1.4)
The above is the famous CHSH inequality, named for J. F. Clauser, M. A. Horne,
A. Shimony and R. A. Holt [?]. For the choice α1 = 45○, β1 = 90○, α2 = 135○
and β2 = 180○, one can readily check that the correlation functions predicted by
quantum mechanics do not obey (1.4), since
∣ǫ˜ (α2, β1) + ǫ˜ (α2, β2) + ǫ˜ (α1, β1) − ǫ˜ (α1, β2)∣ = 2√2. (1.5)
Moreover, the above violation of the CHSH inequality is the maximum allowed
by quantum mechanics [?]. The value 2
√
2 in (1.5), called the Tsirelson bound,
is in clear contradiction with the assumption that quantum mechanics can be
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described as a local hidden variable theory. Thus, we are lead to the con-
clusion that there exists no local realistic model for quantum mechanics. The
question whether the quantum mechanical correlations are really observed in
experiments, and how to close the possible experimental loopholes, is the sub-
ject of a separate field of research, with the first and most famous experiments
done by the A. Aspect group [?].
1.2 Separable states and separability criteria
Our next topic is closely related to hidden variable models, and was first studied
by R. Werner in the late 80s [?]. He introduced a class of mixed states, which he
called classically correlated, but they are now generally referred to as separable.
Definition 1.2. A state represented by a density matrix ρ on a bipartite spaceK⊗H is called separable if and only if it can be written as a convex combination
of projections onto product states, i.e. a sum
ρ =
n
∑
i=1
λi ∣φi ⊗ψi⟩ ⟨φi ⊗ ψi∣ (1.6)
with n finite, λi ⩾ 0, ∑ni=1 λi = 1 and φi ∈ K, ψi ∈H.
Actually, in [?], infinite sums of the type (1.6) were considered, but it follows
from Carathéodory’s theorem (cf. e.g. [?, Chapter 13]) that any such sum can
be rewritten as a finite one. A generalization of Definition 1.2 to a multipartite
setting is immediate.
Definition 1.3. A state represented by a density matrix ρ on a multipartite
space K1 ⊗ . . .⊗Kk is called separable if and only if it can be written as a sum
ρ =
n
∑
i=1
λi ∣φ1i ⊗ . . .⊗ φki ⟩ ⟨φ1i ⊗ . . .⊗ φki ∣ (1.7)
with n finite, λi ⩾ 0, ∑ni=1 λi = 1 and φli ∈ Kl ∀l=1,2,...,k.
It is now also generally accepted that states which are not of the form given
in Definitions 1.2 and 1.3 are called entangled.
Definition 1.4. A state represented by a density matrix ρ on a multipartite
space K1⊗ . . .⊗Kk is called entangled if and only if it cannot be written in the
form (1.7).
In case of pure states ρ, it can be shown [?] (cf. also [?]) that the prop-
erty of being entangled implies the lack of a local realistic model of the local
measurements one can perform on ρ. More precisely, for a pure entangled state
ρ, there always exists a Bell-type inequality2 that is not fulfilled by the cor-
relation functions resulting from ρ. However, if mixed states ρ are taken into
2like the CHSH inequality we considered in Section 1.1
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consideration, it was the main subject of the work [?] to show that there exist
entangled states which do admit a local realistic description. It should also be
noted that in the paper [?], the author never used the word “entangled” himself.
It may thus be rather surprising to hear that what is now generally accepted as
a synonym of something quantum-like, something entangled, was born for the
purpose to show that it can sometimes be described in a fully classical way. For-
tunately, the apparent paradox was partially resolved by [?], where the author
showed that sometimes hidden nonlocality in quantum states can be revealed
by sequential measurements. A step in a similar direction was also taken by N.
Gisin, who showed that local interaction can turn a state that does not violate
any Bell-type inequality into one that is nonlocal [?]. Additional justification for
the importance of the notion of inseparability was provided by L. Masanes [?,?],
who showed that entangled states are always useful for certain tasks in quantum
information processing. Finally, the question about nonlocality of all bipartite
entangled states was settled in the paper [?], by Masanes, Liang and Doherty.
They managed to prove that bipartite entangled states ρ are precisely those
which do violate some inequality of CHSH type, possibly after they are tensor
multiplied by some state σ that does not violate any CHSH inequality itself.
Being more precise,
ρ is entangled ⇐⇒ ρ⊗ σ violates a CHSH type inequality (1.8)
where σ does not violate any inequality of CHSH type, even after it undergoes
arbitrary stochastic local operations with communication [?]. Note that the
tensor multiplication by σ only plays a role of a catalyst in the process of
discovering the nonlocality of ρ. Hence, it is legitimate to say that all bipartite
entangled states have some kind of non-locally realistic properties, and vice versa.
Because of the result by Masanes, Liang and Doherty, we feel it is well-
justified to accept the definition of entangled states as it is. Hence we conform
to the separability paradigm. However, we shall go back to the question of
separability versus local realism when we discuss distillation of entanglement in
Section 3.1. We should also give additional credit to the Werner’s paper [?] and
mention the famous family of states the author used to prove his result. They
are now called Werner states and are of the simple form
W = 1
d3 − d [(d −Ξ)1 + (dΞ − 1)V ] (1.9)
where Ξ ∈ [−1,1], d is the dimensionality of the Hilbert space K such that W
is defined on K ⊗ K, and V ∶= ∑di,1=1 ∣i⟩ ⟨j∣ ⊗ ∣j⟩ ⟨i∣. The choice of the specific
parametrization in (1.9) is motivated by the equality Ξ = Tr (WV ). A distinctive
future of the Werner states is that they are invariant under the transformation
W ↦ (U ⊗U)W (U∗ ⊗U∗) for an arbitrary unitary U . In [?], it was shown
that the state W is separable for Ξ ⩾ 0 and entangled otherwise. Moreover,
for Ξ = −1 + (d + 1) /d2 it admits a hidden variable description. Since −1 +(d + 1) /d2 ⩽ −1/4 ⩽ 0, the corresponding W is entangled and at the same time
it can be described in a local realistic manner.
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Despite the above paradoxical property of some entangled states, it became
widely accepted that the distinction between entanglement and separability
plays a fundamental role in the theory of quantum information. Entanglement
detection has become the subject of a separate research area, which we would
very sparsely explore in the rest of this section. Much more information can be
found in review articles like [?,?].
Probably the most famous separability test is the PPT criterion by A. Peres
[?], where PPT stands for “positive partial transpose”. The criterion was quickly
proved by the Horodecki family to be a necessary and sufficient condition in the
case of 2 × 2 and 2 × 3 systems3 [?]. The criterion simply says that a density
matrix ρ on a bipartite space K ⊗K, if separable, must be positive under the
following transformation
ρ ↦ (id⊗t)ρ, (1.10)
where t denotes the transposition map in B (K). Thus, if the partial transpose
ρT2 ∶= (id⊗t)ρ of a density matrix ρ is found not to be positive, we know that
ρ is entangled. Let us state this as a proposition.
Proposition 1.5 (PPT criterion). If a state ρ acting on a bipartite space K⊗K
is separable, the partial transpose of ρ, given by the r.h.s. of (1.10), must be a
positive operator.
States which do not satisfy the implication of Proposition 1.5 are called
NPT entangled, where NPT stands for “negative partial transpose”. It was
a natural question to ask whether there exists entangled states with positive
partial transpose (PPT). For 2 × 2 and 2 × 3 systems, this is impossible by [?],
but for 3 × 3 systems, a PPT entangled state was found by P. Horodecki [?].
Different examples were earlier studied, in a slightly different context, by E.
Størmer [?] and M.-D. Choi [?]. In order to prove his result, the author of [?]
needed a different separability test than the PPT criterion. What he used is
now called the range criterion for separability.
Proposition 1.6 (Range criterion). For a separable state ρ on a bipartite spaceK⊗K, there must exist a set of product vectors φi⊗ψi that span the range of ρ,
R (ρ). In addition to that, the partially conjugated vectors φi ⊗ψ∗i need to span
the range of ρT2 , R (ρT2).
A whole family of separability criteria can be derived from the following
result by the Horodecki family [?], which generalises the PPT criterion.
Proposition 1.7 (Positive maps criterion). A separable state ρ on a bipartite
space K ⊗K is separable if and only if
(id⊗Λ)ρ ⩾ 0 (1.11)
for all linear maps Λ ∶ B (K)→ B (K) that preserve the positivity of opera-
tors.
3cf. [?] for a nice explanation in the 2 × 2 case
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Maps that preserve positivity of operators are called positive maps, and hence
the name of the criterion. One of the main results of this thesis, presented in
Chapter 6, is a broad generalization of the positive maps criterion for different
subclasses of the set of all density matrices, including states of Schmidt rank
k [?].
The problem with condition (1.11) is that it needs to be checked for all
positive maps, which is impossible as long as we do not know their full structure.
However, for a fixed choice of the map Λ, the positive maps criterion always
gives a necessary condition for separability. An example of this is when Λ (ρ) =
1Trρ − ρ, so-called reduction map. For such choice of the positive map, we
get [?]
Proposition 1.8 (Reduction criterion). A separable state on a bipartite space
has to fulfill the following condition
(TrBρ)⊗ 1 − ρ ⩾ 0, (1.12)
where TrB denotes the partial trace of ρ with respect to the second subsystem,(TrAρ)ij = ∑k ρik,jk .
Another possible choice of Λ is Λ ∶ ρ ↦ 1Trρ − ρ − V ρtV ∗, so-called Breuer-
Hall map [?,?]. Here ρt stands for the transposition of ρ and V is an antisym-
metric, unitary matrix, V t = −V . Such matrices V only exist if the dimension
of the space K is even.
Yet another, experimentally feasible approach to the discrimination of the
set of separable states is by the use of so-called entanglement witnesses. An
entanglement witness4 is an operatorW on a multipartite space K1⊗K2⊗. . .⊗Kk
with the property
⟨φ1 ⊗ φ2 ⊗ . . .⊗ φk ∣W ∣φ1 ⊗ φ2 ⊗ . . .⊗ φk⟩ ⩾ 0 (1.13)
for all φ1, . . . , φk in K1, . . . , K2, resp. In terms of such operators, we have the
following separability criterion
Proposition 1.9 (Entanglement witness criterion). A density matrix ρ on a
multipartite space K1 ⊗ K2 ⊗ . . . ⊗ Kk is separable if and only if the following
inequality,
Tr (Wρ) ⩾ 0 (1.14)
holds for all witnesses W on K1 ⊗K2 ⊗ . . .⊗Kk.
A big advantage of witnesses over positive maps is that the trace on the
l.h.s. of (1.14) can be measured in an experiment as an expectation value of
an observable. Moreover, one can often find an optimal decomposition of the
witness into locally measurable quantities [?,?], i.e. a decomposition of the form
W =
r
∑
l=1
γlX
l
1 ⊗X l2 ⊗ . . .⊗X lk (1.15)
4not to confuse with the Werner state introduced earlier
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with r minimal. One can also ask whether a witness W is optimal in the sense
that for no other witnessW ′ the inequality Tr (Wρ) < 0 implies Tr (W ′ρ) < 0 [?].
Nevertheless, we should note that by the Jamiołkowski-Choi isomorphism
[?, ?] (cf. also [?]), every witness has a corresponding positive map ΛW , and
the corresponding positive map criterion (id⊗ΛW )ρ ⩾ 0 is much stronger than
the criterion Tr (Wρ) ⩾ 0. However, the first criterion is much more difficult to
measure in an experiment [?].
To finish, let us explain a relation of the CHSH inequality, introduced in Sec-
tion 1.1, to entanglement witnesses. It was first pointed out in [?] that Bell-type
inequalities can be perceived as vectors in the Farkas lemma [?], discriminating
between the set of correlations with a local realistic description and the quan-
tum correlations. The Farkas vectors can in turn be related to observables,
which have the interpretation of witnesses. In the particular case of the CHSH
inequality, the Terhal’s theory boils down to the observation that the expression
ǫ˜ (α2, β1) + ǫ˜ (α2, β2) + ǫ˜ (α1, β1) − ǫ˜ (α1, β2) in equation (1.4) can be written in
the form Tr (Bρ), where
B ∶= a⃗1 ⋅ σ⃗ ⊗ (b⃗1 + b⃗2) ⋅ σ⃗ − a⃗2 ⋅ σ⃗ ⊗ (b⃗2 − b⃗1) ⋅ σ⃗ (1.16)
is the CHSH operator, first introduced in [?], and a⃗1, a⃗2, b⃗1 and b⃗2 are the
spin direction vectors, corresponding to the previously used detector angles α1,
α2, β1 and β2, respectively. Using B, one can easily construct the operator
W = 21 − B, which is a witness according to the CHSH inequality and the fact
that all separable states admit a hidden variable description. Moreover, the
inequality
Tr (Wρ) = 2 −Tr (Bρ) < 0 (1.17)
observed for some state ρ, does not only indicate that ρ is entangled, but also
that it is nonlocal. Thus W plays a double role of an entanglement and nonlo-
cality witness.
1.3 Beyond quantum entanglement
Questions beyond the separability paradigm, or even beyond the frames of quan-
tum mechanics, have been considered in the quantum information literature
since the early days of the subject. A well-known example of this is the famous
paper [?] by Popescu and Rohrlich, where nonlocality is considered as a possible
axiom for quantum mechanics. More precisely, the authors consider nonlocal
theories that do obey relativistic causality. It turns out that there can exist,
at least in principle, theories of this type which are not identical to quantum
mechanics. To explain this in more detail, let us briefly repeat the simplified
version of the argument in [?], as it was presented in a later paper [?].
We consider a theory of a pair of spin- 1
2
particles which yields, for some
reason, identical probabilities for the measurement outcomes ↑↑ and ↓↓, as well as
identical probabilities for the outcomes ↓↑, ↑↓, no matter what the measurement
bases in the first and the second subsystem are. Such choice precludes the
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possibility of supraluminal communication using the two particles. We say that
there are only non-signalling correlations (cf. e.g. [?]) between them. Another
consequence is that the respective correlation function ǫmust depend only on the
relative angle θ between the first and the second measuring device. Moreover,
it has to fulfill ǫ (π − θ) = −ǫ (θ). One possible choice of such a function is [?],
ǫ (θ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 for θ ∈ [0, pi
4
]
2 (1 − 2x
pi
) for θ ∈ (pi
4
, 3pi
4
)
−1 for θ ∈ [ 3pi
4
, π] (1.18)
By choosing the successive angles α1 = 0, β1 = pi4 , α2 = pi2 and β2 = 3pi4 in an EPR
experiment of the type discussed in Section 1.1, we get
∣ǫ (α2 − β1) + ǫ (α2 − β2) + ǫ (α1 − β1) − ǫ (α1 − β2)∣ = 4 (1.19)
as an analogue of equation (1.5). However, this time the violation of the classical
bound (1.4) is bigger than possible in quantum mechanics. Thus, a theory with
a correlation function of the form (1.18) obeys relativistic causality, yet it is not
consistent with the quantum-mechanical description of the world.
The above discussion shows that it is not possible to reproduce the laws of
quantum mechanics just by using the principle of non-signalling. The Popescu-
Rohrlich correlations constitute a toy model, useful for demonstrating this fact.
However, after the seminal paper [?], a fair amount of work [?,?,?,?,?,?,?,?] has
been devoted to understanding the properties of Popescu-Rohrlich correlations
and how they would affect communication complexity, had they been present
in reality. Usually, such questions are formulated in the language of so-called
nonlocal boxes. In order to demystify this new notion, let us explain that a
nonlocal box corresponding to the precise Popescu-Rohrlich setup discussed
above, looks as in Figure 1.2. It is an imaginary device with two inputs a, b and
two (random) outputs x, y that satisfy certain relation. The inputs, which take
values 0 or 1, correspond to the measurement setups for the first and the second
particle, respectively. For example, a = 0 means that the spin of the first particle
is measured in a basis rotated by α1. Similarly, b = 1 indicates a measurement
basis for the second particle is rotated by β2. The outputs x and y, on the other
hand, correspond to the measurement results ↑ or ↓. For example, y = 1 indicates
that spin ↑ was measured for the second particle. A quick thought reveals
that the above “box”, called mod2NLB in [?], is just a more abstract way to
express the properties of an imaginary EPR experiment with correlations given
by the function (1.18). The only mathematical content of any such box, not
necessarily related to the correlation function (1.18), is a conditional probability
function p (xy ab) that fulfills so-called non-signalling conditions that guarantee
the impossibility of supraluminal communication, cf. [?]. Generalizations to a
multipartite scenario are immediate.
Notably, mod2NLB was postulated as a unit of nonlocality [?], somewhat
similar to the role played by the Bell singlet 1/√2 (∣↑↓⟩ + ∣↓↑⟩) in entanglement
theory. However, it was immediately realized [?] that not all multipartite boxes
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Figure 1.2: A nonlocal box corresponding to the Popescu-Rohrlich thought
experiment
can be simulated using a number of copies of mod2NLB. Moreover, in [?] the
authors showed that in the bipartite scenario, there does not exist a finite set
of nonlocal boxes that could be used to simulate all bipartite nonlocal boxes.
Interestingly, in the proof presented in [?] the Hilbert basis theorem was used,
which also appears in Section 4.2 of this thesis as Theorem 4.18.
As intellectually appealing as they are, general nonlocal boxes do not seem
to have a counterpart in the real world. Still, most of the discussion by the
quantum information community does stay within the framework of quantum
mechanics, but not necessarily concentrates on entanglement. In particular, it
was quickly recognized that there exist nonlocal phenomena in quantum me-
chanics which cannot be explained by the presence of entanglement. In the
well-known paper [?], the authors show an example of a family of nine mu-
tually orthogonal bipartite product states that cannot be distinguished using
local measurements and classical communication by the two parties. They call
this phenomenon “nonlocality without entanglement”, hence pointing out to the
difference between the two notions that tended to be taken as equivalent. How-
ever, it should be kept in mind that nonlocality in terms of the violation of Bell
inequalities is very closely related, if not equivalent, to the property of being
entangled. We briefly explained this in Section 1.1, where we referred to a paper
by L. Masanes, Y.-C. Liang and A. C. Doherty [?]. Therefore, the notion of
nonlocality in [?] and in the research we describe in the rest of this section,
significantly differs from what was traditionally perceived as the equivalent of
being nonlocal, i.e. the violation of Bell inequalities and the lack of a local
realistic description.
In more recent days, the study of nonlocality largely revolves around its
two quantitative measures, which are the quantum discord, introduced by Żurek
and Ollivier in [?], and the quantum deficit, studied by Oppenheim and the
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Horodecki family [?]. For a recent review article on the subject, consult [?].
The basic idea behind the quantum discord is that two expressions for so-called
mutual information that are equivalent in the case of classical probability dis-
tributions, do not necessarily give the same answer when generalized to the
quantum scenario. Indeed, let us define the entropy of a classical random vari-
able A as
H (A) = −∑
a
p (A = a) log p (A = a) (1.20)
and the conditional entropy of A with respect to another classical variable B as
H (A B) =∑
b
p (B = b)H (A B = b) , (1.21)
where H (A B = b) is the entropy of the variable A conditioned on a particular
value b of the variable B. We define the mutual information of the variables A
and B as
J (A ∶ B) =H (A) −H (A B) (1.22)
A little inspection shows that in the case of classical probability distributions,
the above expression is equivalent to
I (A ∶ B) =H (A) +H (B)−H (A,B) , (1.23)
where H (A,B) stays for the entropy of the collective variable (A,B). Thus
we have I (A ∶ B) = J (A ∶ B) for arbitrary classical variables A and B. How-
ever, as pointed out in [?], the equality between the two expressions for mutual
information does not generally hold in a quantum world.
To show this, let us consider a bipartite quantum system described by a
density matrix ρAB. The states of the subsystems are given by the partial
traces of ρAB, ρA = TrB ρAB and ρB = TrA ρAB. We immediately see that a
quantum analogue of (1.23) is
I (ρAB) =H (ρA) +H (ρB) −H (ρAB) (1.24)
where H (ρ) ∶= −Tr (ρ log ρ). However, it is not obvious how to generalize
J (A ∶ B) to the quantum case. The reason behind this is that the quantum
subsystem B can be measured in various bases, and one of them has to be
selected before a sum similar to the ∑b in formula (1.21) is calculated. Thus
we have a whole family of conditional entropies H (ρAB {Πb}), where {Πb} is
an arbitrary complete set of one-dimensional projections on the subsystem B,
satisfying ∑bΠb = 1. Explicitly, H (ρAB {Πb}) is given by
H (ρAB {Πb}) =∑
b
pbH ((1⊗Πb)ρAB (1⊗Πb)
pb
) (1.25)
where pb = Tr ((1⊗Πb) ρAB) is the probability to obtain a result b in a mea-
surement corresponding to {Πb}. Simply because the H (ρAB {Πb}) are not
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all equal, there is no single quantum analogue of J (A ∶ B). Instead, we have a
family of mutual information analogues, given by
J (ρAB {Πb}) =H (ρA) −H (ρAB {Πb}) (1.26)
The supremum
CB (ρAB) = sup
{Πb}
J (ρAB {Πb}) (1.27)
can be considered as a measure of classical correlations [?,?]. Note that there
also exists a related quantity CA (ρAB) where the roles of A and B have been
interchanged. The quantum discord is now defined as the difference between
I (ρAB) and CB (ρAB),
DB (ρAB) = I (ρAB) −CB (ρAB) (1.28)
Alternatively, the name “discord” may refer to
DA (ρAB) = I (ρAB) −CA (ρAB) (1.29)
although the two quantities DA and DB do not generally coincide.
Due to the equality I (A ∶ B) = J (A ∶ B) valid in the classical world, the non-
vanishing of the discord for ρAB is a sign of quantumness of the state. Unlike
separability, the vanishing of the discord only occurs for a measure zero subset
of the set of all states [?]. In particular, DA and DB vanish simultaneously if
and only if ρAB has an eigenbasis consisting of product vectors, i.e.
ρAB =∑
i,j
λi,j ∣φi⟩ ⟨φi∣⊗ ∣ψj⟩ ⟨ψj ∣ (1.30)
where λij ⩾ 0, while φi and ψj constitute bases for the first and the second
subsystem, respectively. Such states are called classically correlated [?]. They
also play an important role in the alternative framework for correlation studies,
developed by Oppenheim and the Horodecki family [?,?].
It is in general not easy to evaluate the quantum discord, but some results
have been obtained e.g. for 2 × 2 systems [?,?]. Several conditions for zero and
non-zero quantum discord are known as well [?,?,?], and a missing operational
interpretation of the quantity has been provided in [?] in terms of a quantum
state merging protocol.
Quantum deficit, on the other hand, has had a relatively clear physical inter-
pretation from the very beginning when it was introduced in [?]. The quantity
is believed to be equal to the amount of work which can be extracted from a
multipartite quantum state ρ globally, minus the amount of work the parties
can draw locally, possibly after transforming the state by an allowed family of
transformations. This description may seem a little vague, but on the mathe-
matical side, the discussion can easily be made more rigorous. For a quantum
state ρ in a d-dimensional space, we define
I (ρ) = log2 d −H (ρ) (1.31)
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as the information contained in ρ. For the allowed family of transformations,
we take so-called closed local operations and classical communication family,
CLOCC for short [?]. They can be decomposed into two basic types of opera-
tions
i) Local unitary transformations
ii) Sending subsystems down a completely dephasing channel (i.e. a channel
that destroys all non-diagonal elements of the transformed density matrix
in some basis)
Let us denote this family by CL. In the bipartite scenario, the quantum deficit
of a quantum state ρAB is defined as
∆ (ρAB) = I (ρAB) − sup
Φ∈CL
(I (TrA (Φ (ρAB))) + I (TrB (Φ (ρAB)))) (1.32)
or equivalently
∆ (ρAB) = inf
Φ∈CL
(H (TrA (Φ (ρAB))) +H (TrB (Φ (ρAB)))) −H (ρAB) (1.33)
Generalizations to multipartite cases are immediate. Similarly to the discord,
the deficit vanishes for classically correlated states, i.e. states of the form (1.30).
Moreover, as explained in [?], reversible CLOCC transforms of classically cor-
related states play an important role in evaluation of ∆ for a given state ρ.
On the physics side, the theoretical possibility to draw a maximal amount
kT ⋅I (ρ) of work from a heat bath in temperature T using a state ρ is a widely be-
lieved conjecture. It has been partly confirmed by papers like [?] and [?]. Hence,
it seems plausible that the quantum deficit really has the physical interpreta-
tion we mentioned earlier, but one should remain cautions. The mathematical
structure of the quantity, however, remains intact in either case.
Before we close this chapter, we should definitely mention that the principle
of non-signalling, which appeared in the discussion by Popescu and Rohrlich,
can be replaced by so-called information causality principle, which is stronger
than no-signalling and precludes correlations that are not allowed by quantum
mechanics [?]. Hence, information causality may possibly be considered as an
axiom for quantum theory [?,?], unlike the non-signalling principle [?]. However,
this topic goes beyond the scope of this thesis.
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Chapter 2
Practical applications
2.1 Quantum cryptography
The idea of quantum cryptography or quantum key distribution, first put
forward in the famous 1984 paper [?] by Bennett and Brassard, has its origins
in an early work by S. Wiesner [?]. The main observation behind it was that
two photon polarization bases, say R and D for rectilinear and diagonal, can be
selected in such a way that photons fully polarized with respect to one of them
give totally random results when measured in the other basis, and vice versa.
Equally important was the fact that quantum measurements affect the measured
systems in general. Bennett and Brassard used these quantum-mechanical fea-
tures to construct a protocol, now called BB84, which allows two parties that
do not initially share any secrets, to generate a random string of bits that is
known to both of them, but not to anyone else. Such bits can subsequently be
used as a shared secret key for perfectly secure classical data transmission. Let
us call the two parties A and B, or Alice and Bob. The protocol designed by
Bennett and Brassard consists in the following steps:
1. Alice and Bob agree on two polarization bases, say R and D, which are
rotated by 45○ with respect to each other. Let us denote the correspond-
ing pure polarization photon states by ∣↔⟩, ∣↕⟩ for the R basis and ∣⤡⟩ =
1/√2 (∣↔⟩ + ∣↕⟩), ∣⤢⟩ = 1/√2 (∣↔⟩ − ∣↕⟩) for the D basis.
2. Alice generates random sequences of bits, {ai}ni=1 and {bj}nj=1, using a clas-
sical random number generator.
3. Bob generates a random sequence of bits {ck}nk=1, also using a classical gen-
erator.
4. Alice then begins to send photons to Bob. The polarization state of the i-th
photon is chosen according to the values of the random bits ai and bi. The
bit ai determines which polarization basis is used, with ai = 0 standing for
the R and ai = 1 for the D basis. The bit bi determines whether the first or
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Random bits (0,0) (0,1) (1,0) (1,1)
Photon sent ∣↔⟩ ∣↕⟩ ∣⤡⟩ ∣⤢⟩
Table 2.1: Photon polarization states choices corresponding to Alice’s random
bits (ai, bi).
the second pure polarization state with respect to the given basis is chosen.
Table 2.1 summarizes on Alice’s choice of photon, depending on (ai, bi).
5. Bob measures the received i-th photon in the R or D basis, depending on the
value of ci. When ci = 0, Bob uses R. Otherwise, he uses D. The first vector
in the selected basis (∣↔⟩ or ∣⤡⟩) is assigned the measurement result 0, while
the remaining vector (∣↕⟩ or ∣⤢⟩) is assigned 1. If Bob happens to choose the
same basis as Alice did (i.e. ai = ci), his measurement result exactly matches
bi, assuming the photon transmission was not disrupted nor interfered with
by an eavesdropper.
6. After measuring all the n photons, Bob publicly discloses the bits ci, and
Alice does the same with ai. Thus done, they know which measurement
bases they used for individual photons and can single out the cases where
their basis choices were identical. On average, they would have chosen the
same basis in n/2 cases.
7. As their secret key, Alice and Bob choose the bits bi for which ai = ci. They
both know these bits, as a result of using identical measurement bases.
The power of the above protocol comes from the fact that any interference by an
eavesdropper would very likely have been detected by Alice and Bob, provided
that they perform an additional correctness check before they agree on the key.
The required additional procedure can be summarized as follows:
7.’ After performing Step 6., Alice and Bob select a random subset of the indices
i for which ai = ci. Assume the selected indices are {ik}mk=1. Alice publicly
discloses the bits {bik}mk=1, and Bob discloses the corresponding measurement
results he obtained. If both match, the transmission is assumed to be perfect
and the remaining bits for which ai = ci are used as a secret key. Otherwise,
it is assumed that someone was eavesdropping, and the results of the whole
secret key generation procedure are discarded.
An exemplary run of the procedure consisting of steps 1.-7., with 7.’ included,
is presented in Table 2.2. Note that in real life applications, it is impossible to
avoid transmission errors, even if there is no one eavesdropping. Hence, a general
strategy has to be developed to deal with transmission/eavesdropping errors, a
strategy that would allow to produce a secret key, even if the transmission does
not work perfectly. Suitable tools, borrowed from classical coding theory, were
discovered some years after the advent of BB84 [?]. They are very generally
described as information reconciliation and privacy amplification. For
more details, cf. [?].
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{ai} 1 0 1 1 0 1 0 1 0{bi} 0 1 1 0 1 0 1 1 0{ci} 1 1 1 0 0 0 1 0 1
Alice’s choice of basis D R D D R D R D R
Alice’s photon state ⤡ ↕ ⤢ ⤡ ↕ ⤡ ↕ ⤢ ↔
Bob’s choice of basis D D D R R R D R D
Bob’s result 0 ∗ 1 ∗ 1 ∗ ∗ ∗ ∗
The same basis? Y N Y N Y N N N N
Randomly selected bits 1
Do they match? Y
Secure key 0 1
Table 2.2: An exemplary run of the BB84 protocol. The symbol ∗ denotes the
fact that either 0 or 1 could have been obtained. The letters Y and N stand for
“Yes” and “No”.
We need to point out that in the above procedures, no use of entangle-
ment was made. However, in the early nineties, A. Ekert proposed the first
entanglement-based quantum key distribution protocol, known as E91 [?]. Al-
though the general idea behind E91 is the same as for BB84, there are several
key differences:
1) Instead of leaving the photon state preparation to Alice, both parties are
assigned the identical task of measuring a subsystem in a two-partite maxi-
mally entangled photon state (∣00⟩ + ∣11⟩) /√2. The state is assumed to be
externally given. Alice measures the first and Bob the second subsystem.
2) Three instead of two photon polarization bases are used at random by Alice
and Bob. In case of Alice, the polarizer angles φA1 = 0○, φA2 = 45○ and φA3 = 90○
are used. For Bob, it is φB1 = 45○, φB2 = 90○ and φB3 = 135○.
3) Bob and Alice publicly disclose which bases they used in which measure-
ment round. Then, they reveal the measurement results for which different
measurement setups were used. This permits them to calculate the CHSH
quantity
E (φA3 , φB3 ) +E (φA3 , φB1 ) +E (φA1 , φB3 ) −E (φA1 , φB1 ) , (2.1)
where E (φ,ψ) is the correlation coefficient between the measurement results
for Alice and Bob when their polarizer angles are φ and ψ, respectively. As
in the example discussed in Section 1.1, the value of the function (2.1) for
a truly maximally entangled source state is 2
√
2. By testing whether the
equality between 2
√
2 and (2.1) really occurs, Bob and Alice make sure that
no eavesdropping takes place, nor that the source is corrupted.
4) If there is (an approximate) equality between (2.1) and its theoretical value,
the results which Bob and Alice obtained when they measured in the same
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bases, should be perfectly correlated. They were not publicly disclosed so
far, so they can be used as a secret key.
Shortly after Ekert published his paper, Bennett, Brassard and Mermin [?]
suggested another entanglement-based protocol, now called BBM92, which is
basically a version of BB84 that exploits the properties of entangled quantum
states. Thus, the difference from BB84 described by item 1) above still exists,
but the other ones do not.
It is natural to ask how the above two-qubit key distribution methods gen-
eralize to higher dimensional quantum systems. The question was addressed by
the authors of the paper [?], who used so-calledmutually unbiased bases (MUBs)
as a higher dimensional analogue of the pair of bases {∣↔⟩ , ∣↕⟩} and {∣⤡⟩ , ∣⤢⟩}.
Let us explain that two orthonormal bases {φi}di=1 and {ψj}dj=1 of Cd are called
unbiased if and only if the following equality
∣⟨φi, ψj⟩∣2 = 1
d
(2.2)
holds for all i and j. The unbiasedness condition guarantees the desirable prop-
erty that an element of one of the bases gives fully random results when mea-
sured in the other basis.
There can exist at most d + 1 mutually unbiased bases in Cd [?]. We shall
discuss some of their further aspects in Section 8.4. Either a pair of them, or
more can be used to design quantum key distribution protocols based on d-
dimensional quantum systems [?]. These protocols do not differ significantly
from the qubit ones. Let us also remark that in the qubit setting, there are
three MUBs available, so that there exists an alternative to BB84 that uses six
quantum states instead of four. This possibility was first studied in a paper by
Bruss [?].
2.2 Quantum teleportation and dense coding
As our next example of how the laws of quantum mechanics can be used for
practical purposes, we shall discuss the two interconnected concepts of dense
coding [?] and quantum state teleportation [?].
In its most basic form, dense coding permits two parties, say Alice and
Bob, to exchange two classical bits of information by just transmitting one
qubit. The fundamental trick behind this feature is the use of one-sided Pauli
transformations, acting on a maximally entangled state. We have
(1⊗ 1) ∣Φ+⟩ = ∣Φ+⟩ , (σx ⊗ 1) ∣Φ+⟩ = ∣Ψ+⟩ , (2.3)(σy ⊗ 1) ∣Φ+⟩ = −i ∣Ψ−⟩ , (σz ⊗ 1) ∣Φ+⟩ = ∣Φ−⟩ ,
so that the four states resulting from one-sided Pauli action on ∣Φ+⟩ are perfectly
distinguishable. Hence, they can carry two bits of classical information. In the
dense coding scheme proposed in [?], Alice and Bob initially share a maximally
entangled state ∣Φ+⟩ of a two-partite system, and each of them has access to only
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one of the subsystems. Alice then performs one of the four Pauli transformations
on her subsystem, and sends the subsystem to Bob. After this step, Bob is
in possession of one of the two-partite maximally entangled states from the
list (2.3). Because these states can be perfectly distinguished by a quantum
measurement, Bob can in principle tell which of the four Pauli operations Alice
used. Consequently, two bits of classical information have been transmitted,
even though only one qubit was exchanged between Alice and Bob.
The aim of quantum state teleportation is, on the other hand, to transmit
an unknown quantum state ∣ψ⟩ between the two parties. In the basic qubit
teleportation model [?], the required resources are a maximally entangled state,
i.e. ∣Ψ−⟩ = (∣01⟩ − ∣10⟩) /√2, which is shared between Alice an Bob, and the
state to be teleported, initially held by Alice. Altogether, they have a tripartite
system, initially in the state ∣ψ⟩ ∣Ψ−⟩. The first two subsystems are controlled
by Alice, and the third one by Bob. In order to teleport ∣ψ⟩ to Bob, Alice
performs a measurement on the first two qubits, using the measurement basis{∣Φ+⟩ , ∣Φ−⟩ , ∣Ψ+⟩ , ∣Ψ−⟩}. She then communicates the result to Bob. Provided
this information, Bob can recover ∣ψ⟩ by performing a suitable unitary rotation
on his subsystem. To see that this is actually the case, it suffices to notice the
following identity
∣ψ⟩ ∣Ψ−⟩ = 1
2
(− ∣Ψ−⟩ ∣ψ⟩ − ∣Ψ+⟩σz ∣ψ⟩ + ∣Φ−⟩σx ∣ψ⟩ − i ∣Φ+⟩σy ∣ψ⟩) (2.4)
After the Alice’s measurement on the first two qubits, Bob’s subsystem is in
one of the states − ∣ψ⟩, −σz ∣ψ⟩, σx ∣ψ⟩, −iσy ∣ψ⟩. Moreover, Alice can perfectly
differentiate between these four cases, as she knows which of the states ∣Ψ−⟩,∣Ψ+⟩, ∣Φ−⟩ and ∣Φ+⟩ she got in her measurement. If she is so kind to share this
knowledge with Bob, he can then recover the state ∣ψ⟩ by simply undoing the
suitable rotation σx, σy or σz , if his state is not already a multiple of ∣ψ⟩.
Naturally, the above dense coding and teleportation schemes for qubits are
expected to have generalizations to higher dimensional systems. Such general-
izations do indeed exist and for the so-called tight type, they have been com-
pletely characterized by Werner [?]. Moreover, he showed that there is a one-to-
one correspondence between tight dense coding and tight teleportation schemes.
In order to fully understand his result, we first need to explain what a general
dense coding and teleportation scheme is.
Definition 2.1. Let X be a set of d2 elements. A tight quantum teleportation
scheme consists of
• A density operator ω on Cd ⊗Cd
• A collection of completely positive and trace preserving maps Tx, x ∈ X ,
acting on operators on Cd
• A collection of observables Fx on C
d⊗Cd, x ∈ X , such that for all density
operators ρ on Cd and all operators A on Cd, the following equality holds
∑
x∈X
Tr ((ρ⊗ ω) (Fx ⊗ Tx (A))) = Tr (ρA) (2.5)
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Definition 2.2. Let X be a set of d2 elements. A tight dense coding scheme
consists of the same elements as a tight quantum teleportation scheme, however
the condition (2.5) is replaced by
Tr (ω (Tx ⊗ 1) (Fy)) = δxy (2.6)
for all x, y ∈ X
Note that in the above mentioned example of a dense coding scheme for
qubits, we had {Fx}x∈X = {∣Φ+⟩ ⟨Φ+∣ , ∣Ψ+⟩ ⟨Ψ+∣ , ∣Ψ−⟩ ⟨Ψ−∣ , ∣Φ−⟩ ⟨Φ−∣}. We used
the maximally entangled state ω = ∣Φ+⟩ ⟨Φ+∣ and the transformations {Tx}x∈X ={
1,Adσx ,Adσy ,Adσz}, where Adσx ∶ ρ ↦ σ∗xρσx, and similarly for σy and
σz . In the qubit teleportation scheme, on the other hand, we had {Fx}x∈X ={∣Ψ−⟩ ⟨Ψ−∣ , ∣Ψ+⟩ ⟨Ψ+∣ , ∣Φ−⟩ ⟨Φ−∣ , ∣Φ+⟩ ⟨Φ+∣}, ω = ∣Ψ−⟩ ⟨Ψ−∣, as well as {Tx}x∈X ={
1,Adσz ,Adσx ,Adσy}
Werner proves the following general result [?].
Theorem 2.3. All tight teleportation or dense coding schemes in Cd are ob-
tained by choosing ω = ∣Ω⟩ ⟨Ω∣ for a maximally entangled state ∣Ω⟩ ∈Cd⊗Cd, Fx =∣Φx⟩ ⟨Φx∣ for an orthonormal basis of maximally entangled states {∣Φx⟩}x∈X ⊂
C
d ⊗Cd and Tx = AdUx , where Ux is chosen such that ∣Φx⟩ = (Ux ⊗ 1) ∣Ω⟩.
In Particular, Theorem 2.3 applies that there is a one-to-one correspondence
between tight teleportation and dense coding schemes. Every such scheme needs
a basis of maximally entangled states. Let us remark that Werner proposed a
construction of such bases, based on Latin squares and complex Hadamard
matrices, which also appear in the context of mutually unbiased bases, to be
discussed in more detail in Section 8.4.
2.3 Quantum metrology
In the last section concerning practical applications of quantum entanglement,
we shall give an example of how entanglement can be used to increase phase
sensitivity in a photon interferometry experiment. Our discussion is based on
the paper [?] by Gerry and Benmoussa, but we make a few remarks about related
work by other authors. The very simple experimental setup we would like to
discuss is depicted in Figure 2.1. It consists of two photodetectors, a beam
splitter, and a phase shifter. Together, they make up a simple interferometer.
An important part of the experiment is also the photonic quantum state which
is fed into the arms of the interferometer, as well as the observable one calculates
using the measurement results from the photodetectors. The aim is to estimate
the phase φ, induced by the phase shifter on single photons. Such phase may
result e.g. from propagation through a thin layer of a medium that has an index
of refraction greater than the environment. In the following, we argue that the
estimation of φ can be made more precise if one does exploit entanglement
between N photons impinging on the beam splitter, instead of just repeating
single-photon measurements N times.
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Figure 2.1: A simple experimental setup for photon interferometry. The aim of
the experiment is to estimate the phase φ using an appropriate input state and
measurement
We shall use the quantum-mechanical description of the optical experiment
in Figure 2.1, the basics for which can be found in the textbook [?, Chapter 6.].
In this formalism, the quantum state of the photons leaving the beam splitter is
described as an element of a two-particle Fock space, with creation/annihilation
operators a/a∗ and b/b∗ corresponding to the upper and the lower output arm
of the interferometer, respectively. It should lead to no confusion if we call the
upper and the lower arm itself a and b for convenience (cf. Figure 2.1). The
corresponding creation/annihilation operators satisfy the commutation relations
[a, a∗] = [b, b∗] = 1 [a, b] = [a∗, b] = [a, b∗] = [a∗, b∗] = 0 (2.7)
The vacuum state ∣0,0⟩ corresponds to no photons in arms a and b, and it
satisfies a ∣0,0⟩ = b ∣0,0⟩ = 0. We assume that ∣0,0⟩ is normalized. Photon
number states are subsequently defined as
∣n,m⟩ = (a∗)n (b∗)m√
n!m!
∣0,0⟩ (2.8)
They have the clear interpretation of states with n photons in arm a and m
photons in arm b of the interferometer. An analogous construction works for
the upper and lower input arm of the interferometer, which we call b′ and a′, the
same as the corresponding annihilation operators. Note that the upper arm is
denoted with b′ and not with a′, the same as in Figure 2.1. The corresponding
photon number states are denoted with ∣n,m⟩′.
In accordance with [?], if we have an input state ∣Φ⟩ = f (a′∗, b′∗) ∣0,0⟩′ for
some function f of the creation operators a′∗ and b′∗, then the output state of
the interferometer equals
UBSU (φ) f (a∗, b∗) ∣0,0⟩ , (2.9)
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where UBS = exp (iπ (a∗b + ab∗) /4) and U (φ) = exp (iφb∗b). Note that we use
the same function f , but we evaluate it for the creation operators a∗ and b∗,
not for a′∗, b′∗. By a slight abuse of notation, we can therefore write (2.9) as
UBSU (φ) ∣Φ⟩ and consider the interferometer as a unitary transformation on
the input state, which yields an output in the output Fock space. Let us denote∣Ψ (φ)⟩ ∶= UBSU (φ) ∣Φ⟩ The estimation of φ boils down to the calculation of
the expectation value of an appropriately chosen observable O on ∣Ψ (φ)⟩, from
which we recover φ, i.e. we measure ⟨O⟩ (φ) ∶= ⟨Ψ (φ)∣O ∣Ψ (φ)⟩ and equate it to
the theoretically predicted value of ⟨Ψ (φ˜)∣O ∣Ψ (φ˜)⟩ for some φ˜. The number φ˜
gives us an estimate of φ. A widely applied formula for error propagation then
provides us with an estimate of the error of φ˜,
∆φ˜ = ∆O (φ˜)∣ d⟨O⟩(φ)
dφ
(φ˜)∣ , (2.10)
where ∆O =
√⟨O2⟩ − ⟨O⟩2 is the standard deviation of O. As shown in [?], the
choice ∣Φ⟩ = 1√
2
(∣N,0⟩ + ∣0,N⟩) (2.11)
allows for a significant improvement in the precision of the measurement of φ
over a scenario where single-photon states of the type (2.11) are measured N
times. The states (2.11) are called NOON states [?] for obvious reasons. It is
not easy to create them [?], but significant progress has been made in that area
in recent years, cf. e.g. [?]. In the following, we will briefly explain how the
result of [?] was obtained.
We already know which state ∣Φ⟩ to use, but we have not yet specified the
operator O to measure. A suitable choice was suggested in [?], and it is
O = exp (iπb∗b) (2.12)
Note that b∗b is simply the photon number operator for the lower output arm, so
the expectation value of O can be estimated from experiment by measuring the
number nb of clicks in the lower detector and calculating exp (iπnb) = (−1)nb . Of
course, the experiment has to be repeated many times to get a reliable estimate,
equal to the average of the expressions (−1)nb over individual runs. Note that
we assume that photodetectors are perfectly efficient, i.e. no photons are lost.
Once we know ∣Φ⟩ and O, it is not very difficult to calculate ⟨Ψ (φ)∣O ∣Ψ (φ)⟩.
In order to simplify the calculation, one can introduce
J0 = a
∗a + b∗b
2
, J1 = a
∗b + ab∗
2
, J2 = a
∗b − ab∗
2i
, J3 = a
∗a − b∗b
2
(2.13)
The operators Ji with i = 1,2,3 were introduced by Schwinger [?] and they
satisfy the angular momentum commutation relations, [Jk, Jl] = i∑m εklmJm.
The operator J0 commutes with all of them and has the interpretation of the
total photon number observable (divided by two).
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From the very useful Hadamard lemma (cf. e.g. [?])
eXY e−X = e[X,⋅]Y = Y + [X,Y ] + 1
2!
[X, [X,Y ]] + . . . (2.14)
and the commutation relations (2.7), one quickly obtains the following equalities
eipiJ2a∗e−ipiJ2 = −b∗, eipiJ2b∗eipiJ2 = a∗, (2.15)
which give us
eipiJ2 ∣n,m⟩ = eipiJ2 (a∗)n (b∗)m√
n!m!
∣0,0⟩ =
= e
ipiJ2 (a∗)n e−ipiJ2eipiJ2 (b∗)m e−ipiJ2√
n!m!
eipiJ2 ∣0,0⟩ =
= (−b∗)n (a∗)m√
n!m!
∣0,0⟩ = (−1)n ∣m,n⟩ , (2.16)
where we also used the equality eipiJ2 ∣0,0⟩ = ∣0,0⟩. Another relation which
follows from (2.14) is
e−i
pi
2
J1J3e
ipi
2
J1 = J2 (2.17)
With (2.16) and (2.17) at hand, we can easily calculate ⟨Ψ (φ)∣O ∣Ψ (φ)⟩. Indeed,
since b∗b = J0 − J3 and J0 commutes with all Ji, we get
⟨Ψ (φ)∣O ∣Ψ (φ)⟩ =
= 1
2
(⟨N,0∣ + ⟨0,N ∣)U (φ)∗U∗BSeipi(J0−J3)UBSU (φ) (∣N,0⟩ + ∣0,N⟩) =
= 1
2
(⟨N,0∣ + e−iNφ ⟨0,N ∣) e−ipi2 J1eipi(J0−J3)eipi2 J1 (∣N,0⟩ + eiNφ ∣0,N⟩) =
= 1
2
(⟨0,N ∣ + e−iNφ ⟨N,0∣)eipi(J0−J2) (∣N,0⟩ + eiNφ ∣0,N⟩) =
= 1
2
(⟨0,N ∣ + e−iNφ ⟨N,0∣)e−ipiJ2eipiJ0 (∣N,0⟩ + eiNφ ∣0,N⟩) =
= 1
2
((−1)N ⟨0,N ∣ + e−iNφ ⟨N,0∣) eiN2 pi (∣N,0⟩ + eiNφ ∣0,N⟩) =
= e
iNφ + (−1)N e−iNφ
2iN
(2.18)
Thus ⟨O⟩ (φ) = (−1)N−12 sinφ for N odd and ⟨O⟩ (φ) = (−1)N2 cosφ for N even.
These functions readily allow us to recover φ˜ from ⟨O⟩ (φ˜), up to a multiple of
π/N . Since O2 = 1, we have ⟨O2⟩ = 1 and formula (2.10) yields the following
estimate for the error of φ˜,
∆φ˜ = 1
N
(2.19)
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The above equality holds for both N even and N odd. The ∝ 1/N dependence
in formula (2.19) corresponds to so-called Heisenberg limit, which is widely ac-
cepted as the minimum phase estimation error allowed by quantum mechan-
ics [?, ?, ?]. On the contrary, by simply repeating a single photon experiment
N times, one gets a precision ∆φ˜ ∝ 1/√N , so-called shot-noise or standard
quantum limit, which is significantly worse than (2.19) for large N . In this way,
entanglement between the photons fed into the arms of the interferometer can
increase the phase sensitivity in the experiment by a factor of
√
N . Compared
to one single photon experiment, the sensitivity is increased N times. A very
practical use of this feature was proposed in [?], where the authors suggest that
NOON states could be used to imprint details of minimum resolution N times
better than usual in photolithography. In particular, diffraction patterns re-
sulting from the use of NOON states would have the minimum resolution N
times greater than those obtained with unentangled photons. This was called
quantum lithography in [?]. However, the original argument of [?] has recently
met with some criticism [?], and it is argued that in practice, the efficiency of
quantum lithography would be rather low.
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Chapter 3
Distillability and bound
entanglement
3.1 Distillation of quantum entanglement
As we have seen above, a central role in the most popular quantum tasks, includ-
ing quantum cryptography and teleportation, is played by maximally entangled
states. However, states encountered in practice never match perfectly those used
in the theory, due to experiment imperfections. In the early days of quantum
information science therefore, it appeared to be crucial to answer the question
whether a noisy entangled state can somehow be “purified” to yield one that
is closer to being maximally entangled. A partially affirmative answer to this
question was first provided in [?] for the case of two qubits and refined by the
authors of [?]. A method suitable for bipartite systems of arbitrary dimension,
based on the reduction criterion for separability, was later presented in [?].
Let us briefly discuss a purification, or distillation protocol developed by the
authors of [?]. The procedure starts with an arbitrary mixed state ρ of two
qubits. The following steps are designed to yield a state which is closer to ∣Φ+⟩
in a sense described below. However, it should be stressed that the method only
works provided that ⟨Φ+∣ρ ∣Φ+⟩ > 12 , i.e. ρ is not too far from Φ+ at the outset.
We call the parameter ⟨Φ+∣ρ ∣Φ+⟩ the fidelity of ρ with respect to the maximally
entangled state ∣Φ+⟩.
1) First, we apply a local unitary rotation σy to the second component of ρ.
This yields ρ′ = (1⊗ σy)ρ (1⊗ σy)∗, a state which is as close to ∣Ψ−⟩ =(∣01⟩ − ∣10⟩) /√2 as ρ was to ∣Φ+⟩, in the sense that ⟨Ψ−∣ρ′ ∣Ψ−⟩ = ⟨Φ+∣ρ ∣Φ+⟩.
2) Second, we apply a random bilateral SU (2) rotation to ρ′, which effectively
yields
ρ′′ = ∫ (U ⊗U)ρ′ (U ⊗U)∗ dU, (3.1)
where dU refers to the Haar measure. In practice, the same goal can be
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s1 ●
s2 ●
t1
t2
Figure 3.1: A BXOR gate applied to a pair of source (s1, s2) and a pair of target
qubits (t1, t2).
achieved by randomly choosing the identity and bilateral σx, σy and σz
rotations. The result of (3.1) is obviously U ⊗ U -invariant, which implies
that it must be one of the Werner states (1.9). In the 2 × 2 case considered
here, the Werner states take the specific form
F ∣Ψ−⟩ ⟨Ψ−∣ + 1 − F
3
(∣Ψ+⟩ ⟨Ψ+∣ + ∣Φ+⟩ ⟨Φ+∣ + ∣Φ−⟩ ⟨Φ−∣) , (3.2)
where ∣Ψ+⟩ = (∣01⟩ + ∣10⟩) /√2 and Φ− = (∣00⟩ − ∣11⟩) /√2. Therefore ρ′′ is of
the form given above, with F = ⟨Ψ−∣ρ′′ ∣Ψ−⟩ = ⟨Ψ−∣ρ′ ∣Ψ−⟩. The last equality
follows from the fact that ∣Ψ−⟩ is an U ⊗U -invariant state.
3) In the next step, a unilateral σy rotation takes ρ′′ to ρ(3) = (1⊗ σy)ρ′′ (1⊗ σy)∗.
In this way, the mostly ∣Φ−⟩ state is converted to a mostly ∣Φ+⟩ one.
4) Next, we take two copies of ρ(3), prepared in the way described above, and
use one of them as a “source” and the second one as a “target” for a BXOR
gate, depicted in Figure 3.1. A BXOR gate simply consists of two CNOT
gates, applied to distinct pairs of source and target qubits.
5) Next, the target pair of qubits is locally measured in the σz basis, as depicted
in Figure 3.2, which also includes the BXOR operation described above. If
t1t2
● s1s2 ●
Figure 3.2: BXOR operation followed by the measurement of the pair of target
qubits.
the results are the same for the qubits t1 and t2, the remaining source pair(s1, s2) is kept. Otherwise, it is discarded.
6) If in the previous step the source pair was kept, it is transformed to an
almost ∣Ψ−⟩ state by a unilateral σy rotation. Next, it is made rotationally
symmetric by applying random bilateral SU (2) rotations, as in equation
(3.1). Let us call the resulting state ρ(4). The corresponding parameter F
in formula (3.2) is then equal to
F (4) = F
2 + 1
9
(1 −F )2
F 2 + 2
3
F (1 −F ) + 5
9
(1 −F )2 , (3.3)
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which exceeds F over the range (1/2,1). Thus ρ(4) is closer to Ψ− than ρ′ in
the sense that ⟨Ψ−∣ρ(4) ∣Ψ−⟩ > ⟨Ψ−∣ρ′ ∣Ψ−⟩.
7) In the last step, the almost ∣Ψ−⟩ state ρ(4) is converted back to an almost∣Φ+⟩ one by a unilateral σy rotation. We call the resulting state ρ(5). The
corresponding parameter ⟨Φ+∣ρ(5) ∣Φ+⟩ is bigger than ⟨Φ+∣ρ ∣Φ+⟩. Thus, the
resulting state is closer to ∣Φ+⟩ than ρ was.
As a result, by repeating the above procedure, states which are arbitrarily close
to Φ+ can be obtained. Nevertheless, the number of copies of ρ needed for the
input grows very fast as the expected fidelity goes to 1. Thus, for practical pur-
poses, another procedure of distillation was designed by the authors of [?], which
more efficiently uses the statistical properties of ρ. However, it needs a small
input of ∣Φ+⟩ states, which may be obtained by the method described above.
The mentioned procedure consists of two rounds of BXOR tests performed on
suitably chosen subsets of the whole supply of ρ states, using the prepurified∣Φ+⟩ states as targets. It also uses unilateral and bilateral σy rotations, as well
as unilateral σz rotations to correct the discrepancies from ∣Φ+⟩ detected by the
BXOR operations. More details of the procedure can be found in [?]. All in all,
from a theorist point of view, it is sufficient to say that all mixed states ρ of two
qubits with ⟨Φ+∣ρ ∣Φ+⟩ > 1/2 can be distilled to the maximally entangled state.
This result was further extended, by using the technique of local filters [?], to
arbitrary entangled states of two qubits [?]. In this way, the authors of [?] showed
that any entangled state of two qubits has some form of nonlocality, which is
revealed by the distillation procedure. Note that a similar result for bipartite
states of arbitrary dimension would have resolved the paradox of Werner’s pa-
per [?], which we discussed in Section 1.2. However, it was quickly realized that
the existence of PPT entangled states, first revealed to the physicist’ community
by the paper [?], immediately precludes the described strategy from working [?].
Let us briefly explain why this is the case.
In an ideal case, given a source characterized by a bipartite density matrix
ρ, we have at our disposal the tensor product states ρ⊗n for arbitrary n. The
most general transformation one can perform on ρ⊗n using only local operations
and classical communication is of the form [?]
ρ⊗n ↦ Θ (ρ⊗n) ∶= 1
M
∑
i
(Ai ⊗Bi)ρ⊗n (Ai ⊗Bi)∗ , (3.4)
where Ai and Bi map into image space in the first and the second subsystem,
respectively. In the case of entanglement distillation, both the image spaces
are C2, as we want to obtain the state ∣Φ+⟩, living in C2 ⊗ C2. Therefore,
Ai ∶ K⊗n → C2 and Bi ∶ H⊗n → C2, assuming that ρ lives on K ⊗ H. Now
assume that ρ has a positive partial transpose. Thus, ρ⊗n is a PPT state as well.
One can also easily notice that the mapping ρ⊗n ↦ ∑i (Ai ⊗Bi)ρ⊗n (Ai ⊗Bi)∗
preserves the positivity of the partial transpose of ρ⊗n. Hence the state on the
right-hand side of (3.4) is a PPT state living on C2 ⊗C2. Consequently, it is
separable [?] and cannot be distilled (cf. also the discussion in Section 1.2). In
this way we have proved the following [?].
31
Proposition 3.1. No PPT state living on a bipartite space K⊗H can be distilled
to ∣Φ+⟩.
As a result, all PPT entangled states, including those presented in [?], cannot
be distilled to ∣Φ+⟩, even though they are not separable. Due to their undistil-
lability, the states are called bound entangled. For them, the paradox from the
Werner’s paper [?] cannot be resolved by using distillation protocols. Let us
mention, however, that the original Werner states are positive partial transpose
if and only if they are separable. This still does not allow us to conclude that all
entangled Werner states can be distilled to ∣Φ+⟩, as there might exist NPT bound
entangled states, i.e. undistillable states which are not PPT. This has become a
central, still unresolved problem in the theory of entanglement, so-called NPT
bound entanglement existence problem. Actually, it was demonstrated in [?] (cf.
also [?]) that the question whether there exist NPT bound entangled states only
needs to be answered for the Werner family of states, since all the other ones
can be brought to the Werner form by transformations that do preserve the
positivity of the partial transpose. However, it turns out that the question for
Werner states becomes increasingly difficult to answer as the parameter Ξ in
the definition (1.9) tends to the boundary value 0. Namely, it was proved in [?]
that for any n ∈ N, there exists ε > 0 such that the state W from eq. (1.9)
with Ξ ∈ (0, ε) cannot be distilled using operations of the form (3.4) on W⊗n
(however, some of these states may be distillable using n + 1 or more copies of
W ). Since then, considerable efforts have been made to prove or disprove the
existence of NPT bound entangled states, none of which have lead to a conclu-
sive answer [?,?,?,?,?,?]. Moreover, two contradictory statements concerning
the problem can be found in the preprints [?,?], none of which is correct. One
thing beyond any doubt is that the question of distillability intimately relates
to the structure of 2-positive maps, i.e. positive maps Λ ∶ B (K) → B (H) with
the property that the map
B (C2 ⊗K) ∋ [ A11 A12
A21 A22
]↦ [ Λ (A11) Λ (A12)
Λ (A21) Λ (A22) ] ∈ B (C2 ⊗H) , (3.5)
denoted with id2⊗Λ, is also positive. To see the relation of 2-positivity to
distillability, let us first note the following characterization of distillable states
[?,?].
Proposition 3.2. A state with a density matrix ρ on K ⊗H is distillable if
and only if there exists a finite n and two-dimensional projections P1, P2 inK⊗n and H⊗n, resp. such that ρ′ = (P1 ⊗P2)ρ (P1 ⊗P2)∗, supported on a 2×2-
dimensional space, is entangled. The last condition is equivalent to the statement
that there exists a vector ∣ψ⟩ ∈ K⊗H of the form ∣ξ1⟩ ∣χ1⟩+ ∣ξ2⟩ ∣χ2⟩ in K⊗n⊗H⊗n
such that ⟨ψ∣ (ρ⊗n)T2 ∣ψ⟩ < 0, (3.6)
where T2 denotes the partial transpose with respect to the second subsystem,(1⊗ t)⊗n.
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Proof. As we mentioned above, the most general distillation operation one can
perform on ρ⊗n is of the form (3.4). In order for the transformed state Θ (ρ⊗n)
transformed to be entangled, and thus distillable (remember that end up with
states on C2 ⊗ C2), at least one of the terms ρi ∶= (Ai ⊗Bi)ρ⊗n (Ai ⊗Bi)∗,
supported on a 2×2-dimensional subspace, needs to be entangled. The operators
Ai and Bi are of the form ∣e0⟩ ⟨α1∣+ ∣e1⟩ ⟨α2∣ and ∣e0⟩ ⟨β1∣+ ∣e1⟩ ⟨β2∣, where α1, α2
belong toK and β1, β2 belong toH. Let us denote with P1 and P2 the projections
onto the subspaces span{α1, α2} and span{β1, β2}, respectively. We have
ρi = (Ai ⊗Bi) (P1 ⊗ P2) ρ⊗n (P1 ⊗P2) (Ai ⊗Bi)∗ (3.7)
Since a product transformation cannot convert a separable state into an en-
tangled one, we must have that ρ′i ∶= (P1 ⊗ P2) ρ⊗n (P1 ⊗P2) is entangled. This
proves the necessity in the first part of the proposition. In order to prove the suf-
ficiency, it is enough to notice that the projected state (P1 ⊗ P2) ρ⊗n (P1 ⊗P2),
if entangled, can be distilled, because it is supported on a 2 × 2-dimensional
subspace.
To prove the second part of the proposition, we observe the following. Be-
cause ρ′i is supported on a 2 × 2-dimensional subspace (P1 ⊗ P2)K⊗n ⊗H⊗n, a
necessary and sufficient condition for ρ′i to be entangled is that it does not have
a positive partial transpose. The partial transpose equals
(ρ′i)T2 = (P1 ⊗ P¯2)(ρ⊗n)T2 (P1 ⊗ P¯2) , (3.8)
where P¯2 denotes an operator represented by the complex conjugated matrix of
P2. Thus P¯2 is also a two-dimensional projection.
The above operator is not positive if and only if there exists a vector of the
form ∣ψ⟩ = ∣ξ1⟩ ∣χ1⟩ + ∣ξ2⟩ ∣χ2⟩ in (P1 ⊗ P¯2)K⊗n ⊗H⊗n that fulfills the inequality⟨ψ∣ (ρ′i)T2 ∣ψ⟩ < 0. This simply follows because all the vectors in (P1 ⊗ P¯2)K⊗n⊗H⊗n are of the form ξ1 ⊗ χ1 + ξ2 ⊗ χ2, i.e. are of Schmidt rank 2. But⟨ψ∣ (ρ′i)T2 ∣ψ⟩ = ⟨ψ∣ (ρ⊗n)T2 ∣ψ⟩ according to our choice of ψ, which finishes the
proof of the second part of the proposition.
Another way of phrasing the above result is that the operator (ρ⊗n)T2 is not
2-block positive for some n (cf. e.g. [?]). By k-block positivity of an operator
X on a bipartite Hilbert space K1 ⊗K2 we mean the property that ⟨φ∣X ∣φ⟩ ⩾ 0
for all φ of the form ∑ki=1 ∣ξi⟩ ∣χi⟩ (in particular, we can choose K1 = K⊗n andK2 = H⊗n). Thus, by Proposition 3.2, a state ρ on K ⊗H is distillable if for
some n the state ρ⊗n is not 2-block positive. Since 2-block positive operators
are in a one-to-one Jamiołkowski-Choi correspondence to 2-positive maps [?,?],
there is a direct link between distillability of entanglement and the property of
not being a 2-positive map. For additional insights, consult [?].
It was quickly realized [?] that bound entanglement, even though it is useless
for entanglement distillation, can be used to improve fidelity of a given distillable
( = free entangled) state ̺free in a process very similar to the one depicted in
Figure 3.2. To this aim, a copy of the free entangled state ̺free together with
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UXOR
σα
UXOR
̺free
Figure 3.3: Bound entanglement activation procedure illustrated.
a copy of a bound entangled state σα are passed as inputs to the circuit in
Figure 3.3, where UXOR (ei ⊗ ej) = ei ⊗ ei+j mod n, an analogue of the CNOT
gate used in Fig 3.2. Later, the target pair (the upper one in Fig. 3.3) is
measured in the basis {e1, e2, . . . , en}. If both measurements agree, the source
pair (initially in the state ̺free) is kept and assumes a new state ρ′free of higher
fidelity. Otherwise, it is discarded an the whole procedure fails. If the run
was successful, the described steps are repeated for ̺′
free
and another copy of
σα as the source and the target pair, respectively. It can be shown that a
sequence of successful runs of the above scheme leads, with a nonvanishing
probability, to a state of an arbitrary high fidelity. This phenomenon is called
bound entanglement activation [?]. The precise form of the states ̺free and σα
will be given in Section 3.2.
3.2 Examples of bound entangled states
We already know from the previous section that the question about the exis-
tence of undistillable states with negative partial transpose is still an unsolved
problem in the theory of entanglement. Thus no example of an NPT bound
entangled state is known. On the other hand, numerous successful efforts have
been made to give explicit examples of bound entangled states that do obey the
PPT criterion. Here, we give a list of references where the known examples can
be found. For some of them, we provide the reader with the precise form of the
state and briefly discuss how it was proved to be entangled.
Probably the most famous example in the physics literature is the 3 × 3
Horodecki state, named after P. Horodecki work [?]. The name refers to a one-
parameter family of states, given in the canonical product basis of C3 ⊗C3 by
the matrices
̺a = 1
8a + 1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a 0 0 0 a 0 0 0 a
0 a 0 0 0 0 0 0 0
0 0 a 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0
a 0 0 0 a 0 0 0 a
0 0 0 0 0 a 0 0 0
0 0 0 0 0 0 1+a
2
0
√
1−a2
2
0 0 0 0 0 0 0 a 0
a 0 0 0 a 0
√
1−a2
2
0 1+a
2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.9)
where 0 < a < 1. As we already mentioned in Section 1.2, the state ̺a can be
proved to be entangled by using the range criterion, which is our Proposition 1.6.
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Indeed, with some amount of algebra [?], one can show that the vectors in
R (̺T2a ), the range of ̺T2a , belong to one of the following families
A [ 1 s 0 ] ⊗ [ 1 s 0 ] , A, s ∈ C, s ≠ 0 (3.10)
F [ 0 0 1 ] ⊗ [ 1 0 x ] , F ∈C (3.11)
D [ 0 1 0 ] ⊗ [ 0 1 0 ] , D ∈C (3.12)
A [ 1 0 0 ] ⊗ [ 1 0 0 ] , A ∈C (3.13)
C [ 1 0 t ] ⊗ [ 1
t
+ 1
x
0 1 ] , C, t ∈C, t ≠ 0 (3.14)
where x ∶= √(1 + a) (1 − a). The partially conjugated vectors (3.10)-(3.14)
do not span the range of ̺a, as they cannot be linearly combined to yield[ 0 0 1 ] ⊗ [ 0 1 0 ], which is an element of R (̺a). In this way, the au-
thor of [?] arrived at a contradiction with the range criterion for the state ̺T2a .
Hence ̺T2a was proved to be entangled, so that ̺a is entangled as well. A similar
method was later used in the paper [?], which contains first examples of 3 × 3
PPT entangled states of types (5,5) and (6,6). Here (m,n) means that a PPT
state ρ has rank m, while the rank of ρT2 equals n. The reduction criterion
was also employed, in a very straightforward way, to prove inseparability of a
family of PPT chessboard states, introduced in [?]. They are states of the form
1
N ∑4i=1 ∣Vi⟩ ⟨Vi∣, where
V1 = [ m 0 s 0 n 0 0 0 0 ] , (3.15)
V2 = [ 0 a 0 b 0 c 0 0 0 ] , (3.16)
V3 = [ n∗ 0 0 0 −m∗ 0 t 0 0 ] , (3.17)
V4 = [ 0 b∗ 0 −a∗ 0 0 0 d 0 ] . (3.18)
According to the main result of the thesis, Theorem 9.27, the chessboard states
are of the type (4,4) and they are locally equivalent to states arising from the
Unextendible Product Basis construction to be discussed below.
Shortly after the first example of a bound entangled state in the physics
literature, C. H. Bennett and coworkers [?] proposed a fully algorithmic way to
construct more such examples. The method relies on the notion of an Unex-
tendible Product Basis, which is formally defined in the following way.
Definition 3.3. An Unextendible Product Basis, UBP for short, is a set of
mutually orthogonal product vectors {φi1 ⊗ . . . ⊗ φin}ki=1 in a multipartite Hilbert
space K1⊗. . .⊗Kn such that the orthogonal complement (span{φi1 ⊗ . . .⊗ φin}ki=1)
does not contain a product vector.
Given a UPB in a bipartite space, it is straightforward to give an example
of a PPT entangled state.
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Proposition 3.4. Let {φi1 ⊗ φi2}ki=1 be an Unextendible Product Basis in K⊗H.
The projection
πUPB = 1 −
k
∑
i=1
∣φi1 ⊗ φi2⟩ ⟨φi1 ⊗ φi2∣ (3.19)
defines a PPT bound entangled state ρUPB = πUPB/N , where N is a suitable
normalization factor.
The proposition follows because the subspace on which ρUPB projects, con-
tains no product vector. Hence, using the range criterion, the state proportional
to (3.19) is entangled. The fact that it also has a positive partial transpose can
be checked by a simple calculation. Indeed,
πT2
UPB
= 1 −
k
∑
i=1
∣φi1 ⊗ (φi2)∗⟩ ⟨φi1 ⊗ (φi2)∗∣ , (3.20)
where ∗ denotes componentwise conjugation, is another projection, hence posi-
tive definite. Generalizations to a multipartite setting are immediate.
In the main part of the thesis, we prove Theorem 9.27, which says that all
PPT bound entangled states of rank 4 in 3 × 3 systems are locally equivalent
to states of the form (3.19). This means that any such state is proportional to(A⊗B)πUPB (A⊗B)∗ for some UPB and some SL (3,C) transformations A
and B. In this way we obtain a full characterization of simplest PPT entangled
states, as all PPT states of ranks ⩽ 3 are separable [?].
As far as the above examples are considered, the reduction criterion seems
to be the only way to prove that a given PPT state is entangled. But in reality,
it is not the only one known in literature. Another distinguished approach to
the problem is by using so-called indecomposable positive maps. By the positive
maps criterion, the existence of a positive map Λ such that (id⊗Λ)ρ /⩾ 0 implies
inseparability of a state ρ. It is precisely in this way that the earliest examples of
PPT entangled states [?,?] were obtained by mathematicians1. The exemplary
PPT entangled state given in [?] is of the form
x =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2µ 0 0 0 2µ 0 0 0 2µ
0 4µ2 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
2µ 0 0 0 2µ 0 0 0 2µ
0 0 0 0 0 4µ2 0 0 0
0 0 0 0 0 0 4µ2 0 0
0 0 0 0 0 0 0 1 0
2µ 0 0 0 2µ 0 0 0 2µ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.21)
1Note however that the name “bound entanglement” was not used until [?]
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which can be more concisely written as x = 2µ ∣Φ+⟩ ⟨Φ+∣ + 4µ2σ+ + σ−, where
σ+ = 1
3
(∣01⟩ ⟨01∣ + ∣12⟩ ⟨12∣ + ∣20⟩ ⟨20∣) (3.22)
σ− = 1
3
(∣10⟩ ⟨10∣+ ∣21⟩ ⟨21∣ + ∣02⟩ ⟨02∣) (3.23)
and ∣Φ+⟩ stands for the maximally entangled vector, ∣Φ+⟩ = (∑2i=0 ∣ii⟩) /√3.
A slightly modified family of states σα = 27 ∣Φ+⟩ ⟨Φ+∣+ α7 σ+ + 5−α7 σ− was later
used to demonstrate the phenomenon of bound entanglement activation [?],
which we briefly described in Section 3.1. The authors of [?] also used a related
family ρfree = F ∣Φ+⟩ ⟨Φ+∣ + (1 −F )σ+ as their input free entangled states.
Another notable example of a class of PPT entangled states revealed by in-
decomposable positive maps was given in [?]. We should also mention a series
of papers by K.-C. Ha and co-workers [?, ?, ?], where the authors develop a
possible general approach to constructing PPT entangled states from faces of
the cone of all decomposable positive maps. In particular, they consider a fam-
ily of generalized Choi maps, introduced in [?] and use them to construct the
corresponding bound states. For the definition of decomposability and related
notions, check e.g. [?].
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Part II
A brief introduction to
algebraic geometry
38
Chapter 4
Varieties, Ideals and
Groebner bases
4.1 Preliminaries
Just as we mentioned in previous parts of the thesis, problems encountered
in the theory of quantum channels, measurement and entanglement are often
of purely algebraic nature. More precisely, they pertain to the existence of
solutions of certain algebraic equations or, for example, to positivity of a number
of polynomials. In order to answer such questions in an effective way, one can
uses techniques such as Groebner bases or resultans, which we briefly discuss in
the following. By their effectiveness we mean the fact that a decisive answer to a
question is obtained in a finite, though sometimes rather high, number of steps.
We also include a proof of Bezout’s theorem, which we later use to prove the
main result of the thesis, concerning PPT bound entangled states of minimal
rank.
Before we introduce the ideas of Groebner bases, let us begin with an intro-
duction to basic notions of algebraic geometry. A more comprehensive treatment
of the subject can be found in a book like [?], which we recommend to everyone
new to the subject. By K [x1, x2, . . . , xn] we shall denote the set of n-variate
polynomials in the variables x1, . . . , xn and coefficients in K. The two main
cases considered in this thesis are K = C and K =R. With this notation, let us
define the basic object of algebraic geometry.
Definition 4.1. By an affine variety we mean a subset of Kn defined by a
set of equations
f1 (x1, . . . , xn) = 0, . . . , fd (x1, . . . , xn) = 0 (4.1)
We shall denote it by V(f1, . . . , fd)
We can give a simple, although not an entirely trivial example of an affine
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Figure 4.1: A twisted cubic curve in R3.
variety in Rn (or Cn), which reappears, in somewhat generalized form of a
rational normal curve, in one of the papers related to the thesis [?].
Example 4.2 (Twisted cubic). The affine variety defined by the set of equations
y − x2 = 0, z − x3 = 0 (4.2)
is called the twisted cubic curve.
As we will explain, a concept intimately related to affine varieties is that of
ideals. An ideal can be regarded as a generalization of a linear subspace, where
the arbitrary scalar factors in linear combinations are replaced by arbitrary
polynomials. More formally, we have the following definition.
Definition 4.3 (Ideal). A subset I ⊂K [x1, . . . , xn]
(i) 0 ∈ I
(ii) f, g ∈ I ⇒ f + g ∈ I
(iii) f ∈ I ∧ h ∈K [x1, . . . , xn]⇒ hf ∈ I
is called an ideal in K [x1, . . . , xn].
It turns out (cf. Theorem 4.18) that all ideals I ⊂K [x1, . . . , xn] are finitely
generated, which means that there always exists a finite set f1, . . . , fd ∈K [x1, . . . , xn]
such that all elements of I can be written in the form ∑di=1 hifi with hi ∈
K [x1, . . . , xn] and no element of K [x1, . . . , xn] ∖ I is of that form. Let us
make it more formal.
Definition 4.4. For a subset A ⊂ K [x1, . . . , xn], we denote by ⟨A⟩ the ideal
generated by A, which is by definition the minimal ideal including A. If A ={f1, . . . , fd}, we write ⟨A⟩ = ⟨f1, . . . , fd⟩ and say that the ideal ⟨f1, . . . , fd⟩ is
finitely generated. Equivalently, ⟨f1, . . . , fd⟩ consists of all elements of the form
∑di=1 hifi, where hi ∈K [x1, . . . , xd] for all i.
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Proof. Only the last statement needs a proof. First of all, let us denote by⟨f1, . . . , fd⟩′ the set of all elements of the form ∑di=1 hifi. Clearly, by the defi-
nition of an ideal, we have ⟨f1, . . . , fd⟩′ ⊂ ⟨f1, . . . , fd⟩. Let us also observe that⟨f1, . . . , fd⟩′ is an ideal. Since ⟨f1, . . . , fd⟩ is by definition the smallest ideal con-
taining f1, . . . , fd, we must have ⟨f1, . . . , fd⟩′ ⊃ ⟨f1, . . . , fd⟩, which gives us the
equality ⟨f1, . . . , fd⟩′ = ⟨f1, . . . , fd⟩.
A fixed ideal I may have various sets of generators. One of the crucial ob-
servations of algebraic geometry is that the variety defined by a set of equations
f1 (x1, . . . , xn) = 0, . . . , fd (x1, . . . , xd) = 0 depends only on the ideal ⟨f1, . . . , fd⟩
and not on the particular set of generators.
Proposition 4.5. Let ⟨f1, . . . , fd⟩ = ⟨g1, . . . , gl⟩. In such case V(f1, . . . , fd) =
V(g1, . . . , gl)
Proof. From the last part of Definition 4.4 we know that gi = ∑dj=1 hijfj for
some polynomials hij . Thus (x1, . . . , xn) ∈ V(f1, . . . , fd) implies (x1, . . . , xn) ∈
V(g1, . . . , gl). Consequently, V(f1, . . . , fd) ⊂ V(g1, . . . , gl). The inverse inclu-
sion can be obtained in a similar way.
Apart from ⟨f1, . . . , fd⟩, there exists another ideal intimately related to
V(f1, . . . , fd), namely the ideal of polynomials that vanish on V(f1, . . . , fd).
Definition 4.6. Let V = V(f1, . . . , fd) be an affine variety in Kn. The ideal
of V is by definition
I (V ) = {f ∈K [x1, . . . , xd] ∣f (x1, . . . , xn) = 0 ∀(x1,...,xn)∈V } (4.3)
The above definition is easily generalized to arbitrary subsets in place of V .
Definition 4.7. Let S be a subset of Kn. The ideal of S is by definition
I (S) = {f ∈K [x1, . . . , xd] ∣f (x1, . . . , xn) = 0 ∀(x1,...,xn)∈S} (4.4)
We leave it as an exercise for the reader to prove that I (S) is an ideal.
Moreover, the maps V ∶ I ↦ V (I) and V ∶ S ↦ I (S) are inclusion reversing.
We also have the following
Proposition 4.8. For any affine variety V ⊂K [x1, . . . , xn], we have
V (I (V )) = V (4.5)
Proof. We know that V = V (⟨f1, . . . , fd⟩) and ⟨f1, . . . , fd⟩ ⊂ I (V ) because all
the polynomials fi vanish on V . Consequently,V (⟨f1, . . . , fd⟩) ⊃V (I (V )) since
I ↦V (I) is inclusion-reversing. On the other hand, the inclusion V ⊂V (I (V ))
follows directly from the fact that every f ∈ I (V ) vanishes on V .
We can also characterize V (I (S)) for arbitrary subsets S of Kn.
Proposition 4.9. For S ⊂ Kn, the affine variety V (I (S)) is the smallest
variety that contains S.
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Proof. LetW be an affine variety such that S ⊂W . Since I is inclusion-reversing,
we have I (S) ⊃ I (W ). Moreover, V (I (S)) ⊂V (I (W )) because I is inclusion-
reversing. Finally, V (I (W )) = W , by Proposition 4.8 and the fact that W is
an affine variety. Thus V (I (S)) ⊂ W for any affine variety W that contains
S.
A natural question to ask is whether I (V(f1, . . . , fd)) = ⟨f1, . . . , fd⟩. The
answer in general is no, however, under algebraically closed fields like C, there
is a precise criterion, called Nullstellensatz, which allows to check whether the
equality occurs. It can be found in Theorem 4.35 of Section 4.3.
A number of other questions come very naturally with the notions of an ideal
and an affine variety. Let us give a list of three of them, which will be answered
to in the following.
1) Does every ideal in K [x1, . . . , xn] have a finite set of generators? In other
words, can we always write I = ⟨f1, . . . , fd⟩ for some polynomials f1, . . . , fd?
2) How can we check whether a given polynomial f ∈K [x1, . . . , xn] belongs to
an ideal I?
3) How can we solve a system of polynomial equations f1 (x1, . . . , xn) = 0, . . . ,
fd (x1, . . . , xn) = 0, i.e. find a parametric description of (a part of) the affine
variety defined by the equations. Under which conditions solutions do exist
at all?
In order to better understand the above questions, it is useful to give a short
summary of how they are answered in the univariate case, K [x]. First of all,
let us mention that the leading term of f =∑di=1 αixi ∈K [x] (αi ∈K∖{0}) is by
definition equal to αdxd, the leading coefficient is αd and the leading monomial
is xd. Let us denote them by LT (f), LC (f) and LM (f), respectively. Let us
also denote the degree of F by deg f . Given two univariate polynomials f , g,
there is a unique way of writing f as
f = qg + r (4.6)
where q, r ∈ K [x] and either r = 0 or deg r < deg g. The classical division
algorithm in K [x] that produces q and r given f and g consists in the steps
given in Figure 4.2
q=0
r=f
while r<>0 and LT(g) divides LT(r) do
q=r+LT(r)/LT(g)
r=r-(LT(r)/LT(g))g
Figure 4.2: Polynomial division algorithm in K [x]
We can now answer question one in the case of univariate polynomials.
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Proposition 4.10. Every ideal in K [x] is generated by a single polynomial f ,
which is the polynomial of lowest degree in I.
Proof. Clearly, there must exist a polynomial of lowest degree in I. Let us
denote it by g. We shall prove that I = ⟨g⟩. Clearly, ⟨g⟩ ⊂ I. If there existed a
polynomial f ∈ K [x] ∖ ⟨f⟩, we could divide f by g and produce a polynomial
r as in formula (4.6). Since f /∈ ⟨g⟩, r ≠ 0. It would satisfy deg r < deg g and
r = f − qg ∈ I, which is a contradiction, because we assumed that g is the
polynomial of minimal degree in I.
Question two also has an immediate answer in the univariate case. Since
every ideal in K [x] is of the form ⟨g⟩ for some g ∈K [x], it is sufficient to divide
an arbitrary polynomial f by g to check whether f belongs to the ideal or not.
If r = 0, it belongs to the ideal, and if r ≠ 0, it does not. As it is well known from
basic algebra courses, solutions to univariate polynomial equations of the form
f (x) = 0 always exist in case of K = C and other algebraically closed fields, but
may fail to exist when the base field is not algebraically closed. Explicit general
solutions in C are only known for f of degree up to 4 as a consequence of the
Abel-Ruffini theorem, cf. e.g. [?]. Note that the question, whether solutions
exist or not, starts to be non-trivial if we pass to multiple polynomial equations
or a multivariate setting, even if the base field is algebraically closed (e.g. when
it equals C). In such case, the techniques of Groebner bases and resultants are
of much help. We shall discuss both in subsequent sections of the thesis.
4.2 Monomial orders and Groebner bases
Let us now pass from one-variable polynomials, discussed at the end of the
previous subsection, to the multivariate setting. We shall avoid excess notation
by using the symbol xα with multi-indices (α1, . . . , αn) in place of xα11 ⋅ . . . ⋅xαnn .
In order to introduce an analogue of the division algorithm in K [x], we need to
specify what is a leading term of a multivariate polynomial. Unlike for univariate
polynomials, the notions of the leading term, leading coefficient or monomial
are not uniquely defined. There are many possible choices and one needs to
specify an ordering of monomial terms in order to do multivariate polynomial
division in a sensible way. The orderings also have to respect the multiplicative
and additive structure of K [x1, . . . , xn], so they fulfill a number of constraints.
In such case we call them monomial orderings.
Definition 4.11 (Monomial ordering). Amonomial ordering inK [x1, . . . , xn]
is any relation > on the set of monomials in K [x1, . . . , xn] which fulfills
(i) the ordering > is linear, which means that for any monomials xα and xβ,
α ≠ β, either xα < xβ or xα > xβ.
(ii) If xα > xβ then xα+γ = xαxγ > xβxγ = xβ+γ for any multi-index γ.
(iii) The relation > is w well-ordering, which means that for any set of mono-
mials {xα}α∈A, there exists a smallest element under the ordering >.
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In the following, we introduce three most common examples of monomial
orderings.
Example 4.12 (Lexicographic order). Let xα and xβ be monomials inK [x1, . . . , xn].
We have xα >lex xβ if and only if α − β has the left-most nonzero entry
positive.
Example 4.13 (Graded lexicographic order). Let xα and xβ be monomials in
K [x1, . . . , xn]. We have xα >grlex xβ if and only if
∣α∣ = n∑
i=1
αi >
n
∑
j=1
βj = ∣β∣ or ∣α∣ = ∣β∣ and xα >lex xβ , (4.7)
where ∣α∣ denotes the total degree of xα. In other words xα >grlex xβ if and only
if xα has a higher total degree than xβ or has the same total degree
and xα >lex xβ.
Example 4.14 (Graded Reverse Lexicographic Order). Let xα and xβ be mono-
mials in K [x1, . . . , xn]. We have xα >grevlex xβ if and only if
∣α∣ = n∑
i=1
αi >
n
∑
j=1
βj = ∣β∣ or ∣α∣ = ∣β∣ , (4.8)
and in α − β the right-most nonzero entry is negative.
We can now introduce an analogue of the univariate division algorithm in
Figure 4.2. Let f and g1, . . . , gd ∈K [x1, . . . , xn] be arbitrary and fix a monomial
ordering in K [x1, . . . , xn]. There exist qi ∈ K [x1, . . . , xn], i = 1,2, . . . , d and
r ∈K [x1, . . . , xn] such that
f =
d
∑
i=1
qigi + r (4.9)
and no monomial of r is divisible by any of the leading monomials LM (gi).
Moreover, LM (qigi) ⩽ LM (f) ∀i. Obviously, r and qi in the above formula are
analogues of r and q in equation (4.6), while the condition on monomial terms
of r corresponds to deg r < deg g in the univariate setting. An algorithm which
gives a decomposition of the form (4.9) is shown in Figure 4.2.
In short, the algorithm tries to divide the leading term of f by the
leading terms of gi, i = 1, . . . , d. If this is not possible, the leading term is
added to the division remainder and the whole procedure repeated from the
beginning. Note that the ordering of the polynomials g1, . . . , gd has an influence
on the result of division. In particular, the remainder r may depend on how the
polynomials g1, . . . , gd are ordered and thus is not uniquely defined. The last
feature can be seen in the following example
Example 4.15. Let g1 = xy + 1, g2 = y2 − 1, f = xy2 − x and the take the >lex
order in K [x, y]. The multivariate division algorithm gives us
xy2 − x = y ⋅ (xy + 1)+ 0 ⋅ (y2 − 1) + (−x − y) . (4.10)
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for i=1 to d do q_i=0
r=0
p=f
while p<>0 do {
divisionocurred=0
for j=2 to d do
if LT(g_i) divides LT(p) do {
divisionocurred=1
q_i=g_i+LT(p)/LT(q_i)
p=p-LT(p)/LT(q_i)
}
if not divisionocurred=1 do {
r=r+LT(p)
p=p-LT(p)
}
}
Figure 4.3: A division algorithm in K [x1, . . . , xn]
However, with the choice g2 = xy + 1, g1 = y2 − 1, f = xy2 − x, we get
xy2 − x = x ⋅ (y2 − 1) + 0 ⋅ (xy + 1) + 0 (4.11)
instead.
We see from (4.10) and (4.11) that the condition f ∈ ⟨g1, . . . , gd⟩ is not
equivalent to r = 0. We shall see that with a proper choice of the ideal basis, a
Groebner basis, both conditions can be made equivalent and the remainder
r ceases to be ordering dependent, though it still depends on the particular
monomial order we choose in K [x1, . . . , xn].
First, we need to introduce the notion of monomial ideals and investigate
their basic properties. Amonomial ideal is simply the ideal generated by a set
of monomials in K [x1, . . . , xn]. More formally, we have the following definition
Definition 4.16 (Monomial ideal). Let A be a subset of Zn consisting of com-
ponentwise nonnegative elements. A monomial ideal corresponding to A is the
smallest ideal in K [x1, . . . , xd] containing {xα}α∈A.
We shall denote by ⟨xα⟩a∈A the monomial ideal generated by {xα}α∈A. It
turns out that all monomial ideals admit a finite set of generators. This is the
contents of the following Dickson’s lemma.
Lemma 4.17 (Dickson’s). Let I = ⟨xα⟩α∈A be a monomial ideal. There exists
a finite set α1, . . . , αd ∈ A such that I = ⟨xα1 , . . . , xαd⟩
Proof. Can be found in algebraic geometry textbooks like [?].
45
With the Dickson’s lemma at hand, one can prove a key theorem about
ideals in K [x1, . . . , xn].
Theorem 4.18 (Hilbert basis theorem). Every ideal I ⊂ K [x1, . . . , xn] is
finitely generated. Thus, there exist g1, . . . , gd ∈ I such that I = ⟨g1, . . . , gd⟩. In
particular, every g1, . . . , gd with the property ⟨LT (f)⟩f∈I = ⟨LT (g1) , . . . ,LT (gd)⟩
form an admissible set of generators of I.
Proof. Consider the monomial ideal J = ⟨LT (f)⟩f∈I . According to Dickson’s
lemma, there exist a finite set of generators of J , which are necessarily of the
form LT (g1) , . . .LT (gd). We shall prove that g1, . . . , gd generate I. If that was
not the case, there would exist f ∈ K [x1, . . . , xn] ∖ ⟨g1, . . . gd⟩. Let us divide
f by g1, . . . , gd using the algorithm given in Figure 4.2. It necessarily gives
us f = ∑i qigi + r with r ≠ 0 by our assumption that f is not in ⟨g1, . . . gd⟩.
However, r = f −∑i qigi is an element of f and thus LT (f) an element of J . It
must therefore be divisible by one of the generators of J . That is, it must be
divisible by one of the LT (gi), which is a contradiction because of the properties
of the remainder r on division by g1, . . . , gd.
We can also prove the following useful result
Corollary 4.19 (Ascending chain condition). Let I1 ⊂ I2 ⊂ I3 ⊂ . . . be a sequence
of ideals in K [x1, . . . , xn]. The sequence stabilizes for some finite i, i.e. Ii = Ii+n
for all n ⩾ 0.
Proof. It is easy to check that the set I ∶= ⋃+∞j=1 Ij is an ideal in K [x1, . . . , xn].
According to the above theorem, there exists a finite basis g1, . . . , gd of I. Ac-
cording to the definition of I, we must have gj ∈ Iij for some ij ⩾ 1. Let us
choose i = max{i1, . . . , id}. Since I = ⟨g1, . . . , gd⟩ and gj ∈ Ii for all i = 1, . . . , d,
we clearly see that I = ⋃ij=1 Ij . Thus, Ik = Ii for all k ⩾ i.
In the spirit of Theorem 4.18, a Groebner basis is defined as a finite
subset g1, . . . , gd of an ideal I with the property that ⟨LT (g1) , . . . ,LT (gd)⟩ =⟨LT (f)⟩f∈I .
Definition 4.20 (Groebner basis). Let I ⊂K [x1, . . . , xn] be an ideal. A Groeb-
ner basis of I is a finite subset g1, . . . , gd ∈ I such that ⟨LT (g1) , . . . ,LT (gd)⟩ =⟨LT (f)⟩f∈I . In other words, a Groebner basis is a finite set of polynomials in I
with the property that their leading terms generate the ideal of leading terms of
polynomials in I.
Let us list a few properties of Groebner bases.
1) A Groebner basis of an ideal I generates I. In other words, it is a basis of
the ideal in the usual sense,
2) There exists a Groebner basis an an arbitrary ideal I ⊂K [x1, . . . , xn],
3) The remainder of f ∈K [x1, . . . , xn] on division by a Groebner basis g1, . . . , gd ∈
I is uniquely defined.
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Points one and two follow directly from the proof of Theorem 4.18. We shall
give a more formal version of point three in the following proposition [?].
Proposition 4.21. Let G = {g1, . . . , gd} be a Groebner basis for an ideal I ⊂
K [x1, . . . , xn] and let f ∈K [x1, . . . , xn]. Then there is a unique r ∈K [x1, . . . , xn]
with the following two properties
(i) No term of r is divisible by any of LT (g1) , . . . ,LT (gd),
(ii) There is g ∈ I such that f = g + r.
In particular, the polynomial r is the remainder on division of f by G, no matter
how the elements of G are listed when using the division algorithm.
Proof. An r with the properties (i) and (ii) can be obtained using the division
algorithm shown in Figure 4.2. Let us prove the uniqueness of r. Assume, on
the contrary, that for some f ∈ I, f = g + r = g′ + r′ where r′ ≠ r and both (g, r)
and (g′, r′) satisfy (i) and (ii). Thus r − r′ = g′ − g is an element of I with
LT (r − r′) ≠ 0. By the definition of a Groebner basis and r − r′ ∈ I, the leading
term must be divisible by some LT (gi), i = 1, . . . , d, which is a contradiction,
because by (i), the monomials of r and r′ are not divisible by any LT (gi).
Note that by now, we already have an answer to the ideal membership
question (number two) raised on page 42. Provided a Groebner basis G, we
simply divide f by G using the division algorithm of Figure 4.2 and check
whether r = 0 or not. Let us state this as a proposition.
Proposition 4.22. Let G be a Groebner basis of an ideal I ⊂K [x1, . . . , xn]. A
polynomial f ∈ K [x1, . . . , xn] belongs to I if and only if the remainder of f on
division by G equals 0.
Proof. If the remainder is zero, we clearly have f = ∑i qigi ∈ I. On the other
hand, assume that f is an element of I and r ≠ 0. In such case, LT (r) ≠ 0 and
LT (r) ≠ ⟨LT (g1) , . . . ,LT (gd)⟩
We will see shortly that a Groebner basis of an ideal can be found by Buch-
berger’s algorithm [?] in a finite number of steps. Thus the ideal membership
problem can also be solved in a finite number of steps by calculating the remain-
der of f on division by a Groebner basis. For future convenience, let us denote
such remainder by fG.
In the light of the above developments, it is important to know which bases
of an ideal are Groebner bases, and how to find a Groebner basis of a given
ideal, possibly of a nice form and unique in some sense. Fortunately, there exist
simple answers to all these questions and we shall explain them in the following.
First, we introduce the notion of so-called S-polynomial [?].
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l=d; m=d
for i=1 to l do g_i=f_i
repeat {
l=m
for i=1 to l do
for j=1 to l do {
if (r=Remainder(Spolynomial(g_i,g_j),{g_1,...,g_l}))<>0
do {
Append({g_1,g_2,...,g_l},r)
m=l+1
}
}
} until l=m
Figure 4.4: A rudimentary algorithm for calculation of a Groebner basis of an
ideal ⟨f1, . . . , fd⟩, given here according to [?].
Definition 4.23 (S-polynomial). Given two polynomials f, g ∈ K [x1, . . . , xn]
and some monomial order >, take xα = LM (f) and xβ = LM (g). The S-
polynomial of f and g is defined to be
S (f, g) ∶= xγ
LT (f)f − xγLT (g)g, (4.12)
where γ is a multi-index (γ1, . . . , γn) defined such that γi = max (αi, βi) for
α = (α1, . . . , αn) and β = (β1, . . . , βn)
The S-polynomial is defined such that a cancellation of leading terms of f
and g occurs, and some new leading terms can possibly be produced.
Let us now state without a proof a key result of Groebner basis theory, called
Buchberger’s S-pair criterion [?].
Theorem 4.24 (S-pair criterion). A basis F = (f1, . . . , fd) of an ideal I ⊂
K [x1, . . . , xn] is a Groebner basis of I if and only if
S (fi, fj)F = 0∀i,j∈{1,...,d} (4.13)
The above criterion suggests an algorithm how to find a Groebner basis of
an ideal I, given a set of generators f1, . . . , fd. If we calculate all the possible
remainders S (fi, fj)(f1,f2,...) and some of them turn out to be nonzero, we add
them to (f1, f2, . . .) and repeat the whole procedure for the extended set of
generators. At some point, this extension procedure should terminate, and the
S-pair criterion tells us that we have obtained a Groebner basis of the ideal I.
A more precise description of the algorithm is shown in Figure 4.4. We also
state its correctness as a separate theorem.
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Theorem 4.25 (Buchberger’s algorithm). The algorithm given in Figure 4.4
returns a Groebner basis ⟨g1, . . . , gr⟩ of the ideal I = ⟨f1, . . . , fd⟩ in a finite
number of steps
Proof. The additional elements gi, i > d, produced by the algorithm, belong to
I. This follows inductively because at each step the S-polynomials S (gi, gj)
and their remainders S (gi, gj)(g1,g2,...) belong to the same ideal as (g1, g2, . . .)
do. Moreover, the algorithm terminates if and only if at some point all the
remainders S (gi, gj)(g1,g2,...) vanish, which is equivalent to say, by Theorem
4.24, that the set (g1, g2, . . .) is a Groebner basis of the ideal I. Thus, we only
need to show that the algorithm terminates. This will be done with help of the
ascending chain condition, Corollary 4.19.
Let us try to assume that a sequence g1, g2, . . . , gd, gd+1, . . . produced by the
algorithm does not terminate. We have a corresponding sequence of ideals
⟨LT (g1) ,LT (g2) , . . . ,LT (gd)⟩ , (4.14)⟨LT (g1) ,LT (g2) , . . . ,LT (gd) ,LT (gd+1)⟩ , (4.15)
. . .⟨LT (g1) ,LT (g2) , . . . ,LT (gd) ,LT (gd+1) ,LT (gd+2)⟩ , (4.16)
. . .
which must stabilize according to Corollary 4.19. However, the algorithm in
Figure 4.4 works is such a way that whenever an element gl+1 is added to a
sequence g1, g2, . . . , gd, gd+1, . . . , gl, its leading term LT (gl+1) is not divisible by
any of the leading terms LT (g1) ,LT (g2) , . . . ,LT (gd) ,LT (gd+1) , . . . ,LT (gl).
Thus
⟨LT (g1) ,LT (g2) , . . . ,LT (gd) ,LT (gd+1) , . . . ,LT (gl)⟩ ≠
≠ ⟨LT (g1) ,LT (g2) , . . . ,LT (gd) ,LT (gd+1) , . . . ,LT (gl) ,LT (gl+1)⟩ (4.17)
for all l ⩾ d. This shows that (4.14)-(4.16) forms a strictly increasing sequence
of ideals in K [x1, . . . , xn], which is impossible according to the ascending chain
condition. The only possible solution is that the algorithm always terminates, so
that it never produces an infinite sequence of polynomials g1, g2, . . . , gd, gd+1, . . .
The Groebner bases obtained by the algorithm in Figure 4.4 are not optimal
in many respects. First of all, different bases can be obtained, depending on
the choice of the order of the inputs f1, . . . , fd. Moreover, it may happen that a
polynomial g in the output sequence G = {g1, . . . , gl} has a leading term LT (g)
which divisible by some of the leading terms of the polynomials in G ∖ {g}.
In such case G ∖ {g} is another Groebner basis of the ideal ⟨f1, . . . , fd⟩ with
a smaller number of elements. A Groebner basis where no such reduction is
possible and all the leading coefficients are equal to unity, is called a minimal
Groebner basis.
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Definition 4.26 (Minimal Groebner basis). A Groebner basis G = {g1, . . . , gl}
of an ideal in K [x1, . . . , xn] with LC (gi) = 1∀i is called minimal if and only
if for any element g ∈ G, the leading term LT (g) is not divisible by any of the
leading terms of the polynomials in G ∖ {g}.
Clearly, a minimal Groebner basis of an ideal I can be obtained from an
arbitrary Groebner basis G of I by first normalizing the leading terms and then
removing all the elements which have their leading term divisible by the leading
term of some other polynomial in G. It can be proved [?] that the minimal
Groebner bases of an ideal I have identical sets of leading coefficients, however
there usually exist multiple minimal Groebner bases of a given ideal I. This
ambiguity can be entirely removed if we impose one further condition on the
Groebner basis we are looking for.
Definition 4.27 (Reduced Groebner basis). A minimal Groebner basis G of
an ideal I is called reduced if and only if for all g ∈ G, no monomial of g is
divisible by any of the leading terms of polynomials in G ∖ {g}.
With this definition, we have
Proposition 4.28. There exists a unique reduced Groebner basis of any
ideal I ⊂K [x1, . . . , xn]. Moreover, given a minimal Groebner basis G′ of I, the
reduced Groebner basis G can be found by the following procedure
for all g in G’ do
g=Remainder(g,G\{g})
Proof. Can be found in [?].
Let us mention that Proposition 4.28 provides one with an algorithmic way
to solve the ideal equality problem. Given two ideals I = ⟨f1, . . . , fd⟩ and
J = ⟨e1, . . . , ec⟩, one has the equality I = J if and only if the corresponding
reduced Groebner bases, which can be computed in a finite number of steps, are
equal.
We see that Groebner bases allow us to answer a number of questions, in-
cluding the ideal membership and ideal equality problems. Moreover, it turns
out that they can be used to find solutions to sets of polynomial equations,
which is very interesting from a practical perspective and it will turn out to be
crucial in some parts of the thesis. A simplest way to see how Groebner bases
can be used for this new task is to look into a concrete example. Consider the
following set of polynomial equations:
xy2 − z = 0, (4.18)
xz + y2 = 0, (4.19)
xy − 1 = 0. (4.20)
A Groebner basis calculation using the lexicographic order with x > y > z for
the ideal ⟨xy2 − z, xz + y2, xy − 1⟩ provides us with {1 + z2, y − z, x + z}. Since
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these polynomials generate the same ideal as the polynomials in (4.18)-(4.20),
we have an equivalent set of equations:
z2 + 1 = 0, y − z = 0, x + z = 0. (4.21)
The equations (4.18)-(4.20) do not look much more complicated than those in
(4.21), but at a first glance, it is not clear how to solve them. On the other hand,
the first equation in (4.21) involves only the variable z and it clearly has only
two solutions, z = ±i. The solutions hence obtained can later be substituted
for z in the latter two equations in (4.21). In this way, one can determine
the corresponding values of x and y and find all solutions to the initial set of
polynomial equations. Our aim in the following will be to explain that a similar
phenomenon occurs in general when the lexicographical ordering of monomials
is used for the calculation of Groebner bases.
4.3 Elimination ideals
For a given ideal I = ⟨f1, . . . , fd⟩, we define the k-th elimination ideal Ik as the
intersection I∩K [xk+1, . . . , xn]. In other words, we pick up all polynomials in I
that involve only the variables xk+1, . . . , xn, or equivalently, they do not involve
x1, . . . , xk. In the simple example discussed above, we clearly had z2 + 1 ∈ I2.
The following theorem tells us that Groebner bases calculated with respect to
a lexicographical order provide us with much information about elimination
ideals.
Theorem 4.29. Let I ⊂K [x1, . . . , xn] be an ideal with a Groebner basis G with
respect to the lexicographical order where x1 > x2 > . . . > xn. Then, for every
k = 1,2, . . . , n the set
Gk = G ∩K [x1, . . . , xn] (4.22)
is a Groebner basis of the k-th elimination ideal Ik.
Proof. By construction of Gk and Ik, we have the inclusion Gk ⊂ Ik. It suffices
to show that the monomial ideal ⟨LT (f)⟩f∈Ik of leading terms of Ik is generated
by ⟨LT (g)⟩g∈Gk . For every f ∈ Ik, the leading term LT (f) is a polynomial in
the variables xk+1, . . . , xn only. Since G is a Groebner basis of I, there must
exist a g in G such that LT (g) divides LT (f), and the leading term LT (g) must
necessarily be a monomial in xk+1, . . . , xn. Because we are using lexicographical
order with x1 > x2 > . . . > xn, all the other monomials of g do not involve the
variables x1, . . . , xk. Hence g is a polynomial in xk+1, . . . , xn, g ∈ Gk.
The importance of elimination ideals was obvious in the simple example we
discussed above, where I2 = ⟨z2 + 1⟩, and it generally follows from their relation
to projections of affine varieties inKn onto “axes” in the high dimensional space.
In terms of solving polynomial equations, we obtain partial solutions in a smaller
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number of variables and try to extend them to a full solution. More formally,
we define the k-th projection map πk by the formula
πk ∶Kn ∋ (x1, . . . , xn) ↦ (xk+1, . . . , xn) ∈Kn−k. (4.23)
We have the following
Proposition 4.30. Let I = ⟨f1, . . . , fd⟩ be an ideal in K [x1, . . . , xn]. Let
V (I) = V (f1, . . . , fn) be the corresponding affine variety. We have
πk (V (I)) ⊂V (Ik) , (4.24)
where V (Ik) is the affine variety corresponding to the k-th elimination ideal Ik.
Proof. We want to show that f (πk (x1, . . . , xk)) = 0 for all (x1, . . . , xk) ∈ V (I)
and f ∈ Ik. Since f ∈ I, we have f (x1, . . . , xn) = 0. But f involves only
the variables xk+1, . . . , xn, which gives us f (x1, . . . , xn) = f (xk+1, . . . , xn) =
f (πk (x1, . . . , xn)) = 0.
The above proposition, although simple, tells us something important about
V (I). A projection ofV (I) ontoKn−k is contained in the affine varietyV (Ik),
which is sometimes possible to determine explicitly, as in the case of I2 = ⟨z2 + 1⟩
discussed above. In this way, V (Ik) can be regarded as an easily computable
approximation of πk (V (f1, . . . , fd)). To make the statement more precise, we
need some extra knowledge. Let us start with the following theorem.
Theorem 4.31 (The Weak Nullstellensatz). Let K be an algebraically closed
field and let I ⊂ K [x1, . . . , xn] be an ideal satisfying V (I) = ∅. Then I =
K [x1, . . . , xn].
Proof. Can be found in algebraic geometry textbooks like [?] or [?].
Intuitively speaking, the Weak Nullstellensatz asserts that the variety V (I)
corresponding to an ideal I ⊂ K [x1, . . . , xn] is an empty set if and only if I
contains all polynomials in K [x1, . . . , xn]. Thus, a set of polynomial equations
f1 = 0, . . . , fd = 0 has no solutions in Kn if and only if the ideal generated by
f1, . . . , fn is the whole K [x1, . . . , xn].
Let us point out that the Weak Nullstellensatz allows us to answer the im-
portant question about the existence of solutions to systems of polynomial equa-
tions. We have the following
Proposition 4.32 (Consistency condition). Let f1, . . . , fd be a set of polyno-
mials in K [x1, . . . , xn] over an algebraically closed field K. The system of
equations
f1 (x1, . . . , xn) = 0, f2 (x1, . . . , xn) = 0, . . . , fd (x1, . . . , xn) = 0 (4.25)
has no solution in Kn if and only if the reduced Groebner basis of ⟨f1, . . . , fd⟩
with respect to some monomial order equals {1}. In such case we say that the
system (4.25) is inconsistent.
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Proof. If a Groebner basis of ⟨f1, . . . , fd⟩ equals {1}, then clearly the set of equa-
tions (4.25) have no solutions in K. Conversely, if V (f1, . . . , fd) is the empty
set, by the Weak Nullstellensatz we know that ⟨f1, . . . , fd⟩ =K [x1, . . . , xn]. By
Proposition 4.28, there is a unique reduced Groebner basis of ⟨f1, . . . , fd⟩. Since{1} is the reduced Groebner basis of K [x1, . . . , xn], it must be the reduced
Groebner basis of ⟨f1, . . . , fd⟩.
Note that the above proposition provides us with an algorithmic way to check
consistency of a set of polynomial equations f (x1, . . . , xn) = 0, . . . , f (x1, . . . , xn) =
0 over an algebraically closed field K. We simply calculate the reduced Groeb-
ner basis of the ideal ⟨f1, . . . , fd⟩ and check whether it equals {1} or not. If so,
the system of equations is inconsistent. Otherwise, there exists a solution in
K
n.
By a clever trick, the Weak Nullstellensatz is equivalent to the following
much celebrated result
Theorem 4.33 (Hilbert’s Nullstellensatz). Let K be an algebraically closed
field. Consider f1, . . . , fd ∈K [x1, . . . , xd]. If f is a polynomial that vanishes on
V (f1, . . . , fd), then there exists m ⩾ 1 such that
fm ∈ ⟨f1, . . . , fd⟩ (4.26)
In other words, if f ∈ I (V (f1, . . . , fd)), then the inclusion (4.26) holds for some
m ⩾ 1.
Proof. Consider the ideal
I˜ = ⟨f1, . . . , fd,1 − yf⟩ ⊂K [x1, . . . , xn, y] (4.27)
where f, f1, . . . , fd are as above. It is not difficult to check that V (I˜) = ∅. It is
so because f vanishes whenever f1 = f2 = . . . = fd = 0, and hence 1 − yf = 1 ≠ 0
in such case. By the Weak Nullstellensatz, we have 1 ∈ I˜. Therefore
1 =
d
∑
i=1
pifi + q (1 − yf) (4.28)
for some polynomials pi, q ∈K [x1, . . . , xn, y]. Now set y → 1/f (x1, . . . , xn). The
relation (4.28) implies that
1 =
d
∑
i=1
pi (x1, . . . , xn,1/f)fi. (4.29)
If we multiply both sides of (4.29) by fm, where m is chosen sufficiently large
to clear all the denominators, we get
fm =
s
∑
i=1
Aifi (4.30)
for some polynomials Ai ∈K [x1, . . . , xn]. Thus fm ∈ ⟨f1, . . . , fd⟩.
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Another way to formulate the Hilbert’s Nullstellensatz is by means of rad-
icals.
Definition 4.34. Let I ⊂K [x1, . . . , xn] be an ideal. The radical of I, denoted
by
√
I, is the set √
I = {f ∃m⩾1fm ∈ I} (4.31)
We leave it as an exercise for the reader to prove that
√
I is an ideal and√
I =
√√
I. We call an ideal J with the property J = √J a radical ideal.
Thus,
√
I is a radical ideal. We can now formulate a version of Theorem 4.33,
often simply called the Nullstellensatz.
Theorem 4.35 (The Nullstellensatz). Let K be an algebraically closed field. If
I is an ideal in K [x1, . . . , xn], then
I (V (I)) =√I (4.32)
Proof. We certainly have
√
I ⊂ I (V (I)) because f ∈ √I implies that fm ∈ I.
Therefore fm = 0 = f on V (I). Conversely, suppose that f ∈ I (V (I)). By
Hilbert’s Nullstellensatz, there exists an integer m ⩾ 1 such that fm ∈ I. This
means that f ∈√I.
With the help of Proposition 4.9 and the above results, we can now specify
what we meant by saying that V (Ik) is an approximation of the projection
πk (V (I)).
Theorem 4.36. Let I = ⟨f1, . . . , fd⟩ be an ideal in K [x1, . . . , xn] and V (I) the
corresponding affine variety. Let Ik be the k-th elimination ideal of I. Then
V (Ik) is the smallest affine variety containing πk (V (I)).
Proof. In view of Proposition 4.9, we must show that V (Ik) = V (I (πk (V ))).
By Proposition 4.30, we have πk (V ) ⊂ V (Ik). Since V (I (πk (V ))) is the
smallest variety containing πk (V ), it follows that V (I (πk (V ))) ⊂V (Ik).
On the other hand, let f be an element of I (πk (V )), thus a polynomial
in xk+1, . . . , xn that vanishes on πk (V ). When considered as an element of
K [x1, . . . , xn], f certainly vanishes on all of V = V (f1, . . . , fd). By the Null-
stellensatz, fm ∈ ⟨f1, . . . , fd⟩ for some m ⩾ 0. Since f does not involve variables
x1, . . . , xk, fm does not either. As a consequence, fm is in the k-th elimination
ideal Ik. This implies that f ∈√Ik. The inclusion is true for any f ∈ I (πk (V )),
so I (πk (V )) ⊂ √Ik. Consequently V (Ik) = V (√Ik) ⊂ V (I (πk (V ))), where
we used the fact that V ∶ I ↦V (I) is inclusion-reversing, as well as the equality
V (I) = V (√I).
The above theorem tells us that the variety V (Ik) corresponding to the
k-th elimination ideal gives us the best approximation, among all varieties in
K
n−k, of a projection of V (I) onto Kn−k. Therefore elimination ideals should
be expected to be helpful in solving systems of polynomial equations.
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Chapter 5
A little intersection theory
5.1 Dimension and degree of a variety
In the present section, we are going to introduce two basic properties of algebraic
varieties, which are their dimension and degree. Before we do so, we need
to introduce a distinction between projective and affine varieties, which has not
yet appeared in our introduction to algebraic geometry. First, however, it is
necessary to define the notion of a projective space. Note that we choose
to work with the set of complex numbers, C, and polynomials with complex
coefficients, C [x1, . . . , xn], but we could as well have chosen a different field of
scalars.
Definition 5.1 (Complex projective space). Let n be a positive integer. The
projective space Pn−1 equals the set of equivalence classes of Cn ∖{0} under the
equivalence relation
(x1, . . . , xn) ∼ (x′1, . . . , x′n)⇔ ∃z∈C∖{0} (x1, . . . , xn) = z (x′1, . . . , x′n) (5.1)
The elements of Pn−1 are often written simply as [X1, . . . ,Xn], where an el-
ement (X1, . . . ,Xn) ∈Cn of an equivalence class is conveniently identified with
the class itself, however the square brackets and capital letters indicate that
we are dealing with the projective space. The variables X1, . . . ,Xn are called
homogeneous coordinates in Pn−1. This is easy to understand if we notice
that, given a set of homogeneous polynomials h1, . . . , hk ∈ C [x1, . . . , xn], we
may naturally identify the corresponding variety V (h1, . . . , hk) with a subset of
P
n−1 and write it as {[X1, . . . ,Xn]∀ih (X1, . . . ,Xn) = 0}. We call such subsets
projective varieties for obvious reasons, and we do not specify whether they be-
long to Cn or Pn−1 as long as this is not necessary. More general varieties in Cn,
not necessarily defined by the vanishing of a set of homogeneous polynomials,
are called affine varieties, in accordance with Definition 4.1.
Definition 5.2 (Projective variety). Let h1, . . . , hk ∈ C [x1, . . . , xn] be a set of
homogeneous polynomials. The set of elements of Pn−1 corresponding to the
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points (x1, . . . , xn) with the property h1 (x1, . . . , xn) = 0, . . . , hn (x1, . . . , xn) = 0
is called a projective variety. One can write it as
{[X1, . . . ,Xn] h1 (X1, . . . ,Xn) = 0, . . . , hk (X1, . . . ,Xn) = 0} (5.2)
A shorter notation, V (h1, . . . , hk), which does not explicitly refer to the property
of being a projective variety, is also used.
One typical example of a projective variety is the Segre variety.
Example 5.3 (Segre variety). Let n, m be positive integers. The Segre variety
in P(m+1)(n+1)−1 is the image of Pn ×Pm under the mapping
S ∶ [X0, . . . ,Xn] × [Y0, . . . , Ym]↦ [X0Y0,X1Y0, . . . ,XnY0,X0Y1, . . . ,XnYm]
(5.3)
Alternatively, it is the projective variety in P(m+1)(n+1)−1, defined by the van-
ishing of the homogeneous polynomials
Zi,jZk,l −Zi,lZk,j (5.4)
where Z0,0, Z1,0, . . . , Zn,0, Z0,1, . . . , Zn,m is the set of homogeneous coordinates
in P(m+1)(n+1)−1. We denote it by Σn,m
Note that in quantum entanglement theory, Σm,n corresponds to the set of
pure separable states in Cn+1 ⊗Cm+1.
We can proceed to the definition of the dimension of an algebraic, i.e. pro-
jective or affine, variety. Definitions will be slightly different for affine and
projective varieties, and it is somewhat more convenient to start from the affine
case. Similar to the situation with the Dickson’s lemma (Lemma 4.17), it will
also be useful to discuss varieties corresponding to monomial ideals first. As we
know from Lemma 4.17, monomial ideals are finitely generated by some mono-
mials, hence for a monomial ideal I in C [x1, . . . , xn], we can always assume
that
I = ⟨xα1 , . . . , xαl⟩ , (5.5)
where we used the multi-index notation introduced in Section 4.2, with αi =(αi1, . . . , αin) for all i. It follows that V (I) = ⋂li=1V (xαi), where each V (xαi)
has a simple description as ⋃αi
j
≠0Hj , Hj = {(x1, . . . , xn) ∈ Cn xj = 0}. Thus we
have
V (I) = l⋂
i=1
⋃
αi
j
≠0
Hj (5.6)
By intersecting Hj for different j’s, we get
Hj1 ∩ . . . ∩Hjp = {(x1, . . . , xn) ∈Cn xj1 = 0, . . . , xjp = 0} =∶Hj1...jp , (5.7)
which is a linear subspace of dimension n−p. If some of the ji’s were equal, the
dimension of the subspace would have increased accordingly. From equations
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(5.6) and (5.7), it follows that V (I) for a monomial ideal I is a union of sub-
spaces of the form Hj1...jp . We identify the dimension of V (I) as the maximum
dimension of a subspace Hj1...jp included in V (I). A little thought reveals that
this number can be calculated explicitly, and it equals n− ∣J ∣, where ∣J ∣ denotes
the minimum number of elements in a subset J ⊂ {1,2, . . . , n} with the property
∀i∃j∈J αij ≠ 0. Thus, for a monomial ideal I, we have
dimV (I) = n − ∣J ∣ , (5.8)
and there is a simple way to calculate ∣J ∣ from the generators of I.
A very important insight by Hilbert was that there exists an alternative way
to obtain dimV (I), which relates to the number of monomials of total degree
lower or equal s not in I. To explain this in more detail, we need to introduce
some extra notation. First of all, we define
C (I) = {α ∈Nn xα ∉ I} , (5.9)
i.e. the set of multi-indices corresponding to the monomials not in I. We will
also be using a basis of multi-indices, ei ∶= [0, . . . ,1, . . . ,0], with 1 on the i-th
position and zeros elsewhere, and the notation
[ei1 , . . . , eir ] ∶= {a1ei1 + . . . + areir aj ∈N∀j=1,...,r} (5.10)
for so-called coordinate subspaces. Their translates by α = (α1, . . . , αn) ∈Nn will
be denoted, in a natural way, by α + [ei1 , . . . , eir ]. When using this notation,
it is assumed that αij = 0 for all j = 1, . . . , r, so that α is perpendicular to the
coordinate subspace. We have the following.
Proposition 5.4. Let I ⊂ C [x1, . . . , xn]be a monomial ideal.
i) The set {(x1, . . . , xn) ∈ Cn xj = 0∀j∉{i1,...,ir}}, which can also be denoted
as Hl1...ln−r with {l1, . . . , ln−r} = {1,2, . . . , n} ∖ {i1, . . . , ir}, is contained in
V (I) if and only if [ei1 , . . . , eir ] ⊂ C (I)
ii) The dimension V (I) is the dimension of the largest coordinate subspace in
C (I)
Proof. We first prove i). Let us assume that Hl1...ln−r with {l1, . . . , ln−r} ={1,2, . . . , n} ∖ {i1, . . . , ir} is in V (I). In particular, the point (x1, . . . , xn) with
coordinates
xi =
⎧⎪⎪⎨⎪⎪⎩1, if i ∈ {i1, . . . , ir}0, if i ∉ {i1, . . . , ir} (5.11)
belongs to V (I). Assume [ei1 , . . . , eir ] ∉ C (I). If so, there must exist a
monomial xα ∈ I such that α belongs to [ei1 , . . . , eir ]. However, all such
monomials give 1 when evaluated on (x1, . . . , xn) from equation (5.11), which
leads to a contradiction with (x1, . . . , xn) ∈ V (I). Thus we have proved the
⇒ implication in i). Conversely, if [ei1 , . . . , eir ] ∈ C (I), it means that ev-
ery monomial in I is of nonzero degree in some of the variables xl1 , . . . , xln−r ,
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Figure 5.1: A schematic picture of the monomial ideal ⟨x2y5, x4y3⟩ in C [x, y].
{l1, . . . , ln−r} = {1,2, . . . , n} ∖ {i1, . . . , ir}. Therefore, the monomials in I give
0 when evaluated on elements of Hl1...ln−r . In other words, Hl1...ln−r ⊂ V (I),
which proves the ⇐ implication in part i) of the theorem. Part ii) follows im-
mediately from i), since dimV (I) is defined as the maximum dimension of a
subspaceHl1...ln−r included inV (I). If {l1, . . . , ln−r} = {1,2, . . . , n}∖{i1, . . . , ir},
the dimension of Hl1...ln−r equals r, which is precisely the dimension of the co-
ordinate subspace [ei1 , . . . , eir ].
An illustrative picture of a monomial ideal I = ⟨x2y5, x4y3⟩ in C [x, y] is
presented in Figure 5.1. Empty dots denote the monomials with multi-indices
in C (I), and black dots correspond to monomials in I. Generalizing from this
example, it is easy to believe in the following proposition, which we give without
a proof [?].
Proposition 5.5. For any monomial ideal I ⊂ C [x1, . . . , xn], the set C (I)
can be written as a finite (not necessarily disjoint) union of translates T i =
αi + [eji
1
, . . . , ejiri
] of some coordinate subspaces [eji
1
, . . . , ejiri
].
We claim that the number of elements (α1, . . . , αn) ∈ C (I) with the property∣α∣ ∶= ∑ni=1 αi ⩽ s can be expressed, for s sufficently large, as a polynomial
a0s
d + a1sd−1 + . . . + ad of degree dimV (I), with a0 > 0. Equivalently, the
number of monomials of total degree no larger than s, not in I, is given by such
polynomial for s sufficiently large.
Proposition 5.6. Let I ⊂ C [x1, . . . , xn] be a monomial ideal. Denote by
aHFI (s) the number of multi-indices α = (α1, . . . , αn) ∈ Nn in C (I) with the
property ∣α∣ ⩽ s. For s sufficiently large, aHFI (s) can be written as a polynomial
a0s
d + a1sd−1 + . . . + ad, (5.12)
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where a0 > 0 and d equals the dimension of V (I). The function aHFI (s)
and the polynomial (5.12) are called the (affine) Hilbert function and the
(affine) Hilbert polynomial of I, respectively. The latter will be denoted by
aHPI .
Proof. To prove the statement, we first notice that the number of multi-indices(α1, . . . , αn) with the property ∣α∣ ⩽ s is equal to (n+ss ). From this, it is easy
to conclude that the number of multi-indices α such that ∣α∣ ⩽ s and α ∈ αi +[eji
1
, . . . , ejiri
] equals
(ri + s − ∣αi∣
s − ∣αi∣ ) = 1ri! (ri + s − ∣αi∣) (ri + s − ∣αi∣ − 1) ⋅ . . . ⋅ (s − ∣αi∣ + 1) (5.13)
for s sufficiently large. Thus, the above formula gives precisely an expression
for the number of multi-indices ∣α∣ ⩽ s in the translates T i from Proposition 5.5.
Of course, it can be applied to other translates as well. Note that (5.13) is a
polynomial in s of degree ri, which is precisely the dimension of the coordinate
subspace [eji
1
, . . . , ejiri
].
For convenience, let us denote the set of multi-indices ∣α∣ ⩽ s in T i by T i⩽s.
By the well-known inclusion-exclusion principle from combinatorics, we get
aHFI (s) =∑
i
∣T i⩽s∣ +∑
i<j
∣T i⩽s ∩ T j⩽s∣ + ∑
i<j<k
∣T i⩽s ∩ T j⩽s ∩ T k⩽s∣ + . . . (5.14)
A key point is now that T i⩽s ∩ T j⩽s as well as T i⩽s ∩ T j⩽s ∩ T k⩽s and higher-order
intersections are either empty, or equal to T⩽s for some translated coordinate
space T of dimension < ri, simply because T i⩽s∩T j⩽s and higher-order intersections
are either empty or equal to some coordinate space T of the mentioned property.
By (5.13), the second and further terms in the sum on the right-hand side of
(5.14) are equal to some polynomials of degrees < max ({ri}) for s sufficiently
large. Hence, for s sufficiently large, they cannot cancel the leading term of
∑i ∣T i⩽s∣, which sum is also a polynomial, of degree max ({ri}) and a positive
leading term. The last statement is again a consequence of formula (5.13). All
in all, for s sufficiently large, the sum in (5.14) is given by a polynomial of degree
max ({ri}) with a nonnegative leading coefficient.
The degree of the Hilbert polynomial, which we obtained in the above proof,
is equal to the maximum dimension of a coordinate subspace in C (I). By
Proposition 5.4, this is equal to dimV (I). Thus we have obtained an alternative
characterization of the dimension of a variety corresponding to a monomial
ideal, which can be rather conveniently generalized to all affine varieties. Before
we discuss the general affine case however, it is important to notice that the
varieties corresponding to monomial ideals in C [x1, . . . , xn] can be regarded
as projective varieties in Pn−1 as well. If we look at them in this way, the
definition of their dimension needs to be slightly modified. First of all, we
call n − 1 the projective dimension of Pn−1. It is therefore natural to call
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d − 1 the projective dimension of a d-dimensional linear subspace of Cn, when
we regard it as a subset of Pn−1. Consequently, the projective dimension of
V (I) for a monomial ideal I in C [x1, . . . , xn] is defined as d− 1, where d is the
maximum dimension of a linear subspace contained in V (I). Following (5.8),
the projective dimension can be calculated as n − ∣J ∣ − 1. On the other hand,
using the Hilbert approach, we can calculate the projective dimension of I as
the degree of the polynomial
HPI (s) ∶= aHPI (s) − aHPI (s − 1) , (5.15)
which is called simply the Hilbert polynomial of I. For s sufficiently large,
it equals the number of monomials not in I and of total degree equal s. The
last definition of projective dimension of a variety corresponding to a monomial
ideal is the one which conveniently generalizes to all projective varieties.
Let us also note that the Hilbert polynomial and affine Hilbert polynomial
are customarily written in the form
HPI (s) = d−1∑
i=0
bi( s
d − 1 − i) and aHPI (s) = d∑i=0ai( sd − i), (5.16)
where bi, ai ∈ Z, b0 > 0, a0 > 0 and d = dimV (I). The possibility to write the
Hilbert polynomials in the above form is a direct consequence of the fact that a
general polynomial p (s) of degree d that takes integer values for integer s can
be written as aHPI (s) in (5.16) [?].
After the above lengthy discussion of monomial ideals, we can smoothly
define the dimension of arbitrary projective or affine varieties. Given an ideal
I ⊂ C [x1, . . . , xn], we define its affine Hilbert function as
aHFI (s) = dimC [x1, . . . , xn]⩽s − dim I⩽s, (5.17)
where C [x1, . . . , xn]⩽s is the set of polynomials of degree ⩽ s, I⩽s equals I ∩
C [x1, . . . , xn]⩽s, and dim refers to the dimensionality of these sets when re-
garded as C-linear subspaces of C [x1, . . . , xn]. For monomial ideals I, it is
easy to see that the above definition of aHFI coincides with the one we gave
earlier. A key observation is that for general I, the Hilbert function of I can
be computed from a suitably chosen monomial ideal. Similar to the situation
we encountered in the proof of the Hilbert basis theorem (Theorem 4.18), the
monomial of leading terms ⟨LT (f)⟩f∈I with respect to some monomial ordering> turns out to be of great importance. However, in the affine case, we addition-
ally need to assume that > is a graded order, i.e. xα > xβ whenever ∣α∣ > ∣β∣.
We then have the following result.
Proposition 5.7. Let I ⊂ C [x1, . . . , xn] be an ideal and let > be a graded order
on C [x1, . . . , xn]. The monomial ideal ⟨LT (I)⟩f∈I has the same affine Hilbert
function as I.
Proof. Can be found in [?, Chapter 9, §3].
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From the above proposition and the earlier discussion about monomial ideals,
we conclude that for s sufficiently large, aHFI (s) equals aHP⟨LT(f)⟩
f∈I
(s), the
Hilbert polynomial of ⟨LT (f)⟩f∈I . We call the same function the affine Hilbert
polynomial of I and denote it by aHPI . The same as in equation (5.16), aHPI
can be written as a sum of terms ai( sd−i) with ai ∈ Z, a0 > 0. For closed scalar
fields like C, the dimension of the affine variety V (I) is now simply defined as
the degree of aHPI , cf. Theorem 8 in [?, Chapter 9, §3].
Definition 5.8 (Dimension of an affine variety). Let I ⊂ C [x1, . . . , xn] be an
ideal in C [x1, . . . , xn]. Let aHPI be the polynomial which equals aHFI(s) for
large s. The dimension of V (I) is defined to be equal to the degree of aHFI .
Such defined dimension can be calculated from the generators of I. A suit-
able procedure consists of two elementary steps:
1. Choose a graded monomial order in C [x1, . . . , xn] such as the graded lex-
icographic order of Example 4.13 or graded reverse lexicographic order of
Example 4.14. Compute a Groebner basis {g1, . . . , gt} of I using the selected
ordering.
2. Compute the maximal dimension of a subspace Hi1,...,ir contained in the
varietyV (⟨LT (g1) , . . . ,LT (gt)⟩), using the approach outlined above formula
(5.8).
To define the dimension of a general projective variety, we can proceed sim-
ilar as above. First, we denote by C [x1, . . . , xn]s the set of all homogeneous
polynomials of total degree s, together with the zero polynomial. We also set
Is = I ∩C [x1, . . . , xn]s for an ideal I, generated by homogeneous polynomials.
The Hilbert function of I is defined as
HFI (s) = dimC [x1, . . . , xn]s − dim Is, (5.18)
where dim refers to the dimension as a C-linear subspace of C [x1, . . . , xn]. In
full analogy to Proposition 5.7, we have [?, Chapter 9, §3]
Proposition 5.9. Let I ∈ C [x1, . . . , xn] be an ideal generated by homogeneous
polynomials. Consider any monomial order > in C [x1, . . . , xn]. The mono-
mial ideal ⟨LT (f)⟩f∈I has the same Hilbert function as I.
Note that this time, unlike in the affine case, it is possible to use any mono-
mial ordering to obtain the desired monomial ideal.
For monomial ideals like ⟨LT (f)⟩f∈I , the above definition of Hilbert function
coincides with the one we gave previously. It immediately follows that for large
s, HFI (s) equals HP⟨LT(f)⟩
f∈I
(s), where HP refers to the Hilbert polynomial,
which we have already defined for monomial ideals. To no surprise, we call the
latter function the Hilbert polynomial of I and denote it with HPI . By the
formula on the left-hand side of (5.16), we can write the Hilbert polynomial of
an arbitrary ideal I generated by homogeneous polynomials as
HPI (s) = d∑
i=0
bi( s
d − i − 1) (5.19)
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for some d ∈ N, bi ∈ Z and b0 > 0. For algebraically closed scalar fields like C,
we define the projective dimension of V (I) simply as the degree of HPI , i.e.
d − 1 in the above formula.
Definition 5.10 (Projective dimension). Let I ⊂C [x1, . . . , xn] be a monomial
generated by homogeneous polynomials. Let HPI (s) be the polynomial which
equals HFI (s) for large s (i.e. the Hilbert polynomial of I). The projective
dimension of the projective variety V (I) is defined to be equal to the degree
of HPI .
Again, the dimension of a projective variety V (I) can be calculated by a
procedure completely analogous to the one we outlined for affine varieties. The
projective dimension is well behaved under many operations, cf. [?, Chapter 9,
§4] and it plays a key role in the following elegant result (cf. Theorem 7.2 in [?]).
Theorem 5.11. Let V and U be two projective varieties in Pn. Let r and s be
the projective dimensions of V and U , respectively. If r + s ⩾ n, the intersection
V ∩ U is nonempty and of dimension ⩾ r + s − n.
Another important characteristic of a projective variety, which can be read
off its Hilbert polynomial, is the degree.
Definition 5.12 (Degree). Let I ⊂ C [x1, . . . , xn] be a monomial generated
by homogeneous polynomials. Let HPI be the Hilbert polynomial of I. Write
HPI (s) as in (5.19),
HPI (s) = d∑
i=0
bi( s
d − i − 1), (5.20)
where bi ∈ Z, b0 > 0. The degree of the projective variety V (I) is defined to be
equal to b0 – the leading term of HPI .
As we shall learn from Section 5.3, the degree of a projective variety V ⊂ Pn
of dimension d equals, under certain assumptions, the number of intersection
points of V with a projective variety U of complementary dimension n − d.
In the thesis, we are particularly interested in Segre varieties. The following
remark tells us about their dimension and degree.
Remark 5.13 (Dimension and degree of a Segre variety). Let Σn,m denote the
Segre variety in Pn ×Pm ≅ P(m+1)(n+1)−1. The projective dimension of Σn,m is
n +m whereas its degree equals (m+n
n
).
A short discussion of the above facts can be found in the classical textbook
by J. Harris [?, Lectures 12 and 18].
5.2 Tangent spaces. Smoothness
The notion of the tangent space to a curve or a surface in R3 is something
intuitively well understood. As we will see, it can be easily generalized to affine
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and projective varieties. We choose to work with C as the field of scalars, but
definitions can as well be formulated for general fields K in place of complex
numbers.
Let us start with an affine variety V ⊂ Cn and consider the ideal I = I (V ),
i.e. the set of polynomials f ∈ C [x1, . . . , xn] that vanish on V . We know from
the Hilbert basis theorem that I is finitely generated, so we can write it as⟨f1, . . . , fl⟩ for some polynomials fi.
Definition 5.14. Let p be a point in an affine variety V ⊂ C [x1, . . . , xn]. The
Zariski tangent space to V at p is defined as
TpV ∶= {v ∈Cn (df) (v) = 0∀f∈I(V )} , (5.21)
where df denotes the derivative of a polynomial f . Equivalently,
TpV ∶= {v ∈ Cn (dfi) (v) = 0∀i=1,2,...,l} , (5.22)
where f1, . . . , fl is a set of generators of I (V ).
Note that the calculation of df or dfi can be done in a purely formal manner,
since we are dealing with polynomials.
Definition 5.15. Let V and p be as in Definition 5.14. We call p + TpV the
affine tangent space to V at p. More explicitly, the affine tangent space is
defined as
aTpV ∶= {q ∈Cn (df) (q − p) = 0∀f∈I(V )} = {q ∈Cn (dfi) (q − p) = 0∀i} (5.23)
Using the Zariski tangent space to V at p, we can define what it means for
p to be smooth.
Definition 5.16. Let V ⊂ Cn be an affine variety of (affine) dimension dimV
and such that p ∈ V . We call p a smooth point of V if and only if dim (TpV ) =
dimV .
Given a set of generators of the ideal I (V ), smoothness of a p ∈ V can readily
be checked by the following Jacobi criterion, cf. e.g. [?]
Proposition 5.17 (Jacobi criterion for smoothness). Let V ⊂ Cn be an affine
variety of (affine) dimension dimV , such that I (V ) = {f1, . . . , fl}. A point
p ∈ V is smooth if and only if the rank of the matrix
[ ∂fi
∂xj
]
i=1,2,...,l
j=1,2,...,n
(5.24)
is equal to n − dimV .
For projective varieties, definitions of the tangent space and smoothness are
very similar to the ones presented above. To define the projective tangent space
to a projective variety V ⊂ Pn, consider first a dehomogenized version of the
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polynomials in I (V). Namely, for a homogeneous polynomial h ∈ I (V ) taking
points [X0,X1, . . . ,Xn] ∈ Pn as input and and giving h (X0,X1, . . . ,Xn) as
output, let us define h˜ ⊂C [x1, . . . , xn] by the formula
h˜ (x1, . . . , xn) ∶= h (1, x1, . . . , xn) . (5.25)
Consider the affine variety V˜ ⊂ Cn consisting of the common zeros of the poly-
nomials h˜, h ∈ I (V). Its affine tangent space at a point z = (z1, . . . , zn) equals
TzV˜ = {(y1, . . . , yn) n∑
i=1
∂h˜
∂xi
(z) ⋅ (yi − zi) = 0∀h∈I(V)} . (5.26)
To get a projectivized version of TxV˜, we can homogenize the defining polyno-
mial equations in (5.26), i.e. consider
{[Y0, Y1, . . . , Yn] n∑
i=1
∂h˜
∂xi
(z) ⋅ (Yi − ziY0) = 0∀h∈I(V)} . (5.27)
as a projective analogue of TzV˜ . A key observation is now that partial derivatives
of a homogeneous polynomial h of degree d satisfy the following Euler relations
n
∑
i=0
∂h
∂Xi
(Z0, Z1, . . . , Zn)Zi = d ⋅F (Z0, Z1, . . . , Zn) . (5.28)
In particular, the above relation can be applied to [Z0, Z1, . . . , Zn] = [1, z1, . . . , zn]
to yield
n
∑
i=1
∂h˜
∂xi
(z)zi = − ∂h
∂X0
(z) , (5.29)
where we used the fact that h˜ vanishes at (1, z1, . . . , zn). We can use (5.29) and
the identity ∂h˜/∂xi (z) = ∂h/∂Xi (Z), where Z = [1, z1, . . . , zn] to rewrite (5.27)
as {[Y0, Y1, . . . , Yn] n∑
i=0
∂h
∂Xi
(Z)Yi = 0∀h∈I(V)} . (5.30)
The tangent space to a projective variety V at a point Z = [Z0, . . . , Zn] is
now simply defined by formula (5.30) with the requirement Z = [1, z1, . . . , zn]
dropped. Thus we have the following definition
Definition 5.18. Let V ⊂ Pn be a projective variety and let Z be an element of
V. Let us write the elements of Pn as [X0,X1, . . . ,Xn]. The projective tangent
space to V at a point Z ∈ V is defined as the following subspace of Pn,
TZV ∶= {[Y0, Y1, . . . , Yn] n∑
i=0
∂h
∂Xi
(Z)Yi = 0∀h∈I(V )} . (5.31)
Alternatively, given a set of generators h1, . . . , hl of I (V ), we can restate the
definition (5.31) as
TZV ∶= {[Y0, Y1, . . . , Yn] n∑
i=0
∂hj
∂Xi
(Z)Yi = 0∀j=1,2,...,l} . (5.32)
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Similar as in the affine case, the smoothness of a point Z ∈ V is defined by a
suitable condition for the dimension of TZV .
Definition 5.19. Let V ⊂ Pn be a projective variety of projective dimension
dimV. A point Z ∈ V is called a smooth point of V if and only if the projective
dimension of TZV equals dimV.
Clearly, there exists a projective analogue of the Jacobi criterion for smooth-
ness [?]. We state it as the following proposition.
Proposition 5.20 (Projective Jacobi criterion). Let V ⊂ Pn be a projective
variety of projective dimension dimV, such that I (V ) = {h1, . . . , hl}. A point
Z ∈ V is smooth if and only if the rank of the matrix
[ ∂hi
∂Xj
]
i=1,2,...,l
j=0,1,...,n
(5.33)
is equal to n − dimV.
Let us discuss the above notions in the example of Segre varieties, which is
crucial for the main result of the thesis.
Example 5.21 (Segre varieties). The tangent space to the Segre variety Σn,m ⊂
P
(n+1)(m+1)−1 at a point S ([X0, . . . ,Xn] , [Y0, . . . , Ym]) ∶= S (X,Y ) is spanned
by the points S (X,Y ′) and S (X ′, Y ) with X ′ ∈ Pn and Y ′ ∈ Pm arbitrary.
In particular, it follows that Σn,m is smooth at every point Z ∈ Σn,m, for all
m,n ∈N.
Proof. A linear transformation X × Y ↦ AX ×BY , with A and B nonsingular
linear maps, brings X × Y to [0, . . . ,0,1] × [0, . . . ,0,1]. At the same time, it
transforms all the pairs of the form X ′ × Y and X ×Y ′ to X ′′ × [0, . . . ,0,1] and[0, . . . ,0,1] × Y ′′ with X ′′ = AX ′ and Y ′′ = BY ′. These AX ′ and BY ′ still run
over all elements of Pn and Pm if X ′ and Y ′ can be taken as arbitrary. As
a result, we see that it is sufficient to prove our assertions about Σn,m for the
single point Z0 = S ([0, . . . ,0,1] × [0, . . . ,0,1]), and the rest will follow. Recall
that Σn,m is defined as the common zero of the polynomials
hijkl ∶= ZijZkl −ZilZkj , (5.34)
where 0 ⩽ i < k ⩽ n, 0 ⩽ j < l ⩽m and Z00, Z01, . . . , Z0m, Z10, . . . , Znm denote the
homogeneous coordinates in P(n+1)(m+1)−1. The calculation of the derivative of
hijkl at the point S ([0, . . . ,0,1] × [0, . . . ,0,1]) is very simple. We have
∂hijkl
∂Zab
(Z0) = δaiδbjδknδlm, (5.35)
where i < n, j < m and δ denotes the Kronecker delta. As it is not difficult to
see, points in P(n+1)(m+1)−1 with coordinates Z00, Z01, . . . , Z0m, Z10, . . . , Znm do
not satisfy
n
∑
a=1
m
∑
b=1
∂hijkl
∂Zab
(Z0)Zab = 0 (5.36)
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Figure 5.2: A schematic picture showing the difference between a transverse
and not a transverse intersection.
if Zab ≠ 0 for some a < n and b < m. All other points in P(n+1)(m+1)−1,
with vanishing Zab whenever a < n and b < m, do satisfy (5.36). As it is
not difficult to check, all such points can be written as linear combinations of
S ([0, . . . ,0,1] × Y ′′) and S (X ′′ × [0, . . . ,0,1]) for some X ′′ ∈ Pn or Y ′′ ∈ Pm,
and all points of the latter form do satisfy (5.36). Hence, they are good candi-
dates for a basis of TZ0Σn,m. However, to remain in compliance with the above
definition of projective tangent space, we should prove that points of the form
S ([0, . . . ,0,1] × Y ′′) and S (X ′′ × [0, . . . ,0,1]) satisfy an analogue of (5.36),
n
∑
a=1
m
∑
b=1
∂h
∂Zab
(Z0)Zab = 0 (5.37)
for all elements h of I (Σn,m). However, this easily follows because the points
Z0 + λS ([0, . . . ,0,1] × Y ′′) and Z0 + λS (X ′′ × [0, . . . ,0,1]) are again elements
of Σn,m, for all λ ∈ C. In conclusion, the tangent space to Σn,m at Z0 is
spanned by elements of P(n+1)(m+1)−1 of the form S ([0, . . . ,0,1] × Y ′′) and
S (X ′′ × [0, . . . ,0,1]). From them, we can choose a basis, consisting of m+n+ 1
elements, so the projective dimension of TZ0Σn,m is m + n. Thus, Σn,m is
smooth at Z0. By our earlier comments, the same applies to any point Z of
Σn,m. Moreover, the tangent spaces TZΣn,m have the asserted form for all
Z ∈ Σn,m.
In Section 9.4, we are going to use the above characterization of the tangent
space of Σn,m to make a key step in the proof of the strongest result of the
thesis, which is Theorem 9.27.
5.3 Bezout’s theorem
In the last part of our basic introduction to intersection theory, we will discuss
a powerful theorem that allows, among others, to calculate the number of in-
tersection points between two projective varieties of complementary dimension.
The theorem works under certain assumptions. To explain them, we need to
introduce the notion of transverse intersection of two projective varieties.
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Definition 5.22 (Transverse intersection). Let V and U be two projective va-
rieties in Pn of complementary dimension, i.e. dimV + dimU = n where dim
refers to the projective dimension of a variety. We say that V and U intersect
transversely if and only if for any Z ∈ V ∩ U , the tangent spaces TZV and
TZU span Pn.
Figure 5.2 in the previous page shows, in a schematic way, the difference
between a transverse intersection of two varieties and a one which is not trans-
verse. There also exists the notion of generic transverse intersection [?, Chapter
18]. It plays a role in the formulation of Bezout’s theorem, which is the result
mentioned at the beginning of this section. However, we think for the purpose of
this thesis, it is sufficient to state Bezout’s theorem in its very basic form, which
we do in the following. For more general formulations, consult the classical book
by J. Harris [?, Chapter 18].
Theorem 5.23 (Bezout). Let V and U be two projective varieties in Pn of
complementary dimension, i.e. dimV + dimU = n where dim refers to the pro-
jective dimension of a variety. Let the degrees of V and U be c and d. Assume
that V and U intersect transversely. In such case, V ∩ U consists of precisely
cd points.
We also have the immediate
Corollary 5.24. Let V be a projective variety in Pn of projective dimension
dimV and let P be a projective plane of complementary dimension, i.e. dimV +
dimP = n, where dim refers to the projective dimension of a variety. Let the
degree of V be d. Assume that V and P intersect transversely. In such case,
V ∩P consists of precisely d points.
The above corollary of Bezout’s theorem proves to be a key ingredient in
the proof of the main result of the thesis, which we present in Chapter 9. Note,
once again, that there exists a very general version of Bezout’s theorem, which
refers to so-called intersection multiplicities [?] and does not require the two
projective varieties to be of complementary dimension. However, this topic is
beyond the focus of the thesis.
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Part III
Results obtained and
examples solved
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Chapter 6
A structure theorem for a
class of cones of positive maps
In Sections 1.2, 3.1 and 3.2 of the introductory Part I of the thesis, we refered to
the notion of positive maps, i.e. maps that preserve the set of positive-definite
matrices. It may seem that positive maps are perfectly suited for the description
of physical processes, as they map density matrices into density matrices, or
positive definite matrices at least. However, a more careful analysis, which can
be found e.g. in [?], shows that the first impression is wrong. It turns out that a
physical process that can be described as a map Φ ∶ ρ ↦ Φ (ρ) must necessarily
have Φ not only positive, but also completely positive. By complete positive
positivity of a Φ we mean the property that the map⎡⎢⎢⎢⎢⎢⎢⎢⎣
A11 A12 . . . A1n
A21 A22 . . . A2n
⋮ ⋮ ⋱ ⋮
An1 An2 . . . Ann
⎤⎥⎥⎥⎥⎥⎥⎥⎦
↦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Φ (A11) Φ (A12) . . . Φ (A1n)
Φ (A21) Φ (A22) . . . Φ (A2n)
⋮ ⋮ ⋱ ⋮
Φ (An1) Φ (An2) . . . Φ (Ann)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (6.1)
mapping operators on Cn ⊗ K into operators on the same space, is positive
for arbitrary n. Here K denotes the space in which ρ lives. To see that for
Φ corresponding to a physical process the map (6.1) must indeed be positive
for all n, one can imagine two very distant quantum systems, which do not
interact at the present moment. However, they may have interacted in the
past. Let one of them be described by states on K, and let the other one be
an n-dimensional system with states on Cn. The initial state of the composite
system can in principle be an arbitrary state on Cn⊗K. The map acting on the
composite system when the first subsystem undergoes the process Φ and the
second subsystem remains untouch, is given by 1 ⊗Φ. Here 1 denotes identity
on n×n matrices. This is precisely the map (6.1), and it must be positive since,
as we mentioned, the initial state of the composite system can be arbitrary.
Nevertheless, we have already seen that maps which are positive, but not
completely positive are not useless in the theory of quantum information. In
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Section 1.2 we explained the role of entanglement witnesses, which correspond
to positive but not completely positive maps, for entanglement detection. On
the other hand, in Section 3.1 we showed a direct connection of distillability
of quantum states to the property of being 2-positive. In the following, we
introduce a unifying framework for completely positive, 2-positive and several
other natural classes of positive maps. The idea comes from an early work by
Størmer [?] and consists in distinguishing the class of cones with certain symme-
try property. They are called mapping cones, and in the context discussed here,
cones with a mapping cone symmetry or mcs-cones, due to a minor difference
from the original definition by Størmer.
Let us describe the setup for our discussion. Let K and H be two Hilbert
spaces. We denote with ⟨., .⟩ the inner product in K or H. In the following, we
shall assume that K and H are finite-dimensional and thus equivalent to Cm
and Cn for some m,n ∈ N, dimK = m, dimH = n. We also fix orthonormal
bases {fj}mj=1 and {ei}ni=1 of K and H, respectively. Thus we have a very spe-
cific setting for our discussion, but we shall keep the abstract notation of Hilbert
spaces, hoping to bring the attention of the reader to possible generalizations to
the infinite-dimensional case. Let us denote with B (K) and B (H) the spaces of
bounded operators on K and H respectively, and choose their canonical bases{fkl}mk,l=1, {eij}ni,j=1. That is, fkl (ej) = δljfk and similarly for the eij . Positive
elements of B (K) are operators A ∈ B (K) such that ⟨v,A (v)⟩ ⩾ 0∀v∈H. Sim-
ilarly for elements of B (H). The sets of positive elements of B (K) and B (H)
will be denoted by B (K)+ and B (H)+. In the finite-dimensional case, there
exists a natural inner product in B (K), given by the formula⟨A,B⟩′ ∶= Tr (AB∗) (6.2)
for A,B ∈ B (K). An identical definition works for A,B ∈ B (H) and we do not
distinguish notationally between the inner products in B (H) and B (K). Note
that the bases {fkl}mk,l=1 and {eij}ni,j=1 are orthonormal with respect to ⟨., .⟩′.
In the following, we will be mostly dealing with linear maps from B (K) to
B (H). Because of the finite-dimensionality assumption, they are all elements of
B (B (K) ,B (H)), the space of bounded operators from B (K) to B (H). Given a
map Φ ∈ B (B (K) ,B (H)), we define its conjugate Φ∗ as a map from B (H) into
B (K) satisfying ⟨A,Φ (B)⟩′ = ⟨Φ∗ (A) ,B⟩′ for all A ∈ B (H) and B ∈ B (K). In
our setting, there also exists a natural inner product in B (B (K) ,B (H)), given
by the formula ⟨Φ,Ψ⟩′′ ∶= m∑
k,l=1
⟨Φ (fkl) ,Ψ (fkl)⟩′ . (6.3)
Note that the spaces B (B (H) ,B (K)), B (B (K)) and B (B (H)) can be endowed
with analogous inner products and we shall not notationally distinguish between
them. The following proposition summarizes a few elementary facts about ⟨., .⟩′′
that will be useful for our later discussion.
Proposition 6.1. For all Φ,Ψ ∈ B (B (K) ,B (H)) and α ∈ B (B (H)), β ∈
B (B (K)), and ○ denoting the composition of maps, one has the following equal-
ities
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1. ⟨Φ ○ β,Ψ⟩′′ = ⟨β,Φ∗ ○Ψ⟩′′ = ⟨Ψ∗ ○Φ, β∗⟩′′,
2. ⟨α ○Φ,Ψ⟩′′ = ⟨α,Ψ ○Φ∗⟩′′ = ⟨Φ ○Ψ∗, α∗⟩′′,
3. ⟨α ○Φ ○ β,Ψ⟩′′ = ⟨Φ, α∗ ○Ψ ○ β∗⟩′′.
Proof. The first equality in point one follows directly from ⟨Φ ○ β (fkl) ,Ψ (fkl)⟩′ =⟨β (fkl) ,Φ∗ ○Ψ (fkl)⟩′ and the definition of ⟨., .⟩′′, eq. (6.3). To prove the other
equalities, we can use a simple lemma.
Lemma 6.2. For any finite-dimensional Hilbert spaces K, H and maps Φ,Ψ ∈
B (B (K) ,B (H)), we have
⟨Φ,Ψ⟩′′ = ⟨Ψ∗,Φ∗⟩′′ . (6.4)
Proof. Starting from the definition of ⟨., .⟩′′, we get
⟨Φ,Ψ⟩′′ = m∑
k,l=1
⟨Φ (fkl) ,Ψ (fkl)⟩′ = n∑
i,j=1
n
∑
m,n=1
m
∑
k,l=1
Φij,klΨmn,kl ⟨eij , emn⟩′ =
=
n
∑
i,j=1
m
∑
k,l=1
Φij,klΨij,kl =
n
∑
i,j=1
m
∑
k,l=1
m
∑
r,s=1
Φij,rsΨij,kl ⟨frs, fkl⟩′ =
=
n
∑
i,j=1
m
∑
k,l=1
m
∑
r,s=1
⟨Ψij,rsfr,s,Φij,klfkl⟩′ = n∑
i,j=1
⟨Ψ∗ (eij) ,Φ∗ (eij)⟩′ , (6.5)
where the last equality follows because Φ∗ (eij) = ∑mk,l=1Φij,klfkl as a conse-
quence of ⟨fkl,Φ∗ (eij)⟩′ = ⟨Φ (fkl) , eij⟩′ = ∑mr,s=1Φrs,kl ⟨ers, eij⟩′ = Φij,kl. Sim-
ilarly, Ψ∗ (eij) = ∑mr,s=1Φij,rsfrs holds. The final expression in (6.5) clearly
equals ⟨Ψ∗,Φ∗⟩′′.
Note that the assertion of Lemma 6.2 holds for any choice of K and H, and
thus also when the two finite-dimensional Hilbert spaces are different from the
K and H referred to in the statement of the proposition. Using the lemma, we
get ⟨β,Φ∗ ○Ψ⟩′′ = ⟨Ψ∗ ○Φ, β∗⟩′′, which proves the second equality in point one.
Furthermore,
⟨α ○Φ,Ψ⟩′′ = ⟨Ψ∗,Φ∗ ○ α∗⟩′′ = ⟨Φ∗ ○ α∗,Ψ∗⟩′′ =
= ⟨α∗,Φ ○Ψ∗⟩′′ = ⟨Φ ○Ψ∗, α∗⟩′′ = ⟨α,Ψ ○Φ∗⟩′′ , (6.6)
where we successively used Lemma 6.2, the conjugate symmetry of ⟨., .⟩′′, the
first equation in point one, the conjugate symmetry again, and finally Lemma
6.2 for the second time. Obviously, the first, the fifth and the sixth term in
equation (6.6) are the same as in point two of the proposition. Hence the only
remaining thing to prove is point three. We have
⟨α ○Φ ○ β,Ψ⟩′′ = ⟨α,Ψ ○ β∗ ○Φ∗⟩′′ = ⟨β ○Ψ∗ ○ α,Φ∗⟩′′ = ⟨Φ, α∗ ○Ψ ○ β∗⟩′′ ,
(6.7)
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where we used the two properties ⟨α ○Φ,Ψ⟩′′ = ⟨α,Ψ ○Φ∗⟩′′ with Φ → Φ ○ β,⟨β,Φ∗ ○Ψ⟩′′ = ⟨Φ ○ β,Ψ⟩′′ with β → α, Φ → β ○ Ψ∗ and Ψ → Φ∗, and finally
Lemma 6.2.
Consider the tensor product K⊗H. This space has a natural inner product,
inherited from K and H, and an orthonormal basis {fkl ⊗ eij}n;mi,j=1;k,l=1. Simi-
larly to B (K) and B (H), the space B (K⊗H) of bounded operators on K ⊗H
is endowed with a natural Hilbert-Schmidt product, defined by formula (6.2)
with A,B ∈ B (K⊗H). We shall again denote the inner product with ⟨., .⟩′ to
avoid excess notation. As we explained in previous sections, there exists a one-
to-one correspondence between linear maps Φ of B (K) into B (H) and elements
of B (K⊗H), given by
Φ ↦ CΦ ∶=
m
∑
k,l=1
fkl ⊗Φ (fkl) . (6.8)
The symbol CΦ denotes the Choi matrix of Φ [?] and the mapping J ∶ Φ↦ CΦ is
sometimes called the Jamiołkowski-Choi isomorphism [?]. In fact, J is not only
an isomorphism, but also an isometry between B (B (K) ,B (H)) and B (K⊗H)
in the sense of Hilbert-Schmidt type inner products. One has the following
Lemma 6.3. The Jamiołkowski-Choi isomorphism is an isometry. One has
⟨Φ,Ψ⟩′′ = ⟨CΦ,CΨ⟩′ (6.9)
for all Φ,Ψ ∈ B (B (K) ,B (H)) (with CΦ,CΨ ∈ B (K⊗H)).
Proof. By the definition of CΦ and CΨ,
⟨CΦ,CΨ⟩′ = ⟨ m∑
k,l=1
fkl ⊗Φ (fkl) , m∑
r,s=1
frs ⊗Ψ (frs)⟩′ = . . . (6.10)
Since Tr ((A⊗A′) (B ⊗B′)∗) = Tr (AB∗)Tr (A′B′∗) for arbitrary A,B ∈ B (K)
and A′,B′ ∈ B (H), by formula (6.2) we have
. . . =
m
∑
k,l=1
m
∑
r,s=1
⟨fkl, frs⟩′ ⟨Φ (fkl) ,Ψ (frs)⟩′ = m∑
k,l=1
⟨Φ (fkl) ,Ψ (fkl)⟩′ , (6.11)
where we used orthonormality of {fkl}mk,l=1. The last expression equals ⟨Φ,Ψ⟩′′
by definition (6.3).
Let us recall that a linear map Φ from B (K) to B (H) is called positive if it
preserves positivity of operators, which means Φ (B (K)+) ⊂ B (H)+. Moreover,
Φ is called k-positive if Φ ⊗ idMk(C) is positive as a map from B (K) ⊗Mk (C)
into B (H) ⊗Mk (C), where Mk (C) denotes the space of k × k matrices with
complex entries and id refers to the identity map. A map Φ is called completely
positive if it is k-positive for all k ∈N. From the Choi’s theorem on completely
positive maps [?] (cf. also Lemma 6.7) it follows that every such map has a
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representation Φ = ∑iAdVi as a sum of conjugation maps, AdVi ∶ ρ ↦ ViρV ∗i
with Vi ∈ B (K,H). Conversely, every map Φ of the form ∑iAdVi is completely
positive. If all the Vi’s can be chosen of rank ⩽ k for some k ∈ N, Φ is said to
be k-superpositive [?]. One-superpositive maps are simply called superpositive
[?]. The sets of positive, k-positive, completely positive, k-superpositive and
superpositive maps from B (K) to B (H) will be denoted with P (B (K) ,B (H)),
Pk (B (K) ,B (H)), CP (B (K) ,B (H)), SPk (B (K) ,B (H)), SP (B (K) ,B (H))
or P , Pk, CP, SPk, SP for short. It is clear that all of them are closed convex
cones contained in P (B (K) ,B (H)). They also share a more special property
that the product Υ ○ Φ ○ Ω of Φ ∈ C, Υ ∈ CP (B (H)) and Ω ∈ CP (B (K)) is
an element of C again, where C stands for one of the sets P , Pk, CP, SPk
and SP (cf. e.g. [?]). Thus, following rather closely the original definition by
Størmer [?], we make
Definition 6.4. A cone with a mapping cone symmetry, or an mcs-cone
for short, is defined as a closed convex cone C in P (B (K) ,B (H)), different from{0}, such that
Υ ○Φ ○Ω ∈ C (6.12)
for all Φ ∈ C, Υ ∈ CP (B (H)) and Ω ∈ CP (B (K)).
In the following, the convexity assumption could sometimes be skept, and
we do include appropriate comments.
Note that the set of positive maps from B (K) into B (H) is contained in
the real-linear subspace HP (B (K) ,B (H)) ⊂ B (B (K) ,B (H)) (HP for short)
consisting of all Hermiticity-preserving maps, i.e. Φ such that Φ (X∗) = Φ (X)∗.
Moreover, the image of HP (B (K) ,B (H)) by J ∶ Φ ↦ CΦ equals the set of self-
adjoint elements of B (K ⊗H) [?]. Therefore ⟨., .⟩′′ induces a symmetric inner
product on HP (B (K) ,B (H)) (cf. Property 6.3). By definition, all mapping
cones are subsets of P and thus of HP. Since HP is a finite-dimensional space
over R with a symmetric inner product ⟨., .⟩′′, one can easily apply to it tools
of convex analysis. In particular, given any cone C ⊂ HP, one defines its dual
C○ as the cone of elements Ψ ∈ HP such that ⟨Ψ,Φ⟩′′ ⩾ 0 for all Φ ∈ C,
C
○ ∶= {Ψ ∈ HP (B (K) ,B (H)) ⟨Ψ,Φ⟩′′ ⩾ 0∀Φ∈C} . (6.13)
Obviously, C○ is closed and convex. It has a clear geometrical interpretation as
the convex cone spanned by the normals to the supporting hyperplanes for C.
The dual cone has a well-known counterpart in convex analysis [?], C⋆ = −C○,
which is called the polar of C. We have the following
Lemma 6.5. Let C be a closed convex cone. Then C = C○○.
Proof. The formula C○○ = C is equivalent to C⋆⋆ = C for a closed convex cone C.
The latter equality is a known fact in convex analysis. A proof can be found
e.g. in [?] (Theorem 14.1).
It can be shown (cf. e.g. [?]) that a duality relation P○k = SPk holds for
all k ∈ N. The converse relation SP○k = Pk is also true, as a consequence of
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Property 6.5. In particular, for k = 1 we get SP○ = P and P○ = SP . Taking
k = min{m,n}, one obtains CP○ = CP, which is in accordance with Choi’s
theorem on completely positive maps [?] and with Property 6.3.
In the following, we shall be interested in duality relations between mcs-
cones. This is in general a well-posed problem, because the operation C → C○
acts within the “mcs” class. We have
Proposition 6.6. Let C ⊂ P (B (K) ,B (H)) be an arbitrary mcs-cone. Then
C○, defined as in (6.13), is an mcs-cone as well.
Proof. Let Ψ be an element of C○. First we prove that Υ ○Ψ ○Ω ∈ C○ for all Υ ∈
CP (B (H)) and Ω ∈ CP (B (K)). We have Υ∗ ∈ CP (B (H)) and Ω∗ ∈ CP (B (K))
because the sets of completely positive maps are ∗-invariant. Therefore Υ∗ ○Φ○
Ω∗ ∈ C for an arbitrary element Φ of the cone C. By the definition (6.13) of C○,
we have ⟨Ψ,Υ∗ ○Φ ○Ω∗⟩′′ ⩾ 0∀Φ∈C . Using Proposition 6.1, point three, we can
rewrite this as ⟨Υ ○Ψ ○Ω,Φ⟩′′ ⩾ 0∀Φ∈C . (6.14)
According to definition (6.13), condition (6.14) means that Υ ○ Ψ ○ Ω ∈ C○.
This holds for arbitrary Υ ∈ CP (B (H)) and Ω ∈ CP (B (K)). The only thing
which is left to prove is C○ ⊂ P (B (K) ,B (H)). The inclusion holds because
every mcs-cone C contains all the conjugation maps AdV with rankV = 1.
Consequently, C○ ⊂ convhull{AdV rankV = 1}○ = SP○ = P . To show that
indeed {AdV rankV = 1} ⊂ C for any mcs-cone C, take an arbitrary nonzero
Φ ∈ C. There must exist normalized vectors υ ∈ K and ω ∈ H such that⟨∣ω⟩ ⟨ω∣ ,Φ (∣υ⟩ ⟨υ∣)⟩′ ⩾ 0, where ∣υ⟩ ⟨υ∣ and ∣ω⟩ ⟨ω∣ are orthogonal projections onto
the one-dimensional subspaces spanned by υ and ω. Denote χ ∶= ⟨∣ω⟩ ⟨ω∣ ,Φ (∣υ⟩ ⟨υ∣)⟩′.
Consider a pair of maps, U ∶ K ∋ a ↦ ⟨a, υ′⟩υ ∈ K and W ∶ H ∋ b ↦ ⟨b,ω⟩ω′ ∈ H,
where υ′ and ω′ are arbitrary normalized vectors in K andH. A map Φ′, defined
as λ/χ (AdW ○Φ ○AdU) acts in the following way, Φ′ ∶ ρ ↦ λ ⟨∣υ′⟩ ⟨υ′∣ , ρ⟩′ ∣ω′⟩ ⟨ω′∣
or Φ′ = AdV with V ∶ K ∋ c ↦ λ ⟨υ′, c⟩ω′. Any rank one operator V can be writ-
ten in the latter form for some υ′ and ω′. But Φ′ is an element of C because of
the assumption that C is an mcs-cone. Thus indeed AdV ∈ C for all V ∈ B (K,H)
such that rankV = 1. In the case of K = H and mapping cones C as in the
original definition by Størmer, the inclusion AdV ∈ C follows from Lemma 2.4
in [?]. Note that we never used convexity of C in the proof.
Using the lemmas introduced above, we can almost immediately prove a sur-
prising characterization theorem for mcs-cones, which was strongly suggested by
earlier results on the subject [?,?,?]. It holds without any additional assump-
tions about the cone, and is noteworthy as it links the condition that two maps
Φ, Ψ lay in a pair of dual mcs-cones to the fact that the product Ψ∗ ○Φ is a CP
map. Thus it reveals a connection between convex geometry and a fact which
is more likely to be called algebraic than geometrical. Before we proceed with
the proof, let us show a simple lemma, which is a version of [?, Lemma 1(i)] for
K ≠ H.
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Lemma 6.7. Let V ∶ K ∋ a ↦∑ni=1∑mj=1 Vij ⟨a, fj⟩ ei ∈ H be an arbitrary operator
in B (B (K) ,B (H)) and consider the map AdV ∶ ρ↦ V ρV ∗. Then
CAdV = ∣υ⟩ ⟨υ∣ , (6.15)
where υ = ∑ni=1∑mj=1 Vijfj ⊗ ei is a vector in K ⊗H and ∣υ⟩ ⟨υ∣ ∶ w ↦ ⟨w,υ⟩ υ is
proportional to an orthogonal projection onto the subspace spanned by υ.
Proof. Obviously, the map V ∗ acts in the following way,
V ∗ ∶H ∋ b↦ n∑
i=1
m
∑
j=1
Vij ⟨b, ei⟩ fj ∈ K. (6.16)
Thus
V fklV
∗ ∶H ∋ b↦ n∑
i,r=1
m
∑
j,s=1
Vrs ⟨fkl (fj) , fs⟩Vij ⟨b, ei⟩ er ∈ H, (6.17)
where the last expression is easily verified to be equal to ∑ni,r=1 VrkVil ⟨b, ei⟩ er.
Thus we have V fklV ∗ = ∑ni,r=1 VrkVileri and by the definition (6.8) of the Choi
matrix,
CAdV =
m
∑
k,l=1
n
∑
i,r=1
VrkVilfkl ⊗ eri = ∣υ⟩ ⟨υ∣ , (6.18)
with υ = ∑ni=1∑mj=1 Vijfj ⊗ ei. A proof of the last equality in (6.18) is left as an
elementary exercise for the reader.
We are ready to prove the following result, which is an extension of Theo-
rem 1 in [?].
Theorem 6.8. Let C ⊂ P (B (K) ,B (H)) be an mcs-cone. The following condi-
tions are equivalent,
1. Φ ∈ C,
2. Ψ∗ ○Φ ∈ CP (B (K)) for all Ψ ∈ C○,
3. Φ ○Ψ∗ ∈ CP (B (H)) for all Ψ ∈ C○.
Proof. We first show 1⇔ 2. Let us start with 2⇒ 1. Since Ψ∗ ○Φ ∈ CP ∀Ψ∈C○ ,
we can use the facts that CP○ = CP and id ∈ CP to get
⟨Ψ∗ ○Φ, id⟩′′ ⩾ 0∀Ψ∈C○ . (6.19)
By using point one of Proposition 6.1 with the identity map id substituted for
β, we get ⟨Φ,Ψ⟩′′ ⩾ 0∀Ψ∈C○ , which means that Φ ∈ C○○. But C○○ = C because C is
a closed convex cone and Property 6.5 holds. Hence Φ ∈ C. The proof of 1⇒ 2
strongly builds on the assumption that C has the mapping cone symmetry. By
Proposition 6.6, we know that C○ is an mcs-cone as well. Therefore Ψ○AdV ∈ C○
for an arbitraryΨ ∈ C○ and V ∈ B (K). We have ⟨Ψ ○AdV ,Φ⟩′′ ⩾ 0∀V ∈B(K)∀Ψ∈C○ .
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By Proposition 6.1, point one, we get ⟨Ψ ○AdV ,Φ⟩′′ = ⟨AdV ,Ψ∗ ○Φ⟩′′. Using
Property 6.3 and Lemma 6.7 with H = K, the last term can be rewritten as⟨AdV ,Ψ∗ ○Φ⟩′′ = ⟨CAdV ,CΨ∗○Φ⟩′ = ⟨∣v⟩ ⟨v∣ ,CΨ∗○Φ⟩′ = ⟨υ,CΨ∗○Φ (υ)⟩ , (6.20)
where υ = ∑mi,j=1 Vijfj ⊗ fi for V ∶ K ∋ a ↦ ∑mi,j=1 Vij ⟨a, fj⟩ fi ∈ K. The vector
υ ∈ K⊗K can be arbitrary, since we do not assume anything about the operator
V . Consequently, the condition ⟨Ψ ○AdV ,Φ⟩′′ ⩾ 0∀V ∈B(K)∀Ψ∈C○ is equivalent to⟨υ,CΨ∗○Φ (υ)⟩ ⩾ 0∀υ∈K⊗K ∀Ψ∈C○ , (6.21)
which means that CΨ∗○Φ ∈ B (K ⊗K)+ for all Ψ ∈ C○. By the Choi theorem on
completely positive maps [?], Ψ∗ ○Φ ∈ CP (B (K)) for all Ψ ∈ C○. Thus we have
finished proving that 1 ⇔ 2. The proof of the equivalence 1 ⇔ 3 only needs
a minor modification of the above argument. Instead of using point one of
Proposition 6.1, point two of the same proposition has to be used. Other details
are practically the same as above and we shall not give them explicitly.
In case of H = K and a ∗-invariant mcs-cone C ∈ P (B (K)), Theorem 6.8 can
be further simplified.
Theorem 6.9. Let C ⊂ P (B (K)) be a ∗-invariant mcs-cone. Then the following
conditions are equivalent,
1. Φ ∈ C,
2. Ψ ○Φ ∈ CP (B (K)) for all Ψ ∈ C○,
3. Φ ○Ψ ∈ CP (B (K)) for all Ψ ∈ C○.
Proof. Obvious from Theorem 6.8.
This result was earlier known for Pk (B (K)) and SPk (B (K)) [?], and inex-
plicitly for all so-called symmetric (and convex) mapping cones [?]. As it was
pointed to the author by Erling Størmer, in the case of k-positive maps, not
necessarily from B (K) into itself, an even stronger characterization of the type
of Theorems 6.8 and 6.9 is valid. First, we have the simple
Theorem 6.10. The following conditions are equivalent
1. Φ ∈ Pk (B (K) ,B (H)),
2. AdV ∗ ○Φ ∈ CP (B (K)) for all V ∈ B (K,H) such that rankV ⩽ k,
3. Φ ○AdV ∗ ∈ CP (B (H)) for all V ∈ B (K,H) such that rankV ⩽ k.
Proof. Obvious from Theorem 6.8. The duality relation
Pk (B (K) ,B (H))○ = SPk (B (K) ,B (H)) =
= convhull{AdV ∣V ∈ B (K,H) , rankV ⩽ k} (6.22)
holds (cf. [?]) and we can substitute Ψ in Theorem 6.8 with AdV , rankV ⩽ k.
We also use the elementary fact that Ad∗V = AdV ∗ .
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The next result on k-positive maps seems to be less obvious.
Theorem 6.11. Denote with Πk (K) and Πk (H) the sets of k-dimensional
projections in K and H, resp. The following conditions are equivalent
1. Φ ∈ Pk (B (K) ,B (H)),
2. AdE ○Φ ∈ CP (B (K) ,B (H)) for all E ∈ Πk (H),
3. Φ ○AdF ∈ CP (B (K) ,B (H)) for all F ∈ Πk (K),
4. AdE ○Φ ○AdF ∈ CP (B (K) ,B (H)) for all E ∈ Πk (H), F ∈ Πk (K).
Proof. We shall prove the equivalence 1⇔ 4. The other ones follow analogously.
Since CP○ = CP and any CP map can be written as ∑iAdVi with Vi arbitrary,
the condition AdE ○Φ ○AdF ∈ CP (B (K) ,B (H)) is equivalent to
⟨AdE ○ Φ ○AdF ,AdV ⟩′′ ⩾ 0∀E∈Πk(H),F ∈Πk(K)∀V ∈B(K,H). (6.23)
By Proposition 6.1, point three, equation (6.23) can be rewritten as
⟨Φ,AdEV F ⟩′′ ⩾ 0∀E∈Πk(H),F ∈Πk(K)∀V ∈B(K,H), (6.24)
where we used the fact that AdE ○AdV ○AdF = AdEV F and the self-adjointness
of E and F . Note that U = EV F is an element of B (K,H) of rank ⩽ k.
Conversely, every map in U ∈ B (K,H) of rank ⩽ k can be written in the form
EV F for some V ∈ B (K,H), E ∈ Πk (H) and F ∈ Πk (K). It is sufficient to
take V = U and E, F as the range and rank projections for U , resp. Therefore
the condition (6.24) is equivalent to ⟨Φ,AdU ⟩′′ ⩾ 0 for all U ∈ B (K,H) s.t.
rankU ⩽ 0. But this is the same as ⟨Φ,Ψ⟩′′ ⩾ 0 for all Ψ ∈ SPk (B (K) ,B (H)),
or Φ ∈ SPk (B (K) ,B (H))○ = Pk (B (K) ,B (H)). Thus 1⇔ 4.
Let us note that Theorem 6.8 can be perceived as a very broad generalization
of the so-called positive maps entanglement criterion by the Horodecki
family [?]. To see this, we prove the following general
Proposition 6.12 (Generalized positive maps criterion). Let C be an mcs-cone
in P (B (K) ,B (H)). An operator ρ ∈ B (K⊗H) belongs to the image J (C) if
and only if the following condition
(Ψ∗ ⊗ id)ρ ∈ B+ (K ⊗K) (6.25)
holds for all Ψ ∈ C○.
Proof. The proof relies on Theorem 6.8 and the formula (6.8) for the isomor-
phism J . Let us note that
(Ψ∗ ⊗ id) ρ = (Ψ∗ ⊗ id) (J−1 (ρ)⊗ id) m∑
k,l=1
fkl ⊗ fkl = J (Ψ∗ ○ J−1 (ρ)) (6.26)
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wherem denotes the dimension of the space K. Thus the condition (Ψ∗ ⊗ id)ρ ∈
B+ (K ⊗K) is the same as J (Ψ∗ ○ J−1 (ρ)) ∈ B+ (K ⊗K), which is equivalent, by
the Choi theorem on completely positive maps [?], to Ψ∗ ○J−1 (ρ) ∈ CP (B (K)).
If the last inclusion holds for all Ψ ∈ C○, we know by Theorem 6.8 that J−1 (ρ)
is in C, or ρ ∈ J (C). Conversely, if ρ is in J (C), then J−1 (ρ) belongs to C.
By Theorem 6.8, Ψ∗ ⊗ J−1 (ρ) belongs to CP (B (K)) for all Ψ ∈ C○, which is
equivalent to J (Ψ∗ ⊗ J−1 (ρ)) ∈ B+ (K⊗K) according to the Choi theorem on
completely positive maps. By formula (6.26) the last expression is equivalent to(Ψ∗ ⊗ id)ρ ∈ B+ (K ⊗K) for all Ψ ∈ C○.
Remark 6.13. For the choice C = SP (B (K)), the above theorem reduces to
the positive maps criterion by Horodeccy [?]. We have the following equivalence
ρ is separable ⇔ (Ψ⊗ 1)ρ ∈ B+ (K)∀Ψ∈P(B(K)) (6.27)
Proof. Follows from Proposition 6.12 if we recall that the set of separable oper-
ators equals J (SP (B (K))) and the dual of SP (B (K)) is P (B (K)) [?].
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Chapter 7
Algebraic problems solved by
hand
7.1 Product numerical range for a three-parameter
family of operators
Product numerical range is a concept derived from the well-known numerical
range (cf. e.g. [?]). For an operator A on a Hilbert space H, the numerical range
of A is by definition the set of numbers which can be obtained as ⟨v,A (v)⟩ for
some vector v ∈ H of unit norm. Accordingly, for an operator A on a bipartite
space H1 ⊗H2 the product numerical range is defined as
Λ⊗ (A) = {⟨v ⊗ u,A (v ⊗ u)⟩ v ∈ H1, u ∈ H2, ∣v∣ = ∣u∣ = 1} (7.1)
A generalization to a multipartite setting is possible and very straightforward.
The definition was introduced in [?] and demonstrated to have various links
to problems in the quantum information science [?], including the evaluation
of minimum output entropy [?], checking whether two unitary operations are
locally distinguishable [?,?] or the identification of local dark spaces and error
correcting codes [?,?]. In the present section we analytically calculate the prod-
uct numerical range for a three-parameter family of 4 × 4 matrices introduced
in [?]. In order to obtain explicit formulas, some additional constraints need to
put on the parameters of the matrices. We take
F =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
F00,00 F00,01 F00,10 F00,11
F01,00 F01,01 F01,10 F01,11
F10,00 F10,01 F10,10 F10,11
F11,00 F11,01 F11,10 F11,11
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1
2
a 0 0
a¯ 1
2
b 0
0 b¯ 1
2
c
0 0 c¯ 1
2
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
, (7.2)
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which represent operators on H1 ⊗H2 = C2 ⊗C2. In order to find Λ⊗ (F ), we
first calculate the quantities (F (2)u )
αγ
∶= Fαβγδu¯βuδ. The result is
F (2)u (a, b, c) = ⎡⎢⎢⎢⎢⎣
1
2
(∣u1∣2 + ∣u2∣2) a ∣u1∣2 + c ∣u2∣2 + b¯u1u¯2
a¯ ∣u1∣2 + c¯ ∣u2∣2 + bu¯1u2 12 (∣u1∣2 + ∣u2∣2)
⎤
⎥
⎥
⎥
⎥⎦ . (7.3)
To calculate the product numerical range of F , we only need to find the maxi-
mum and the minimum of ⟨v ⊗ u,F (u⊗ v)⟩ = ⟨v,F (2)u (v)⟩, where u, v ∈C2 and∣u∣ = ∣v∣ = 1. Obviously, TrF (2)u = ∣u1∣2+∣u2∣2 = ∣u∣2 = 1 for all u that meet the con-
straint ∣u∣ = 1. The characteristic polynomial of F (2)u is λ2−TrF (2)u λ+detF (2)u =
λ2 − λ + detF (2)u , which has the roots
λ± =
1 ±
√
1 − 4detF (2)u
2
=
1 ± ∣a ∣u1∣2 + c ∣u2∣2 + b¯u1u¯2∣
2
. (7.4)
The last equality follows from a direct calculation of the determinant of F (2)u ,
detF
(2)
u =
1
4
−∣a ∣u1∣2 + c ∣u2∣2 + b¯u1u¯2∣2. We see that the product numerical range
of F (2)u is [1 −M
2
,
1 +M
2
] , (7.5)
where M = max∣u∣=1 ∣a ∣u1∣2 + c ∣u2∣2 + b¯u1u¯2∣. Hence to determine the product
numerical range of F (2)u , it is enough to calculate the maximum of the expression∣a ∣u1∣2 + c ∣u2∣2 + b¯u1u¯2∣ over the elements (u1, u2) ∈ C2 with unit norm. First
we observe that for x ∶= ∣u1∣, y ∶= ∣u2∣ fixed, the function ∣a ∣u1∣2 + c ∣u2∣2 + b¯u1u¯2∣
attains the maximum value ∣ax2 + cy2∣+∣b∣xy. Thus the calculation ofM reduces
to finding the maximum of ∣ax2 + cy2∣+ ∣b∣xy over x, y ∈R nonnegative and such
that x2+y2 = 1. Equivalently, we may skip the nonnegativity condition on x and
y, substitute x→ cosφ, y → sinφ and maximize ∣a cos2 φ + c sin2 φ∣+ ∣b∣ sinφ cosφ
over real φ. Using simple algebra, it is easy to show that ∣a cos2 φ + c sin2 φ∣ +∣b∣ sinφ cosφ is equal to 1
2
(∣(a + c) + (a − c) cosψ∣ + ∣b∣ sinψ) for ψ = 2φ. The
maximum of this expression over ψ ∈ R can be easily found if a and c satisfy
one of the following conditions,
a) ∣a∣ = ∣c∣ or
b) a = rc for real r.
In the case a), we get ∣(a + c) + (a − c) cosψ∣ =√∣a + c∣2 + ∣a − c∣2 cos2ψ, and thus
we are left with the problem of maximizing
f (ψ) ∶= 1
2
(√∣a + c∣2 + ∣a − c∣2 cos2 ψ + ∣b∣ sinψ) (7.6)
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over real ψ. The maximum can be calculated explicitly. The result reads
M =max
ψ∈R
f (ψ) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣b∣ + ∣a + c∣ , ∣b∣ ∣a + c∣ > ∣a − c∣2√∣b∣2 + ∣a − c∣2√1 + ∣a+c∣2∣a−c∣2 , ∣b∣ ∣a + c∣ ⩽ ∣a − c∣2 . (7.7)
Here we only outline how (7.7) was obtained. The first derivative of f is
f ′ (ψ) = 1
2
⎛⎜⎝ ∣a − c∣
2
sinψ cosψ√∣a + c∣2 + ∣a − c∣2 cos2 ψ + ∣b∣ cosψ
⎞⎟⎠ , (7.8)
and there are either two or four solutions to the equation f ′ (ψ) = 0 in [0,2π),
depending on the sign of the expression ∣b∣ ∣a + c∣− ∣a − c∣2. If inequality ∣b∣ ∣a + c∣−∣a − c∣2 > 0 holds, we get a single maximum, equal to ∣b∣+∣a + c∣, at ψ = π/2. Let us
define ψ0 = arccos(√∣a−c∣4−∣b∣2∣a+c∣2∣a−c∣√∣a−c∣2+∣b∣2 ). When ∣b∣ ∣a + c∣ − ∣a − c∣2 < 0, the maximum
at ψ = π/2 turns into a minimum, but two new maxima of f appear at ψ = ψ0
and ψ = π −ψ0. The value of f in both of these maxima is the same and equals√∣b∣2 + ∣a − c∣2√1 + ∣a+c∣2∣a−c∣2 . Thus we have explained formula (7.7) but for the
case ∣b∣ ∣a + c∣ = ∣a − c∣2. With little additional effort, it can be shown that (7.7)
also works in that special case. Therefore (7.7) is true whenever ∣a∣ = ∣c∣ and we
have found the product numerical range (7.5) of F in the case a).
When a = rc for real r, it is even simpler to calculate M than in the situa-
tion considered above. Since then we have the equality ∣(a + c) + (a − c) cosψ∣ =∣∣a + c∣ + ∣a − c∣ cosψ∣, we can first maximize the expression
1
2
(∣∣a + c∣ + ∣a − c∣ cosψ∣ + ∣b∣ sinψ) (7.9)
while keeping s ∶= ∣sinψ∣ and c ∶= ∣cosψ∣ constant. This yields
1
2
(∣a + c∣ + ∣a − c∣ c + ∣b∣ s) (7.10)
and we are left with the task of maximizing this expression over all nonnegative
s, c such that s2 + c2 = 1 holds. The calculation of the maximum is elementary,
so we only give the final result,
M = 1
2
(∣a + c∣ +√∣a − c∣2 + ∣b∣2) . (7.11)
Hence we have obtained the product numerical range (7.5) of F in the case b).
In the case of general a, b, c ∈C, it does not seem easy to calculate the product
numerical range of F .
For the cases where the calculation of the product numerical range of F
turned out to be possible, the results obtained can be used to find a part of the
boundary of the set of entanglement witnesses. Namely, one can consider the
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minimal λ ∈ R such that W (λ) = (1 − λ)F + λ1 is positive on product vectors.
From (7.5), it is not difficult to see that the appropriate λ equals M−1
M+1
, which we
can explicitly calculate under certain assumptions on a, b and c. With a little
more effort, the above argument also shows how to explicitly find the specific
product vectors v⊗u that satisfy ⟨v ⊗ u,W (λ) (v ⊗ u)⟩ = 0. The set of product
vectors v ⊗ u that satisfy ⟨v ⊗ u,W (v ⊗ u)⟩ = 0 for an entanglement witness W
often turns out to be important when considering the optimality of W [?].
7.2 Higher order numerical ranges and code car-
riers for the qutrit case
We already know from the introduction to Chapter 6 that physical processes
in quantum systems are best described by completely positive maps. Every
such map, if not simply a unitary transformation, can be understood as some
kind of noisy evolution induced upon the system by an environment. More
precisely, two initially orthogonal pure states of the system are often no longer
orthogonal after the evolution, which is an analogue of a spontaneous bit flip
in classical computing. A way to deal with the noise in a classical setting is by
representing the logical 0 and 1 by multiple physical bits, for example 000 and
111, resp. Even if one of those is physically flipped, there is sufficient information
in the remaining ones to recover the initial value 0 or 1. An identical solution
encounters severe difficulties in the quantum setting, since by the no-cloning
theorem [?], there exists no transformation that could transform an arbitrary
quantum state ρ into ρ⊗ ρ, let alone ρ⊗ ρ⊗ ρ.
However, nothing prevents us from encoding, in the qubit case, an arbitrary
pure state a ∣0⟩+b ∣1⟩ of a qubit as a ∣000⟩+b ∣111⟩. In this way, a similar resistance
to single bit flips as in the classical case is achieved, since the set of bit-flipped
states ∣000⟩ is orthogonal to the bit-flipped ∣111⟩. This is the basic idea behind
quantum error correction [?,?], but more details need to be accounted for before
it really works. For a fixed completely positive transformation Φ, describing
the noise affecting a quantum system, a general criterion for quantum error
correction was provided in the paper [?] by E. Knill and R. Laflamme. Note
that by the Choi theorem on completely positive maps [?], the map Φ can be
written in the form Φ ∶ ρ ↦ ∑iA∗i ρAi for some operators Ai on the space in
which ρ lives. The Knill-Laflamme criterion now says that we can encode a
d-dimensional quantum states and send them through the “quantum channel”
described by Φ if and only if the conditions
PkA
∗
iAjPk = λijPk ∀i,j (7.12)
hold for some k-dimensional projection Pk and a set of numbers λij ∈ C.
The equations (7.12) are called Knill-Laflamme equations accordingly. All of
them are of the form PkMPk = λPk, where M is some matrix and λ a con-
stant. This problem is a generalization of the eigenvalue problem and, more
generally, of the question about the so-called numerical range of an operator,
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Λ1 (M) ∶= {⟨ψ∣M ∣ψ⟩ψ ∈H}, where ψ runs over all vectors of unit norm in the
respective Hilbert space H. We already mentioned numerical ranges in Section
7.1. Because of the form of Knill-Laflamme conditions, it is natural to introduce
so-called higher order numerical ranges [?] (HONR),
Λk (M) ∶= {λ∣∃PkPkMPk = λPk} . (7.13)
where Pk is a k-dimensional projection. It is also important to know the de-
scription of the set of all projections which give rise to some λ in the above
formula. We denote the set of such projections by Πk (M) and call it a code
carrier, because it relates to the set of all possible error correcting subspaces.
Πk (M) ∶= {Pk ∣∃PkPkMPk = λPk} . (7.14)
In the following, we are going to show how to find Λ2 (M) and Π2 (M) for
an arbitrary matrix M of order three. By solving the problem for k = 2, we
shall give a full description of higher order numerical ranges and code carriers
for 3 × 3 matrices. This is so because the other cases, k = 1,3, are trivial.
Let us first observe that for a general matrix M , not necessarily of order
three, the equation PkMPk = λPk is equivalent to⎧⎪⎪⎨⎪⎪⎩Pk
M+M
∗
2
Pk = ξPk
Pk
M−M∗
2i
Pk = ζPk , (7.15)
where ζ and ξ are real numbers. In this way, the compression equation PkMPk =
λPk is transformed into a pair of compression equations for Hermitian matrices
M+M∗
2
and M−M
∗
2i
. Thus by solving the compression equations for a general
Hermitian matrix H of respective dimension and finding Πk (H) and Λk (H),
we may hope to be able to find Πk (M) and Λk (M) for a general matrix M
just by intersecting Πk (M+M∗2 ) and Πk (M−M∗2i ) and reading off the ζ’s and ξ’s
corresponding the elements in the intersection. Note that an almost complete
description of code carriers and numerical ranges for Hermitian matrices of
arbitrary dimension was obtained in [?]. In the present section, however, we shall
give an alternative proof in the case of dimension 3, which is mainly justified by
the fact that we solve algebraic equations.
Let us first consider a Hermitian 3×3 matrix H with three distinct eigenval-
ues λ1 < λ2 < λ3 and the corresponding eigenvectors ∣x1⟩ , ∣x2⟩ , ∣x3⟩. By adding
a factor proportional to identity to H , we may assume that all the λi’s are
nonzero. We know from [?] that Λ2 (H) = {λ2}. We shall find Π2 (H).
Note that the condition P2HP2 = λ2P2 is equivalent to the existence of
vectors ∣v1⟩ , ∣v2⟩ such that
⟨vi, vj⟩ = δij and ⟨vi,H (vj)⟩ = λ2δij . (7.16)
If we denote with vni the n-th coordinate of vi with respect to the basis (∣x1⟩ , ∣x2⟩),
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conditions (7.16) can be rewritten as
3
∑
k=1
∣vki ∣2 = 1, ∑3k=1 λk ∣vki ∣2 = λ2, (7.17)
3
∑
k=1
v¯k1v
k
2 = 0, ∑3k=1 λkv¯k1vk2 = 0, (7.18)
with i = 1,2. By appropriately transforming a solution of (7.17) and (7.18)
according to the following prescription: vk1 → vk1eiφk vk2 → vk2eiφk , we can get
another solution, where v1 has real numbers as coefficients. Indeed, the trans-
formations of the form given above do not affect equalities (7.17) and (7.18),
and the phases eiphik can be chosen as v¯k1 / ∣vk1 ∣ to make all the coordinates vk1
real. Therefore in the following, we assume that all the coordinates of v1 are
real.
From equations (7.18) it follows that
(λ1 − λ2) v1i v1j + (λ3 − λ2)v2i v2i = 0, (7.19)
where we removed the bars over vk1 using the reality assumption explained above.
Equation (7.19) implies the existence of a phase eiψ such that the numbers eiψv12
and eiψv22 are real. Moreover, the first equation in (7.18) now implies that also
eiψv2j has to be a real number. We can now transform v2 according to the
following prescription v2 → e−iψv2 and obtain another solution to equations
(7.17) and (7.18), where both v1 and v2 have real coefficients. Consequently, it
is possible first to find all real solutions to the following set of equations,
3
∑
k=1
(vki )2 = 1, ∑3k=1 λk (vki )2 = λ2, (7.20)
3
∑
k=1
vk1v
k
2 = 0, ∑3k=1 λkvk1vk2 = 0 (7.21)
and later recover all the solutions to (7.17) and (7.18) by transforming the
variables according to the prescription vk1 → eiφkvk1 and vk2 → ei(φk−ψ)vk2 with
arbitrary angles φk and ψ. This follows because the transformations of the type
just described do not affect equations (7.17) and (7.18) and on the other hand,
they allow us to bring any solution of (7.17) and (7.18) to a real solution of equa-
tions (7.20) and (7.21). Thus, let us look for real solutions of equations (7.20)
and (7.21). By multiplying the first equation in (7.21) by λ2 and subtracting
the result from the second equation in the same line, one easily gets
v11v
1
2 = λ3 − λ2
λ2 − λ1 v
3
i v
3
2 . (7.22)
Substitution of this equality back to the first equation in (7.21) yields
v11v
1
2 = −λ3 − λ2λ3 − λ1 v
2
1v
2
2 and v
3
1v
3
2 = −λ2 − λ1λ3 − λ1 v
2
1v
2
2 . (7.23)
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In a similar fashion, equations (7.20) give us
(v1i )2 = λ3 − λ2λ3 − λ1 (1 − (v2i )2) and (v3i )2 = λ2 − λ1λ3 − λ1 (1 − (v2i )2) . (7.24)
If we multiply the first equation in (7.24) for i = 1 by the same equation but for
i = 2, we obtain
(v11v12)2 = (λ3 − λ2λ3 − λ1 )2 (1 − (v21)2)(1 − (v22)2) . (7.25)
In a similar way
(v31v32)2 = (λ2 − λ1
λ3 − λ1 )2 (1 − (v21)2)(1 − (v22)2) . (7.26)
On the other hand, we may square the equations in (7.23) to obtain
(v11v12)2 = (λ3 − λ2
λ3 − λ1 )2 (v21v22)2 and (v31v32)2 = (λ2 − λ1λ3 − λ1 )2 (v21v22)2 (7.27)
Now we can subtract the first equation in (7.27) from (7.25) and the second
equation in (7.27) from (7.26) to get
(λ3 − λ2
λ3 − λ1 )2 ((1 − (v21)2)(1 − (v22)2) − (v21v22)2) = 0, (7.28)(λ2 − λ1
λ3 − λ1 )2 ((1 − (v21)2)(1 − (v22)2) − (v21v22)2) = 0. (7.29)
According to our assumption λ1 < λ2 < λ3, the factors λ3−λ2λ3−λ1 and λ2−λ1λ3−λ1 are
non-zero. Therefore the equations (7.28) and (7.29) are equivalent to
(1 − (v21)2) (1 − (v22)2) − (v21v22)2 = 1 − (v21)2 − (v22)2 = 0. (7.30)
The solution of (7.30) is of the form v21 = cosγ, v22 = sinγ for an arbitrary γ.
We can substitute this in (7.24) to obtain a general solution to equations (7.20)
and (7.21) in the following form,⎡⎢⎢⎢⎢⎢⎣
v11
v21
v31
⎤
⎥
⎥
⎥
⎥
⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
s1κ sinγ
s2 cosγ
s3η sinγ
⎤
⎥
⎥
⎥
⎥
⎥⎦ and
⎡⎢⎢⎢⎢⎢⎣
s1sκ cosγ
−s2s sinγ
s3sη cosγ
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (7.31)
where si = ±1 and s = ±1 are arbitrary and we have introduced the notation
κ ∶=
√
λ3−λ2
λ3−λ1
and η ∶=
√
λ2−λ1
λ3−λ1
. Note that we have used equations (7.24) to
establish sign relations between the coordinates of v1 and v2.
Now, if we recall the discussion preceding equations (7.20) and (7.21), we
can recover a general solution to (7.16) by introducing complex phases back into
(7.31) ⎡⎢⎢⎢⎢⎢⎣
v11
v21
v31
⎤
⎥
⎥
⎥
⎥
⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
eiφ1κ sin γ
eiφ2 cosγ
eiφ3η sinγ
⎤
⎥
⎥
⎥
⎥
⎥⎦ and
⎡⎢⎢⎢⎢⎢⎣
ei(φ1−ψ)κ cosγ
−ei(φ2−ψ) sinγ
ei(φ3−ψ)η cosγ
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (7.32)
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where the phases φi and ψ are arbitrary.
Since we are interested in Π2 (H) rather than the vectors vi, it is sufficient
for us to know that v1 and v2 given in (7.32) span the two-dimensional subspace
span{∣x1⟩ , κeiφ ∣x1⟩ + η ∣x3⟩} . (7.33)
with φ arbitrary.
In this way we obtain the following description of Π2.
Proposition 7.1. Let H be a Hermitian operator on C3 with eigenvalues λ1 <
λ2 < λ3 and the corresponding eigenvectors ∣x1⟩ , ∣x2⟩ , ∣x3⟩. The rank 2 code
carrier of H is given as
Π2 (H) = {P2 ∃φ∈RP2 projects onto span{∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩}} . (7.34)
Obviously, two orthogonal projections are equal iff they project onto the
same subspace. Furthermore, two linear subspaces are identical if and only
if all the vectors spanning one of the subspaces are linearly dependent of the
vectors spanning the second subspace. Using Proposition 7.1, we can now find
the intersection of rank 2 code carriers of two distinct Hermitian operators on
C
3. We have
Proposition 7.2. Let H, H ′ be Hermitian operators on C3 with eigenvalues
λ1 < λ2 < λ3, λ′1 < λ′2 < λ′3, respectively. Let the corresponding eigenvectors be∣x1⟩ , ∣x2⟩ , ∣x3⟩ (∣x′1⟩ , ∣x′2⟩ , ∣x′3⟩). Let κ ∶= √λ3−λ2λ3−λ1 , η ∶= √λ2−λ1λ3−λ1 , κ′ ∶= √λ′3−λ′2λ′3−λ′1 ,
η′ ∶=
√
λ′
2
−λ′
1
λ′
3
−λ′
1
. The intersection Π2 (H) ∩ Π2 (H ′) is nonempty if and only if
there exist φ,φ′ ∈R such that the family of vectors
{∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , ∣x′2⟩} , (7.35)
as well as the family of vectors
{∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , κeiφ′ ∣x′1⟩ + η′ ∣x′3⟩} (7.36)
are linearly dependent. If this is the case,
Π2 (H) ∩Π2 (H ′) = {∣x2⟩ ⟨x2∣ + ∣χ⟩ ⟨χ∣ ∣χ⟩ = κeiφ ∣x1⟩ + η ∣x3⟩ , φ ∈ Ξ} (7.37)
where Ξ is the set of all φ ∈R such that there exists ψ for which the families of
vectors {∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , ∣x′2⟩} (7.38)
and {∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , κeiφ′ ∣x′1⟩ + η′ ∣x′3⟩} (7.39)
are both linearly dependent.
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Proof. Obvious from Proposition 7.1
Note that the above results have been derived using the assumption λ1 < λ2 <
λ3 (λ′1 < λ′2 < λ′3) about the eigenvalues of H (H ′, resp.). However, in case that
these assumptions do not hold, we can still easily give a description of Π2 (H)
(Π2 (H ′)) and find Π2 (H) ∩ Π2 (H ′). First of all, if H or H ′ is proportional
to identity, the corresponding code carrier equals the set of all two-dimensional
projections in C3. It is also easy to prove the following proposition.
Proposition 7.3. Let H be a Hermitian operator on C3 with eigenvalues λ1 =
λ2 < λ3 or λ1 < λ2 = λ3. Then Π2 (H) consists of an orthogonal projection onto
the eigenspace corresponding to λ2.
We leave the proof of the proposition as an exercise for the reader (it is
enough to check what conditions (7.17) imply when exactly two of the eigen-
values are equal). We should notice that formulas (7.32) still apply, so we can
easily generalize Proposition 7.2 to a situation where the eigenvalues of H (or
H ′) are not all distinct.
Proposition 7.4. Let H, H ′ be Hermitian operators on C3 with eigenvalues
λ1 ⩽ λ2 ⩽ λ3, λ′1 ⩽ λ′2 ⩽ λ′3, respectively. Assume that neither H nor H ′ is
proportional to identity. Let the corresponding eigenvectors be ∣x1⟩ , ∣x2⟩ , ∣x3⟩
(∣x′1⟩ , ∣x′2⟩ , ∣x′3⟩). Let κ ∶= √λ3−λ2λ3−λ1 , η ∶= √λ2−λ1λ3−λ1 , κ′ ∶= √λ′3−λ′2λ′3−λ′1 , η′ ∶= √λ′2−λ′1λ′3−λ′1 .
The intersection Π2 (H)∩Π2 (H ′) is nonempty if and only if there exist φ,φ′ ∈R
such that the family of vectors{∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , ∣x′2⟩} , (7.40)
as well as the family of vectors
{∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , κeiφ′ ∣x′1⟩ + η′ ∣x′3⟩} (7.41)
are linearly dependent. If this is the case,
Π2 (H) ∩ (H ′) = {∣x2⟩ ⟨x2∣ + ∣χ⟩ ⟨χ∣ ∣χ⟩ = κeiφ ∣x1⟩ + η ∣x3⟩ , φ ∈ Ξ} (7.42)
where Ξ is the set of all φ ∈R such that there exists ψ for which the families of
vectors {∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , ∣x′2⟩} (7.43)
and {∣x2⟩ , κeiφ ∣x1⟩ + η ∣x3⟩ , κeiφ′ ∣x′1⟩ + η′ ∣x′3⟩} (7.44)
are both linearly dependent.
The case of H or H ′ proportional to identity, which we excluded in the above
proposition, can be handled in an obvious way. Thus we have fully characterized
the intersection Π2 (H) ∩ Π2 (X ′) for a pair of Hermitian operators on C3.
Following the discussion after equations (7.15), we can now use Proposition 7.4
to obtain the numerical rangeΛ2 (M) for an arbitrary (not necessarily Hermitian
or normal) matrix of dimension three. Let us discuss this in an example.
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Example 7.5. Consider the Jordan matrix
J =
⎡⎢⎢⎢⎢⎢⎣
0 0 0
1 0 0
0 1 0
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (7.45)
The second order numerical range Λ2 (J) equals {0} and the corresponding
code carrier consists of a single element, Π2 (J) = {∣1⟩ ⟨1∣ + ∣2⟩ ⟨2∣}, where ∣1⟩ =
1√
2
[1,0,1], ∣2⟩ = 1√
2
[1,0,−1].
Proof. We have
J + J∗
2
= 1
2
⎡⎢⎢⎢⎢⎢⎣
0 1 0
1 0 1
0 1 0
⎤
⎥
⎥
⎥
⎥
⎥⎦ =∶H and
J − J∗
2i
= 1
2
⎡⎢⎢⎢⎢⎢⎣
0 i 0
−i 0 i
0 −i 0
⎤
⎥
⎥
⎥
⎥
⎥⎦ =∶H ′. (7.46)
Let us denote the eigenvalues of H with λ1 ⩽ λ2 ⩽ λ3 and the corresponding
eigenvectors with v1, v2, v3. For H ′, similarly define λ′1 ⩽ λ′2 ⩽ λ′3 and the
eigenvectors v′1, v
′
2, v
′
3. One can easily check that
λ1 = λ′1 = −
√
2, λ2 = λ′2 = 0, λ3 = λ′3 =
√
2. (7.47)
Thus κ = η = κ′ = η′ = 1/√2. The eigenvectors of H and H ′ are
v1 = 1
2
[1,√2,1] , v2 = 12 [−1,0,1] , v3 = 12 [1,−√2,1] , (7.48)
v′1 = 1
2
[1,√2i,−1] , v′2 = 12 [1,0,1] , v′3 = 12 [−1,√2i,1] , (7.49)
We can now easily check that the equations
det
⎡⎢⎢⎢⎢⎢⎢⎣
− 1√
2
0 1√
2
1
2
(eiφ + 1) 1√
2
(eiφ − 1) 1
2
(eiφ + 1)
1√
2
0 1√
2
⎤
⎥
⎥
⎥
⎥
⎥
⎥⎦ = 0, (7.50)
det
⎡⎢⎢⎢⎢⎢⎢⎣
− 1√
2
0 1√
2
1
2
(eiφ + 1) 1√
2
(eiφ − 1) 1
2
(eiφ + 1)
1
2
(eiφ′ − 1) i√
2
(eiφ′ + 1) − 1
2
(eiφ′ − 1)
⎤
⎥
⎥
⎥
⎥
⎥
⎥⎦ = 0. (7.51)
have a single solution in [0; 2π) × [0; 2π), which is (φ,φ′) = (0, π). This corre-
sponds to the subspace in the assertion of the theorem.
Note that with the methods described in this section, it is possible to find
solutions to Knill-Laflamme equations or prove their non-existence for all qutrit
quantum channels Φ. As proud as it sounds, the solutions will however almost
never exist. It should also be kept in mind that solving the problems for all
qutrit channels simply means finding all qutrit channels that allow for encoding
of a single qubit. This is quite a simple setup.
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7.3 A separable state of length four
and Schmidt rank three
In Section 1.2, we introduced the concept of separability and discussed some
fundamental subtleties about the distinction between separable and entangled
quantum states. Here, we consider so-called length of a separable state, which is
the minimum number of terms in its separable decomposition. More precisely,
we have the following.
Definition 7.6 (Length of a separable state). Let ρ be a separable state on a
bipartite space K⊗H. Thus, ρ can be written as
ρ =
l
∑
i=1
ρi ⊗ ξi (7.52)
for some l and some positive operators ρi, ξi on K, H, resp. The length of ρ
is the minimum number l in a decomposition of the form (7.52).
A generalization to a multipartite setting is straightforward, but we shall
not discuss on this point here. Given a density matrix ρ on a bipartite space, it
is in general very difficult to tell whether and how it decomposes into a convex
sum of products of positive operators. Successful attempts in this direction can
be made in the situation described in [?], but in general, no exact way to find an
optimal decomposition of the form (7.52) is known. In particular, it is difficult
to determine the length l of ρ. On the other hand, it is fairly simple to find a
minimal decomposition of ρ of the form
ρ =
r
∑
i=1
Fi ⊗Gi, (7.53)
where Fi, Gi are Hermitian, but not required to be positive. The minimal
number r in the decomposition (7.53) will be called the Schmidt rank of ρ.
The name originates from the well-known Schmidt decomposition of vectors,
for which (7.53) is an analogue.
Intuitively, the length and the Schmidt rank of ρ do not look entirely inde-
pendent. Indeed, in [?] we showed that separable states of small lengths ⩽ 3
necessarily have their Schmidt rank equal to their length. In the present sec-
tion, we give an example of a state of Schmidt rank 3 and length 4. This shows
that the mentioned result for lengths ⩽ 3 cannot be further generalized. Such
conclusion should be expected from the beginning, but the concrete example is
rather illustrative.
Example 7.7. Consider the following 4 × 4 diagonal matrices
δ1 = diag (1,0,1,0) , δ2 = diag (0,1,0,1) , (7.54)
δ3 = diag (1,1,0,0) , δ4 = diag (0,0,1,1) .
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Let ρ be a density matrix on C4 ⊗C4 of the form
ρ ∶= 1
16
4
∑
i=1
δi ⊗ δi. (7.55)
This bipartite state is separable, has length l = 4 and Schmidt rank r = 3.
Proof. Obviously, ρ is separable. For further convenience, let us denote the
length of ρ with l and its Schmidt rank with r. We first prove that the Schmidt
rank of ρ is 3, which is equivalent to proving that the Schmidt rank of ρ˜ ∶= 16ρ
is 3. For that purpose, we observe that the operators δi in (7.54) are linearly
dependent. For example, we can write δ4 as a linear combination of δ1, δ2 and
δ3,
δ4 = δ1 + δ2 − δ3. (7.56)
We can put (7.56) in (7.55) and use distributivity of the tensor product to get
ρ˜ = δ1 ⊗ (2δ1 + δ2 − δ3) + δ2 ⊗ (δ1 + 2δ2 − δ3) + δ3 ⊗ (2δ3 − δ1 − δ2) , (7.57)
From (7.57), we definitely see that ρ˜ has Schmidt rank lower than four. But the
matrices 2δ1 + δ2 − δ3, δ1 + 2δ2 − δ3 and δ1 + δ2 − 2δ3 are linearly independent1,
just as the matrices δ1, δ2 and δ3 are. This implies that the number of product
terms in (7.57) cannot be reduced any further. Consequently, the Schmidt rank
of ρ˜ and hence of ρ is 3, r = 3.
Of course, the length of ρ is not lower than r, so we have l ⩾ 3. On the
other hand, (7.55) is an expression for ρ as a sum of four products of positive
operators δi. Therefore l cannot be higher than 4 and the only possibilities left
are l = 3 and l = 4. In the following we show that l = 3 is excluded. Put it in a
different way, ρ cannot be written as
ρ1 ⊗ ξ1 + ρ2 ⊗ ξ2 + ρ3 ⊗ ξ3, (7.58)
with ρi and ξi positive for i = 1,2,3. It will be more convenient to show that ρ˜
cannot be written in the form (7.58) with all ξi, ρi positive. To prove this, let
us assume that a decomposition of ρ of the form (7.58) exists. We should stress
that (7.57) is not an example of such a decomposition because 2δ3 − δ1 − δ2 is
not positive. The operators ρi and ξi are Hermitian, so we can write them as
ρi = ∑16j=1 αjiHj and ξi = ∑16j=1 βjiHj , where αji , βji ∈R∀i,j , and {Hj}16j=1 is a basis
of the R-linear space of Hermitian operators on C4 such that
H1 = diag (1,0,0,0) , H2 = diag (0,1,0,0) , (7.59)
H3 = diag (0,0,1,0) , H4 = diag (0,0,0,1) .
and Hj ’s for j ⩾ 5 have only off-diagonal elements nonzero. Because of the
form (7.54) of the operators δi, ρ˜ does not have any off-diagonal elements and
1the matrix
⎡
⎢
⎢
⎢
⎢
⎢
⎣
2 1 −1
1 2 −1
1 1 −2
⎤
⎥
⎥
⎥
⎥
⎥
⎦
has a nonzero determinant
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the decomposition of ρ˜ in the basis {Hk ⊗Hl}16k,l=1 of all Hermitian operators
on C4 ⊗ C4 does not include any terms with k ⩾ 5 nor with l ⩾ 5. If there
are any terms including Hk with k ⩾ 5 in ρi or ξi, they must eventually cancel
out in the tensor product (7.58). Therefore we may use ρ̃i ∶= ∑4j=1 αjiHj and
ξ̃i ∶= ∑4j=1 βjiHj instead of ρi and ξi. The relation (7.58) still holds when ρi is
replaced with ρ̃i and ξi with ξ̃i. Positivity of ρ̃i and ξ̃i follows from the fact that
they are diagonal parts of positive operators. We see that ∑4i=1 ρ̃i ⊗ ξ̃i equals
ρ˜, and it is also a sum of products of positive operators. Consequently, if there
exists a decomposition of ρ˜ of the form (7.58) with ρi and ξi positive, another
decomposition with diagonal and positive ρi and ξi must also exist. Therefore
we can restrict our discussion to decompositions of the form
ρ˜ =
3
∑
i=1
4
∑
j,k=1
α
j
iHj ⊗ βki Hk =
3
∑
i=1
4
∑
j,k=1
α
j
iβ
k
jHj ⊗Hk, (7.60)
with αjj ⩾ 0 and βki ⩾ 0. Based on the definition (7.55), it can be easily checked
that
ρ˜ =
4
∑
j,k=1
AjkHj ⊗Hk, (7.61)
with A11 = A22 = A33 = A44 = 2, A14 = A41 = A23 = A32 = 0 and Aij = 1 for
the remaining eight coefficient pairs (i, j). In order for equation (7.60) to be
fulfilled, we must have
4
∑
i=1
α
j
iβ
k
i = Ajk ∀j,k∈{1,2,3,4}. (7.62)
To see the consequences of (7.62), let us introduce vectors αj ∈R3 and βk ∈R3
with coordinates {αji}3i=1 and {βki }3i=1, respectively. The conditions (7.62) can
be written as
α1 ⋅ β1 = α2 ⋅ β2 = α3 ⋅ β3 = α4 ⋅ β4 = 2, (7.63)
α1 ⋅ β4 = α4 ⋅ β1 = α2 ⋅ β3 = α3 ⋅ β2 = 0, (7.64)
α1 ⋅ β2 = α1 ⋅ β3 = α4 ⋅ β2 = α4 ⋅ β3 = 1, (7.65)
α2 ⋅ β1 = α2 ⋅ β4 = α3 ⋅ β1 = α3 ⋅ β4 = 1. (7.66)
Keeping in mind nonnegativity of αji ’s and β
k
i ’s, we can draw some further
conclusions about these numbers. First of all, we should notice that two real
vectors with nonnegative coordinates are orthogonal if and only if a nonvanishing
coordinate of one of the vectors corresponds to a vanishing coordinate of the
other vector and vice versa. As a consequence of this and (7.64), each of the
vectors αi and βi must have a vanishing coordinate. On the other hand, because
of the formula (7.63) neither of the vectors can be zero. In other words, each of
them must have a nonvanishing coordinate. We are left with αi’s and βj ’s which
have either one or two nonzero coordinates. Let us consider first a situation in
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which one of the vectors has two nonzero coordinates. Without any loss of
generality we assume the vector to be α1 and we put α11 = 0, α12 > 0, α13 > 0.
Because of (7.64), β41 > 0, β42 = 0, β43 = 0. This in turn implies α21 > 0, α31 > 0 and
α41 > 0 as a consequence of (7.63), (7.65) and (7.66). Therefore β31 = 0, β21 = 0
and β11 = 0. If α22 = α23 = 0, the equality α2 ⋅ β1 = 1 cannot hold. One of the
coordinates α22, α
2
3 must be nonzero. We may assume α
2
3 > 0, so that we have
α21 > 0, α22 = 0, α23 > 0. From (7.64) it follows that β31 = 0, β32 > 0, β33 = 0. Using
(7.63) we get α32 > 0 while (7.65) yields α42 > 0. We have obtained α31 > 0 and
α32 > 0, which implies α33 = 0. But now (7.64) gives us β21 = 0, β22 = 0, β23 > 0 and
from α4 ⋅ β2 = 1 we get α43 > 0.
In the successive steps above we obtained α41 > 0, α42 > 0 and finally the
inequality α43 > 0. This is in contradiction with (7.64), so our initial assumption
about the existence of a vector αi (or βi) with two nonzero coordinates, cannot
be true for solutions of the equations (7.63)-(7.66). None of the vectors αi, βi can
have two nonvanishing coordinates. The only possibility we have not excluded
yet is that of all the vectors αi, βi having precisely one nonzero coordinate each.
Let us assume that this is the case and concentrate on αi’s. Because of the fact
that αi’s are of dimension three, there must exist a pair of indices i ≠ j such
that αi is proportional to αj . Without loss of generality we may assume that
either α1 = α2 or α1 = α4 holds. The first possibility is excluded because of
the equalities α1 ⋅ β4 = 0 and α2 ⋅ β4 = 1. The second is in contradiction with
α1 ⋅β4 = 0 and α1 ⋅α1 = 2. Thus we have excluded the only remaining possibility
for αi’s and we conclude that (7.62) has no solutions of the desired properties
α
j
i , β
k
i ⩾ 0∀i,j,k. Consequently, ρ˜ cannot be written in the form (7.58) with ρi’s
and ξi’s positive. The same holds for ρ. Hence l > 3, which in turn implies l = 4
because l ⩽ 4. This proves our assertions about ρ.
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Chapter 8
Algebraic problems solved by
using Groebner bases
8.1 Compression equations – a special case
In Section 7.2, we defined the notion of a code carrier of an operator and outlined
how it is related to the problem of finding solutions of generalized eigenvalue
problems. Notably, the paper [?] contains an almost complete description of
code carriers for Hermitian operators. Therefore, following similar steps to
those described in Section 7.2, one may attempt to find a general solution to
a compression equation PkMPk = λPk by first splitting M into its Hermitian
MH ∶= (M +M∗) /2 and anti-Hermitian part MA ∶= (M −M∗) /2i and solving
the respective compression equations⎧⎪⎪⎨⎪⎪⎩PkMHPk = ξMHPkMAPk = ζMA (8.1)
separately. Next, the sets of possible projectors Πk (MA) and Πk (MH) may
be intersected to yield Πk (M). For a more detailed description of the method
and for the definition of Πk, cf. Section 7.2. Finally, if we start with a system
of equations of the form PkM (i)Pk = λiPk for i = 1,2, . . . instead of a single
one, we may first determine Πk (M (i)) following the steps described above and
then find the solutions to the initial set of equations by intersecting Π (M (i))
for i = 1,2, . . . .
The described procedure turns out to be rather difficult to implement in
practice. However, in the present section we present a very simplified example
where the method works. Let k = 2. Let us also take H1 and H2 to be two
Hermitian operators on C4. We assume that H1 and H2 commute, so that
they have a common eigenbasis {v1, v2, v3, v4}. Moreover, let the respective
eigenvalues for H1 fulfill λ1 < λ2 < λ3 < λ4, while for H2 we have χ1 < χ2 < χ3 <
χ4. In such case, it is relatively easy to find all possible solutions of the set of
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equations
P2H1P2 = ξP2 ∧ P2H2P2 = ζP2. (8.2)
This can be done using the technique of Groebner bases discussed in Part II of
the thesis.
In the setting described above, the general characterization of code carriers
included in [?, Section 4] reduces to
Π (H1) = {span{ v1√
λ − λ1 + e
iφ ( av3√
λ3 − λ −
b¯v4√
λ4 − λ) , v2√λ − λ2+
+eiφ ( bv3√
λ3 − λ +
a¯v4√
λ4 − λ)} λ ∈ (λ2, λ3) , φ ∈R, ∣a∣2 + ∣b∣2 = 1} . (8.3)
Similarly for H2,
Π (H2) = {span{ v1√
χ − χ1 + e
iψ ( cv3√
χ3 − χ −
d¯v4√
χ4 − χ) , v2√χ − χ2+
+eiψ ( dv3√
χ3 − χ +
c¯v4√
χ4 − χ)}χ ∈ (χ2, χ3) , ψ ∈ R, ∣c∣2 + ∣d∣2 = 1} . (8.4)
The question whether there exists a P2 that satisfies the set of equations (8.2) is
equivalent to the existence of an identical pair of subspaces in the sets Π2 (H1)
and Π2 (H2), given by the equations (8.3) and (8.4). Fortunately, the existence
can easily be checked. Due to the specific form of the subspaces in formulas
(8.3) and (8.4), the intersection of Π2 (H1) and Π2 (H2) is nonempty if and
only if the following equations are satisfied for some admissible values of a, b, c,
d, φ, ψ, λ and χ.
eiφa
√
λ − λ1
λ3 − λ = e
iψc
√
χ − χ1
χ3 − χ, e
iφb¯
√
λ − λ1
λ4 − λ = e
iψ d¯
√
χ − χ1
χ4 − χ, (8.5)
eiφb
√
λ − λ2
λ3 − λ = e
iψd
√
χ − χ2
χ3 − χ, e
iφa¯
√
λ − λ2
λ4 − λ = e
iψ c¯
√
χ − χ2
χ4 − χ. (8.6)
The formulas above imply a weaker set of equations
∣a∣2 λ − λ1
λ3 − λ = ∣c∣2 χ − χ1χ3 − χ, ∣b∣2 λ − λ1λ4 − λ = ∣d∣2 χ − χ1χ4 − χ, (8.7)∣b∣2 λ − λ2
λ3 − λ = ∣d∣2 χ − χ2χ3 − χ, ∣a∣2 λ − λ2λ4 − λ = ∣c∣2 χ − χ2χ4 − χ. (8.8)
which can be rewritten in the form
αh3l1 = γh1l3, βh4l1 = δh1l4, βh3l2 = δh2l3, αh4l2 = γh2l4. (8.9)
In the above expression, we the following notation was used: α ∶= ∣a∣2, β ∶= ∣b∣2,
γ = ∣c∣2, δ = ∣d∣2, l1 ∶= λ − λ1, l2 ∶= λ − λ2, l3 ∶= λ3 − λ, l4 ∶= λ4 − λ. The newly
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introduced variables α, β, γ, δ and li, hi for i = 1,2,3,4 must be nonnegative
and fulfill the additional conditions
α + β = 1, γ + δ = 1, (8.10)
l1 − l2 = λ2 − λ1, l2 + l3 = λ3 − λ2, l3 − l4 = λ3 − λ4, (8.11)
h1 − h2 = χ2 − χ1, h2 + h3 = χ3 − χ2, h3 − h4 = χ3 − χ4. (8.12)
The approach we take in the following is to solve (8.9) together with (8.10)–
(8.12) as if α, β, γ, δ and li, hi for i = 1,2,3,4 were allowed to take arbitrary
values in C. Next, we look for real, nonnegative solutions. Note that the equal-
ities (8.9), as well as (8.10)–(8.12), can be rewritten as polynomial equations
in the variables α, β, γ, δ and li, hi. Therefore, for fixed values of λi and χi,
i = 1,2,3,4, we can try to solve the equations (8.9), (8.10)–(8.12) using the
Groebner basis approach described in Chapter 4. As an example, let us con-
sider λ1 = 1, λ2 = 2, λ3 = 3, λ4 = 4 and χ1 = 1, χ2 = 4, χ3 = 9, χ4 = 16. Then, a
Groebner basis calculation in C [l1, . . . , l4, h1, . . . , h4, α, β, γ, δ] for the equations
(8.9) and (8.10)–(8.12) gives the following result,
{2560δ − 5184δ2 + 112δ3 + 1704δ4 − 224δ5 − 102δ6 + 9δ7,−1 + γ + δ,
940800β − 11503040δ + 2125136δ2 + 3603128δ3 − 630848δ4 − 223842δ5 + 20691δ6,
−940800+940800α+11503040δ−2125136δ2−3603128δ3+630848δ4+223842δ5+
− 20691δ6,−302400+ 236720δ + 108512δ2 − 45044δ3 − 16046δ4 + 141δ5 + 117δ6+
+ 33600h4,−67200+ 236720δ + 108512δ2 − 45044δ3 − 16046δ4 + 141δ5 + 117δ6+
+ 33600h3,−100800− 236720δ − 108512δ2 + 45044δ3 + 16046δ4 − 141δ5 − 117δ6+
+ 33600h2,−201600− 236720δ − 108512δ2 + 45044δ3 + 16046δ4 − 141δ5 − 117δ6+
+33600h1,−4032000−7312320δ+3861328δ2+2882424δ3−887584δ4−221586δ5+
+22563δ6+2688000l4,−1344000−7312320δ+3861328δ2+2882424δ3−887584δ4+
−221586δ5+22563δ6+2688000l3,−1344000+7312320δ−3861328δ2−2882424δ3+
+ 887584δ4 + 221586δ5 − 22563δ6 + 2688000l2,−4032000+ 7312320δ+
−3861328δ2 − 2882424δ3 + 887584δ4 + 221586δ5 − 22563δ6 + 2688000l1} .
(8.13)
According to what we learned in Chapter 4, we get a set of equations equiva-
lent to (8.9) and (8.10)–(8.12) by equating the above polynomials to zero. As
expected, the first polynomial in (8.13) only involves the variable δ. Moreover,
its seven roots can be explicitly found. They are equal to −4, −2, 0, 2, 8/3,
1/3 (19 −√301), 1/3 (19 +√301). The structure of the remaining equations re-
sulting from the Groebner basis (8.13) is such that after we find δ, the admissible
values of the other variables can be determined by simple substitution. In this
way we get the following solutions (l1, . . . , l4, h1, . . . , h4, α, β, γ, δ)
1) (3,2,−1,0,15,12,−7,0,−0.714286,1.71429,−1,2),
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2) (2,1,0,1,8,5,0,7,2.14286,−1.14286,3,−2),
3) (1.5,0.5,0.5,1.5,6,3,2,9,1,0,1,0),
4) (1,0,1,2,3,0,5,12,3,−2,5,−4),
5) (0,−1,2,3,0,−3,8,15,−1,2,−1.66667,2.66667),
6) (2.31747,1.31747,−0.317468,0.682532,1.91266,−1.08734,6.08734,
13.0873,0.478479,0.521521,−11.1165,12.1165),
7) (0.582532,−0.417468,1.41747,2.41747,10.5873,7.58734,−2.58734,
4.41266,−4.47848,5.47848,0.449784,0.550216).
The numerical values for the solutions were calculated using exact algebraic
expressions. As we can see, only solution number 3 has all its coordinates
nonnegative. Thus, if there exists a solution to equations (8.5) and (8.6), the
respective values of a, b, c, d, λ and χ must be such that ∣a∣2 = α = 1, ∣b∣2 = β = 0,∣c∣2 = γ = 1, ∣d∣2 = δ = 0, as well as λ−λ1 = λ− 1 = l1 = 3/2, χ−χ1 = χ− 1 = h1 = 6.
Hence λ = 5/2, χ = 7. The formulas (8.5) and (8.6) take the form
eiφeiµ
¿ÁÁÀ3/2
1/2 = eiψeiν
√
6
2
, eiφe−iµ
¿ÁÁÀ1/2
3/2 = eiψe−iν
√
3
9
, (8.14)
where we introduced eiµ ∶= a and eiν ∶= c. There are only two equations left,
since the second one in (8.5) and the first one in (8.6) are trivially fulfilled for
b = d = 0. Clearly, the equalities in (8.14) are equivalent to ei(φ+µ−ψ−ν) = 1
and ei(φ−µ−ψ+ν) = 1, or φ + µ − ψ − ν = 0 mod 2π and φ − µ − ψ + ν = 0 mod 2π,
respectively. From the last two formulas, we get φ − ψ = 0 mod 2π and µ − ν =
0 mod 2π, which means that φ = ψ + nπ and µ = ν +mπ for some m,n ∈ Z.
Moreover, φ+µ−ψ−ν = 0 mod 2π implies that m = n mod 2. In conclusion, the
full set of solutions are parametrized by the two angles ψ and ν. The solutions
are of the form
span
⎧⎪⎪⎨⎪⎪⎩
√
2
3
v1 + ei(ψ+ν)√2v3,√2v2 + ei(ψ−ν)√2
3
v3
⎫⎪⎪⎬⎪⎪⎭ (8.15)
The corresponding compression value ξ for H1 is 5/2, while for H2, we get ζ = 7.
Further investigation of equations (8.5) and (8.6) in Mathematica suggests that
for any choice of the eigenvalues of H1 and H2, such that λ1 < λ2 < λ3 < λ4 and
χ1 < χ2 < χ3 < χ4, there exists a single family of solutions to equations (8.5) and
(8.6), either with a = c = 0 or with b = d = 0. By choosing the eigenvalues from
the set of rational numbers, we seem always to obtain polynomial equations that
are exactly solvable.
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8.2 Completely Entangled Subspaces
Linear subspaces without a product vector are called Completely Entangled
Subspaces or CES for short. In the present section, we shall discuss the ques-
tion how to check whether a given subspace is a CES or not. In particular,
we shall give an example of a one-parameter family of subspaces of C3 ⊗ C4
and characterize the values of the parameter for which the subspace and its
orthogonal complement are completely entangled.
Let us start with the general question about the existence of a product vec-
tor in a linear subspace. Both the set of product states and a linear subspace
are projective varieties and it should be possible to determine their intersec-
tion using the techniques described above. An approach we successfully used
was very straightforward. The general algorithm we applied is shown in Figure
8.1. The main idea is to write a set of polynomial equations, corresponding
to [a1, . . . an] ⊗ [b1, . . . , bm] ∈ V for a subspace V and then generate the cor-
responding Groebner basis. The answer can often be read from the output.
According to Proposition 4.32, a necessary and sufficient condition for a set of
polynomial equations to have a solution (over Cn) is that the corresponding
reduced Groebner basis be different from {1}.
symbols1={a1,a2,...,an}
symbols2={b1,b2,...,bm}
symbols12=Union(symbols1,symbols2)
productvector=KroneckerProduct(symbols1,symbols2)
subspace={{v11,v12,...,v1nm},{v21,v22,...,v2nm},...
...,{vd1,vd2,...,vdnm}}
positivematrix=Transpose(subspace).subspace
Diagonalize positivematrix
Choose eigenvectors=
={{w11,w12,...,w1nm},{w21,w22,...,w2nm},...,
{w(mn-d)1,w(mn-d)2,...,w(mn-d)nm}}
corresponding to eigenvalue 0
Calculate polynomialequations=eigenvectors.productvector
For i=1 to n do
For j=1 to m do
Calculate GroebnerBasis[{polynomialequations,ai-1,bj-1}]
Figure 8.1: An algorithm for testing whether a given linear subspace admits
product vectors in the bipartite case.
As a careful reader would notice, more than a single Groebner basis is actu-
ally calculated, and each of them has some additional polynomials. This is so be-
cause they are different dehomogenizations of the set of equations wi ⋅(a⊗ b) = 0,
i = 1, . . . , nm−d, which corresponds to a⊗b ∈ V . We dehomogenize the equations
in order to eliminate trivial solutions, corresponding to a zero “product” vector.
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Moreover, after dehomogenization product vectors that are a multiple of each
other appear as a single solution, which is a desirable feature. For example, if
we dehomogenize by adding the polynomials a1 − 1 and b1 − 1, we capture all
product vectors a ⊗ b with the first coordinate in a and b nonvanishing. The
method can be generalized in an obvious way to the multipartite case.
In the sequel, we give details of the procedure for the particular case of
product vectors in a family V (z) of six-dimensional subspaces of C3 ⊗C4. In
this case, we can avoid considering 3 × 4 = 12 different dehomogenizations and
we get away with only four, three of which are different from those we would
normally have used with the algorithm in Figure 8.1. The elements of the family
V (z) we consider are subspaces spanned by the vectors
{v1 (z) , . . . , v6 (z)} =
= {e1 ⊗ e1 + e2 ⊗ e2, e2 ⊗ e1 + ze3 ⊗ e2, e3 ⊗ e1 + z2e1 ⊗ e3
e1 ⊗ e2 + z3e3 ⊗ e4, e2 ⊗ e3 + z4e1 ⊗ e4, e3 ⊗ e3 + z5e2 ⊗ e4} , (8.16)
where z ∈ C ∖ {0}. As it can be easily checked, the orthogonal complement
V (z) is spanned by the vectors
{w1 (z) , . . . ,w6 (z)} =
= {e1 ⊗ e1 − e2 ⊗ e2, z¯e2 ⊗ e1 − e3 ⊗ e2, z¯2e3 ⊗ e1 − e1 ⊗ e3
z¯3e1 ⊗ e2 − e3 ⊗ e4, z¯4e2 ⊗ e3 − e1 ⊗ e4, z¯5e3 ⊗ e3 − e2 ⊗ e4} . (8.17)
Consider product vectors of the form p = [a1, a2, a3] ⊗ [b1, b2, b3, b4]. The con-
dition p ∈ V (z) is equivalent to p ⋅ wi = 0 ∀i=1,...,6, which is a set of ho-
mogeneous polynomial equations. We would like to find their solutions with[a1, a2, a3] ≠ [0,0,0] and [b1, b2, b3, b4] ≠ [0,0,0,0]. A possible way to achieve
this goal is to: i) add the polynomials a1−1 and b1−1 or equivalently, to substi-
tute a1 → 1, b1 → 1. This gives us a dehomogenized set of polynomial equations,
which capture all the nontrivial solutions of p ⋅wi = 0 ∀i=1,...,6, apart from those
with a1 = 0 or b1 = 0. In order to account for the possible deficit, one needs to
consider other dehomogenizations. One way to do it is to proceed as in Figure
8.1 and dehomogenize in 12 different ways. However, in the case we consider
it is easier to do the following substitutions: ii) a1 → 0 and b1 → 1, iii) a1 → 1
and b1 → 0 and iv) a1 → 0, b1 → 0. Equivalently, one adds ii) a1 and b1 − 1, iii)
a1 − 1 and b1, iv) a1 and b1 to the ideal generated by the equations p ⋅wi = 0 for
i = 1, . . . ,6. The set of polynomials p ⋅wi reads
{b1a1 − b2a2,−b2a3 + b1a2z¯,−a1b3 + b1a3z¯2,−a3b4 + a1b2z¯3,
−a1b4 + a2b3z¯4,−a2b4 + b3a3z¯5,−1 + b1,−1 + a1} . (8.18)
After dehomogenization i) and calculation of the corresponding Groebner basis
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in the ring C [a1, . . . , an, b1, . . . , bm, z¯], we get
{−z¯3 + z¯5,−b4 + b4z¯2, b24 − z¯3,−b3 + b3z¯2, b33 − z¯4,−b3b4 + b2z¯3,
− b3 + b2b4, b2b3 − b23b4z¯,−1 + b1,−b3 + a3z¯2,−b3b4 + a3b4,
− b23 + b3a3, b22a3 − z¯,−b23z¯ + a23z¯, a33 − z¯4,−b2a3 + a2z¯,
a2b4 − b23z¯, a2b3 − b4,−1 + b2a2,−1 + a1} . (8.19)
We clearly see that after a substitution of a particular value of z, the first
element of the basis is a nonzero constant in C unless the substituted value
is a solution of the equation −z3 + z5 = 0. This implies that 1 is in the ideal
generated by {p ⋅w1, . . . p ⋅w6, a1 − 1, b1 − 1} unless z = 0 or z = ±1. This implies
that there is no solution to the corresponding equations for almost all choices of
z. Equivalently, there is no product vector a⊗b with the first coordinate of a and
b nonvanishing in V (z) unless z = 0 or z = ±1. Obviously, there exist product
vectors in V (z) when z = 0, because the vectors vi (0) are of a product form.
Thus we have already excluded z = 0 in the definition of V (z) given above. For
z = 1, we get the following Groebner basis in the ring C [a1, . . . , an, b1, . . . , bm]{−1 + b24,−1 + b33, b2 − b3b4,−1 + b1,−b3 + a3, a2 − b23b4,−1 + a1} . (8.20)
It is easy to see that the above equations have six solutions, corresponding to
the choices of b4 = ±1 and b3 = e 2pii3 n, n = 1,2,3. Thus there are six product
vectors a⊗ b with nonvanishing first coordinates of a and b in V (z). Similarly
for z = −1, we get the following Groebner basis{1 + b24,−1 + b33, b2 + b3b4,−1 + b1,−b3 + a3, a2 − b23b4,−1 + a1} . (8.21)
Again, there are six product vectors a⊗ b with nonvanishing first coordinates of
a and b in V (−1).
We still need to consider the dehomogenizations ii)-iv) for a general V (z).
In the case ii), we get the following Groebner basis{−1 + b1, a3z¯2, a3b4, b22a3, b1a23z¯,−b2a3 + a2z¯, a2b4, b2a2, a1} . (8.22)
A solution for z ≠ 0must necessarily have a3 = 0, which implies that −b2a3+a2z¯ =
a2z. Therefore also a2 = 0. Thus V (z) admits no product vector a ⊗ b with
nonvanishing first coordinate in b and vanishing first coordinate in a. In the
case iii), we get the following Groebner basis in C [a1, . . . , an, b1, . . . , bm, z¯]{b4, b3, b2z¯3, b1, b2a3, b2a2,−1 + a1} . (8.23)
One immediately sees that for z ≠ 0, the above polynomials vanish only if
b1 = b2 = b3 = b4 = 0, which again gives a zero product vector. Therefore, there
are no product vectors a⊗b with vanishing first coordinate of b and nonvanishing
first coordinate of a in V (z) for z ≠ 0. We only need to consider the last case,
number iv), when the first coordinates of both a and b vanish. The corresponding
Groebner basis reads{b1, a3b4, b23a3z¯9, b2a3, b3a23z¯5, a2b4 − b3a3z¯5, a2b3z¯4, b2a2, a1} . (8.24)
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If a3 ≠ 0, we see from the first four polynomials that b1 = b2 = b3 = b4 = 0.
Therefore we must have a3 = 0 in order to obtain a nonzero vector a⊗b. However,
a substitution of a3 = 0 to (8.24) yields {b1, a2b4, a2b3z4, b2a2, a1}. We see that
these polynomials vanish simultaneously only if a2 = 0 or b1 = b2 = b3 = b4 = 0.
In either case, a⊗ b vanishes. Thus, there are no nonzero product vectors a⊗ b
with vanishing first coordinates of a and b in V (z) for z ≠ 0.
We can summarize our results by saying that V (z) is a CES for all z /∈{−1,0,1}. We can also easily repeat the above described procedure for the
subspace V (z) and obtain an analogous result. In this case (V (z)) = V (z),
so the rôle of the vectors wi (z) is played by the vectors vi (z). Otherwise, the
calculation is almost the same. We obtain the following four Groebner Bases.
i) {−z3 + z5,−b4 + b4z2, b24 − z3,−b3 + b3z2, b33 − z4, (8.25)
−b3b4 + b2z3,−b3 + b2b4, b2b3 − b23b4z,−1 + b1,−b3 + a3z2, (8.26)
−b3b4 + a3b4,−b23 + b3a3, b22a3 − z,−b23z + a23z, a33 − z4, (8.27)
−b2a3 + a2z, a2b4 − b23z, a2b3 − b4,−1 + b2a2,−1 + a1} , (8.28)
ii) {−1 + b1, a3z2, a3b4, b22a3, b2a23z,−b2a3 + a2z, a2b4, b2a2, a1} , (8.29)
iii) {b4, b3, b2z3, b1, b2a3, b2a2,−1 + a1} , (8.30)
iv) {b1, a3b4, b23a3z9, b2a3, b3a23z5, a2b4 − b3a3z5, a2b3z4, b2a2, a1} . (8.31)
with the notation i)-iv) referring to dehomogenizations of types i)-iv), as de-
scribed above. An argument very similar to the one given above shows that
there are no product vectors in V (z), as long as z /∈ {−1,0,1}. The case z = 0
is excluded by assumption, whereas for z = ±1 it can again be checked that there
are six product vectors in the subspace in question, which this time is V (z).
The results of the present section can be summarized by saying that, con-
cerning the 3× 4 CES problem considered above, the family of subspaces V (z),
z ∈ C ∖ {0}, spanned by the vectors (8.16), consists of CES, with the ex-
ception of z ∈ {−1,1}. Moreover, the orthogonal complement V (z) is also
completely entangled for z /∈ {−1,1}.
8.3 Maximally entangled states in linear subspaces
In the previous section, we discussed the existence of product vectors in linear
subspaces. It is natural to ask somewhat opposite question, under which con-
ditions a linear subspace admits maximally entangled vectors, i.e. vectors of
the form ∑ni=1 ei⊗ fi, where the summation goes from 1 to the dimension of the
subsystems and {ei}ni=1 and {fi}ni=1 are orthonormal bases for the first and the
second subsystem, respectively. By solving two examples, we will show that the
problem can be tackled using the techniques of Groebner bases.
Let us start with a subspace orthogonal to an Unextendible Product Basis in
C
3 ⊗C3, i.e. to a set of orthogonal product vectors such that no other product
vector in C3 ⊗C3 is orthogonal to all of them. We shall discuss Unextendible
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Product Bases in more detail in Chapter 9 and here we restrict our attention to
the question whether there exist maximally entangled vectors in the orthogonal
complement of a particular UPB, given by
{v0 ⊗ v2, v1 ⊗ v0, v2 ⊗ v3, v3 ⊗ v1, v4 ⊗ v4} , (8.32)
where
v0 =
⎡⎢⎢⎢⎢⎢⎣
1
0
0
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v1 =
⎡⎢⎢⎢⎢⎢⎣
1√
2
0
1√
2
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v2 =
⎡⎢⎢⎢⎢⎢⎣
0
1√
2
1√
2
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v3 =
⎡⎢⎢⎢⎢⎢⎣
0
1
0
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v4 =
⎡⎢⎢⎢⎢⎢⎢⎣
1√
3
1√
3− 1√
3
⎤
⎥
⎥
⎥
⎥
⎥
⎥⎦ . (8.33)
It will be clear from the following discussion that the methods we use can be
applied in a much more general setting.
One can easily see that a vector ∑i,j Aijei ⊗ ej ∈ C3 ⊗ C3 is maximally
entangled if and only if the matrix A = [Aij] is unitary. This yields a set of
polynomial equations ∑3j=1AijA¯kj = δik on the matrix elements Aij and their
complex conjugates A¯ij . Another set of equations comes from the orthogonality
conditions to the UPB given in (8.32) and (8.33). The equations are linear and
can be solved explicitly, which we leave as a simple exercise to the reader. The
answer is
[Aij] = ⎡⎢⎢⎢⎢⎢⎣
a b −b
d e −d
−a −e −2(a + b + d + e)
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (8.34)
where a, b, d, e are arbitrary complex parameters. The conditions ∑3j=1AijA¯kj =
δik for i = k imply
aa¯ + 2bb¯ − 2dd¯ − ee¯ = 0, (8.35)
2dd¯ + ee¯ − aa¯ − ee¯ − 2 (a + b + d + e) (a + b + d + e) = 0. (8.36)
For i < k, we have the following equations ∑3j=1AijA¯kj = 0,
ad¯ + b(e + d) = 0, (8.37)
aa¯ + be¯ − 2b(a + b + d + e) = 0, (8.38)
da¯ + ee¯ − 2d(a + b + d + e) = 0. (8.39)
The crucial observation now is that the complex conjugates of (8.37)-(8.38)
consist an independent set of equations if a, b, d, e and a¯, b¯, d¯, e¯ are perceived as
8 independent complex variables. This is the approach we are going to take in
the following. The complex conjugates of (8.37)-(8.38) read
a¯d + b¯(e + d) = 0, (8.40)
a¯a + b¯e − 2b¯(a + b + d + e) = 0, (8.41)
d¯a + e¯e − 2d¯(a + b + d + e) = 0. (8.42)
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A Groebner basis calculation in C [a, a¯, b, b¯, d, d¯, e, e¯] for the nine polynomials in
(8.35)-(8.42) yields the following basis
{ee¯3, e2e¯2, e3e¯, d¯ee¯2, d¯e2e¯, d¯e3, d¯2ee¯, d¯2e2, d¯3e, de¯3, dee¯2, de2e¯,
dd¯e¯2, dd¯ee¯, dd¯e2, dd¯2e¯, dd¯2e, dd¯3, d2e¯2, d2ee¯, d2d¯e¯, d2d¯e, d2d¯2, d3e¯, d3d¯, b¯ee¯2, b¯e2e¯,
b¯e3,−2dd¯2 + 5b¯d¯e − 4dd¯e¯ − 2b¯ee¯ + 3d¯ee¯, b¯d + 2dd¯ − b¯e + 2de¯ − ee¯, b¯2ee¯, b¯2e2, b¯3e,
394dd¯2 − 270b¯2e − 80d¯2e − 172dd¯e¯ − 531b¯ee¯ + 324d¯ee¯ + 90be¯2 − 120de¯2 + 320ee¯2,
be2e¯, bd¯ + 2dd¯ + 2d¯e − be¯ − ee¯,−2d2d¯ − 4dd¯e + 5bde¯ − 2bee¯ + 3dee¯,
− 256dd¯2 + 270b¯2e + 20d¯2e + 180bb¯e¯ + 88dd¯e¯ + 459b¯ee¯ − 441d¯ee¯ + 120de¯2−
260ee¯2,46d2d¯ + 60bb¯e − 28dd¯e + 30b¯e2 − 20d2e¯ − 24bee¯ − 39dee¯ + 20e2e¯,
180bb¯2 + 464dd¯2 + 90b¯2e + 20d¯2e + 448dd¯e¯ − 171b¯ee¯ − 81d¯ee¯ + 120de¯2 − 80ee¯2,
− 394d2d¯ + 172dd¯e − 90b¯e2 + 120d¯e2 + 270b2e¯ + 80d2e¯ + 531bee¯− 324dee¯− 320e2e¯,
540b2b¯ + 1786d2d¯ + 1172dd¯e + 90b¯e2 + 240d¯e2 − 20d2e¯ − 1044bee¯+ 81dee¯ + 80e2e¯,
96dd¯2 − 90b¯2e − 20d¯2e − 48dd¯e¯ + 20a¯ee¯ − 149b¯ee¯ + 161d¯ee¯ − 40de¯2 + 100ee¯2,
718d2d¯ + 716dd¯e + 120a¯e2 + 330b¯e2 + 360d¯e2 − 260d2e¯ − 612bee¯− 387dee¯+ 410e2e¯,
108dd¯2 − 90b¯2e + 40a¯d¯e + 20d¯2e − 64dd¯e¯ − 157b¯ee¯ + 163d¯ee¯ − 40de¯2 + 80ee¯2,
a¯d − 2dd¯ + 2b¯e − 2de¯ + ee¯,−16dd¯2 + 4a¯b¯e + 26b¯2e + 4d¯2e + 16dd¯e¯+
45b¯ee¯ − 37d¯ee¯ + 8de¯2 − 20ee¯2,2a¯b + 4bb¯ − 6dd¯ − 4d¯e + 3be¯ + ee¯,
− 247dd¯2 + 20a¯2e + 190b¯2e + 20d¯2e + 86dd¯e¯ + 333b¯ee¯ − 357d¯ee¯ + 80de¯2 − 215ee¯2,
− 22bb¯+ 36dd¯+ 4a¯e− 6b¯e+ 12d¯e+ 4ae¯− 6be¯+ 12de¯+ 5ee¯, ad¯− 2dd¯− 2d¯e+ 2be¯+ ee¯,
2ab¯ + 4bb¯ − 6dd¯ + 3b¯e − 4de¯ + ee¯, aa¯ + 2bb¯ − 2dd¯ − ee¯} . (8.43)
Although the above formulas look very complicated, some of the polynomials
in the ideal generated by (8.35)-(8.42) are of a very simple form. In particular,
we obtain the corresponding equations ee¯ = 0 and d3d¯ = 0 which clearly imply
e = 0 and d = 0 if we recall the interpretation of e¯ and d¯ as complex conjugates
of e and d, resp. A substitution of {e → 0, e¯→ 0, d→ 0, d¯ → 0} in (8.43) yields
{180bb¯2,540b2b¯,2a¯b + 4bb¯,−22bb¯,2ab¯ + 4bb¯, aa¯ + 2bb¯} , (8.44)
where we removed all the zero polynomials. Again, because of the appearance
of the polynomial 180bb¯2, a solution must have b = 0 and b¯ = 0. When this is
substituted to (8.44), we obtain a single nonzero polynomial aa¯, which in turn
applies a = 0. In summary, the only solution to the initial set of equations
satisfying the constraint that a, b, d, e and a¯, b¯, d¯, e¯ are complex conjugate is the
zero matrix. Since it is clearly not unitary, we conclude that there exist no
unitary matrices of the form (8.34). This is equivalent to say that there are no
maximally entangled states in the orthogonal complement of the UPB given
by the formulas (8.32) and (8.33).
The example discussed above, although rather elegant mathematically, may
seem unsatisfactory from the point of view of quantum information science.
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A natural question to ask is whether there exist Unextendible Product Bases
in the 3 × 3 case which admit a maximally entangled vector in their orthogonal
complement. It turns out that the method presented above is powerful enough to
give a affirmative answer to the question.Consider the following one-parameter
family of Unextendible Product Bases in C3 ⊗C3.
[ φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 z 1 0
0 1 0 1 1
0 0 1 −z¯ 1
0 1 1 1 0
1 0 0 1 1
1 1 0 −1 0
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
, (8.45)
where z ∈C ∖ {0} is arbitrary and we used the notation φ
ψ
for a product vector
φ⊗ ψ, which is practical here. Note that the vectors are not normalized.
Our aim in the following is to decide whether the orthogonal complement to
the UPB in (8.45) contains a maximally entangled state for some z ∈ C∖ {0} or
not. Orthogonality conditions to the subspace spanned by φ1 ⊗ ψ1, . . . , φ5 ⊗ ψ5
are a set of linear equations and can be solved explicitly. The result is
[Aij] = ⎡⎢⎢⎢⎢⎢⎣
a b −b
d e −d
−az −ez − b
z¯
− d
z¯
− a+b+d+e+azz¯+ezz¯
z¯
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (8.46)
where Aij denote the coordinates of a vector ∑i,j Aijei ⊗ ej ∈C3 ⊗C3.
Taking the conjugate transpose of (8.46) and multiplying by the matrix
(8.46) itself, we get the conditions for [Aij] to be unitary, or ∑i,j Aijei ⊗ ej to
be maximally entangled, in the form
dd¯ + a(a¯ + a¯zz¯) = 1,
d¯e + a¯(b + ezz¯) = 0,
−dd¯ + a(a¯ + a¯zz¯) + a¯(b + 2d + e + ezz¯) = 0,
de¯ + a(b¯ + e¯zz¯) = 0,
bb¯ + ee¯(1 + zz¯) = 1
−b(b¯ − 2e¯) + e¯(a + d + e + azz¯ + ezz¯) = 0,
−dd¯ + a(a¯ + b¯ + 2d¯ + e¯ + a¯zz¯ + e¯zz¯) = 0,
−bb¯ + e(a¯ + 2b¯ + d¯ + e¯ + a¯zz¯ + e¯zz¯) = 0,
bb¯ + dd¯ + (a + 2b + 2d + e + azz¯ + ezz¯)(a¯ + 2b¯ + 2d¯ + e¯ + a¯zz¯ + e¯zz¯)
zz¯
= 1.
The last expression is not a polynomial in a, a¯, b, b¯, d, d¯, e, e¯, z, z¯, but can be easily
transformed to
bb¯zz¯ + dd¯zz¯ + (a + 2b + 2d + e + azz¯ + ezz¯)(a¯ + 2b¯ + 2d¯ + e¯ + a¯zz¯ + e¯zz¯) = zz¯,
if we remember that by assumption z ≠ 0. Thus we get a set of nine polynomial
equations in the variables a, a¯, b, b¯, d, d¯, e, e¯, z, z¯, equivalent to the condition that
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∑i,j Aijei ⊗ ej be maximally entangled. Next, we calculate the corresponding
Groebner basis in C [a, a¯, b, b¯, d, d¯, e, e¯, z, z¯], where we take a, a¯, b, b¯, d, d¯, e, e¯, z, z¯
as a set of independent variables. In other words, we forget that numbers like
a and a¯ are conjugate, and try to impose this condition only after a calculation
of the Groebner basis. The basis reads
{−12x − 5x2 + 2x3,−27 + 27ee¯ − 12x + 18ee¯x + 4x2,
− 14580− 5832ee¯+ 729e2e¯2 + 13122e3e¯3 + 6561e4e¯4 − 11688x+ 3872x2,
7776d¯+ 8424e¯− 405ee¯2 − 4374e2e¯3 − 3645e3e¯4 + 3792e¯x − 496e¯x2,
7776d+ 8424e− 405e2e¯ − 4374e3e¯2 − 3645e4e¯3 + 3792ex− 496ex2,
3888b¯− 3078e¯− 567ee¯2 + 2187e2e¯3 + 1458e3e¯4 + 978e¯x + 436e¯x2,
3888b− 3078e− 567e2e¯ + 2187e3e¯2 + 1458e4e¯3 + 978ex+ 436ex2,
1296a¯+ 4536e¯− 1053ee¯2 − 1458e2e¯3 − 729e3e¯4 + 1968e¯x − 848e¯x2,
1296a + 4536e− 1053e2e¯ − 1458e3e¯2 − 729e4e¯3 + 1968ex− 848ex2} , (8.47)
where we introduced the notation x ∶= zz¯. From the first polynomial we see that
a solution can exist only if x ∈ {− 3
2
,0,4}. But x = − 3
2
is impossible according to
our definition of x, and x = 0 is excluded by the assumption z ≠ 0. Therefore
maximally entangled vectors in the orthogonal complement to the UPB in (8.45)
can exist only if x = ∣z∣2 = 4, thus if ∣z∣ = 2. If we substitute x = 4 in (8.47) and
calculate the Groebner basis of the resulting polynomials inC [a, a¯, b, b¯, d, d¯, e, e¯],
we get {−1 + 9ee¯, d¯ + 2e¯, d + 2e, b¯ + 2e¯, b + 2e, a¯ − e¯, a − e}. (8.48)
Clearly, all the polynomials can be made zero by choosing e = eiφ
3
, d = −2e,
b = −2e and a = e. Therefore there exist a single, up to an overall phase factor,
maximally entangled state in the orthogonal complement of the UPB in (8.45).
It has the following coordinate matrix
[Aij] = 1
3
⎡⎢⎢⎢⎢⎢⎣
1 −2 2
−2 1 2
−2 −2 −1
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (8.49)
In summary, we have shown that the UBP given in equation (8.45) does not
admit a maximally entangled vector in its complement, with the only excep-
tion of ∣z∣ = 2. When ∣z∣ = 2, there is a maximally entangled vector in the
orthogonal complement of the UPB (8.45), which has a coordinate matrix of
the form (8.49).
8.4 Mutually Unbiased Bases
As we already explained in Section 2.1, a generalization of quantum cryptogra-
phy protocols such as BB84 to multidimensional quantum systems [?] relies on
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the notion of mutually unbiased bases, MUBs for short. Two orthonormal bases{ψi}di=1, {φj}dj=1 of Cd are said to be (mutually) unbiased if and only if
∣⟨ψi, φj⟩∣2 = 1
d
(8.50)
holds for all i, j ∈ {1,2, . . . , d}. The importance of the above relation for quantum
state determination has been first pointed out by Ivanović [?], who also proved
the existence of d+1 mutually unbiased bases in Cd when d is a prime number.
Later, Wootters and Fields [?] showed that there are at most d + 1 mutually
unbiased bases in Cd and gave examples of full sets of MUBs when d is a
prime power. Moreover, they demonstrated that quantum state determination
using a full set of MUBs is optimal in the sense of giving minimum statistical
errors. A broader view of the known constructions of MUBs was then provided
in [?], where the authors related MUBs to classes of pairwise orthogonal and
commuting unitary matrices. The main efforts in the field concentrated on
proving or disproving the existence of maximal sets of MUBs in non-prime
power dimensions [?,?,?,?,?,?], which still remains an open problem. However,
on the basis of the extensive searches presented in [?], the existence of four, let
alone seven, MUBs in C6 is almost certainly excluded.
In the present section, we briefly describe how the authors of [?] used the
technique of Groebner bases to provide a large number of examples where a
set of two MUBs in C6 cannot be extended to a set of four. We first need to
introduce the notion of complex Hadamard matrices (cf. e.g. [?]). Such matrices
are by definition unitaries H with the property that ∣Hij ∣ = 1/√d for all matrix
elements Hij of H . It is easy to notice that for any Hadamard matrix H , the
canonical basis {e1, . . . , ed} and the columns of H , {H1, . . . ,Hd}, constitute a
pair of MUBs. Any other basis mutually unbiased with respect to these two,
must also consist of columns of some complex Hadamard matrix. Now, the
strategy applied in [?] was the following:
1) Select a known Hadamard matrix H in Cd, the vast majority of which can
be found in the online catalogue [?],
2) Parametrize a general, up to a phase, vector in Cd mutually unbiased with
respect to {e1, . . . , ed}, as
v = 1√
d
[ 1 x1 + iy1 x2 + iy2 ⋯ xd−1 + iyd−1 ]T , (8.51)
with T denoting matrix transposition, xi, yi ∈R and x2i + y2i = 1,
3) Multiply v from the left by H∗ and equate the squared moduluses of the
coordinates of the resulting vector to 1/d. This gives a set of polynomial
equations in xi and yi, equivalent to the unbiasedness condition
∣⟨Hk, v⟩∣2 = 1
d
(8.52)
for k = 1,2, . . . , d,
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4) Solve the resulting equations, together with x2i + y2i = 1, i = 1,2, . . . , d− 1, for
xi, yi ∈ R. In this way, the set of all vectors in Cd unbiased with respect to{e1, . . . , ed} and {H1, . . . ,Hd} is obtained,
5) Check whether it is possible to arrange the resulting vectors in d-tuples
that consist MUBs, and how many such MUBs can be obtained altogether,
including {e1, . . . , ed} and {H1, . . . ,Hd}.
The authors of [?] worked mainly with the case d = 6, but the above steps
can be followed also when the MUB problem in dimension different from 6 is
considered. For purely expository purposes, in order not to resort to numerical
solutions necessary in C6, we shall now explain how the above method yields
a complete set of MUBs in C3, which is well-known to exist [?]. This is in
contrast with the main findings of [?] in dimension 6, where the authors conclude
that for no single one of the nearly 6000 Hadamard matrices H they studied,
there exists more than three mutually unbiased bases including {e1, . . . , e6} and{H1, . . . ,H6}.
Up to some simple invariances (for more details, cf. e.g. [?]), there only
exists one Hadamard matrix when d = 3, which is the Fourier matrix
F3 = 1√
3
⎡⎢⎢⎢⎢⎢⎣
1 1 1
1 ω ω2
1 ω2 ω
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (8.53)
where ω = e2pii/3. The corresponding unbiasedness conditions ∣⟨F j3 , v⟩∣2 = 1/3
read ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−2 + 2x1 + x21 + 2x2 + 2x1x2 + x22 + y21 + 2y1y2 + y22 = 0,−2 − x1 + x21 − x2 − x1x2 + x22 +
√
3y1 −√3x2y1 + y21+−√3y2 +√3x1y2 − y1y2 + y22 = 0,−2 − x1 + x21 − x2 − x1x2 + x22 −√3y1 +√3x2y1 + y21++√3y2 −√3x1y2 − y1y2 + y22 = 0.
(8.54)
If we take into account the relations x21 + y21 = 1 and x22 + y22 = 1, the above
equations take the form
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 + x2 + x1x2 + y1y2 = 0,
x1 + x2 + x1x2 + y1y2 −√3 (y1 − x2y1 − y2 + x1y2) = 0,
x1 + x2 + x1x2 + y1y2 +√3 (y1 − x2y1 − y2 + x1y2) = 0. (8.55)
which are clearly equivalent to the following system of equations
{ x1 + x2 + x1x2 + y1y2 = 0,
y1 − x2y1 − y2 + x1y2 = 0. (8.56)
Taking the above equalities together with x21 +y21 = 1 and x22 +y22 = 1, we get the
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following set of polynomial equations⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x21 + y21 = 0,
x22 + y22 = 0,
x1 + x2 + x1x2 + y1y2 = 0,
y1 − x2y1 − y2 + x1y2 = 0.
(8.57)
As we know from Chapter 4, a possible approach to solving equations like (8.57)
is by the calculation of the corresponding Groebner basis, preferably with re-
spect to the lexicographic order. The result is{−3y2 + 4y32 ,−1 + x2 + 2y22,−3 + 4y21 − 4y1y2 + 4y22,1 + 2x1 + 4y1y2 − 4y22} .
(8.58)
By equating the above polynomials to zero, we get a system of equations equiv-
alent to (8.57), which can be readily solved by backward substitution. The
corresponding solutions (x1, y1, x2, y2) are the elements of the following set
{(−1
2
,−
√
3
2
,1,0) ,(−1
2
,
√
3
2
,1,0) ,(1,0,−1
2
,−
√
3
2
) ,
(−1
2
,−
√
3
2
,−1
2
,−
√
3
2
) ,(1,0,−1
2
,
√
3
2
) ,(−1
2
,
√
3
2
,−1
2
,
√
3
2
)} . (8.59)
Hence, we get six vectors in total that are unbiased with respect to {e1, e2, e3}
and {F 13 , F 23 , F 33 }. Explicitly, we have the following vectors
v1 = 1√
3
⎡⎢⎢⎢⎢⎢⎣
1
ω2
1
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v2 = 1√3
⎡⎢⎢⎢⎢⎢⎣
1
ω
1
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v3 =
1√
3
⎡⎢⎢⎢⎢⎢⎣
1
1
ω2
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (8.60)
v4 = 1√
3
⎡⎢⎢⎢⎢⎢⎣
1
ω2
ω2
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v5 = 1√3
⎡⎢⎢⎢⎢⎢⎣
1
1
ω
⎤
⎥
⎥
⎥
⎥
⎥⎦ , v6 =
1√
3
⎡⎢⎢⎢⎢⎢⎣
1
ω
ω
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (8.61)
By examining the inner products ⟨vi, vj⟩ for i, j ∈ {1, . . . ,6}, we get to the
conclusion that {v1, v3, v6} and {v2, v4, v5} are two orthonormal bases, mutually
unbiased with respect to each other. Consequently, all the four bases {e1, e2, e3},{F 13 , F 23 , F 33 }, {v1, v3, v6} and {v2, v4, v5} together constitute a full set of MUBs
in C3.
The authors of [?] followed the same path of reasoning as in the example
described above, however they worked with d = 6 and needed to resort to nu-
merical methods in order to obtain the solutions of the respective polynomial
equations. In their case, it turned out not to be possible to find four mutu-
ally unbiased bases, starting from {e1, . . . , e6} and {H1, . . . ,H6} for any 6 × 6
Hadamard matrix H they examined.
8.5 Symmetric Informationally Complete vectors
When discussing the applications of polynomial equations in quantum infor-
mation science, it seems impossible to neglect the prominent role they play in
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the research on so-called Symmetric Informationally Complete Positive Oper-
ator Valued Measures, or SIC-POVMs for short. A SIC-POVM in Cd is by
definition a set of normalized vectors {ψi}d2i=1 with the property
∣⟨ψi, ψj⟩∣2 = 1
d + 1 (8.62)
for all i, j ∈ {1, . . . , d}, i ≠ j. The first generally recognized work on SIC POVMs,
although it uses a different name for the same object, is by Zauner [?], who
famously states a (stronger) version of the following conjecture
Conjecture 1 (Zauner). For every dimension d ⩾ 2 there exists a SIC-POVM
whose elements are the orbit of a vector ψ0 under the Heisenberg group, which
consists of elements ωaXbZc, where a, b, c ∈ {0,1, . . . , d − 1}, ω = e2pii/d and
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 ⋯ 0 1
1 0 ⋯ 0 0
0 1 ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 1 0
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
, Z =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 ⋯ 0 0
0 ω ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ ωd−1 0
0 0 ⋯ 0 ωd
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
(8.63)
The term SIC-POVM was coined by the authors of [?], and SIC-POVMs
became popular as a consequence of the usefulness for quantum state tomogra-
phy [?] and the rich mathematical structure they have [?,?,?]. In the following,
we outline how they relate to polynomial equations and we solve a very simpli-
fied example where it is possible to find explicit algebraic expressions for vectors
constituting a SIC-POVM. Note, however, that the example we solve is only a
subcase of the general solution for d = 3, provided in [?].
An approach to searching SIC-POVM vectors successfully applied in papers
like [?] and [?] starts from writing (8.62) as a set of polynomial equations for the
real and imaginary parts of the coefficients of the vectors ψi. Such equations
may contain a reasonably small number of variables only if the vectors ψi are not
assumed to be independent. The standard way to follow consists in assuming
that the requested SIC-POVM satisfies the Zauner conjecture, therefore all the
ψi, i = 1,2, . . . , d, are determined by a single vector ψ0, called the fiducial. In
this way, the number of real variables in the polynomial equations is reduced
to 2d − 1, where the factor −1 comes from the fact that we can take the first
coefficient of ψ0 to be real without affecting the whole SIC-POVM construction
as described by Conjecture 1. Further simplifications also follow from the full
statement of the Zauner conjecture, which involves elements of the Clifford
group, cf. e.g. [?].
In the following, we show how to find an exemplary SIC-POVM in dimension
3 by solving a set of polynomial equations, based on the ideas sketched above.
Since a general form of SIC-POVMs in C3 is known [?], our discussion should
be perceived as a purely expository one, aimed at giving a rough picture of what
happens in real science applications.
108
In our very simplified example, we are looking for 9 normalized vectors{ψ1, . . . , ψ9} ⊂ C3 that would satisfy ∣⟨ψi, ψj⟩∣2 = 1/4 for all i ≠ j. As ex-
plained above, the related polynomial equations become much easier to tackle if
a form of Conjecture 1 is assumed to hold. Hence, instead of looking for general
sets of nine vectors ψi ∈ C3, we assume that {ψ1, . . . , ψ9} is equal to the set{XnZmψ0 m,n ∈ {0,1,2}}, where ψ0 = [ a x + iy z + it ]T is a normalized
fiducial vector in C3, a,x, y, z, t ∈R, and
X =
⎡⎢⎢⎢⎢⎢⎣
0 0 1
1 0 0
0 1 0
⎤
⎥
⎥
⎥
⎥
⎥⎦ , Z =
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 − 1−
√
3i
2
0
0 0 − 1+
√
3i
2
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (8.64)
Under the above assumption, the equations ∣⟨ψi, ψj⟩∣2 = 1/4 become equivalent
to ∣⟨ψ0,XnZmψ0⟩∣2 = 1/4 for all such that n ≠ 0 or m ≠ 0. The latter imply
another set of equalities, ∣⟨ψ0,XnZmψ0⟩∣2 = ∣⟨ψ0,Xn′Zm′ψ0⟩∣2, where n ≠ 0 or
m ≠ 0 and n′ ≠ 0 or m′ ≠ 0. In our case, the last set of equations take the explicit
form
(tx+a(−t+y)−yz)2− 3
4
(t2−x2−y2+z2)2− 1
4
(−2a2+t2+x2+y2+z2)2+(ty+xz+a(x+z))2=0,
3(t2−x2−y2+z2)2+(−2a2+t2+x2+y2+z2)2−(t(−√3x+y)+(x+√3y)z+a(−√3t−2x+z))2+
−(−t(x+√3y)+(−√3x+y)z+a(t+2y+√3z))2)=0,
2
√
3a(−t2y+yz(−2x+z)+t(x2−y2−2xz)+a(tx+yz))=0,
(tx+√3ty+a(2t−√3x+y)+√3xz−yz)2+
(t(−√3x+y)+a(x+√3y−2z)+(x+√3y)z)2−3(t2−x2−y2+z2)2−(−2a2+t2+x2+y2+z2)2=0,
3(t2−x2−y2+z2)2+(−2a2+t2+x2+y2+z2)2−(t(√3x+y)+(x−√3y)z+a(√3t−2x+z))2
−(−tx+√3ty+√3xz+yz+a(t+2y−√3z))2=0,
−2
√
3a(−t2y+yz(−2x+z)+t(x2−y2−2xz)+a(tx+yz))=0.
In order to find exemplary SIC-POVMs in C3, we add the normalization con-
dition a2 + x2 + y2 + z2 + t2 = 1 for ψ0 to the above equations, and then we try
the substitution a →√2/3. Note that the value √2/3 has not been selected at
random, and the specific choice of a makes the subsequent calculations rather
straightforward. However, any other number of modulus < 1 can be tried as
well, and would typically lead to a few fiducial vectors or to the conclusion that
no suitable fiducials exist. For a not an algebraic number, numerical methods
would be required to find the solutions or to show they are non-existent.
Once we substituted
√
2/3 for a, we are left with a set of seven polyno-
mial equations for x, y, z, t, some of which are redundant. Calculation of the
corresponding Groebner basis with respect to the lexicographic order gives the
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t z y x
0 − 1√
6
0 − 1√
6
0 − 1√
6
− 1
2
√
2
1
2
√
6
0 − 1√
6
1
2
√
2
1
2
√
6
− 1
2
√
2
1
2
√
6
0 − 1√
6
− 1
2
√
2
1
2
√
6
− 1
2
√
2
1
2
√
6
− 1
2
√
2
1
2
√
6
− 1
2
√
2
1
2
√
6
1
2
√
2
1
2
√
6
0 − 1√
6
1
2
√
2
1
2
√
6
− 1
2
√
2
1
2
√
6
1
2
√
2
1
2
√
6
1
2
√
2
1
2
√
6
Table 8.1: Solutions of the Heisenberg group-invariant SIC-POVM equations in
case of C3.
following result,
{t2 − 24t4 + 192t6 − 512t8,3√2t2 − 32√2t4 + 64√2t6 − 8√3t2z + 64√3t4z,
− 2
√
3 + 93
√
3t2 − 1008
√
3t4 + 2880
√
3t6 − 12
√
2z + 144
√
2t2z − 12
√
3z2,
6
√
3t − 167
√
3t3 + 1296
√
3t5 − 3264
√
3t7 + 6
√
3y − 105
√
3t2y + 1008
√
3t4y+
− 2880
√
3t6y − 16
√
3y3 + 12
√
2tz − 48
√
2t3z + 12
√
2yz − 144
√
2t2yz,
8
√
3 − 105
√
3t2 + 1008
√
3t4 − 2880
√
3t6 + 12
√
2x + 900
√
3t3y − 15552
√
3t5y+
+48384
√
3t7y−1260
√
3t2y2+12096
√
3t4y2−34560
√
3t6y2+12
√
2z−144
√
2t2z+
−216
√
2tyz + 3456
√
2t3yz + 144
√
2y2z − 1728
√
2t2y2z} . (8.65)
By equating the above polynomials to 0, we get a system of equations that can
readily be solved by backward substitution, provided that one can find solutions
to the equation t2−24t4+192t6−512t8 = 0. Fortunately, this problem can easily
be solved explicitly, as t2 − 24t4 + 192t6 − 512t8 = −t2(8t2 − 1)3. Thus, we have
t = 0, t = −1/2√2 and t = 1/2√2 as the possible values for the t coordinate. Sub-
stitution of any of these values to (8.65) gives us a set of polynomials in x, y, z of
maximum degree 2, whose common zeros are easy to find. Altogether, there are
nine solutions (x, y, z, t) to the equations ∣⟨ψ0,XnZmψ0⟩∣2 = ∣⟨ψ0,Xn′Zm′ψ0⟩∣2
and ∣ψ0∣2 = 1, corresponding to nine fiducials. We give a list in Table 8.1. Note
that a vector ψ0 is a fiducial if and only if ψ∗0 also has this property. This is a
general fact, which can be confirmed with Table 8.1. Thus we have completed
the task of finding a set of three-dimensional SIC-POVM vectors with help of
the Groebner basis method.
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Chapter 9
A structure theorem for PPT
bound entangled states of
lowest rank
The aim of the present section is to present the main result of the thesis, concern-
ing positive-partial-transpose non-separable states of rank 4 in 3×3 systems. As
indicated in [?], they all seem to be possible to locally transform to projections
onto the orthogonal complement to a subspace spanned by an orthogonal Unex-
tendible Product Basis [?]. Thus, there is strong numerical evidence that they
are all locally equivalent to bound entangled states of the form discussed in [?].
In the following, we analytically prove that this is actually the case. Note that
according to the results of [?], four is the minimal rank for an entangled PPT
state. Therefore it is correct to say that our theorem concerns non-separable
PPT states of lowest rank. Very shortly after our paper [?] was available as a
preprint on arXiv, Chen and Ðoković [?] presented an alternative proof of the
theorem. The research reported here was conducted independently of [?], and
the author had no prior knowledge about the manuscript by the other authors.
An important related work by Chen and Ðoković is also [?].
Before we start with the proof, it will be useful to introduce the concept of
general Unextendible Product Bases, discussed in more detail elsewhere [?].
9.1 General Unextendible Product Bases
The most common definition of an Unextendible Product Basis (UPB), in ac-
cordance with [?], has already been phrased in Section 3.2. Here, we start with
a definition of a general UPB.
Definition 9.1. Take n,m ∈N. By a general Unextendible Product Basis,
or a gUPB for short, we mean a set {φi ⊗ψi}ki=1 of product vectors in Cn⊗Cm,
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0 < k < mn, such that there is no product vector in span{φi ⊗ ψi}ki=1, the
orthogonal complement to the linear span of {φi ⊗ψi}ki=1.
In other words, a gUPB is a set of product vectors {φi ⊗ψi}ki=1 such that
there is no product vector orthogonal to all of them. Note that we do not require
the vectors to be linearly independent, and this choice is somewhat arbitrary.
Yet another way of phrasing the above definition is that the orthogonal comple-
ment to a gUPB is a Completely Entangled Subspace [?,?], or CES for short,
cf. Section 8.2.
Remark 9.2. The definition of a gUPB can be trivially extended to a multi-
partite setting.
We know that gUPBs do exist. Any UPB consisting of orthogonal vectors
is an example (concrete UPBs can be found e.g. in [?]). We also know that for
some spaces, no UPB consisting of orthogonal vectors can exist. For example, it
has been noticed as early as in [?] that 2×n systems do not admit an orthogonal
UPB, and a more general discussion of existence questions for orthogonal UPBs
has been included in [?]. In the following, we show that gUPBs are much more
common than the usual UPBs, and give a characterization of gUPBs of minimal
number of elements.
First, let us answer a question about the minimum number of elements in a
gUPB in Cn ⊗Cm.
Proposition 9.3. A set of vectors {φi ⊗ ψi}ki=1 ⊂ Cn ⊗Cm consisting of k <
m + n − 1 elements is not a generalized UPB.
Proof. There exists a vector f ∈ Cn orthogonal to all the vectors φi with i =
1, . . . , n − 1. Moreover, there exists a g ∈ Cm orthogonal to the vectors ψj with
j = n, . . . , k (because k − n < m). The product vector f ⊗ g is orthogonal to all
φi ⊗ ψi for i = 1, . . . , k.
Proposition 9.4. A set of vectors {φi ⊗ψi}m+n−1i=1 ⊂ Cn ⊗ Cm is a gUPB if
and only if any n-tuple of vectors in {φi}m+n−1i=1 consists of linearly independent
vectors, the same as any m-tuple of vectors in {ψj}m+n−1j=1 .
Proof. In order to prove necessity, assume that an n-tuple of vectors {φil}nl=1
is linearly dependent. Therefore there exists a vector f ∈ Cn orthogonal to all
of them. Vectors of the form f ⊗ g ∈ Cn ⊗Cm with an arbitrary g ∈ Cm are
orthogonal to all the vectors {φil ⊗ ψil}nl=1 ⊂ Cn ⊗ Cm. Obviously, g can be
chosen in such a way that f ⊗ g is orthogonal to the remaining m − 1 elements
of Cm (because m−1 <m = dimCm). For a sufficiency proof, assume that f ⊗g
is orthogonal to φi ⊗ψi for i = 1, . . . ,m +n − 1. The vector f can be orthogonal
to at most n − 1 of φi’s, whereas g cannot be orthogonal to more than m − 1
ψi’s (remember the linear independence of n-tuples and m-tuples, respectively).
This gives a maximum of (n − 1)+(m − 1) vectors in {φi ⊗ψi}m+n−1i=1 orthogonal
to f ⊗ g. Therefore f ⊗ g cannot be orthogonal to all the φi ⊗ ψi’s, the set{φi ⊗ψi}m+n−1i=1 is a gUPB.
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It is natural to ask for a generalization of Proposition 9.4 for sets of product
vectors consisting of more than m + n − 1 elements. We have the following
Proposition 9.5. A set of vectors {φi ⊗ψi}Ni=1 ⊂ Cn ⊗Cm with N ⩾m + n − 1
is a gUBP if and only if for any N ,M⊂N such that N ∩M = ∅ and N ∪M ={1,2, . . . ,N}, at least one of the sets of vectors {φi}i∈N and {ψj}j∈M spans the
entire corresponding vector space (Cn or Cm, resp.).
Proof. Let us first prove necessity. Assume that the vectors {φi ⊗ ψi}Ni=1 consti-
tute a gUPB and choose some N ,M⊂N as in the statement of the proposition.
If neither of the sets {φi}i∈N and {ψj}j∈M spans the respective vector space,
there exist f ∈ Cn and g ∈ Cm such that ⟨f,φi⟩ = 0 and ⟨g,ψj⟩ = 0 for all
i ∈ N and j ∈ M. Because of the condition N ∪M = {1,2, . . . ,N}, we clearly
have ⟨f ⊗ g,φi ⊗ψi⟩ = 0 for i = 1,2, . . . ,N . This contradicts the fact that the
vectors φi ⊗ ψi constitute a gUPB. In order to show sufficiency, assume that
f ⊗ g ∈ Cn ⊗Cm is such that ⟨f ⊗ g,φi ⊗ ψi⟩ = 0 for all i = 1,2, . . . ,N . Define
the set of indices Nf ∶= {i ⟨f,φi⟩ = 0} and Mg ∶= {j ⟨g,ψj⟩ = 0}. Clearly, we
must have Nf ∪Mg = {1,2, . . . ,N}. Thus it is possible to choose N ⊂ Nf and
M⊂Mg such that N ∪M = {1,2, . . . ,N} and N ∩M = ∅. By the very defini-
tion of Nf and Mg, we have ⟨f,φi⟩ = 0 for all i ∈ N and ⟨g,ψj⟩ for j ∈ M. But
according to the assumptions of the theorem, this is only possible if f or g is
equal to zero. Thus {φi ⊗ ψi}Ni=1 is a gUPB.
Certain characterizations of gUPBs were earlier obtained in [?], but the
above results, rather surprisingly, seem to appear for the first time in our work
[?]. They can also easily be generalized to a multipartite setting.
Proposition 9.6. A set of vectors {φ1i ⊗ φ2i ⊗ . . .⊗ φli}Ni=1 ⊂Cn1⊗Cn2⊗. . .⊗Cnl
with N ⩾ ∑li=1 ni+ l−1 is a gUBP if and only if for any N1, . . . ,Nl ⊂N such that
Ni ∩Nj = ∅ for all i ≠ j and ⋃li=1Ni = {1,2, . . . ,N}, at least one of the sets of
vectors {φij}j∈Ni , i = 1,2, . . . , l, spans the entire corresponding vector space Cni .
Proof. Follows the same lines as the proof of Proposition 9.5 and will be omitted
here.
9.2 The concept of local equivalence
Before we present the proof of the main result of the thesis (Theorem 9.27), we
also need to introduce the concept of local equivalence. Numerous questions of
physical or mathematical origin need the proper identification of a symmetry
group relevant to the problem in order to simplify the solution, or even to find
it at all. The same is the case for the result we are going to obtain below. For
PPT states, a natural group of symmetries should be of a product form, ρ ↦(A⊗B)∗ ρ (A⊗B), because all such transformations preserve the property of
being PPT. In physical terms, they preserve the splitting of a composite system
into subsystems, which is a highly desirable property. The remaining question
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is, what group should A and B belong to. When the amount of entanglement
between the two subsystems is in question, a natural choice is A and B in
the Unitary or Special Unitary group. Such transformations cannot change
any measure of entanglement. However, if the aim is to classify PPT states
with respect to the property of being extreme, being an edge state [?], or the
number and dimensionalities spanned by the product vectors in their kernels
or ranges, A and B should most naturally belong to the General Linear or
Special Linear group. There is no essential difference between the two latter
choices. Since we are not interested in positive scaling factors in front of the
states, we choose to work with the Special Linear group. This was also the
approach so successfully used by the authors of [?,?,?]. We should remark that,
while a PPT state is transformed according to ρ ↦ (A⊗B)∗ ρ (A⊗B), the
product vectors in its kernel and its range undergo the following transformation,
φ ⊗ ψ ↦ (A−1 ⊗B−1)φ ⊗ ψ. Conversely, a transformation φ ⊗ ψ ↦ (A⊗B)φ ⊗
ψ forces a change of ρ into (A−1 ⊗B−1)∗ ρ (A−1 ⊗B−1). It is these kind of
transformations we will have in mind when we talk about “local equivalence”,
“local SL equivalence” or “SL (3,C) ⊗ SL (3,C) equivalence” in the following
sections.
Any similar terms, even not listed here, will also refer to precisely the same
situation. Nevertheless, when product vectors in the kernel of a PPT state ρ are
in question, it is more convenient to look at them as rays, points in the projec-
tive space. In such case, it is also more accurate to refer to the projectivisation
of the group SL (3,C)⊗SL (3,C), namely to PSL (3,C)×PSL (3,C), with PSL
referring to the Projective Special Linear group. In simple words, we may mul-
tiply vectors {φ1 ⊗ ψ1, φ2 ⊗ψ2, . . .} ⊂ Kerρ by arbitrary individual factors, and
they will remain elements of the kernel of ρ. We may also transform them by
a SL (3,C)⊗ SL (3,C) transformation. All in all, we have a group of transfor-
mations that is most properly described as PSL (3,C) ×PSL (3,C). Note that
the use of this term is motivated mainly by the possibility to avoid excessive
comments about constant factors in front of the product vectors in Kerρ. We
are legitimate to use the previously introduced name “local equivalence” also for
the PSL (3,C)×PSL (3,C) transformations we just described because constant
multiplicative factors in front of vectors in Kerρ are completely irrelevant to ρ
itself.
The ultimate reason for using equivalences of the form described above will
be the simplicity of our main result, a characterization theorem that we are going
to obtain in Section 9.8. The equivalence classes under SL (3,C)⊗ SL (3,C) of
non-separable PPT states of rank 4 in 3×3 systems turn out to be parametrized
by just four real, positive numbers. Moreover, each class has a representative
which is a projection onto a Completely Entangled Subspace complementary to
a 3×3 orthogonal UBP. This is quite a striking result, for which strong numerical
evidence was provided by Leinaas et al. in [?] and later supported by certain
analytical results of [?].
114
9.3 Outline of the proof
The proof of our main result is not excessively complicated, but it needs a
considerable amount of work. It also consists of a number of steps which do
not seem easy to merge. In order to simplify the reading, we start with a list of
building blocks. We will elaborate on each of them in the following sections.
1. The kernel of a rank four PPT state ρ must intersect the Segre variety Σ2,2
in a transverse way. In particular, according to the Bezout’s Theorem, the
intersection must consist of exactly six points.
2. The product vectors in the kernel of a rank 4 PPT state in the 3 × 3 case
span the kernel. As a result, they must be a generalized UPB. There
cannot exist a product vector orthogonal to all of them.
3. A generalized UPB in the 3× 3 case is locally equivalent to an orthogonal
one if and only if certain invariants s1, . . . , s4, introduced by Leinaas et al.
in [?], are all positive, possibly after the vectors are permuted.
4. A generalized UPB in a 3×3 system is contained in a kernel of some rank
four PPT state if and only if the corresponding values of s1, . . . , s4 are
positive, possibly after the vectors are permuted. Moreover, in such case
the PPT state in question is uniquely determined.
The final conclusion from the facts mentioned in items 1. − 4. is that the only
non-separable PPT states of rank 4 in 3 × 3 systems are local transforms of
projections onto orthogonal complements of orthogonal pentagram-type Unex-
tendible Product Bases [?,?].
9.4 Product vectors in the kernel of a PPT state
The present section elaborates on item 1. in the list given above and on related
topics. Let us start with an elementary fact.
Lemma 9.7. A product vector φ ⊗ ψ is in the kernel of a PPT state ρ if and
only if the partially conjugated states φ∗ ⊗ ψ and φ ⊗ ψ∗ are in the kernels of
ρT1 and ρT2 , respectively.
Proof. It follows from the equality between the expressions ⟨φ⊗ ψ,ρ (φ⊗ ψ)⟩,⟨φ⊗ψ∗, ρT2 (φ⊗ ψ∗)⟩ and ⟨φ∗ ⊗ ψ,ρT1 (φ∗ ⊗ψ)⟩, by the positivity of ρ, ρT1 and
ρT2 .
In the above lemma, we did not assume anything about the dimensionality
of the system. Neither we do it in the following.
Lemma 9.8. Assume that a product vector φ ⊗ ψ is in the kernel of a PPT
state ρ. In such case
⟨φ′ ⊗ψ,ρ (φ⊗ ψ′)⟩ = ⟨φ⊗ ψ′, ρ (φ′ ⊗ψ)⟩ = 0 ∀φ′,ψ′ . (9.1)
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Proof. Since ρ (φ⊗ψ) = 0, we know from Lemma 9.7 that ρT1 (φ∗ ⊗ψ) = 0,
which obviously implies ⟨φ′∗ ⊗ψ′, ρT1 (φ∗ ⊗ψ)⟩ = ⟨φ⊗ ψ′, ρ (φ′ ⊗ψ)⟩ = 0. This
is the first equality in (9.1). The second one can be obtained in a similar way.
Let us denote by r (ρ), R (ρ) and kerρ the rank, the range and the kernel of
ρ. Our next lemma applies specifically to the 3 × n case and concerns so-called
edge states. For more information about this topic, consult [?]. In short, edge
PPT states are PPT states ρ that do not admit a product vector φ ⊗ ξ ∈ kerρ
such that φ∗ ⊗ ξ ∈ kerρT1 .
Lemma 9.9. Assume that both φ ⊗ ψ and φ′ ⊗ ψ, with φ, φ′ in C3 and ψ in
C
n, φ ≠ φ′, belong to the kernel of a PPT state ρ, acting on C3 ⊗ C3. The
state ρ is either supported on a 3 × (n − 1) or smaller subspace, or it can be
written as ρ = ρ′ + λ ∣φ′′ ⊗ ξ⟩ ⟨φ′′ ⊗ ξ∣ for some λ > 0, ξ ∈ Cn, φ′′ ∈ C3 linearly
independent of φ and φ′, and a PPT state ρ′, supported on a 3×(n − 1) or smaller
subspace. Moreover, the rank r (ρ′) = r (ρ)− 1 and r ((ρ′)T1) = r (ρT1) − 1. In a
situation when the reduction is possible, the state ρ is not an edge PPT state.
In particular, ρ is not an extreme and non-separable PPT state.
Proof. Let us assume that the product states φ′ ⊗ ψ and φ2 ⊗ ψ belong to the
kernel of ρ. Let A be an SL (3,C) transformation that brings e1, e2 ⊂ C3 to φ1
and φ2. A little inspection shows that Lemmas 1 and 2 of [?] can be applied
to ρ˜ ∶= (A⊗ 1)∗ ρ (A⊗ 1). Consequently, we see that either ρ is supported
on a 3 × (n − 1) or smaller space, or the assertion of Lemma 2 of [?] tells us
that ρ˜ = ρ1 +λ ∣e3 ⊗ ξ⟩ ⟨e3 ⊗ ξ∣ for some ξ ∈ Cn, and moreover, ρ1 is a PPT state
supported on a 3×(n − 1) or smaller subspace, with r (ρ1) = r (ρ)−1 and r (ρT11 ) =
r (ρT1)− 1. We have ρ = (A−1 ⊗ 1)∗ ρ˜ (A−1 ⊗ 1) = ρ′ + λ ∣φ′′′ ⊗ ξ⟩ ⟨φ′′′ ⊗ ξ∣, where
φ′′′ = A−1e3 and ρ′ = (A−1 ⊗ 1)∗ ρ1 (A−1 ⊗ 1). The states ρ′ and (ρ′)T1 still have
their ranks reduced by one with respect to the ranks of ρ and ρT1 , respectively.
The subspaces on which they are supported are of the same type as for ρ1,
hence 3 × (n − 1) or smaller. The statement that ρ is not an edge state simply
follows because ∣φ′′′ ⊗ ξ⟩ ⟨φ′′′ ⊗ ξ∣ is in R (ρ) while its partial conjugation is in
R (ρT1).
The following result reduces a more general case to the situation considered
above. However, this time we assume n = 3.
Lemma 9.10. Let φ⊗ ψ ∈C3 ⊗C3 be an element of a PPT state ρ, acting on
C
3⊗C3. There cannot exist a nonzero vector φ⊗ψ′+φ′⊗ψ, with φ′ ≠ φ or ψ′ ≠ ψ,
in the kernel of ρ, unless one of the following is true: i) ρ = ρ′ + λ ∣ζ ⊗ ξ⟩ ⟨ζ ⊗ ξ∣
for λ > 0, ξ, ζ ∈C3 and ρ′ a PPT state supported on a 2× 3 or smaller subspace
with r (ρ′) = r (ρ) − 1 and r ((ρ′)T1) = r ((ρ)T1) − 1 or ii) ρ is supported on a
2 × 3 or smaller subspace itself.
Proof. Assume that there is a state of the form φ⊗ψ′ +φ′⊗ψ in the kernel of ρ.
This is equivalent to saying that ⟨φ⊗ψ′ + φ′ ⊗ ψ,ρ (φ⊗ ψ′ + φ′ ⊗ψ)⟩ = 0. The
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inner product factorizes as
⟨φ⊗ ψ′, ρ (φ⊗ψ′)⟩+⟨φ⊗ψ′, ρ (φ′ ⊗ ψ)⟩+⟨φ′ ⊗ψ,ρ (φ⊗ ψ′)⟩+⟨φ′ ⊗ ψ,ρ (φ′ ⊗ ψ)⟩
The two factors in the middle vanish according to Lemma 9.8, while the two
remaining factors are nonnegative as a consequence of positivity of ρ. Therefore,
the only possibility for the above expression to vanish is when ⟨φ⊗ψ′, ρ (φ⊗ ψ′)⟩ =
0 and ⟨φ′ ⊗ ψ,ρ (φ′ ⊗ ψ)⟩ = 0. This in turn means that ρ (φ′ ⊗ ψ) = 0 and
ρ (φ⊗ψ′) = 0. According to our assumptions, at least one of these equalities is
nontrivial (i.e. φ′ ≠ 0 or ψ′ ≠ 0). Lemma 9.9 can be applied, and Lemma 9.10
follows directly.
The importance of Lemma 9.10 is evident if we realize that the tangent space
to the Segre variety, or to the set of product states at a point φ ⊗ ψ, consists
precisely of the vectors of the form considered above. We have
Lemma 9.11. Elements of the tangent space to the Segre variety, or to the set
of product vectors at a point φ⊗ψ, are of the form
φ⊗ ψ′ + φ′ ⊗ ψ, (9.2)
with ψ′ and φ′ arbitrary.
Proof. A heuristic proof may consist in writing (φ + δφ) ⊗ (ψ + δψ) ≈ φ ⊗ ψ +
δφ ⊗ ψ + φ ⊗ δψ, where the approximate equality holds to the first order. A
more rigorous proof can be found in Example 5.21 of Section 5.2, as well as in
Example 14.16 of the textbook by Harris [?].
Next, we specify the rank of ρ to be 4 and keep the assumption that ρ
acts on C3 ⊗C3. Thus the kernel of ρ is of dimension 5, which is the smallest
number d such that a d-dimensional linear subspace must intersect the set of
product vectors in C3 ⊗C3, cf. e.g. [?]. Following Lemmas 9.10 and 9.11, we
can show that the nonempty intersection is generic in the sense of Bezout’s
theorem [?, Theorem 18.3] and thus it consists of exactly six points.
Lemma 9.12. Let ρ be a non-separable PPT state of rank 4 acting on C3⊗C3.
The intersection between the respective Segre variety and the five-dimensional
kernel of ρ is transverse at every point. There are exactly six product vectors in
the kernel of ρ.
Proof. Let us take φ ⊗ ψ ∈ Kerρ. As we mentioned above, such a vector exists
[?,?] by a dimensionality argument for projective varieties. We easily see from
Lemma 9.11 that the dimension of the tangent space Tφ⊗ψ (Σ2,2) to the Segre
variety at φ ⊗ ψ is 5, and thus the projective dimension is 4. Being more
explicit, any vector of the form φ ⊗ ψ′ + φ′ ⊗ ψ can be written in the form
λφ⊗ψ +∑2i=1 ξiφ⊗ψi +∑2j=1 ζjφj ⊗ψ, where {φ,φ1, φ2} and {ψ,ψ1, ψ2} are two
sets of three linearly independent vectors in C3 and xi, ζj are arbitrary complex
coefficients. From Lemmas 9.10 and 9.11 we know that the only vector in the
intersection of Kerρ and Tφ⊗ψ (Σ2,2) is φ ⊗ ψ itself. It must be so, because
117
otherwise we could reduce the rank of ρ by subtracting a projection onto a
product state. After the reduction, we would be left with a PPT state of rank
3. However, all such PPT states are separable according to [?], and ρ would
have to be separable as well. The other option is that ρ could be supported
on C2 ⊗C3 or even a less dimensional space itself. But then it is well-known
that ρ is separable as as consequence of being PPT [?]. In either case, we get
a contradiction with the assumption that ρ is non-separable. Therefore, φ ⊗ ψ
must be, up to a scalar factor, the only element of the intersection between Kerρ
and Tφ⊗ψ (Σ2,2). Consequently, the dimension of Kerρ + Tφ⊗ψ (Σ2,2) equals
5+5−1 = 9, while its projective dimension is 9−1 = 8. This equals the projective
dimension of Tφ⊗ψ (P8), or simpler, the dimension of the complex projective
space P8. In other words, Kerρ and Tφ⊗ψ (Σ2,2) span Tφ⊗ψ (P8), which is
equivalent to saying that the intersection between Kerρ and the Segre variety is
transverse at φ ⊗ ψ. Since we did not make any additional assumptions about
φ⊗ψ apart from that it belongs to the intersection, we see that the intersection
is transverse at every point. Therefore Bezout’s theorem applies. The fact that
there are exactly six points in the intersection follows because the degree of the
Segre variety Σ2,2 is six [?, Example 18.15].
In summary, in the present section we have shown that a non-separable rank
4 PPT state in a 3 × 3 system must have exactly six vectors in its kernel. This
is in full agreement with an assertion of [?]. It should be noticed that, as a part
of the proof of the above lemma, we have shown that non-separable PPT states
of rank 4 in 3 × 3 systems are edge states. Thus, Lemmas 9.9 and 9.10 can be
directly applied. We will frequently use them in the following section.
9.5 Product vectors in the kernel must be a gUPB
We already know that the number of product vectors in the kernel of a rank 4
non-separable PPT state of a 3 × 3 system is six. In the following, we discuss
more specific properties of the set of six product vectors. Let us denote them
with φi⊗ψi, i = 1,2, . . . ,6. It turns out that, up to local equivalence, five of them
can always be brought to a special form, which has only four real parameters,
the numbers s1, . . . , s4 introduced in [?]. It then follows that the vectors φi⊗ψi,
if they belong to the kernel of a rank 4 PPT state, must span a five-dimensional
subspace. Thus they span the kernel.
In order to prove our assertion, first observe that φi ≠ φj for i ≠ j (cf. Lemmas
9.11 & 9.12), and thus they must span at least a two-dimensional subspace of
C
3. Similarly for the ψ’s. Let us try to assume first that one of the sets {φi}6i=1
and {ψj}6j=1 spans a two-dimensional subspace. We may, for example, try to
assume this about {φi}6i=1. Up to PSL (3,C) transformations, we have
[ φ1 φ2 φ3 φ4 φ5 φ6 ] = ⎡⎢⎢⎢⎢⎢⎣
1 0 1 1 1 1
0 1 1 p q r
0 0 0 0 0 0
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (9.3)
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where p, q, r are all different and different from 0 and 1. When writing (9.3),
we used the fact that there is no pair of identical vectors in {φi}6i=1. Up to local
transformations, we have ψ1 = e1 and ψ2 = e2. As for the other vectors ψ, we use
the following notation, ψi = [ ψ1i ψ2i ψ3i ], i = 3,4,5,6. We also introduce
coordinates ωij for general vectors ω = ∑i,j ωijei ⊗ ej in C3 ⊗C3. Our aim is
to show that there exists a linear combination of the vectors φi ⊗ψi of the form
φ⊗ψ′ +φ′⊗ψ from Lemma 9.11. This will lead us to a contradiction and show
that φi’s cannot be as in (9.3), and must span C3. An analogous conclusion for
ψ’s will be immediate.
Let us first observe that ψ3i ≠ 0 for all i ∈ {3,4,5,6}. Otherwise, we would
have three product vectors supported on span{e1, e2}⊗span{e1, e2}. Up to local
equivalence, they would be of the form e1 ⊗ e1, e2 ⊗ e2 and (e1 + e2)⊗ (e1 + e2).
In such case, e1 ⊗ e2 + e2 ⊗ e1 = (e1 + e2) ⊗ (e1 + e2) − e1 ⊗ e1 − e2 ⊗ e2 would
be in the kernel of ρ, which contradicts Lemma 9.10. Therefore we must have
ψ3i ≠ 0 for all i. Let us choose α and β so that αψ33 + βpψ34 = 0. The vector
αφ3 ⊗ ψ3 + βφ4 ⊗ φ4 has a vanishing coordinate ω23 = αψ33 + βpψ34 and a non-
vanishing coordinate ω13 = αψ33 + βψ34 (remember that p ≠ 1). By subtracting
e2⊗e2 times αψ23+βpψ24, we can cancel the ω22 coordinate, and similarly cancel
ω11 by subtracting αψ13+βψ14 times e1⊗e1. In the end, we see that a vector of
the form ω21e2⊗e1+ω12e1⊗e2+ω13e1⊗e3 with ω13 ≠ 0 is in the kernel of ρ. But
this contradicts Lemma 9.10. In summary, the vectors φi cannot be brought to
the form (9.3), or in other words, they span C3. Obviously, the same is true
for the set {ψi}6i=1. A more careful analysis of the above argument leads to
even stronger conclusions. Firstly, an assumption that there exist three vectors
φi ⊗ ψi supported on a 2 × 2 dimensional subspace lead us to a contradiction.
Therefore we have the following
Lemma 9.13. Let {φi ⊗ψi}6i=1 be the six product vectors in the kernel of a non-
separable PPT state of rank 4 in the 3 × 3 case. For any triple {φij ⊗ ψij}3j=1 ⊂{φi ⊗ψi}6i=1, at least one of the sets of vectors {φij}3j=1 or {ψij}3j=1 spans C3.
Moreover, we only needed four product vectors with φ’s as in (9.3) to arrive
at a contradiction with Lemma 9.10. As a consequence, we have
Lemma 9.14. For any quadruple {φij ⊗ψij}4j=1 ⊂ {φi ⊗ ψi}6i=1, both the sets of
vectors {φij}4j=1 and {ψij}4j=1 span C3.
As an immediate consequence of Lemma 9.13, there exists a set of three
linearly independent vectors in {φi}6i=1. With no loss of generality, we may
assume that {φ1, φ2, φ6} is a linearly independent set. After a PSL (3,C) trans-
formation, φ1 = e1, φ2 = e2 and φ6 = e3. There are in principle two possibilities
concerning the remaining vectors φ3, φ4 and φ5. Either one of them is of the
form [ x y z ] with xyz ≠ 0, or all of them have exactly one coordinate
equal to zero. Two vanishing coordinates in a single vector cannot occur be-
cause there is no pair of identical vectors among φ1, . . . , φ6. Moreover, according
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to Lemma 9.14, the zeros must occur in different places in φ3, φ4 and φ5. Up
to PSL (3,C) transformations and permuting the vectors, we may assume that
φ3 = [ x 0 1 ], φ4 = [ 0 1 z ], φ5 = [ 1 y 0 ] with x, y, z all different
from 0. But then, write the coordinate matrix for {φ1, φ2, φ3, φ4},
[ φ1 φ2 φ3 φ4 ] = ⎡⎢⎢⎢⎢⎢⎣
1 0 x 0
0 1 0 1
0 0 1 z
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (9.4)
It is easy to check that all the 3 × 3 minors in (9.4) are non-vanishing. In other
words, any triple of vectors in {φ1, φ2, φ3, φ4} spans C3. The corresponding
vectors ψ1, ψ2, ψ3 and ψ4 may or may not have all triples linearly independent.
It is not difficult to show that if all the triples span C3, we can simultaneously,
by using a PSL (3,C) × PSL (3,C) transformation, bring {φ1, φ2, φ3, φ4} and{ψ1, ψ2, ψ3, ψ4} to the form
[ φ1 φ2 φ3 φ4 ] = [ ψ1 ψ2 ψ3 ψ4 ] = ⎡⎢⎢⎢⎢⎢⎣
1 0 0 1
0 1 0 1
0 0 1 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (9.5)
By adding a fifth product vector, say φ5⊗ψ5, we get, up to local transformation
and relabelling the vectors φi ⊗ ψi,
[ φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1
0 1 0 1 p
0 0 1 1 q
1 0 0 1 1
0 1 0 1 r
0 0 1 1 s
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
, (9.6)
where p, q, r, s are some complex numbers. We should remark that the possibility
to have 1 in the first coordinate of φ5 and ψ5 follows because there must exist
i ∈ {1,2,3} such that φi5ψi5 ≠ 0, where φi5 and ψi5 denote the i-th coordinate
of φ and ψ, respectively. Otherwise, φ5 or ψ5 would have to be proportional to
ei for some i ∈ {1,2,3}.
If not all triples in {ψ1, ψ2, ψ3, ψ4} are linearly independent, it is still possible,
according to Lemma 9.14, to find a linearly independent triple among them.
Without loss of generality, we may assume that the triple is {ψ1, ψ2, ψ3}. By an
identical argument as for the φ’s, we know that there is a vector ψi, i ∈ {5,6}
such that {ψ1, ψ2, ψ3, ψi} have all triples linearly independent. Without loss of
generality, we may assume that φi = φ5. This time, a local transformation and
possible relabelling brings the product vectors φi ⊗ ψi with i = 1,2, . . . ,5 to the
form
[ φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1
0 1 0 1 p
0 0 1 1 q
1 0 0 1 1
0 1 0 r 1
0 0 1 s 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
. (9.7)
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To make a final touch to this section, we need to show that product vectors
of the form (9.6) or (9.7) are linearly independent if no two of them coincide,
and thus they span the five-dimensional kernel of ρ. We will also show that they
constitute a minimal gUPB, and that the parameters p, q, r, s have to be real
when the vectors are in the kernel of a PPT state.
Let us use [ ω11 ω12 ω13 ω21 ω22 ω23 ω31 ω32 ω33 ] to denote
vectors ω =∑i,j ωijei ⊗ ej in C3 ⊗C3. In the case (9.6), we have⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φ1 ⊗ ψ1
φ2 ⊗ ψ2
φ3 ⊗ ψ3
φ4 ⊗ ψ4
φ5 ⊗ ψ5
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
1 r s p pr ps q qr qs
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
. (9.8)
In the case (9.7), the coordinates of the product vectors are the following,⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φ1 ⊗ ψ1
φ2 ⊗ ψ2
φ3 ⊗ ψ3
φ4 ⊗ ψ4
φ5 ⊗ ψ5
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
1 r s 1 r s 1 r s
1 1 1 p p p q q q
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
. (9.9)
It is an elementary exercise to check that the matrices on the right-hand side of
(9.8) and (9.9) are of rank 5 for all choices of p, q, r, s, with the only exception
of p = q = r = s = 1. But the last possibility is excluded because it implies
φ4 ⊗ψ4 = φ5 ⊗ψ5.
Next, we can show that the vectors φi ⊗ ψi with i = 1,2, . . . ,5, chosen as
above, constitute a general Unextendible Product Basis. In order to prove it,
let us first show that the rank of ρT1 has to be 4.
Proposition 9.15. Let ρ be a non-separable PPT state of rank 4 acting on
C
3 ⊗C3. The rank of the partially transposed state ρT1 is also 4.
Proof. If ρ is non-separable, we know by the above argument that the product
vectors {φi ⊗ψi}6i=1 in the kernel of ρ span a five-dimensional subspace, which
is the kernel itself. Moreover, five of them are, up to local transformations, of
the form (9.6) or (9.7). But this implies that the corresponding product vectors
in the kernel of ρT1 , which are φ∗i ⊗ ψi according to Lemma 9.7, can also be
brought to the form (9.6) or (9.7). To be more explicit, if a local transformation
A ⊗B brings the vectors φi ⊗ ψi with i = 1,2, . . . ,5 to the form (9.6) or (9.7),
A∗⊗B does the same to the partial conjugations φ∗i ⊗ψi. The only difference is
that p and q change into p∗ and q∗ in (9.6) or (9.7). But this does not change
the conclusion about the dimensionality of the subspace spanned by vectors of
the form (9.6) or (9.7). As a consequence, the product vectors in the kernel of
ρT1 span at least a five-dimensional subspace. Thus the kernel of ρT1 is at least
five-dimensional. If it had higher dimension, the rank of ρT1 would be lower or
equal 3, which is, according to [?], impossible for non-separable ρ. Therefore,
the dimension of the kernel equals 5, and the rank of ρT1 is 4.
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There exist separable states ρ of rank 4 in 3×3 systems that have the rank of
ρT1 different from 4. However, our next proposition shows that if ρ is supported
on C3 ⊗C3 and it cannot be written as ρ′ + λ ∣ζ ⊗ ξ⟩ ⟨ζ ⊗ ξ∣ with λ > 0 and ρ′
supported on a 2 × 2 subspace, the rank of ρT1 is also 4 (cf. Figure 4 in [?],
which we reproduce here as Table 9.1).
(m,n) m2 + n2 −N2 dimF (rA, rB) #pv [Im ρ] #pv [Ker ρ]
(9,9) 81 81 (3,3) ∞/9 0
(9,8) 64 64 (3,3) ∞/9 0
(9,7) 49 49 (3,3) ∞/9 0
(8,8) 47 47 (3,3) ∞/8 0
(9,6) 36 36 (3,3) ∞/9 0
(8,7) 32 32 (3,3) ∞/8 0
(8,6) 19 19 (3,3) ∞/8 0
(7,7) 17 17 (3,3) ∞/7 0
(8,5) 8 8 (3,3) ∞/8 0
(7,6) 4 4 (3,3) ∞/7 0
(7,5) -7 1 (3,3) ∞/7 0
(6,6) -9 1 (3,3) ∞/6 0
(6,5) -20 1 (3,3) ∞/6 0
(5,5) -31 1 (3,3) 6/5 0
(4,4) -49 1 (3,3) 0 6/5
(3,3) -63 3 (3,3) 3/3 ∞/6
(2,2) -73 2 (2,2) 2/2 ∞/7
(1,1) -79 1 (1,1) 1/1 ∞/8
Table 9.1: Numerical results for 3 × 3 PPT states ρ. The numbers m and n
denote the ranks of ρT1 and ρT2 , resp. The number N = 9 is the dimension of
the space on which the states act. The number dimF is the dimension of the
face of the cone of PPT states on which the given state lives. The symbols rA
and rB denote the ranks of the partially traced states TrB ρ and TrA ρ. The
fifth and the sixth column list the number of product vectors in the image and
the kernel of ρ.
Proposition 9.16. Let ρ be a separable state of rank 4 supported on C3 ⊗C3,
which cannot be written as ρ′ + λ ∣ζ ⊗ ξ⟩ ⟨ζ ⊗ ξ∣ with λ > 0 and ρ′ supported on a
2 × 2 subspace of C3 ⊗C3. The rank of ρT1 is also 4.
Proof. First, we should remark that r (ρT1) = r (ρT2). This fact will be impor-
tant for some parts of the proof, although never explicitly referred to. The main
idea that we are going to use is that the argument preceding formulas (9.6) and
(9.7) works for separable states as well, provided that they cannot be reduced
according to Lemma 9.10. In other words, the argument works when the kernel
of a PPT state in question does intersect the Segre variety in a transverse way,
irrespectively of the state being entangled or not. Thus, if a reduction according
to Lemma 9.10 is not possible for a separable state ρ, we have vectors of the form
(9.6) or (9.7) in Kerρ, and they span a five-dimensional space. This is also the
dimensionality of the subspace spanned by their partial conjugates, which are in
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KerρT1 . Therefore, the rank of ρT1 is not bigger than 4. If it was less than four,
the intersection between KerρT1 and the Segre variety Σ2,2 would be more than
zero-dimensional, according to the Projective Dimension Theorem [?, Theorem
7.2]. But this contradicts the fact that there are only a finite number of product
vectors in KerρT1 (equal to φ∗ ⊗ ψ for all φ⊗ ψ ∈ Kerρ). In summary, the rank
of ρT1 has to be 4 when Kerρ intersects the Segre variety transversely. If not,
we know from Lemmas and 9.10 and 9.11 that there are two options:
i) it is possible to write ρ as ρ′ + λ ∣ζ ⊗ ξ⟩ ⟨ζ ⊗ ξ∣, where λ and ρ′ is a rank
3 PPT state supported on a 2 × 3 or smaller subspace of C3 ⊗ C3, with
r (ρ′) = 3 and r ((ρ′)T1) = d − 1,
ii) ρ is supported on a 2 × 3 or smaller subspace itself.
Option ii) is excluded because of the assumption of ρ supported on C3 ⊗C3.
Our aim in the following will be to show that r (ρ′) = r ((ρ′)T1) unless ρ′ is
supported on a 2×2 subspace, which is precisely the second possibility we allow
in the proposition. First, observe that if ρ′ is supported on a 2× 3 subspace, we
can use an analogue of Lemma 9.10. Either we have ρ′ = ρ′′ +λ′ ∣ζ′ ⊗ ξ′⟩ ⟨ζ′ ⊗ ξ′∣
where λ′ > 0 and ρ′′ is supported on a 2 × 2, 1 × 3 or 1 × 2 subspace, r (ρ′′) = 2
and r ((ρ′′)T1) = r ((ρ′)T1) − 1, or Kerρ′ intersects the respective Segre variety
Σ1,2 transversely. In the latter case, by Bezout’s Theorem the 3-dimensional
kernel of ρ′ has precisely three product vectors in it. Actually, we can repeat
the argument preceding Lemmas 9.13 and 9.14 to conclude that the product
vectors in Kerρ′ have to be locally equivalent to
[ φ1 φ2 φ3
ψ1 ψ2 ψ3
] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1
0 1 1
1 0 0
0 1 0
0 0 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
. (9.10)
Obviously, these vectors span the kernel. We see that there are, within the
2×3 subspace, only three product vectors in R (ρ′) = (Kerρ′). They are locally
equivalent to
[ ζ1 ζ2 ζ3
ξ1 ξ2 ξ3
] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1
1 0 −1
1 0 0
0 1 0
0 0 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
. (9.11)
Since ρ′ is separable and of rank 3, it must be locally equivalent to a convex
sum of projections onto the vectors ζi ⊗ ξi in (9.11), which implies that ρ˜T1
is an analogous sum of projections onto ζ∗i ⊗ ξi. But ζ
∗
i ⊗ ξi = ζi ⊗ ξi if the
product vectors are as in (9.11). Therefore r (ρ′) = r ((ρ′)T1), which implies
r (ρ) = r (ρT1), as expected. This proves our assertion for ρ′ supported on a
123
2 × 3 subspace with Kerρ′ that intersects the corresponding Segre variety Σ1,2
transversely. For the other nontrivial cases, we can have ρ′′ separable and of
rank 2, supported on a 2 × 2 subspace. There is also the trivial case of ρ′′
supported on a 1× 2 or 1× 3 subspace, in which the equality r (ρ′′) = r ((ρ′′)T1)
clearly holds, and it implies equality of ranks of ρ and ρT1 .
In the case of ρ′′ supported on a 2×2 subspace, we can repeat the argument
with transverse intersections. Either ρ′′ can be reduced once again, in which case
it turns out to be equal to λ′′′ ∣ζ′′′ ⊗ ξ′′′⟩ ⟨ζ′′′ ⊗ ξ′′′∣ + λ′′ ∣ζ′′ ⊗ ξ′′⟩ ⟨ζ′′ ⊗ ξ′′∣ with
λ′′ > 0, λ′′′ > 0 and ζ′′′⊗ξ′′′ not proportional to ζ′′⊗ξ′′, or Kerρ′′ must intersect
the respective Segre variety Σ1,1 in a transverse way. The first possibility clearly
gives us r (ρ′′) = 2 = r ((ρ′′)T1). The latter implies, by Bezout’s Theorem, that
there are exactly two product vectors in Kerρ′′. Similarly as for (9.10), we can
prove that the two product vectors must be locally equivalent to e1 ⊗ e1 and
e2 ⊗ e2. Clearly, they span the kernel of ρ′′ and there are only two product
vectors, locally equivalent to e1 ⊗ e2 and e2 ⊗ e1, in R (ρ′′). But ρ′′ is separable
and of rank 2. Therefore it must be locally equivalent to a convex sum of
projections onto these two vectors. Accordingly, (ρ′′)T1 is locally equivalent to
a sum of two projections onto product vectors, which are e∗1 ⊗ e2 and e
∗
2 ⊗ e1,
actually equal to e1 ⊗ e2 and e2 ⊗ e1. This implies r (ρ′′) = r ((ρ′′)T1) and the
equality between the ranks of ρ and ρT1 follows.
Remark 9.17. The two propositions above explain why PPT states of ranks(4, n), n ≠ 4 should not be expected to appear in the upper part of Table II
in [?], which we reproduced above as Table 9.1. They do exist, but they are
always separable and of a rather special form.
It is useful to formulate the following
Corollary 9.18. All rank 4 non-separable PPT states ρ in 3 × 3 systems are
edge states.
Proof. If some non-separable ρ of rank 4 had a product vector φ ⊗ ψ in its
range, and the partial conjugated vector φ∗ ⊗ ψ was in the range of ρT1 , we
could diminish the rank of ρ or ρT1 by subtracting λ ∣φ⊗ ψ⟩ ⟨φ⊗ ψ∣, where
λ =min{⟨φ⊗ψ,ρ−1 (φ⊗ψ)⟩−1 , ⟨φ⊗ψ, (ρT1)−1 (φ⊗ψ)⟩−1} , (9.12)
cf. [?]. In such case, ρ could be written as ρ = ρ′ + λ ∣φ⊗ψ⟩ ⟨φ⊗ψ∣ with ρ′
PPT and of rank 3 or with ρT1 of rank 3. But this implies, by [?], that ρ′
would have to be separable. This further implies separability of ρ, which is a
contradiction.
At this point, we can easily prove that the vectors φi ⊗ψi in the kernel of a
non-separable ρ of rank 4, chosen as in (9.6) or (9.7), constitute a generalized
Unextendible Product Basis. If there was a product vector φ ⊗ ψ orthogonal
to all of them, it would be an element of the range of ρ. From the proof of
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Proposition 9.15 we know that the partially conjugated vectors φ∗i ⊗ψi span the
kernel of ρT1 . Since ⟨φ⊗ ψ,φi ⊗ψi⟩ = 0 = ⟨φ∗ ⊗ψ,φ∗i ⊗ ψi⟩ for all i, we see that
φ∗ ⊗ ψ is in the range of ρT1 , (KerρT1). Therefore we have a product vector
φ ⊗ ψ in the range of ρ such that its partial conjugation is in the range ρT1 .
In other words, ρ is not an edge state. But this contradicts Corollary 9.18 and
therefore cannot happen. In this way, we have proved the following.
Proposition 9.19. Let ρ be a rank 4 non-separable PPT state in a 3×3 system.
The six vectors in the kernel of ρ constitute a generalized UPB. There is a subset
of five of them that constitutes a minimal gUPB in the sense of Proposition 9.4.
Proof. Most of the proof has already been provided above. We only need to
comment on the fact that five of the product vectors constitute a minimal gUPB.
It must be so because the five vectors we brought to the form (9.6) or (9.7) span
the kernel of ρ, and the orthogonal complement to the kernel has no product
vector in it. Thus, the five vectors are a gUPB of Kerρ, which is minimal
according to Proposition 9.4, because m + n − 1 = 5 for m = n = 3.
By Proposition 9.4 we know that a minimal gUPB {φi ⊗ψi}6i=1 has the
property that all triples in {φi}6i=1 and in {ψi}6i=1 are linearly independent. In
such case, the forms (9.6) and (9.7) are locally equivalent, and we may choose
to work with only one of them. In the sequel, we prefer to assume the form (9.6)
of the product vectors, which is in agreement with the convention used in [?].
Our next step is to prove that the parameters p, q, r and s in (9.6) must be real
if the corresponding product vectors belong to the kernel of a rank 4 PPT state
in the 3 × 3 case. This is not of much use here, but will prove to be important
in Section 9.7.
We know from Lemma 9.12 that there are exactly six product vectors in the
kernel of ρ, while we have only five of them in (9.6), and we know that they
span the kernel. Consequently, the sixth vector is a linear combination of the
other five ones,
φ6 ⊗ ψ6 =
5
∑
i=1
λiφi ⊗ ψi (9.13)
Note that explicit formulas for the sixth vector can be found in [?, Section 5.2].
Interestingly, since φ6⊗ψ6 ∈ Kerρ, we know from Lemma 9.8 that φ∗6⊗ψ6 ∈ Kerρ
is in the kernel of ρT1 . However, the vectors φ∗i ⊗ ψi with i = 1,2, . . . ,5 are also
there and moreover, since they are, up to local equivalence, of the form (9.6)
with p and q complex conjugated, we already know that they span KerρT1 . Thus
the sixth partially conjugated vector must be a linear combination of the former
five,
φ∗6 ⊗ψ6 =
5
∑
i=1
ξiφ
∗
i ⊗ψi, (9.14)
where the coefficients ξi are in principle not related to the λi’s in (9.13). How-
ever, we can already see at this point that it may be very difficult to simulta-
neously satisfy equations (9.13) and (9.14), if we do not assume that φi = φ∗i
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for all i. In the latter case, one can obviously choose ξi = λi. Our aim in the
following will be to show that ξi = λi is the only possible choice. By projecting
(9.13) onto the first, the second and the third coordinate in the first subsystem,
we get
λ1ψ1 + λ4ψ4 + λ5ψ5 = φ16 ψ6, (9.15)
λ2ψ2 + λ4ψ4 + pλ5ψ5 = φ26 ψ6, (9.16)
λ3ψ3 + λ4ψ4 + qλ5ψ5 = φ36 ψ6, (9.17)
where {φi6}3i=1 are coordinates of φ6. Similarly, from (9.14) we get
ξ1ψ1 + ξ4ψ4 + ξ5ψ5 = φ∗16 ψ6, (9.18)
ξ2ψ2 + ξ4ψ4 + p
∗ξ5ψ5 = φ∗26 ψ6, (9.19)
ξ3ψ3 + ξ4ψ4 + q
∗ξ5ψ5 = φ∗36 ψ6. (9.20)
Let us note that the triples {ψ1, ψ4, ψ5}, {ψ2, ψ4, ψ5}, {ψ3, ψ4, ψ5} all consist of
linearly independent vectors, according to Proposition 9.19. This implies that
each of the formulas (9.15)–(9.20) gives exactly one solution for the coefficients
λi or ξi which it contains. For one of the consequences, all the coefficients ψi6
must be non-vanishing. Two of them cannot vanish, because ψ6 proportional to
any of ψi with i = 1,2,3 would contradict φ6 ⊗ ψ6 ≠ φi ⊗ ψi or Lemma 9.9. To
see this, let us assume that one of them vanishes, e.g. φ36 = 0. In such case,
equation (9.17) implies λ3 = λ4 = λ5 = 0, where we used the fact that q ≠ 0.
Hence (9.15) and (9.16) reduce to φ16ψ6 = λ1ψ1 and φ26ψ6 = λ2ψ2. But neither
of these equalities can hold, since φ16 ≠ 0 and φ26 ≠ 0, while ψ6 proportional
to ψ1 or ψ2 contradicts Lemma 9.9. Thus our assumption φ36 = 0 must have
been false. By repeating the same argument for φ16 and φ26, we arrive at
φ16φ26φ36 ≠ 0. Let us also notice that necessarily λ4 ≠ 0 and ξ4 ≠ 0. We cannot
have, for example ξ1ψ1 + ξ5ψ5 = φ∗16ψ6 and ξ2ψ2 + p∗ξ5ψ5 = φ∗26ψ6 since the only
vector in the intersection of span{ψ1, ψ5} and span{ψ2, ψ5} is ψ5, and we know
that ψ6 ≠ ψ5 by Lemma 9.9. In a similar way, one obtains λ5 ≠ 0 and ξ5 ≠ 0.
With such amount of knowledge, we can prove the expected result.
Proposition 9.20. Let φi ⊗ψi for i = 1,2, . . . ,5 be product vectors of the form
(9.6) in the kernel of a non-separable PPT state of rank four, acting on C3⊗C3.
The parameters p, q, r and s must necessarily be real.
Proof. By dividing (9.15) by φ16 and (9.18) by φ∗16, which is possible according
to φ16 ≠ 0, we get
λ1
φ16
ψ1 +
λ4
φ16
ψ4 +
λ5
φ16
ψ5 = ψ6 = ξ1
φ∗16
ψ1 +
ξ4
φ∗16
ψ4 +
ξ5
φ∗16
ψ5. (9.21)
Since {ψ1, ψ4, ψ5} is a linearly independent triple, the above equality implies
λ1/φ16 = ξ1/φ∗16, λ4/φ16 = ξ4/φ∗16 and λ5/φ16 = ξ5/φ∗16. In a similar way, from
(9.16) and (9.19) we can get λ2/φ26 = ξ2/φ∗26, λ4/φ26 = ξ4/φ∗26 and pλ5/φ26 =
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p∗ξ5/φ∗26, whereas (9.17) and (9.20) give us λ2/φ36 = ξ2/φ∗36, λ4/φ36 = ξ4/φ∗36
and qλ5/φ36 = q∗ξ5/φ∗36. From the equalities involving λ4 and ξ4, we get
φ16
φ∗16
= φ26
φ∗26
= φ36
φ∗36
. (9.22)
Together with λ5/φ16 = ξ5/φ∗16, the above equations give us λ5/φ26 = ξ5/φ∗26 and
λ5/φ36 = ξ5/φ∗36. But
( λ5
φ26
= ξ5
φ∗26
∧
pλ5
φ26
= p
∗ξ5
φ∗26
) ⇒ p = p∗. (9.23)
In a similar way, from λ5/φ36 = ξ5/φ∗36 and qλ5/φ36 = q∗ξ5/φ∗36 we can get
q = q∗.
9.6 An equivalence between generalized and
orthonormal Unextendible Product Bases
In the following, we discuss item 4. of the list given in Section 9.3. Let us start
with a set of five vectors in C3,
[ φ1 φ2 φ3 φ4 φ5 ] = ⎡⎢⎢⎢⎢⎢⎣
φ11 φ12 φ13 φ14 φ15
φ21 φ22 φ23 φ24 φ25
φ31 φ32 φ33 φ34 φ35
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (9.24)
and assume that any three of them are linearly independent, as in Proposition
9.19. For the moment, we do not require the vectors in (9.24) to be equal to
φ1, . . . , φ5 in (9.6), but our ultimate goal is to apply the results we are going
to obtain to (9.6). PSL (3,C) transformations of the above set correspond to
the multiplication of the 3 × 5 matrix in (9.24) from the left by an element of
SL (3,C) and to the multiplication of the columns of (9.24) by arbitrary non-
zero scalar factors. It is clear that we can transform (9.24) by a PSL (3,C)
transformation to the following form,⎡⎢⎢⎢⎢⎢⎣
1 0 φ′13 φ
′
14 φ
′
15
0 1 φ′23 φ
′
24 φ
′
25
0 0 φ′33 φ
′
34 φ
′
35
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (9.25)
By another PSL (3,C) transformation, we get⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 −
φ′
23
φ′
33
0 0 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥⎦
⎡⎢⎢⎢⎢⎢⎣
1 0 φ′13 φ
′
14 φ
′
15
0 1 φ′23 φ
′
24 φ
′
25
0 0 φ′33 φ
′
34 φ
′
35
⎤
⎥
⎥
⎥
⎥
⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1 0 φ′13 φ
′′
14 φ
′′
15
0 1 0 φ′′24 φ
′′
25
0 0 φ′33 φ
′′
34 φ
′′
35
⎤
⎥
⎥
⎥
⎥
⎥⎦ .
(9.26)
We should remark that the matrix we multiply with from the left is well-defined,
since φ′33 ≠ 0 according to the assumption about linear independence of triples.
127
Let us transform once again, in the following way,⎡⎢⎢⎢⎢⎢⎢⎣
1 0 −
φ′′
15
φ′′
35
0 1 0
0 0 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥⎦
⎡⎢⎢⎢⎢⎢⎣
1 0 φ′13 φ
′′
14 φ
′′
15
0 1 0 φ′′24 φ
′′
25
0 0 φ′33 φ
′′
34 φ
′′
35
⎤
⎥
⎥
⎥
⎥
⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1 0 φ′13 φ
′′′
14 0
0 1 0 φ′′′24 φ
′′
25
0 0 φ′33 φ
′′′
34 φ
′′
35
⎤
⎥
⎥
⎥
⎥
⎥⎦ .
(9.27)
This is again possible because φ′′35 ≠ 0 according to our assumptions.
In a similar way as before, we see that φ′′24 ≠ 0 and φ′′35 ≠ 0. If we multiply
the fourth column by 1/φ′′′24 and the fifth by 1/φ′′35, the above transforms to⎡⎢⎢⎢⎢⎢⎣
1 0 x y 0
0 1 0 1 z
0 0 t u 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (9.28)
where we introduced the notation x ∶= φ′13, t ∶= φ′33, y ∶= φ′′′14/φ′′24, u ∶= φ′′′34/φ′′24,
z ∶= φ′′25/φ′′35. It is quite straightforward to see that all the coefficients x, y, z, t, u
have to be different from zero according to the independent triples assumption.
Now, introduce the following invariants [?],
s1 = −
∣ φ1 φ2 φ4 ∣ ⋅ ∣ φ1 φ3 φ5 ∣∣ φ1 φ2 φ5 ∣ ⋅ ∣ φ1 φ3 φ4 ∣ , (9.29)
s2 = − ∣ φ1 φ2 φ3 ∣ ⋅ ∣ φ2 φ4 φ5 ∣∣ φ1 φ2 φ4 ∣ ⋅ ∣ φ2 φ3 φ5 ∣ . (9.30)
The numbers s1, s2 are indeed invariant. They do not change under the family of
PSL (3,C) transformations we were using in the consecutive steps (9.24)–(9.28).
Thus we can substitute⎡⎢⎢⎢⎢⎢⎣
φ11 φ12 φ13 φ14 φ15
φ21 φ22 φ23 φ24 φ25
φ31 φ32 φ33 φ34 φ35
⎤
⎥
⎥
⎥
⎥
⎥⎦→
⎡⎢⎢⎢⎢⎢⎣
1 0 x y 0
0 1 0 1 z
0 0 t u 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (9.31)
in the above formulas for s1 and s2. In this way, we can quickly calculate the
values of the invariants,
s1 = −uz and s2 = − ty
ux
. (9.32)
Now, impose the conditions s1 > 0 and s2 > 0. From the first one, we clearly get
u = −rz∗, where r is a positive real number. Thus, we have the vectors⎡⎢⎢⎢⎢⎢⎣
1 0 x y 0
0 1 0 1 z
0 0 t −rz∗ 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ . (9.33)
Next, let us multiply from the left by a diagonal matrix diag (1,√√r′,1/√√r′),
as well as multiply the second column by 1/√√r′, the fourth by 1/√√r′ and
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the fifth by
√√
r′, where r′ ∶= rz∗/z and √ζ stands for the square root of ζ ∈C
with the argument in [0, π). Under such PSL (3,C) transformation the vectors
(9.33) change into ⎡⎢⎢⎢⎢⎢⎣
1 0 x′ y′ 0
0 1 0 1 z′
0 0 t′ −z′ 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (9.34)
where z′ is real and positive, and all the other parameters x′, y′, t′ are non-zero.
Moreover, the conditon s2 > 0 transforms to
s2 = − ty
ux
= t
′y′
z′x′
> 0 ⇔ t
′y′
x′
> 0, (9.35)
simply by formula (9.32) and the invariance of s2. The last equivalence holds by
strict positivity of z′. In our next step, we we are going to multiply (9.34) from
the left by a diagonal matrix diag (ζ1, ζ2, ζ3), with ζ1, ζ2, ζ3 ∈ C and ζ1ζ2ζ3 = 1,
and also multiply the consecutive columns, beginning with the first, by 1/ζ1,
1/ζ2, ζ4, ζ5 and ζ6, where ζ4ζ5ζ6 ≠ 0. Our aim is to choose the numbers ζ1, . . . , ζ6
in such a way that (9.34) transforms to a set of vectors with orthogonality
relations given by a pentagon graph (that is, any two consecutive ones are
orthogonal, and these are the only orthogonality relations). We would like to
have ⎡⎢⎢⎢⎢⎢⎣
1 0 a b 0
0 1 0 1 a
0 0 b −a 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (9.36)
where a = z′ and b is a positive real number in place of (9.34). Let us write the
numbers ζj as rjeiαj , where rj is a positive real number and αj ∈ R. In order to
obtain (9.36) with a and b real and positive, certain phase matching conditions
have to be fulfilled. Let us consider them first. If αy′ , αt′ , αx′ are such that
y′ = ry′eiαy′ , t′ = rt′eiαt′ and x′ = rx′eiαx′ with rx′ , rt′ and rx′ real and positive,
complex phases match correctly if and only if the following set of equations hold
α2 + α5 = 0 mod 2π, (9.37)
α3 + α6 = 0 mod 2π, (9.38)
α2 + α6 = 0 mod 2π, (9.39)
α3 + α5 = 0 mod 2π, (9.40)
α5 + α1 + αy′ = 0 mod 2π, (9.41)
α3 + α4 + αt′ = 0 mod 2π, (9.42)
α4 + α1 + αx′ = 0 mod 2π. (9.43)
The requirement that ζ1ζ2ζ3 = 1 adds a condition α1 + α2 + α3 = 0 mod 2π to
equations (9.37)–(9.38). However, a substitution of the form(α1, α2, α3)→ (α1 + β,α2 + β,α3 + β) (α4, α5, α6) → (α4 − β,α5 − β,α6 − β)
with an appropriately chosen β can always bring α1+α2+α3 to zero and it has no
effect on (9.37)–(9.43). Therefore, as long as existence of solutions is in question,
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we may neglect the additional condition. It is easy to see that the relations
(9.37)–(9.40) are fulfilled if and only if α2 = α3 = −α5 = −α6 = −α mod 2π for
some α ∈R. Thus the set of equations (9.37)–(9.43) are reduced to⎡⎢⎢⎢⎢⎢⎣
1 1 0
−1 0 1
0 1 1
⎤
⎥
⎥
⎥
⎥
⎥⎦
⎡⎢⎢⎢⎢⎢⎣
α
α1
α4
⎤
⎥
⎥
⎥
⎥
⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
−αy′
−αt′
−αx′
⎤
⎥
⎥
⎥
⎥
⎥⎦ mod 2π. (9.44)
Interestingly, the 3×3matrix in equation (9.44) has rank 2. A solution (α,α1, α4)
exists if and only if
αy′ + αt′ − αx′ = 0 mod 2π. (9.45)
But this is exactly the positivity condition (9.35) for the invariant s2. Thus,
if s2 > 0 in addition to s1 > 0, we can cancel the complex phases, as in (9.36).
The only remaining thing to do is to match the modules, which gives us the
following set of equations,
r2r5 = 1, r3r6 = 1, r2r6 = r3r5, r4r1rx′ = a, r5r1ry′ = r3r4rt′ . (9.46)
There is also an equation r1r2r3 = 1, following from the requirement that
ζ1ζ2ζ3 = 1. As we see, there are five equations in (9.46), and the variables
r1, . . . , r6 are six in number. Therefore, one can expect a solution to exist. It
can easily be checked that the following, with r ∈ R, is a one-parameter family
of solutions,
r1 =
√
art′
rx′ry′
r, r2 = r, r3 = r, r4 =
√
art′
rx′ry′
1
r
, r5 = 1
r
, r6 = 1
r
. (9.47)
By choosing r = 1/ 6√art′/rx′ry′ we can satisfy the additional condition r1r2r3 =
1. Thus we have proved that the positivity of the invariants s1, s2 guarantees
that the family of five vectors (9.24) can be transformed by a PSL (3,C) trans-
formation, without permuting them, to the form (9.36). Obviously, a converse
statement is also true, since the values of s1 and s2 calculated from (9.36) are
a2 and b2/a2, respectively. In this way we arrive at the following
Proposition 9.21. A set of five vectors {αi}5i=1 ⊂ C3 with the property that
any triple of them is linearly independent, can be transformed by a PSL (3,C)
transformation, without permuting them, to the form (9.36) with a and b real and
positive, if and only if the invariants s1 and s2, defined in (9.29), are positive.
Let us note that any set of five vectors {v1, . . . , v5} ⊂ C3 with orthogonality
relations ⟨vi, v(i+1) mod 5⟩ = 0 can be transformed by PSL (3,C) transformations
to the form (9.36). A simple argument shows that they can be transformed to
[ v1 v2 v3 v4 v5 ] = ⎡⎢⎢⎢⎢⎢⎣
1 0 x y∗ 0
0 1 0 1 x
0 0 y −x∗ 1
⎤
⎥
⎥
⎥
⎥
⎥⎦ , (9.48)
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with x and y complex. But since s1 = ∣x∣2 > 0 and s2 = ∣y/x∣2 > 0 in the
above case, the argument following equation (9.34) tells us that a PSL (3,C)
transformation brings (9.48) to the form (9.36). As a consequence, Proposition
9.21 is a necessary and sufficient criterion for a set of five vectors φ1, . . . , φ5 to
be SL (3,C) equivalent, without permuting them, to a set of vectors v1, . . . , v5
with orthogonality relations ⟨vi, vi mod 5+1⟩ = 0.
From [?] we know that orthogonal UPBs in the 3 × 3 case always have
five elements, and they are, up to permutations, precisely the sets of prod-
uct vectors {vi ⊗wi}5i=1 with orthogonality relations ⟨vi, vi mod 5+1⟩ = 0 and⟨wj ,w(j+1) mod 5+1⟩ = 0. Consider the question, whether an arbitrary set of
five vectors {φi ⊗ ψi}5i=1 ⊂ C3 ⊗ C3 with linearly independent triples can be
brought by PSL (3,C) ×PSL (3,C) transformations to such {vi ⊗wi}5i=1, with-
out permuting the vectors. In other words, what are the necessary and sufficient
conditions for φi ⊗ ψi’s to be convertible into vi ⊗ wi’s with the orthogonality
conditions given above. By using Proposition 9.21, we can already deal with the
question about φi’s being convertible into vi’s. Namely, an PSL (3,C) transfor-
mation on the first subsystem can bring the vectors {φi}5i=1, without permuting
them, to {vi}5i=1 with ⟨vi, vi mod 5+1⟩ = 0 if and only if the corresponding val-
ues of the invariants s1 and s2 are positive. We are only missing a similar
criterion for ψi’s and wi’s. However, it is not difficult to check that a permu-
tation σ = ( 1 2 3 4 5
1 3 5 2 4
) brings any {wi}5i=1 with ⟨wj ,w(j+1) mod 5+1⟩ = 0
to {w′i}5i=1 = {wσ(i)}5i=1 with ⟨w′i,w′i mod 5+1⟩ = 0. Therefore, it is sufficient to
calculate the invariants (9.29) and (9.30) corresponding to the permuted vec-
tors ψ′i ∶= ψσ(i) and check their positivity in order to tell whether the vectors
ψi are convertible into some {wi}5i=1 with the desired orthogonality relations.
Following the definitions (9.29) and (9.30), let us introduce additional invariants
s3 = − ∣ ψ1 ψ3 ψ2 ∣ ⋅ ∣ ψ1 ψ5 ψ4 ∣∣ ψ1 ψ3 ψ4 ∣ ⋅ ∣ ψ1 ψ5 ψ2 ∣ =
= − ∣ ψσ(1) ψσ(2) ψσ(4) ∣ ⋅ ∣ ψσ(1) ψσ(3) ψσ(5) ∣∣ ψσ(1) ψσ(2) ψσ(5) ∣ ⋅ ∣ ψσ(1) ψσ(3) ψσ(4) ∣ (9.49)
and
s4 = − ∣ ψ1 ψ3 ψ5 ∣ ⋅ ∣ ψ3 ψ2 ψ4 ∣∣ ψ1 ψ3 ψ2 ∣ ⋅ ∣ ψ3 ψ5 ψ4 ∣ =
= − ∣ ψσ(1) ψσ(2) ψσ(3) ∣ ⋅ ∣ ψσ(2) ψσ(4) ψσ(5) ∣∣ ψσ(1) ψσ(2) ψσ(4) ∣ ⋅ ∣ ψσ(2) ψσ(3) ψσ(5) ∣ , (9.50)
in accordance with [?]. From the discussion above it follows that arbitrary
five vectors ψ1, . . . , ψ5 in C3 can be transformed, without permuting them, to{wi}5i=1 with orthogonality relations ⟨wj ,w(j+1) mod 5+1⟩ = 0 if and only if the
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above invariants s3 and s4 are positive. Together with the previously obtained
convertibility result between φ1, . . . , φ5 and v1, . . . , v5, the last result gives us
the following.
Proposition 9.22. A set of product vectors {φi ⊗ψi}5i=1 ⊂ C3 ⊗ C3 can be
transformed by a PSL (3,C)×PSL (3,C) transformation to an orthogonal UPB{vi ⊗wi}5i=1 with orthogonality relations ⟨vi, vi mod 5+1⟩ = 0 and ⟨wj ,w(j+1) mod 5+1⟩ =
0, without permuting the φi ⊗ ψi’s, if and only if the invariants s1, s2, s3 and
s4, defined in (9.29), (9.30), (9.49) and (9.50), are positive.
Proof. Most of the proof has already been included above. Let {vi ⊗wi}5i=1
denote an orthogonal UPB with the orthogonality relations ⟨vi, vi mod 5+1⟩ = 0
and ⟨wj ,w(j+1) mod 5+1⟩ = 0 for all i, j ∈ {1,2,3,4,5}. The possibility to convert
[ φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
]→ [ v1 v2 v3 v4 v5
w1 w2 w3 w4 w5
] (9.51)
by PSL (3,C)×PSL (3,C) transformations, or by local equivalence in our usual
terms, is the same as the possibility to separately convert {φi}5i=1 into {vi}5i=1 and{ψj}5j=1 into {wj}5j=1 by some PSL (3,C) transformations. However, we know
that the first conversion is possible if and only if s1 and s2 are positive, while the
second needs positivity of s3 and s4. Altogether, positivity of all the invariants
si, i = 1,2,3,4 is a necessary and sufficient criterion for the transformation (9.51)
to be possible.
In the context of product vectors in the kernel of a PPT state, as well as
elements of an orthogonal UPB, permutations are obviously possible. Therefore
we would like to have a version of Proposition 9.22 with no restriction on the
ordering of the vectors {φi ⊗ ψi}5i=1.
Proposition 9.23. A set of product vectors {φi ⊗ψi}5i=1 ⊂ C3 ⊗ C3 can be
transformed by a PSL (3,C)×PSL (3,C) transformation to an orthogonal UPB,
if and only if for some permutation κ the invariants s1, s2, s3 and s4, calculated
with the permuted vectors φκ(i) and ψκ(i) substituted for φi and ψi, respectively,
are all positive.
Proof. Immediate given the fact [?] that an orthogonal UPB in a 3 × 3 system
can always be brought by a permutation to a {vi ⊗wi}5i=1 with the orthogonality
relations as in Proposition 9.22.
Let us also note that, in accordance with [?], not every single permutation
of the five product vectors needs to be considered if we want to check whether
they can be transformed into an orthogonal UPB or not.
Remark 9.24. Only 12 permutations, given in Table 9.2, have to be checked
in order to obtain a decisive answer to the question raised in Proposition 9.23.
132
σ1 ∶ ( 1 2 3 4 51 2 3 4 5 ) σ2 ∶ ( 1 2 3 4 51 3 2 4 5 )
σ3 ∶ ( 1 2 3 4 52 1 3 4 5 ) σ4 ∶ ( 1 2 3 4 52 3 1 4 5 )
σ5 ∶ ( 1 2 3 4 53 1 2 4 5 ) σ6 ∶ ( 1 2 3 4 53 2 1 4 5 )
σ7 ∶ ( 1 2 3 4 51 2 4 3 5 ) σ8 ∶ ( 1 2 3 4 51 4 2 3 5 )
σ9 ∶ ( 1 2 3 4 52 1 4 3 5 ) σ10 ∶ ( 1 2 3 4 52 4 1 3 5 )
σ11 ∶ ( 1 2 3 4 51 3 4 2 5 ) σ12 ∶ ( 1 2 3 4 51 4 3 2 5 )
Table 9.2: A list of representatives of the 12 equivalence classes of the symmetric
group S5 under left multiplication by the regular pentagram group.
Proof. An explanation is included in [?] and [?], but we repeat it quickly here
for completeness. Let us denote by S5 the symmetric group of {1,2, . . . ,5}. The
permutations given in Table 9.2 are representatives of equivalence classes in S5
of the regular pentagon subgroup G, generated by the cycle (1 2 3 4 5) and the
inversion ( 1 2 3 4 5
5 4 3 2 1
). The regular pentagon symmetry subgroup has
the expected property that it does not change signs of s1, s2, s3 and s4, just
as it does not change orthogonality relations between the vectors {vi}5i=1 and{wj}5j=1. Therefore, we may divide S5 by G when we check positivity of the
invariants in Proposition 9.23. The number of invariance classes is 12 because
#S5 = 5! = 120 and #G = 10.
9.7 Determination of a PPT state by product
vectors in its kernel
In the last part of the proof of our main result, concerning PPT states of rank
four in two qutrit systems, we recall a number of surprising facts that were
earlier reported in [?, Section 5] without a complete explanation. Here we fill
in that little gap, and we collect a sufficient amount of information to quickly
explain the findings of Leinaas et al., concerning the relation of extreme PPT
states to Unextendible Product Bases [?].
Note that, given a set of product vectors in Kerρ, the conditions in Lemma
9.8 are a set of linear equations for ρ. An idea, earlier presented in [?], is to try
to solve these equations assuming a specific form of the product vectors, namely
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(9.6). Let us repeat formula (9.6) here for the convenience of the reader.
[ φ1 φ2 φ3 φ4 φ5
ψ1 ψ2 ψ3 ψ4 ψ5
] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1
0 1 0 1 p
0 0 1 1 q
1 0 0 1 1
0 1 0 1 r
0 0 1 1 s
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
, (9.52)
We actually know from Proposition 9.19 that there always exists a local SL (3,C)⊗
SL (3,C) transformation A⊗B that brings five vectors in the kernel of a non-
separable PPT state of rank 4, possibly multiplied by some scalar factors, into
the form (9.52) with all triples linearly independent. Moreover, Proposition
9.20 tells us that the parameters p, q, r and s are necessarily real numbers. By
solving the linear conditions on a PPT state following from Lemma 9.8 with
φi ⊗ ψi, i = 1,2, . . . ,5 as in (9.52) substituted for φ ⊗ ψ, we will actually be
solving a set of constraints on (A−1 ⊗B−1)∗ ρ (A−1 ⊗B−1). However, according
to the discussion in Section 9.2, such local transformations are irrelevant to all
the questions considered in this paper. Therefore we may simply assume that a
PPT state ρ in question has the product vectors (9.52) in its kernel and check
the consequences. As previously reported by the authors of [?], the conditions⟨φi ⊗ψj , ρ (φk ⊗ ψi)⟩ = 0 for i, j, k ∈ {1,2,3} together with ρ (φ4 ⊗ ψ4) = 0 and⟨φ1 ⊗ ψ4, ρ (φ4 ⊗ψ2)⟩ = 0 imply the following form of ρ,
ρ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0
0 a1 b1 0 0 0 0 b2 0
0 b1 a2 0 0 b3 0 0 0
0 0 0 a3 0 b4 b5 0 0
0 0 0 0 0 0 0 0 0
0 0 b3 b4 0 a4 0 0 0
0 0 0 b5 0 0 a5 b6 0
0 b2 0 0 0 0 b6 a6 0
0 0 0 0 0 0 0 0 0
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
, (9.53)
with ai and bj real for all i, j ∈ {1,2, . . . ,6} and such that
a1 + b1 + b2 = 0, b1 + a2 + b3 = 0, a3 + b4 + a4 = 0, (9.54)
b3 + b4 + a4 = 0, b5 + a5 + b6 = 0, b2 + b6 + a6 = 0, (9.55)
a1 + b1 + b2 = 0. (9.56)
Derivation of the equations (9.53) and (9.54)–(9.56) is left as a simple exercise
for the reader. It may be useful to consult Section 5.4 of [?] in order to solve it.
We still have not used the condition ρ (φ5 ⊗ψ5) = 0, which gives us additional
six linear equations on a1, . . . , a6 and b1, . . . , b6,
− r (b1 + b2) + qrb2 + sb1 = 0, rb1 − s (b1 + b3) + psb3 = 0, (9.57)
−p (b4 + b5) + qb5 + psb4 = 0, pb4 + sb3 − ps (b3 + b4) = 0, (9.58)
pb5 − q (b5 + b6) + qrb6 = 0, qb6 + rb2 − qr (b2 + b6) = 0. (9.59)
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Under the assumption of {φi ⊗ ψi}5i=1 of the form (9.52) being a gUPB, there
exists, up to scaling by arbitrary real factors, exactly one solution to the equa-
tions (9.54)–(9.59). We know from Proposition 9.19 that the assumption is true
for vectors φi ⊗ ψi in the kernel of a non-separable rank 4 PPT state in 3 × 3
systems. It is most important for us that there exist, up to scaling by arbitrary
positive factors, exactly two solutions
±
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0
0 qr−s
r(q−1) 1 0 0 0 0 r−sr(1−q) 0
0 1 r−ps
s(1−p) 0 0 r−ss(p−1) 0 0 0
0 0 0
(r−s)(ps−q)
p(p−q)(s−1) 0 r−sp(1−s) r−sq−p 0 0
0 0 0 0 0 0 0 0 0
0 0 r−s
s(p−1) r−sp(1−s) 0
(p−s)(r−s)
p(p−1)s(s−1) 0 0 0
0 0 0 r−s
q−p
0 0
(qr−p)(r−s)
q(1−q)(r−1) r−sq(q−1) 0
0 r−s
r(1−q) 0 0 0 0 r−sq(q−1)
(q−r)(r−s)
q(1−q)r(r−1) 0
0 0 0 0 0 0 0 0 0
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦
.
(9.60)
The above matrix is well-defined since all the numbers p, q, r, s, p − 1, q − 1,
r − 1, s − 1, p − q and r − s are nonzero as a consequence of all triples of vectors
in (9.52) being linearly independent.
Note that, for both choices of sign, (9.60) is a symmetric matrix. Moreover,
it is symmetric with respect to the partial transpose. Therefore ρ is PPT iff it is
positive definite. A necessary condition for (9.60) to be positive definite is that
all the nonzero elements on its diagonal, as well as all nontrivial 2× 2 minors of
the form ∣ ρii ρij
ρji ρjj
∣ are positive. Altogether, we have six nonzero elements on
the diagonal
± { qr − s
r (q − 1) ,− r − pss (p − 1) , (r − s) (ps − q)p (p − q) (s − 1) ,(p − s) (r − s)
p (p − 1) s (s − 1) ,− (qr − p) (r − s)q (p − q) (r − 1) , (r − q) (r − s)q (q − 1) r (r − 1)} , (9.61)
and six nontrivial minors
{− (r − s) (qr − ps)
r (p − 1)s (q − 1) ,− (q − s) (r − s)q (q − 1) r (r − 1) ,(p − r) (r − s)
p (p − 1) s (s − 1) , (q − s) (r − s)2p (p − 1) (p − q) s (s − 1) ,(r − s)2 (qr − ps)
p (p − q) q (r − 1) (s − 1) ,− (p − r) (r − s)2(p − q) q (q − 1) r (r − 1)} . (9.62)
The ± sign in (9.61) corresponds to the choice we make in (9.60). We see
that all the expressions in (9.62) and (9.61) are quotients and products of the
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following nineteen numbers
p, q, r, s, p − 1, q − 1, r − 1, s − 1, p − q, r − s, (9.63)
p − r, q − s, p − s, r − q, ps − q, qr − p, r − ps, qr − s, qr − ps. (9.64)
Concerning the list (9.63), we already know that all its elements have to be
nonzero. This follows from the condition of {φi ⊗ ψi}5i=1 being a gUPB. It turns
out that the same holds for the elements of (9.64). The number qr − ps must
be nonzero, because otherwise the vector
φ5 ⊗ ψ5 − qrφ4 ⊗ψ4 − q (s − r)φ3 ⊗ψ3 − r (p − q)φ2 ⊗ ψ2 (9.65)
would be of the form φ1 ⊗ ψ′ + φ′ ⊗ ψ1, thus contradicting Lemma 9.10 and
Corollary 9.18. In a similar way, one can show that p − r ≠ 0 and q − s ≠ 0. Let
us now assume that ps− q = 0. In such case, we have the following submatrix in
(9.60)
±
⎡⎢⎢⎢⎢⎣
(r−s)(ps−q)
p(p−q)(s−1) r−sp(1−s)
r−s
p(1−s)
(p−s)(r−s)
p(p−1)s(s−1)
⎤
⎥
⎥
⎥
⎥⎦ = ±
⎡⎢⎢⎢⎢⎣
0 r−s
p(1−s)
r−s
p(1−s)
(p−s)(r−s)
p(p−1)s(s−1)
⎤
⎥
⎥
⎥
⎥⎦ . (9.66)
In order for (9.66) to be positive definite for some choice of the sign ±, we need to
have r−s = 0, which we know is impossible. Thus we have proved that ps−q ≠ 0
for ρ positive definite. Finally, the fact that qr − p, r − ps and qr − s must also
be nonvanishing for ρ positive definite follows by a suitable modification of the
above argument. Different submatrices need to be chosen, but otherwise the
proof is identical.
Our task in the following will be to relate positivity of all the numbers in
(9.61) and (9.62) to the fact that all the invariants s1, . . . , s4, given in Section 9.6,
are positive, possibly after we suitably permute the vectors φi ⊗ ψi. Note that
we already know that only the 12 permutations listed in Table 9.2 need to be
considered. An explanation is included in the proof related to Remark 9.24. Not
to much surprise, the formulas for the invariants s1, . . . , s4 for permuted vectors
of the form (9.52) are always expressed as products and quotients including only
the numbers listed in (9.63). Explicit formulas can be found in Table 9.3. To
explain the notation we used in the table, it is sufficient to say, for example, that
by using σ6 from Table 9.2 to permute the product vectors (9.52), we obtain
s1 = −p, s2 = (1 − q)/q, s3 = r − 1 and s4 = r/(s − r) as the expressions for the
invariants.
It turns out that the values of s1, . . . , s4 corresponding to one of the permu-
tations σi have to be all positive to assure that ρ, given in (9.60), is a positive
matrix for some choice of the sign ±. Our computer-aided proof of this fact
consisted in simply checking all admissible sign choices for the numbers listed
in (9.63) and (9.64). We already know that neither of those numbers can be
zero, and thus it seems that we have 219 cases to check. However, some further
constraints apply, which reduce this number considerably. First of all, the re-
quirement that ±(p − s) (r − s)/(p (p − 1) s (s − 1)) of the list (9.61) and a very
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σ1 ∶ −pq , q − 1, r−ss , r1−r σ2 ∶ − qp , p − 1, s−rr , s1−s
σ3 ∶ − 1q , q−pp , 1−ss , 1r−1 σ4 ∶ −q, 1−pp , s − 1, sr−s
σ5 ∶ − 1p , p−qq , 1−rr , 1s−1 σ6 ∶ −p, 1−qq , r − 1, rs−r
σ7 ∶ p−qq , 1q−1 ,− rs , s−rr−1 σ8 ∶ qp−q , 1−pq−1 , rs−r ,−s
σ9 ∶ − q−1q , pq−p ,− 1s , 1−sr−1 σ10 ∶ q1−q , p−1q−p , 1s−1 ,− sr
σ11 ∶ q−pp , 1p−1 ,− sr , r−ss−1 σ12 ∶ pq−p , 1−qp−1 , sr−s ,−r
Table 9.3: Formulas for the invariants s1, . . . , s4, calculated for vectors of the
form (9.52) permuted by the 12 inequivalent permutations in Table 9.2.
similar element (p − r) (r − s)/(p (p − 1) s (s − 1)) of (9.62) have the same sign
implies that p−r = ± (p − s), with the ± sign depending on the choice we made in
(9.60). Along the same lines, by comparing the last element of (9.61) with the
second element of (9.62), one can prove that r−q = ∓ (q − s). More importantly,
the signs of the numbers listed in (9.63) and (9.64) are not all independent.
Various relations have to hold between them. For example, p − 1 > 0 clearly
implies p > 0, and we cannot have a plus sign for p − 1 and a minus sign for p.
More sophisticated relations like
(r < 0 ∧ q − 1 < 0 ∧ r − ps > 0)⇒ qr − ps > 0. (9.67)
have to hold as well. Alternatively, the above formula can be written as
¬ (r < 0 ∧ q − 1 < 0 ∧ r − ps > 0 ∧ qr − ps < 0) . (9.68)
We provide a more or less exhaustive list, consisting of 76 elements, in Tables
9.4 and 9.5 on pages 138 and 139. For example, the relation 9.68 corresponds
to the following row in Table 9.4,
p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
– – + –
which should explain the notation we used1. While some further relations could
still possibly exist, the use of those listed in the appendix allowed us to confirm
the necessity result mentioned above. When all the constraints are imposed,
a comparably small number of 761 or 352 out of the 219 sign choices remain
possible when “+” or “−” is fixed in (9.60), respectively. It then turns out that,
by choosing an admissible sign configuration, all the numbers in the lists (9.61)
and (9.62) can be made positive only if one of the quadruples listed in Table
9.3 consists solely of positive numbers. This is in full agreement with, and
provides a rigorous, although not very insightful proof of the results reported
in Section 5 of [?]. Actually, it turns out that there are precisely 12 admissible
1To better explain the symbols in the header of Tables 9.4, 9.5 and 9.6, let us add that pp,
qq, rr and ss denote p− 1, q − 1, r − 1 and s− 1, respectively, while pq, rs, pr, rq, qs, qrp, qrs,
psq, rps and qrps stand for p − q, r − s, p − r, r − q, qr − p, qr − s, ps − q, r − ps and qr − ps,
respectively.
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sign configurations that correspond to a positive ρ for some choice of the sign
± in (9.60) and each of the quadruples in Table 9.3 is positive precisely for one
of them. A complete list of the selected sign choices and the corresponding
permutations is given in Table 9.6. Interestingly, 10 of them correspond to
choosing the plus sign in (9.60), while only 2 to the minus sign. This is rather
an uneven partitioning of the total of 12 configurations, which is somewhat
puzzling.
p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
+ + + –
+ + + –
+ – – +
+ – – +
+ + – –
+ + + –
+ – + +
+ – – +
+ + – –
+ + – –
+ – + +
+ – + +
+ + + +
+ + – +
+ – – –
+ – + –
+ – + –
+ + – +
+ + – –
+ – + +
+ – + –
+ + – +
+ + + –
+ – – +
– + – +
– – + –
– – + –
– + – +
– – – –
– – + –
– + + +
– + – +
– – – –
– – – –
– + + +
– + + +
– + – –
– + + –
– – + +
– – – +
Table 9.4: Non-admissible sign choices. Part I.
To summarize, the computer-aided proof we carried out allows us to state
the following.
Proposition 9.25. A necessary and sufficient criterion for a generalized Unex-
tendible Product Basis {φi ⊗ψi}5i=1 ⊂C3⊗C3 to belong to the kernel of a rank 4
PPT state ρ is that there exists a permutation of the vectors φi⊗ψi that it yields
all the values of the invariants s1, s2, s3 and s4, defined as in equations (9.29),
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p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
– + + –
– – – +
– – – –
– + + +
– + + –
– – – +
– – + –
– + – +
– +
– +
– +
– +
– + +
+ – –
+ – –
– + +
– + +
+ – –
– + +
+ – –
– + +
– + +
+ – –
+ – –
– + +
– + +
+ – –
+ – –
+ – +
+ – +
– + –
– + –
– + +
– + +
+ – –
+ – –
Table 9.5: Non-admissible sign choices. Part II.
(9.30), (9.49) and (9.50), positive. When checking positivity of si, it is possible
to consider only the 12 permutations, listed in Table 9.2, and the corresponding
expressions for the invariants, given in Table 9.3.
Proof. First of all, let us note that a separable state ρ cannot have a gUPB in
its kernel, since it must have a product state in its range. Thus in the following
we may always assume that ρ is entangled. Let us prove sufficiency first. If the
invariants are positive for the permuted vectors φ′i⊗ψ′i ∶= φσ(i)⊗ψσ(i), we know
from Proposition 9.23 that there exists a SL (3,C) ⊗ SL (3,C) transformation
A⊗B such that the transformed vectors (A⊗B)φ′i ⊗ψ′i = (A⊗B)φσ(i) ⊗ψσ(i)
are elements of an orthogonal UPB {vi ⊗wi}5i=1. With no loss of generality, we
may assume that the vectors vi ⊗wi are normalized to unity. In such case the
projection
ρ′ ∶= 1 − 5∑
i=1
∣vi ⊗wi⟩ ⟨vi ⊗wi∣ (9.69)
has all the vectors vi ⊗ wi in its kernel and it is a PPT entangled state [?].
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p q r s pp qq rr ss pq rs pr ps rq qs qrp qrs psq rps qrps
σ1 – + + + – + – – – + – – – + + + – + +
σ2 + – + + + – – – + – + + + – – – + – –
σ3 – – + + – – + – + + – – + – – – + + –
σ4 + – + + – – + + + + – – + – – – + + –
σ5 – – + + – – – + – – – – + – + – – + +
σ6 – + + + – – + + – – – – + – + – – + +
σ7 + + + – + + – – + + + + – + – + – + +
σ8 + + – – + – – – + + + + – + – + – + +
σ9 + + + – – – + – – + – + + + + + – + +
σ10 + + – + – – – + + – + – – – – – + – –
σ11 + + – + + + – – – – + + + + – – – – –
σ12 + + – – – + – – – – + + – + – – – – –
Table 9.6: Sign choices that yield a positive ρ and obey all the constraints of
Tables 9.4 and 9.5 on pages 138 and 139.
The locally transformed PPT state ρ = (A⊗B)∗ ρ′ (A⊗B) has all the vectors
φi ⊗ ψi in its kernel.
In order to prove necessity, note that from the discussion above we know that
positivity of s1, . . . , s4, possibly after a permutation, is a necessary condition for
a PPT entangled state ρ′ with vectors φi ⊗ ψi in its kernel to exist, provided
that the vectors are as in equation (9.52). But any gUPB {φi ⊗ψi}5i=1 can be
brought to the form (9.52) by a local transform, say C ⊗D. If we assume that
a PPT state ρ has {φi ⊗ψi}5i=1 in its kernel, then the locally transformed ρ′′ ∶=(C−1 ⊗D−1)∗ ρ (C−1 ⊗D−1) has (C ⊗D)φi⊗ψi in its kernel. But (C ⊗D)φi⊗
ψi are of the form (9.52). From the above discussion, ρ′′ is PPT if and only
if the invariants s1, . . . , s4 are positive, possibly after we permute the vectors(C ⊗D)φi ⊗ ψi. But C ⊗D does not change the value of the invariants, and
thus φi ⊗ψi, permuted in the same way as the (C ⊗D)φi ⊗ψi, must also have
all of them positive.
Let us also state the following result, which should be expected from the
discussion above.
Proposition 9.26. Let {φi ⊗ψi}5i=1 ⊂ C3 ⊗C3 be a gUPB that yields, after a
suitable permutation of the product vectors, positive values of all the invariants
s1, . . . , s4. The PPT state ρ with {φi ⊗ψi}5i=1 in its kernel is uniquely deter-
mined, up to scaling by a constant positive factor.
Proof. We already know that the assertion of the proposition holds for gUPBs
of the form (9.52). We also know that any gUPB {φi ⊗ ψi}5i=1 can be lo-
cally transformed so that it looks like in (9.52). Let us denote the trans-
formation which does it by C ⊗ D. There cannot exist two PPT states ρ1
and ρ2 with {φi ⊗ ψi}5i=1 in their kernels, because in such case the PPT states(C−1 ⊗D−1)∗ ρ1 (C−1 ⊗D−1) and (C−1 ⊗D−1)∗ ρ2 (C−1 ⊗D−1) would both have
the same gUPB of the form (9.52) in their kernel, which we know is not possi-
ble.
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9.8 The main result
Using the knowledge from the previous sections, we can now easily prove our
main result.
Theorem 9.27. Positive-partial-transpose states of rank 4 in 3× 3 systems are
either separable or they are of the form
ρ = (A⊗B)∗ (1 − 5∑
i=1
∣vi ⊗wi⟩ ⟨vi ⊗wi∣) (A⊗B) (9.70)
with A,B ∈ SL (3,C) and {vi ⊗wi}5i=1 an orthonormal Unextendible Product
Basis. In the latter case, they are entangled, and extreme in the set of PPT
states. The rank of the partial transpose of the state is 4 in case of nonseparable
states.
Proof. In case of separable states, there is nothing to prove. Let ρ be a non-
separable PPT state of rank 4 in a 3×3 system. We know from Proposition 9.19
that there is a generalized UPB, say {φi ⊗ ψi}5i=1, in the kernel of ρ. From Propo-
sition 9.25 we know that the corresponding values of the invariants s1, . . . , s4
must be all positive after we suitably permute the vectors φi⊗ψi. Next, Propo-
sition 9.22 tells us that there exists a SL (3,C)⊗SL (3,C) transformation A⊗B
that brings {φi ⊗ ψi}5i=1 to an orthogonal UPB {vi ⊗wi}5i=1. With no loss of gen-
erality, we may assume that the vectors vi⊗wi are normalized. From Proposition
9.26 we know that there exists, up to scaling, exactly one PPT state which has{vi ⊗wi}5i=1 in its kernel. It must be 1−∑5i=1 ∣vi ⊗wi⟩ ⟨vi ⊗wi∣. The state given
by the formula (9.70) clearly is PPT, and it has all the vectors φi ⊗ ψi in its
kernel. By using Proposition 9.26 again, we see that it must be equal to the
ρ we started with. The fact that the rank of the partial transpose is 4 for
non-separable states, is simply the assertion of Proposition 9.15.
In this way, we have obtained a full characterization of bound entangled
states of minimal rank. Let us also mention a special property they have, which
can be loosely described as saying that it is not enough for an entanglement
witness to be indecomposable in order to detect them.
Remark 9.28. According to [?, Lemma 3], all PPT states of rank 4 in 3 × 3
systems can be written as a sum of four projections onto vectors of Schmidt rank
2. By Theorem 9.27, or Proposition 9.15, their partial transposes are also of
rank 4 and thus can be decomposed in an analogous way. Using the notation
of [?], we can write that all such PPT states are elements of the cone S2,2. The
dual cone S○2,2 = D2,2 consists of Jamiołkowski-Choi transforms of convex sums
of 2-positive and 2-co-positive maps. Consequently, any entanglement witness
that detects a PPT state of rank 4 in a 3×3 system is atomic [?]. This applies
in particular to the witness discussed in Example 1 of [?] and the Choi map, in
relation to the PPT state discussed in Section 4 of [?].
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Conclusion
Computational advances in the field of algebraic geometry have not become
well-known among the quantum information community, despite a number of
problems that are, at the very bottom, systems of polynomial equations. In the
present thesis, I tried to outline a few possible applications of Groebner basis
methods in quantum information and quantum entanglement science, including:
• Compression equations for Quantum Error Correction (QEC), Section 8.1
• Completely Entangled Subspaces (CES), Section 8.2
• Maximally entangled states, Section 8.3
• Mutually Unbiased Bases (MUBs) and Symmetric Informationally Com-
plete vectors (SICs), Sections 8.4 and 8.5
The main result, which is a characterization of rank four entangled states of
two qutrits with positive-partial-transpose (PPT), was presented in Chapter 9.
Its proof uses a tool from algebraic geometry, but this time it is the theorem
of Bezout, a basic result in intersection theory. In the thesis, I also included a
few problems that I solved during my PhD studies using simple algebra tricks.
They can be found in Chapter 7. Moreover, I felt it was appropriate to present a
characterization result for certain cones of positive maps, included in Chapter 6.
The central idea of the thesis was that the problems solved should be al-
gebraic in nature. Obviously, I also required them to be of interest for the
quantum information community. I did not presume the readers to be experts
neither in mathematics, nor in foundational or practical questions relating to
quantum mechanics. Hence, I included introduction to both the mathematical
apparatus I used and to certain aspects of quantum theory. I hope the thesis
may contribute to a better understanding of some tools of algebraic geometry
among the quantum information community and hence lead to their new appli-
cations in areas such as the classification of PPT states or Completely Entangled
Subspaces, solving QEC equations or the investigation of MUBs and SICs, and
hopefully a few more. One of big questions that remains open is how to under-
stand all the numerical findings on PPT states included in the work by Leinaas,
Myrheim and Sollid [?]. I believe algebraic geometry, which turned out to be
so useful in the three-by-three, rank four case, could still be used to explain
properties observed for higher rank and/or higher dimensional cases. However,
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there does not seem to exist a direct generalization of the results of Chapter 9
to these cases.
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