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INTRODUCTION 
Ultrasonic methods of nondestructive evaluation are used extensively in industry 
owing to the versatility and inherent advantages of the method. A major area of re-
search in ultrasonic NDE is the analysis of reflected waveforms representing the in-
teraction between an ultrasonic wave and inhomogeneties in the material under in-
spection. The objective of the analysis technique described in this paper is to extract 
infOlmation contained in the signal for estimating the size, shape, and location of the 
defects. Although full defect reconstruction schemes call for considerable computa-
tional effort, defect characterization algorithms based on pattern recognition methods 
are being increasingly used for signal interpretation. 
A key step in pattern recognition algorithms is the preprocessing of the raw signal. 
The preprocessor serves to eliminate redundancy and extract relevant features that 
canoy discriminatory information of value to classifiers. In addition, preprocessing 
also offers invariance properties to the overall system, so that classification of the sig-
nal is invariant under translation, scaling, and rotation. 
This paper presents an automated pattern classification system for the interpreta-
tion of ultrasonic NDE signals. The overall strategy adopted is shown in Figure 1. 
The preprocessing technique used involves the application of wavelet transfol1n for 
extracting features of interest from the signal. The preprocessor output is then input to 
a multilayer perceptron neural network for signal classification. Results showing the 
effectiveness of the method are presented. The perfol1nance of the approach is also 
compared with those obtained using other conventional techniques. 
PREPROCESSING TECHNIQUES 
The raw ultrasonic waveform is first presented to a preprocessor. Preprocessing 
serves to compress the information contained in the signal into a small set of descrip-
tors. This results in significant data compression which in turn, reduces the overall 
computational effort as well as enhance the classification perfol1nance. Judicious 
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choice of the compression technique can render the classification insensitive to time 
shifts in the signal. This property is essential if the characterization of flaw is required 
to be independent of its location. 
Fourier transforms have been widely used for decades as a tool for signal analysis. 
The Fourier transfonn of a one dimensional signal x(t), given by 
X(w) 100 x(t) e- jwt dt 
-00 
(1) 
employs complex exponentials as basis functions for expansion. The analysis coeffi-
cients X(ro) are referred to as the FOUlier modes of the signal. In general, Fourier 
transfonns are ideal if the signal is stationary in nature. Signals are called stationary 
when their statistical characteristics do not change with time. A periodic signal which 
can be fully represented with a finite number of Fourier modes is an example of a sta-
tionary signal. However, realistically, most signals including ultrasonic NDE signals 
are of finite duration and usually nonstationary in nature. The representation of tran-
sient signals using Fourier transfonns require the cancellation of the periodic'modes 
outside the support of the signal, thereby requiring an infinite number of Fourier 
modes [1]. As a result, Fourier transfonns represent an inefficient tool for represent-
ing signals with abrupt changes that are localized in time. 
Historically, such signals have been analyzed using the Short Time Fourier Trans-
fonn (STFT) which involves windowing the signal prior to computing the transfonn 
[2]. The signal is considered stationary within the span of the window, allowing the 
Fourier transfonn of the signal within the window to be computed. By sliding the 
window in time, the two dimensional STFT as a function of both frequency and time 
is obtained. Although the STFT is relatively simple and straightforward to compute, it 
suffers from the disadvantage that the window is of fixed bandwidth. Since the same 
window is used at all frequencies, a window optimized for analyzing high frequency 
components provides poor resolution at low frequencies. In contrast, the use of a rela-
tively wide window for packing in a greater number of cycles of low frequency com-
ponents may violate the assumption of signal stationarity within the window as well 
as result in increased computational eff0l1. A more desirable alternative is to employ 
a window whose width continually decreases as the frequency of the component be-
ing analyzed increases. 
The wavelet transfonn offers such a feature by employing a time window whose 
width increases as the frequency decreases. The wavelet transform analysis involves 
expansion of the signal as a linear combination of wavelets or basis functions that are 
localized in time as well as in frequency. 
WAVELET TRANSFORM 
The basis functions in a wavelet transform [1] are obtained from a single prototype 
known as the basic wavelet by dilation and translation operations as described below 
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Figure 1. Overall classification strategy. 
where a represents the scale parameter and b represents the shift parameter The 
wavelet transform of a continuous signal f(t) is defined as: 
00 
W(a,b) = 1 g*(t~b)f(t)dt (3) 
-00 
where g*is the complex conjugate of the basis wavelet. Equation (3) can be viewed as 
a correlation between the signal and the various scaled wavelets. The coefficients 
W(a,b) can be considered as functions of translation parameters for each dilation 
value that display the information f(t) at different resolutions. A popular choice for 
the basis function is the Mexican hat function obtained using the second derivative of 
the Gaussian function [1]: 
get) = (1 - j2) exp( -/) (4) 
The wavelet transform obtained by using such a function is a real-valued function, 
making it suitable for neural network classifiers. Figure 2 shows the basis wavelets 
for different dilation and translation parameters. 
The discrete version of the wavelet transfonn is given by 
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Figure 2. Typical wavelet basis functions for different scaling and translation parame-
ters. 
where m and n are integers to ensure orthogonality [3]. An orthornormal basis repre-
sentation is obtained by choosing ao = 2 and bo = 1 in which case the discrete wavelet 
transfonn reduces to 
- m/2 "" -m l¥[m,n] = 2 L....tg* [2 k- n]JIkJ (6) 
k 
Wavelet transform coefficients W[m,nl are subsequently used as input vectors to the 
neural network for classification. 
NEURAL NETWORKS 
Neural networks have been used with considerable success in the classification of 
eddy current and ultrasonic NDE signals [4]. These networks represent an attempt to 
mimic the biological nervous system with respect to both architecture as well as in-
fonnation processing strategies. The network consists of simple processing elements 
that are interconnected via weights. The network is first u-ained using an appropriate 
learning algorithm for the estimation of the interconnection weights_ Once the net-
work is trained, unknown test signals can be classified in near real time_ The class of 
neural networks used most often for classification tasks is the multilayer perceptron 
network shown in Figure 3_ 
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Figure 3. Multilayer perceptron neural network. 
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The multilayer perceptron network generally consists of an input layer of nodes, 
one or more hidden layers of nodes, and a output layer of nodes [5]. Connections be-
tween the nodes via weights are allowed from one layer to another layer. Although 
the layers need not be adjacent, connections within the same layer is forbidden. All 
units within a layer process data in parallel, but the outputs of different layers are 
calculated sequentially starting from the input layer and moving upward to the output 
layer. Each node j in a layer k+ I perfonns the following computations; 
Step 1: 
where 
Step 2: 
Yi is the output of node i in layer k 
Nk is the number of nodes in layer k 
wij are the interconnection weights 
Yj 
(7) 
(8) 
where e· is a bias variable. This nonlinear function is primarily used to limit the out-
put of a Jnode between the val ues of 0 and 1. 
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One of the most commonly used training algorithm is the backward error propaga-
tion algorithm [5] where training patterns are sequentially input to the network. The 
algorithm uses a gradient search technique for minimizing the squared error between 
the actual output and the desired output by iteratively adapting the interconnection 
weights. The algorithm cycles through the training data until the error drops below a 
specified threshold value. 
RESULTS 
The overall procedure including wavelet transfonn preprocessing and neural net-
work classification was evaluated using a ultrasonic waveform database developed 
under EPRI SUpp0l1 [6]. The database includes crack, counterbore, and rootweld re-
flections obtained during the inspection of pipes of vallous wall thickness and diame-
ters. The signals were divided into three groups based on the wall thickness as fol-
lows: 
File 1 : 
File 2: 
File 3 : 
0.7" to 1.2" wall thickness 
0.9" to 1.4" wall thickness 
1.2" to 1.6" wall thickness 
A total of 909 samples were obtained from the three files where 303 samples were 
used for training and the remaining 606 samples were used for testing. The two di-
mensional wavelet transform W[ m,n] of the signal was first computed as a function 
of the scaling parameter m, and the translation parameter n. This is shown in Figure 
4. 
The input vector to the neural network was then obtained by selecting slices of the 
transfonn at various values of m. The network architecture for the implementation 
consisted of 31 input nodes, 15 hidden nodes, and 3 output nodes. The influence of 
the scaling parameter m on the classification performance was studied and these re-
sults are summarized in Table I. Although the discrete wavelet transform allows only 
integer values of m and n to ensure ol1hogonality and enable resynthesis of the time 
domain signal, the coefficients in equation (6) can be computed for noninteger values 
of m and n. It is seen from Table 1 that the coefficients computed with m=4.3 pro-
vides the best classification result. The results shown includes a post-processing step 
where ambiguous classification of the signals was resolved using an appropriate map-
ping procedure described in [4]. The classification perfonnance is also compared with 
those obtained using various other preprocessing techniques. These results are sum-
marized in Table 2. 
CONCLUSION 
The wavelet transform preprocessing technique offers significant poten-
tial for processing ultrasonic NDE signals. The major advantage of this technique is 
the ability to perform multiresolution analysis of the signal. Localization of the signal 
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Figure 4. Two dimensional wavelet transform of an ultrasonic signal. 
Table 1 
Classification of Ultrasonic Signals Using Wavelet Transfonn Analysis 
(Network Size = 31-15-3) 
Scaling 
parameter m 
3.0 
3.5 
4.0 
4.3 
4.5 
5.0 
Number of 
Training 
samples 
303 
303 
303 
303 
303 
303 
Table 2 
Number of 
Testing 
samples 
606 
606 
606 
606 
606 
606 
Classification 
Performance 
74.0% 
83.5% 
89.9% 
91.4% 
89.0% 
S7.0% 
Classification of Ultrasonic Signals Using Other Preprocessing Techniques 
Preprocessing 
Technique 
Envelope Sampling 
Discrete Cosine Transform 
Spectral Coefficients 
Coarse Coding 
Network 
Size 
100-40-3 
40-20-3 
40-20-3 
16-10-3 
Classification 
Performance 
85.1% 
80.0% 
87.5% 
89.6% 
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in both time and frequency domains allows extraction of a compact set of features 
carrying adequate discriminatory information. Once the feature vector is derived from 
the signal, neural networks offer an attractive tool for performing classification with 
respect to both accuracy as well as speed. 
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