, we prove a number of properties between D and A 1 D , the most important of which is a universal property that mirrors the universal property of R[t] over R for rings. The universal property generalizes easily to affine space A n D over the derivator D.
Introduction
We begin with the following motivating question: if we have a morphism of schemes V → X and we know the triangulated structure of the derived category of X, can the derived category of V be recovered as a triangulated category? The easiest case is the inclusion of an open subscheme U ֒→ X, which is described as a Bousfield localization D(U ) ∼ = D(X)/D Z (X), where D Z (X) is the full subcategory of complexes with cohomology supported on Z = X − U , see [TT90] . In the more general case of a separated,étale morphism Balmer has the following interesting result.
Theorem 1.1. [Bal14, Theorem 3.5] Let f : V → X be a separated,étale morphism between quasi-compact and quasi-separated schemes. There is a monad A f , induced by the adjunction f * ⊣ Rf * on D(X), with endofunctor A f = Rf * • f * , unit η : Id D(X) → Rf * • f * induced by the unit for the adjunction, and multiplication µ : A f • A f → A f induced by the counit ǫ : f * • Rf * → Id D(X) .
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Moreover, A f is a separable, exact monad, and there is a unique (triangulated) equivalence of triangulated categories
between the derived category of V and the category of A f -modules in the derived category of X. Moreover, f * : D(X) → D(V ) becomes isomorphic to the extension of scalars F A f along A f , while Rf * : D(V ) → D(X) becomes isomorphic to the forgetful functor U A f .
Naturally, we direct the readers to [Bal14] for a full discussion of this result. For us, the interest is that we can construct the derived category of V from X. However, both have the limitation that the dimensions of either the open subset U or theétale cover V must be the same as that of X. As a result, we can only investigate schemes with the same dimension as X. In [BZ16] , we reconstruct the derived category of A 1 X and more generally the derived categories of A n X via the formalism of derivators as values of the derivator associated to the scheme X. In contrast to previous work, we are not beholden to the use of triangulated categories. With derivator formalism, in [BZ16] we define the notion of A 1 and generally A n of a derivator and here our main object of interest is the A 1 -derivator. Our line of inquiry is motivated by a number of interactions between the categories R-Mod and R[t]-Mod, where R is a commutative ring. In Section 2, we give the main definitions regarding derivators, as well as a number of necessary results. Section 3 recalls the construction of A 1 over a derivator and state three important morphisms between a derivator D and its affine line A 1 D . In Section 4, we bring in the notion of monoidal derivator, and we describe A 1 D as a monoidal derivator if D is a monoidal derivator. In Section 5, we check that the morphisms defined in Section 3 are strong monoidal and also define a class of evaluation at α morphisms. Section 6 defines the notion of a closed monoidal derivator, and we prove that if D is a closed monoidal derivator, then A 1 D with the monoidal structure of Section 4 is also a closed monoidal derivator. Section 7 contains two results, Theorem (7.3) and Theorem (7.17) that together describe the universal property that A 1 D has over D. For a ring R, one way to think of an R[t]-module is as an R-module with a distinguished R-module endomorphism, corresponding to the multiplication by t. If we let N denote the category with a single object • and Hom(•, •) be the monoid N with composition given by addition, it is easy to see that R[t]-Mod ∼ = R-Mod N . This extends to an isomorphism on the categories of unbounded chain complexes, see [BZ16, Lemma 9] and to the associated derivators, [BZ16, Theorem 5] .
We first pick out three distinguished extension of scalars functors between R-Mod and R[t]-Mod:
(1) The functor R-Mod → R[t]-Mod given by M → M ⊗ R R [t] . We call this the structure morphism, and it is the extension of scalars functor along R ֒→ R[t]. There are many other functors R[t]-Mod → R-Mod, for example the extension of scalars R[t] → R[t]/(t − r) ∼ = R, for any r ∈ R, or a restriction of scalars along those morphisms. However, we give our preference to monoidal functors.
In the categories R[t]-Mod and R-Mod, each has the structure of a symmetric monoidal category via the tensor product of modules. Viewing R[t]-Mod as R-Mod N , we'd like to describe the tensor product − ⊗ R[t] − in terms of − ⊗ R −. So suppose we have two R[t]-modules, which we write as (M, t M ) and (N, t N ), here t M and t N being the (distinguished) multiplication by t morphisms on the underlying R-modules M and N . Merely considering the module M ⊗ R N , there are two distinguished maps on it, t M ⊗ 1 or 1 ⊗ t N . Naturally, for M ⊗ R[t] N we want those two maps to be equal, so we take the coequalizer of t M ⊗ 1 and 1 ⊗ t N to get the underlying R-module, and now t M ⊗ 1 and 1 ⊗ t N on the coequalizer are now the same morphism.
Another equally good way to think about this situation is to consider N as a symmetric monoidal category, with the tensor product of maps given by addition on N. Then there is a natural symmetric monoidal structure defined on R-Mod N via the Day convolution. In fact, this is a good model for how we construct the monoidal derivator structure on A 1 D . It also admits an easier generalization to shifted derivators other than A 1 D . The next step is to define evaluation at α morphisms. In our context, for a ring R and an element r ∈ R, we can define a functor
by thinking of R[t]/(t − r) ∼ = R. These functors are monoidal, and unsurprisingly are sections of the extension of scalars along R ֒→ R[t]. Our aim is to reproduce such functors in the general context of derivators. The trick is to look at the R[t]-module R[t]/(t − r), and think of it as having underlying module R, multiplication by t endomorphism r, and then think of R as the monoidal unit in R-Mod, so that as an element in R-Mod N , R[t]/(t − r) takes the form (½ R-Mod , r). We make a brief interlude in Section 6 to discussed closed monoidal derivators, the derivator analogue of a closed monoidal category.
Lastly, we can motivate the universal property of A 1 as follows. The universal property of R[t] over R is easy to describe; let S be another ring and f 0 : R → S be a ring homomorphism. We can ask how to characterize ring homomorphisms f : R[t] → S, and this simply involves a choice of morphism f : R → S and element s ∈ S, as we sent t ∈ R[t] to s ∈ S, and then f extends via linearity to all of R[t], or equivalently all ring homomorphisms, f : R[t] → S can be characterized by their composition with R ֒→ R[t] and the choice of f (t) = s ∈ S. Here we prove an analoguous characterization for derivators. The two theorems encapsulating the main results are Theorem (7.3) and Theorem (7.17).
Thus, we have defined a derivator A 1 D associated to D, and we verify that if under reasonable assumptions on D, that it has all the good properties of an affine line in the sense of A 1 in algebraic geometry.
Introduction to derivators
Here we give only a brief discussion of the necessary definitions and theorems. For a discussion of derivators in generality, Grothendieck defined derivators in his manuscript [Gro91] and Groth's book project [Gro16] gives a very detailed discussion, while [Gro13] gives a compact introduction to the basic theory.
We first define the notion of prederivator.
Here Cat is the 2-category of small categories, CAT the 2-category of all categories. The op is encoding the fact that a prederivator D reverses the direction of the 1-morphisms, that is if we have a prederivator D and a functor u : I → J, then
For the 2-morphisms, given two functors u, v : I → J and a natural transformation α : u → v, we have an induced natural transformation in the same direction, α * : u * → v * . For a functor u : A → B, we call the functor u * restriction along u or pullback along u. If in particular if e denotes the terminal category with one object and the identity morphism, and a : e → A is the functor that sends the single object in e to a ∈ A, then we call a * the value at a functor. For X ∈ D(A) and a ∈ A, sometimes we may write X a for a * X. For a prederivator D, the category D(e) is called the underlying category or base of D.
Example Let C be any (possibly large) category. The represented prederivator of C is defined to be the 2-functor y C : Cat op −→ CAT to take I → C I , with the usual pullbacks/natural transformations for functors and natural transformations.
We call objects in D(A) coherent diagrams of shape A, to distinguish them from incoherent diagrams of shape A, which are objects in D(e)
A . However, coherent and incoherent diagrams are connected by the so-called "partial underlying diagram functor defined as follows:
Definition 2.2. Let D be a prederivator, I, J be small categories. The partial underlying diagram functor is the functor
which sends X ∈ D(I × J) to the functor f X : J → D(I), where f X (j) = j * X for each j ∈ J, and if α : j 1 → j 2 is a morphism in J, then we get a natural transformation α * : j * 1 → j * 2 , and so we define f X (α) := α * (X) : j * 1 X → j * 2 X. In particular, if I = e, this means we can think of an object of D(J) as a J-shaped diagram in D(e) via the partial underlying diagram functor. This functor is almost never an equivalence, nor does it need to be full/faithful/essentially surjective, but it still assists us in getting some intuition on objects of D(I) as I-shaped diagrams in D(I).
Next we give the definition of a derivator.
Definition 2.3. A derivator is a prederivator D : Cat op −→ CAT satisfying the following conditions. Der1: D : Cat op −→ CAT takes finite coproducts to products, i.e.
In particular, D(∅) is the terminal category.
Der2: For any A ∈ Cat, a morphism f : X → Y is an isomorphism in D(A) if and only if the morphisms
are isomorphisms in D(e) for all a ∈ A. Der3: For each functor u : A → B, u * : D(B) → D(A) has a left adjoint u ! and a right adjoint u * . u ! and u * are also referred to as the (left/right) homotopy Kan extensions along u. Der4: For any functor u : A → B and any object b ∈ B, let us identify b with the functor b : e → B. We have a natural transformation given by
Here (u/b) is the slice category with objects, (a ∈ A, f : u(a) → b), and morphism
given by a morphism g :
. pr is the forgetful functor sending (a, f ) → a, and π the projection to e. Here the natural transformation α is constructed as follows: for an object f : u(a) → b, the composition u • pr sends it to u(a), while the composition b • π sends it to b. Thus the natural transformation α on the object (f : u(a) → b) is given by the morphism f : u(a) → b in B. By definition of (u/b) it is easy to see that this patches to a natural transformation u • pr → b • π.
After applying D, since u * and π * have left adjoints u ! and π ! respectively, we obtain the diagram.
The morphisms in the two triangles are induced by the unit/counit transformations, respectively. The combined transformation is a morphism
We require this to be an isomorphism. Similarly, we have a diagram
and a similar natural transformation
which we also require to be an isomorphism.
In particular, from (Der1) and (Der3) we see that D(A) has all finite coproducts and products and therefore also have initial and final objects.
Example The following are some examples of derivators.
(1) Let C be a complete and cocomplete category. The represented prederivator y(C) : J → C J is a derivator. (2) Let M be a model category and W the subcategory of weak equivalences.
Then we have the homotopy derivator Since for any Grothendieck abelian category A the category of complexes Ch(A) has a natural model structure, the case of Grothendieck abelian categories is subsumed by the general model category case. Nevertheless, for the derivators associated to Grothendieck abelian categories as in case (3), their values are triangulated categories. Such derivators whose values are triangulated are called strong stable derivators, and they are an important object of study in their own right. Strong stable derivators have a big advantage over usual triangulated categories, because both the suspension Σ and class of distinguished triangles are determined by the natural structure of the derivator, and this makes cones functorial. For more information, see [Gro13, §4] , where given a strong stable derivator Groth constructs the natural triangulated structure.
While here we don't need our derivators to be strong stable, the notion is undoubtedly important in general. However we will consider the notion of monoidal derivator. Putting together the monoidal and triangulated sides of the equations gives us so-called tensor triangular categories, which can be studied with geometric methods, see [Bal10] for more information.
There is one basic operation on derivators that we need to define, namely the "shift" of a derivator by any small category.
Proposition 2.4. Let D be a derivator and L be a small category. Then the prederivator
is also a derivator.
We direct the reader to [Gro13, Theorem 1.31] for the proof of this result. Next we must define the notion of a homotopy exact square.
Definition 2.5. Consider a square with natural transformation:
It is said to be homotopy exact if for every derivator D, the natural transformation below is an isomorphism
That is to say, we have a natural isomorphism (v 1 )
.2] and [GPS14a, §3] contain more in-depth discussions of how to check whether squares are homotopy exact. We mention one technical theorem that we will employ repeatedly in this paper.
Definition 2.6. Let A be a small category. Call A homotopy contractible if the counit
is an isomorphism for all derivators D where π A is the projection A → e.
Generally one can check whether a category A is homotopy contractible by verifying that its nerve is contractible. More direct methods involve checking whether it has an initial or terminal object, or whether it can be connected via a zigzag of adjunctions to the terminal category e.
Definition 2.7. Consider a homotopy exact square as in Definition 2.5. Let γ be a morphism in C, a ∈ A and b ∈ B be objects. Define the category (a/D/b) γ to have objects triples
The morphisms between two triples 
/ / C as in Definition 2.5. The square is homotopy exact if and only if for all morphisms γ ∈ C and objects a ∈ A and b ∈ B, the category (a/D/b) γ is homotopy contractible.
We direct the reader to [GPS14a] for the proof. Frequently, we will appeal to this theorem to check that squares are homotopy exact.
Lastly, we define sieves and cosieves, which are important for defining the nonmonoidal evaluation at 0 morphism. Definition 2.9. Let u : I → J be a fully faithful functor that is injective on objects.
(1) Call u a cosieve if whenever we have a morphism u(i) → j, then j lies in the image of u. (1) Let u : I → J be a cosieve. Then the homotopy left Kan extension u ! is fully faithful, and X ∈ D(J) lies in the essential image of u ! if and only if
(2) Let u : I → J be a sieve. Then the homotopy right Kan extension u * is fully faithful, and X ∈ D(J) lies in the essential image of u * if and only if X j ∼ = * for all j ∈ J − u(I).
These notions will become relevant for our discussion of the non-monoidal evaluation at 0 morphism. For the latter, it would also make sense to have the notion of a zero map and hence also a notion of pointed derivator.
Definition 2.11. We say a derivator is D is pointed if D(e) is pointed, i.e. if it contains a zero object.
If D(e) is a pointed category, that is sufficient to make D(I) a pointed category for every I ∈ Cat and also to make u * , u ! , u * pointed functors for any functor u :
Lastly, we discuss morphisms of derivators.
Definition 2.12. A morphism of prederivators F : D → E is a pseudonatural transformation of 2-functors. This means that for each I ∈ Cat, we have a functor
, and for every u : A → B in Cat, we have a chosen natural isomorphism γ
encoded in the following diagram with the usual coherence data.
Here, both the functors F I and the natural transformations γ This is what we would technically call a strong morphism of prederivators. There are similar notions of lax morphism and strict morphism of prederivators with γ F u merely being natural transformations or identities, respectively. Some authors prefer to restrict their attention to strict morphisms, but the inclusion of strong morphisms for this discussion is absolutely essential.
Here, let PDER denote the 1-category of prederivators and strong morphisms. For us, a morphism will mean a strong morphism. Definition 2.13. A morphism of derivators is simply a morphism of prederivators, except that the source and target are derivators instead of merely prederivators.
Important classes of morphisms of derivators are given by the following: Example For D a derivator, A, B ∈ Cat and a functor u : A → B, there is a strict morphism of derivators
which is defined at I ∈ Cat by
Of course, if D is a derivator, then for a functor u : A → B in Cat we also have left and right Kan extensions u ! , u * . We can similarly define morphisms of derivators
These are not strict.
The natural transformation γ F u also induces natural transformations γ We say two derivators D, E are equivalent if there is a morphism F : D → E such that F I is an equivalence for all I ∈ Cat.
2.1. Notation. We fix some recurring notation. Let N denote the category with one object and endomorphism monoid N = ({0, 1, 2, 3, . . .}, +). In picture form, Lastly, consider the category N × N. This is a category with one object, •, and endomorphism monoid N × N with composition being coordinate-wise addition. Define the functor + : N × N → N by taking • ∈ N × N to • ∈ N, and an element (a, b) of the endomorphism monoid N × N to a + b in the endomorphism monoid N. As mentioned previously, this can also be obtained by thinking of N as a symmetric monoidal category; then + is the (symmetric) tensor product.
Canonical morphisms between the base and the affine line
Let R be a commutative ring with unit. Remember then that A 1 Spec R is just Spec R[t]. We have three "natural" morphisms of rings and/or their spectra given by:
(1) R ֒→ R[t], inducing the structure morphism
Precisely, we are applying the Spec functor to those ring homomorphisms above to get the requisite morphisms of affine schemes. We note that for a quasi-compact, quasi-separated scheme X with affine cover X = ∪ i Spec A i , we can take the corresponding cover for
is a derivator. R-Mod is Grothendieck abelian, and thus also (R-Mod)
I ; then we take derived categories. Its base is the derived category of R, and we call it the derivator extending the derived category of R.
Let X be a scheme. The prederivator D X : Cat −→ CAT taking I → D(QCoh(X) I ) is a derivator. Similarly, we know already that QCoh(X) is Grothendieck abelian, and thus also (QCoh(X)) I is Grothendieck abelian for any small category I. Its base is the derived category of quasi-coherent sheaves on X, and we call the derivator extending the derived category of X.
Recall that if X is further separated, the derived category of quasi-coherent sheaves, D(QCoh(X)), is isomorphic to the usual derived category with quasicoherent cohomology, D QCoh (X), see [BN93, Corollary 5.5]. So with the mild addditional condition of separated-ness, we end up working with the "usual" derived categories of our scheme X.
Here we have equivalences of derivators between D R and D Spec R for a ring R, owing to the isomorphism between QCoh(SpecR) and R-Mod.
Moreover, a ring homomorphism f : R → S induces morphisms on their corresponding derivators via derived extension of scalars along f and restriction of scalars along f . Similarly, given a morphism g : X → Y of schemes, there are morphisms of derivators induced by the derived direct and inverse image functors along g. With R and R[t], we can describe some of these functors in a diagrammatic manner.
The above ring homomorphisms between R and R[t] generate morphisms between the categories R-Mod and R[t]-Mod via extension of scalars, which extend to morphisms of derivators. These will be our models for the evaluation at 0, evaluation at 1, and structure morphisms.
We first define the structure morphism. 
On affine schemes, the structure morphism is the map Specf :
. Then i * is also just the direct image f * , while i ! is the inverse image functor f * , so in the case of derivators associated to affine schemes, our definition of structure morphism extends the usual definition of structure morphism.
In particular, we should keep in mind the following diagram:
which explains that the choice of i ! is indeed appropriate. Next, we have the evaluation at 1 morphism. It is also a homotopy left Kan extension.
Definition 3.3. The "evaluation at 1" morphism relating a derivator D and its affine line A 1 D is given by the homotopy left Kan extension morphism of derivators
We can see this in case of an affine scheme SpecR, when we have the evaluation at 1 map Specf * : Spec R → A 1 R induced by the ring homomorphism
-Mod is the direct image functor f * and p ! is the inverse image functor f * . So the evaluation at 1 map, in the case of an affine scheme, can be thought of as induced by the usual scheme-theoretic "evaluation at 1" map.
Again, this should be envisioned in the below diagram:
Later when we have the machinery of monoidal derivators, we will be able to give a unified definition of evaluation at 0 and 1 along with other "coherent endomorphisms." For now, we will have to stick with a somewhat unwieldy definition for evaluation at 0. Let us assume that the derivator D is now pointed, so that the right Kan extension i [1] * is just extension by zero.
Given a derivator D and X ∈ D(N) we can apply pullback via the functor u : 
Each operation in the composition is a morphism of derivators, hence also ev 0 . We may simplify this one step further. The composition (1, 1) * i ! is actually just the homotopy colimit of the -shaped diagram, and we can write it as π ! .
Proposition 3.4. The evaluation at 0 morphism is ev 0 = (π )
We see also that this fits the "evaluation at 0" morphism for affine schemes, in that case being the map Specf :
. We see directly that the construction emulates
Specifically we are referring to the following diagram that commutes up to natural isomorphism: here D R is the derivator associated to the ring R as usual;
Monoidal structures
4.1. Definitions on monoidal derivators. As our intuition comes from algebraic geometry, in many situations our derivators D will have a monoidal structure. An important consideration would be to construct a monoidal structure on A 1 D out of the monoidal structure on D and information internal to D. If D were the derivator associated to a ring R, the monoidal structure on D would be induced by − ⊗ R −, while on A 1 D the "correct" monoidal structure should be induced by −⊗ R[t] −. In the introduction, we briefly described how we can relate the two monoidal structures by adding in what was essentially a coequalizer. Here we will construct the monoidal structure in a more formal manner, using pullbacks and left Kan extensions.
First, we give the basic definitions around monoidal derivators. We lift much of the exposition below from [GPS14b] . 
Equivalently, we can say that there is a lift of D to the 2-category of monoidal categories and strong monoidal functors. Here we denote the monoidal structure on D(A) as ⊗ A .
Let D be a monoidal prederivator, A ∈ Cat and a ∈ A, then for X, Y ∈ D(A), There are also mixed internal/external products, of the form
We should just think of this defining an external product in D B . The crux of the monoidal structure of the monoidal (pre)derivator is the external product.
Next we define a monoidal derivator. 
In terms of diagrams, we have that the following square commutes up to isomorphism:
and similarly for the left Kan extension along v : C → D. Using (Der2) and (Der4), we note that the explicit verification of this cocontinuity condition need only be done for projections π A : A → e. Now we construct the A Recall from the introduction that the tensor − ⊗ R[t] − is obtained via a sort of coequalizer. We can make the construction more amenable in the derivator context. If we were to take a hypothetical "external product" of (M, t M ) and (N, t N ) (thought of as objects in (R-Mod N with their external product landing in
To obtain the result we want of M ⊗ R[t] N we would take the extension of scalars along the ring homomorphism
where the action of t on the underlying R-module is is used for both the actions of t 1 , t 2 in the R[t 1 , t 2 ]-module. But this is precisely restriction of scalars along the ring homomorphism
Therefore, the extension of scalars along Proof. D N is certainly a derivator and the external product certainly defines a product morphism
so we merely need to prove that the external product is cocontinuous. To see that the external product on A 1 D is cocontinuous, let X ∈ A 1 D (J), π J : J → e be the projection functor, and y ∈ A 1 D (e). Consider the external products
Then in terms of ⊠, we have
In particular, the middle equality comes from the commutativity of the diagram 
and id ! is an isomorphism (being an adjoint to the identity). Then we have for
Note that this monoidal structure is an analogue of Day convolution. We may view N as a natural symmetric monoidal category with only one object, where on maps n ⊗ m = n + m ∈ N. Then + : N × N → N is just expressing the monoidal product and the usage of + ! in the formula for − ⊠ A 1 D − is the usual formula. If M is a commutative monoid, we let M denote its categorical analogue, i.e. the category with one object • and Hom(•, •) = M with composition as addition in M . Then again we can view M as a symmetric monoidal category where the tensor product of maps is given by addition in M , and if D is a symmetric monoidal derivator, then D M has the natural structure of a symmetric monoidal derivator by defining the external product as
We make a brief observation about the monoidal structure on A The monoidal structure on A n D can be expressed with the following external product:
Here it is not difficult to see that this is the same external product that we would obtain with an iterated A 1 -structure.
Compatibility of canonical morphisms and monoidal structure
In this section, we want to define a general evaluation at α morphism. As mentioned in the introduction, our model for this is the extension by scalars via the homomorphism R[t] → R[t]/(t − r) ∼ = R, i.e.
− ⊗ R[t] R[t]/(t − r) : R[t]-Mod → R-Mod
In the derivator case, these emphevaluation at alpha morphisms ought to be strong monoidal. Furthermore, the composition
is the identity. The structure morphism is a model for extension of scalars along R ֒→ R[t], so the evaluation at α should form a section of the structure morphism.
First, we show that the structure morphism i ! : D → A 1 D is a strong monoidal morphism under the A 1 D -monoidal structure as defined in the previous section. Proposition 5.1. The structure morphism is strong monoidal, i.e.
Proof. This is a straightforward computation, we have
The construction of the evaluation at α morphism strongly mirrors the ring case.
Definition 5.2. Let D be a derivator, and X be an object of D(N) = A 1 D (e), such that i * X = ½ D . Then call X an coherent endomorphism of the unit. We can write dia N,e (X) = (½, α). In this case we call X the coherent α endomorphism.
The term coherent α endomorphism can be a bit deceptive, as there may be more than one object with the same underlying diagram. Now we can define what the evaluation at α morphism means.
Let D be a symmetric monoidal derivator and equip D N with the A 1 D -monoidal structure. We would take a coherent endomorphism of the unit, i.e. an object in D(N) with diagram (½, α), take its A 
We will show in due course that this is a strong monoidal morphism. First we show that it coincides with our previous notion of evaluation at 1. Proof. Using general definition of evaluation at 1, our coherent endomorphism is p * ½ D . Thus we have
So the task at hand is now simply to prove the isomorphism i * + ! (1 × p) * ∼ = p ! . We will prove a related isomorphism, namely + ! (1 × p) * ∼ = p * p ! . The required isomorphism now follows from this one since i * p * ∼ = Id, and so post-composing both sides of
Thus, we would like to show the following (commutative) square is homotopy exact.
Here we check this directly via [GPS14a, Theorem 3.8]. In our good fortune, because we have the terminal category in the lower right corner, we need only check that a single category is homotopy contractible. The category (•/N × N/•) id as stated in the theorem, where both objects • are the sole objects in the two copies of N, has objects triples
which we view as merely a pair of natural numbers (m, n).
The morphisms in this category are morphisms (a 1 , a 2 ) ∈ N × N such that (1 × p)(a 1 , a 2 ) + m = m ′ , and +(a 1 , a 2 ) + n ′ = n, i.e. we have a morphism (a 1 , a 2 ) : ′ and n ≥ n ′ , and m + n ≤ m ′ + n ′ . However, we may view this as a subcategory of (N, ≤) × (N, ≥) by taking (m, n) → (m + n, n). Being a fully faithful functor, it is an equivalence onto its image, and this second category is a full subcategory of (N, ≤) × (N, ≥) consisting of objects (k, l) with
There is an adjunction connecting L and (N, ≤) × (N, ≥). The right adjoint is the inclusion, and the left adjoint takes (m, n) ∈ (N, ≤) × (N, ≥) to (m, n) ∈ L if m ≥ n and (n, n) ∈ L if m < n. Then (N, ≤) × (N, ≥) is a product of two homotopy contractible categories, since (N, ≤) has an initial object while (N, ≥) has a final object, and hence homotopy contractible.
L is then connected via adjunction to the terminal category, hence it is homotopy contractible. Therefore, our commutative square is homotopy exact and the two definitions of evaluation at 1 coincide.
Proof. This can be proven by showing that + ! + * ∼ = Id, or equivalently that the square Proposition 5.6. The general "evaluation at α" morphism is a strong monoidal morphism of derivators for any coherent endomorphism (½, α) ∈ D N (e).
Proof. Again we simply restrict to examining the evaluation at α morphism on A 1 D (e). Consider objects X and Y in D(N)-we wish to show
Let us use the formulation of ev
Here the last isomorphism comes from the preceding lemma.
Therefore, the monoidal structures on A 1 D and D are compatible, in that the structure and evaluation morphisms are all strong monoidal.
Proposition 5.7. The evaluation at α morphisms are cocontinuous.
Proof. To be precise, we would like to show that for any functor f : A → B, the diagram below commutes.
Remember that ev α (X) for any X ∈ A 1 D (I) is the composition i * + ! (X ⊠ D (½, α)). Taking an external product with (½, α) commutes with f ! since external products are cocontinuous. The homotopy left Kan extensions + ! and f ! commute as they occur in different variables, and similarly i * and f ! .
This last result will be of importance when we discuss the "universal property" of the affine line.
Closed monoidal derivators
We call a monoidal derivator D closed if the tensor product Proof. Recall that the external product associated to
To show this is a two-variable left adjoint, we see that
which we obtain by taking the right adjoints of ⊠ D and ( 
The first isomorphism above is given by the composition
Here each step uses either the (+ ! , + * )-adjunction or ⊠ D being an adjunction of two variables.
Meanwhile the isomorphism A 1
Here again each isomorphism is either induced from the adjunction (+ ! , + * ) or the two-variable adjunction for D, and is therefore natural.
For the canonical mates, fix
, and let u : I ′ → I be any functor. Then we have
where the isomorphisms come from naturality and the known natural isomorphisms for ✄ [J] . Similarly for the other mate we fix X ∈ A 
This completes the verification that
If (D, ⊠, ½) is a monoidal derivator, it comes equipped with a so-called "projection morphism": for objects A ∈ D(I), B ∈ D(J), and functor u : I → J, we have a morphism
B defined to be the adjoint of the following morphism under the u ! ⊣ u * adjunction.
The projection morphism is moreover an isomorphism if (D, Recall that our definition for the affine line over a derivator rested upon the intuition that if R is a commutative ring, an R[t]-module is nothing more than an R-module with an R-module endomorphism, allowing us to define A 1 D = D N for any derivator D. For rings, a homomorphism R[t] → S can be broken down into a two simple parts, the "underlying morphism" R → S, and the value of t ∈ R[t] under the homomorphism. We expect a similar result for derivators, that a (cocontinuous) strong monoidal morphism F : A 1 D → E for monoidal derivators D, E can be determined by an "underlying morphism" D → E and the value of an object in E(N).
Lemma 7.1. Let F : D → E be a cocontinuous strong monoidal morphism between monoidal derivators. Then
Proof. The following diagram commutes up to natural isomorphism:
Here the commutativity of the top square up to natural isomorphism expresses that F is strong monoidal, while the commutativity of the bottom square is a consequence of F being cocontinuous.
Note that in this case F N is again a cocontinuous strong monoidal functor, so we can iterate this construction. Now we take some steps towards the decomposition discussed above. If we are given a morphism of derivators F : A (1) For a monoidal morphism of derivators F :
is a coherent endomorphism of the identity, say 
− −−− → E Pasting the two squares horizontally gives precisely our desired diagram.
In the specific case of
, from being monoidal we know that i
) is equal to (½ E , α) ∈ E(N) for some α. This endomorphism α is an important piece of information that we refer to as the "type" of our morphism F . 
Here we can draw upon the following diagram, expressing the definition of the A 1 -monoidal structure.
So we can write +
. Now, we also have
The individual isomorphisms are as follows. The first equality is just the definition of the A 1 A 1 D -external product relative to the A 1 D -external product. The second isomorphism is from co-continuity of the external product. Therefore,
For the third isomorphism, having been left with + ! (1 × i) ! , by naturality we know that
is just the identity functor on N. Thus, + ! (1 × i) ! ∼ = 1 ! , and 1 ! ∼ = Id. Hence we can simply remove + ! (1 × i) ! for the third isomorphism.
The fourth equality is once again a definition of the A 1 D -external product relative to the D-external product, while the fifth isomorphism is a reflection of the fact that taking the external product with any object is a morphism of derivators.
Thus, we have (
. We would like to show it to be isomorphic to +
Lemma 7.6. The following square is homotopy exact:
Here the natural transformation in the middle is just the identity, as both compositions are just
Proof. Using (Der4), we know that the square (7.8)
is homotopy exact. Our original square is homotopy exact if and only if its pasting with the above is homotopy exact, as homotopy exactness can be checked pointwise and N × N has precisely one object. The category (+ × 1/e), by definition has objects (• ∈ N × N, (a, b) : • → •), of which the information we can just condense to (a,
Hence, if the pasting of (7.7) and (7.8) can be shown to be homotopy exact, from the homotopy exactness of (7.8) we would obtain that (7.7) is homotopy exact. This pasting of (7.7) and (7.8) looks like (7.9)
Then we can whisker the natural transformations, to make this a single square with natural transformation. Below, we take the functor p to be the composition of the top line in (7.9):
It is not clear why this square would be homotopy exact given its current description. From (Der4) we consider the square (7.11)
/ / N which we know to be homotopy exact. Here an object of the category (+/e) has objects (• ∈ N, m : • → •), information that we can just condense to m ∈ N. A morphism (m) → (n) is a morphism (i, j) in N × N such that +(i, j)) = m − n. We would like to write (7.10) as a pasting of (7.11) with another square, i.e. obtain a pasting of the form 
Checking that the above commutes tells us that G is precisely what is required. Thus, we can re-write (7.10) in the guise of (7.12).
The right-hand square of this pasting (7.12) is homotopy exact by (Der4), so it simply suffices to prove the left-hand square is homotopy exact. This most obvious step would be to check that the the functor G is a right adjoint, by [Gro13, Proposition 1.24], but this fails. Instead, let us denote (+ × 1/e) = C, (+/e) = D, and C 0 ⊂ C be the full subcategory with objects (a, 0). We form the pasted square (7.13)
Here, I claim that both the inclusion i 0 : C 0 ֒→ C and G • i 0 are right adjoints. This will prove that both the left-hand square and the pasting are homotopy exact squares, and hence that the right-hand square is. We detail the respective adjunctions.
The left adjoint L to i 0 : C 0 ֒→ C takes (a, b) ∈ C to (a, 0) ∈ C 0 and a map (j, k, l) : (a, b) → (c, d) to (j, k, 0) : (a, 0) → (c, 0). So we take (a, b) ∈ C and (c, 0) ∈ C 0 , then Hom C0 ((a, 0), (c, 0)) ∼ = Hom C ((a, b), (c, 0) ). The former consists of maps of the form (j, k, 0) with j + k + c = a, while the latter consists of maps of the form (j, k, b) with j + k + c = a, rendering an obvious bijection.
The left adjoint F to C 0 ֒→ C → D takes (m) ∈ D to (m, 0) ∈ C 0 and a map (a, b) : (m) → (n) to (a, b, 0) : (a, 0) → (c, 0). Take (a, 0) ∈ C 0 and (n) ∈ D. Then Hom C0 ((n, 0), (a, 0)) ∼ = Hom D ((n), (a)), as the former consists of maps (j, k, 0) where j + k + a = n, while the latter consists of maps (j, k) where j + k + a = n, with the obvious bijection. Therefore, both i 0 : C 0 ֒→ C and G • i 0 are both right adjoints.
Therefore, the square (7.14)
is homotopy exact. This implies that (7.12) is homotopy exact, which is the same square as (7.10). Therefore, our original square (7.7) is homotopy exact. Recall it is the below square:
Taking the respective adjoints, we have an isomorphism
Now we can complete the proof of the proposition.
Proof. From the previous lemma we have
We also have that
The proof of the theorem will rely on the two isomorphic representations of + * X that we have produced.
Lastly, we can tackle the proof of the Theorem. Roughly speaking, for a cocontinuous monoidal morphism of derivators F :
(½ E , α) correspond to R → S and the assignment t ∈ R[t] respectively.
Proof. We know that
is since F is a morphism of derivators. The second isomorphism is the decomposition
and the third just follows by co-continuity of F . Our very last equality is precisely the definition of the evaluation at α morphism.
Therefore, cocontinuous monoidal morphisms of derivators F : A 1 D → E can be determined simply by their base F 0 and their type α, in that a morphism F with designated base F 0 and type α is simply ev α F N 0 .
Definition 7.16. Let D, E be two derivators. Let P DER(D, E) denote the category whose objects are morphisms of prederivators D → E and morphisms are modifications.
Let P DER ! (D, E) denote the full category whose objects are cocontinuous morphisms of derivators D → E]. Similarly, if D and E are monoidal derivators, then we can let P DER ⊗ (D, E) denote the category of monoidal morphisms and pseudonatural transformations. Finally, if we are looking at P DER(A
Theorem 7.17. We describe (7.3) via a more global perspective.
(1) There exists a functor
(2) Fix a cocontinuous monoidal morphism of derivators F 0 : D → E. If we restrict to cocontinuous monoidal morphisms with base F 0 , this induces an equivalence of categories
E (e). Call the latter category E ½ , which we can also think of as all the coherent endomorphisms of the identity in E. Here P DER ⊗,!,D (A 1 D , E) consists of cocontinuous, strong monoidal morphisms F of derivators between A 1 D → E with F i ! equal to some fixed F 0 .
In the above equivalence, the forward direction functor 
The forward direction functor splits F into the information of its type α and its base F 0 . Its inverse takes a coherent endomorphism (½ E , α) plus a cocontinuous, monoidal morphism
Proof.
(1) The first part is clear, every pseudonatural transformation between two morphisms F, G :
(2) First it is clear by (7.3) that the functor in part (1) can have its codomain restricted to to E ½ . The two functors between P DER ⊗,!,D (A 1 D , E) and E ½ are as follows. Given F : A 1 D → E, we send it to F N (+ * i ! ½ D ) ∈ E ½ . For a monoidal natural transformation F → F ′ , we send it to the morphism
Conversely, given (½, α) ∈ E ½ we send it to ev α • F where the first arrow is given by the transformation F 0 → G 0 and the second induced by the transformation ev α → ev β as described in the previous part. From (7.3), we know that these two functors are essential inverses to each other.
We note one special case below, when the base is the identity. Indeed it's clear by the definition of the evaluation at α morphism that each one is a section to the structure morphism i ! . Now we have seen that these are the only sections.
Now we aim to extend this result to A n D in a natural way. Let us fix the following notation.
(1) Let i n : N n−1 → N n denote the functor 1 N n−1 × i (2) Let 0 ≤ m < n be two integers. Let i m,n denote the composition Corollary 7.19. We have the following analogues of (7.17).
(1) There is a functor P DER ⊗,! (A Proof. First we will describe how to generate the product Π n E 1 by induction. The main theorem (7.17) is the case for n = 1. Inductively, note the commutative diagram , which gives the commutativity of the top triangle. So for A n we get the information of n evaluation at α morphisms giving us the requisite functor for (1).
For (2) it's clear that one can restrict the codomain of the functor in (1) to Π n E 1 . Note that suppose we are given a cocontinuous monoidal morphism F : A n D → E with F 0,n = G. Then F n−1,n : A n−1 D → E again has base G and we can write F = ev αn • F N n−1,n . Then one can write F n−1,n = ev αn−1 • F N n−2,n , and so forth. So given a product Π n i=1 (½ E , α i ) and a morphism G which should be equal to F 0,n for some F : A n D → E, we can recursively define F k+1,n as ev k • (F k,n ) N , until we get to F n,n which is simply our desired morphism of derivators.
This gives the inverse to our stated equivalence in part (2), while (3) is simply a re-writing of (2).
For us, this is the most telling signal that the definition of A 1 D and more generally A n D is a reasonable one. It mirrors behavior that we would expect polynomial algebras over a commutative ring or the affine spaces over a reasonable scheme to have.
